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Abstract — Message oriented middleware (MOM) provides a 
messaging service layer between the transport and application 
layer of the networking protocol stack. A resilient MOM 
system strives to provide a required level of message brokerage 
service in the face of bursty surges in workload demand, and 
failures in the underlay network or brokers. Resilience in our 
MOM system is achieved by a novel workload allocation 
mechanism which minimizes the quantified risk of workload 
exceeding capacity of a broker, while introducing redundant 
mirroring of workload; and also using resilient overlay routing 
and multi-homing to mitigate and recover from underlay 
network failure(s). This paper discusses the overall system 
architecture and the workload allocation and mirroring 
mechanism we employed. Comparing with round robin 
maximizing resource reserve ratio, our allocation algorithm 
provides superior resilience in minimizing the risk of 
correlated workload exceeding the capacity of system. 

Keywords- message oriented middleware; resilience; self-
adaptive; publish-subscribe; quantifying risk; self-healing; 
overlay routing. 

I.  INTRODUCTION 
Mission critical applications, e.g., financial data delivery 

banking transactions, and remote control commands all 
place different requirements on publish subscribe message 
oriented middleware (PSMOM) for reliability and 
performance. They are very sensitive to performance 
degradation and network and broker failures. This paper 
looks particularly at the provision of resilience to broker and 
link failures and performance degradation, and also at the 
related topic of assured delivery.  

PSMOM is software used to support communication 
between components both within a system and between 
cooperating systems [1][2]. It is especially suitable when a 
message needs to be distributed to multiple subscriber 
applications as it reduces the number of point-to-point 
connections required for applications to communicate. 
MOMs are compatible with, and indeed can form a central 

component of the Enterprise Service Bus (ESB) architecture 
[3], where the MOM message broker acts as the “bus” 
between applications. In practice because of issues relating 
to differing enterprise responsibilities, geographical 
locations, bottlenecks in performance [4], mitigation of 
single points of failure, multiple brokers will be deployed 
using both high-availability clustering and broker 
federation.  

Resilience is the ability of the MOM system to provide 
and maintain an acceptable level of service in the face of 
faults and challenges to normal operation, such as internal 
broker faults and external link failure and denial of service 
(DoS) attacks. To provide a resilient brokerage service, our 
PSMOM system is an overlay of federated brokers over a 
network, composed of several local domains, i.e., a few 
neighbour brokers instead of one centralized broker. The 
goal of the design is to provide adaptive configuration 
solutions and reactive mechanisms to provide a resilient 
service despite the risks from link or broker failures or 
degradation and surges in workload.  

The resilience is achieved by: firstly, allocating the 
workloads to both primary brokers, and mirror brokers in 
the local domain - the mirror brokers provide redundancy at 
application end points in case of faults in primary broker; 
and secondly, employ overlay level multi-path routing in the 
overlay domain to provide reliable networking over wide 
area network between local domains in face of link faults 
and performance degradation. This paper discusses the first 
part, workload allocation and mirroring algorithm which 
quantifies and minimizes the risk of overloading brokers 
while exploring the correlations between messaging 
workloads; and also explains architecture and operation of 
the system. 

This work has been driven by the requirements to 
produce resilient and secure MOM solutions appropriate for 
future real-time and business critical systems, which form 
the focus of the EU FP7 GEMOM project (Genetic Message-
Oriented Secure Middleware) [5][13]. Besides the work that 
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this paper is centered on, adaptive security and trust 
mechanism [7][8][11] are another strand of the GEMOM 
system. However, these will not be discussed in this paper. 
The rest of the paper is structured as following. In Section II 
we present related researches and state of art MOM 
approaches. Then, in Section III the architecture and 
resilience mechanisms of our MOM system is explained. 
Section IV presents the risk-aware workload allocation and 
mirroring mechanisms, Section V explains the operation of 
system and Section VII describes an industrial application 
scenario. Finally, conclusions and ongoing works are briefly 
given in Section VI. 

II. BACKGROUND AND RELATED WORKS 
Most state-of-the-art industrial MOM systems, e.g., 

Apache’s AMQP Qpid, offer the high-availability clustering 
(HA clustering) and federation functionalities, to enhance 
reliability, interoperability and scalability of messaging 
service. The two mechanisms can be combined and adapted 
to build MOM deployments with different topologies and to 
suit scenarios where applications have different performance 
and reliability requirements. The current HA clustering 
techniques and federation techniques are orthogonal 
concepts. Broker clustering techniques consist in creating 
groups of brokers that work closely together. HA clusters 
improve the reliability by replicating entire states and 
messages of the working broker to another broker. They 
support the clients to failover to another broker in the cluster 
if the working fails. Federation enables the communication 
between brokers. Federation thus both supports connecting 
brokers in different domains as a MOM overlay, and 
improves system scalability by distributing computation and 
bandwidth contention of the message brokerage to multiple 
brokers such as [12]. 

Some problems associated with the current HA 
clustering and federation motivates our research. Firstly, the 
bursty surge in demand of workloads will cause significant 
performance degradation [15] and the surge of correlated 
workloads will have a supper added influence on such 
degradation. A workload allocation mechanism that 
minimizes such problem is missing. In our approach instead 
of only considering mean value of workloads, our system 
employs a novel workload allocation and mirroring 
algorithm which quantifies the probability of workloads 
exceeding capacity of brokers, while exploring the 
correlation between messaging workloads with variance and 
covariance matrix based method; Secondly, introducing 
redundancy with HA clustering requires replicating the 
entire workload of a primary broker to another broker, 
which requires much computation resource and the 
replication intra LAN does not fit well with MOMs 
deployed for internet messaging. With our algorithm, we 
mirror the partitions of workloads (called items) on a 
primary broker to different neighbor brokers in the local 
domain, instead of replicating entire its workloads to 
another broker. Thirdly, the federation of MOMs across 
internet requires low converge time from random underlay 

IP network failures and faults. Our system employs overlay 
level multi-path routing for resiliency in networking 
between local domains. 
     Resiliency in P/S based MOM is a popular research field, 
with some related works focusing on specific contexts. 
Yoon [17] designed a set of protocols to replace a faulty 
broker with an extra spare broker. The replacement is 
through recovering the connections to neighbor brokers by 
contacting an external directory service and recovering 
subscription tables from the reconnected neighbor brokers. 
Their protocol is for on-demand replication which means 
there is no live redundancy for continued messaging. The 
entire workload of faulty broker is replicated together 
similar as the failover in HA clustering. Our approach 
provides live mirroring for continued messaging in the face 
of single broker failure with workload mirroring and 
reconfiguration solution for multiple broker failures. 
 Kazemzadeh [6] describes an approach to handle broker 
failures, while maintains order and provides exactly once 
delivery of publications. Each broker maintains a partial 
topology mapping of brokers in its publication tree, and a 
faulty broker in the mapping is replaced by reconnecting to 
the next working broker in the mapping. The cost of their 
approach is to trade for stability with latency comparing 
with multi-path routing over internet. Their approach is 
designed to fit content based, not topic based P/S. 
    Finally some works, such as Snoeren et al. [16], employs 
overlay level multi-path routing or multi-homing, which has 
evolved from similar network level approaches [9][14], to 
build a fault tolerant P/S system, by constructing redundant 
disjoint forwarding paths between subscribers and 
publishers. While we employ similar overlay level multi-
path routing for connecting disjoint domains with QoS 
awareness, we also improve the application end point 
resilience by workload allocation and mirroring in local 
domains as described in the following sections. 

III. OVERVIEW OF THE GEMOM SYSTEM 
ARCHITECTURE  

The GEMOM resilience functions are designed to 
provide an acceptable level of continued messaging 
functionality in the face of faults or failures detected by the 
monitoring components. This is achieved by allocating 
primary workload and mirroring workload according to 
computed policies which minimize the risk of overloading 
brokers. As explained later the risk of system failure is the 
criterion that is used to assign load and mirrors. The overall 
traffic is allocated among a group of neighbor brokers intra 
cluster (e.g., in the case of Enterprise Messaging) or across 
internet (e.g., internet messaging). This group of neighbor 
brokers and the clients they serve is a local domain. 
Between disjoint local domains, overlay level multi-path 
routing can be employed to improve network link resilience, 
though this will not be discussed in the paper. This network 
model is shown in Fig. 1. The resilience architecture in 
GEMOM includes a Management Agent (MA) collocated 
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with each broker. The Management Agent consists in 
components including Resilience Manager (RM), Overlay 
Manager (OM) and anomaly monitors. 
 

 
 

Figure 1. Network model of MOM system. 

    One of the MAs in the local domain is elected as Master 
MA, which is used to compute policies and distribute the 
policies and updates to other slave MAs. When a Master 
MA fails, one of the other MAs is elected as the new Master 
MA. The up-to-date policies in all MAs and the master 
election mechanisms provide resilience to master MA faults.  
Currently the host with most computation power is chosen 
as the Master MA, although different election algorithms 
can be applied.  Inside the Master MA its RM and OM 
operate as following. RM computes the workload allocation 
policies and redundant workload replication policies which 
is called mirroring policies. These policies are computed for 
different possible state of the MOM system, e.g., initial 
allocation, single broker failure, double failure and RM 
builds a case base with these policies. Note that in low load 
situations the policies associated with switching off certain 
brokers are essentially the same as the failure case. The RM 
communicates with the OM and sends updates of case base 
of the new policy and its context. The OM is the 
management interface of to the broker and clients. One 
important functionality of OM is Broker Directory Service 
(BDS). Like DNS, BDS maps the topics to the physical 
brokers which act as their primary and mirror brokers. OM 
keeps BDS up to date according the policy case base and the 
current state of system. OM listens to the system state from 
monitoring tools. When a critical event, e.g., a broker 
failure, is under the radar, an optimal policy under current 
state of system retrieved from the case base is used by OM 
to update BDS. The Master MA distributes the changes in 
policy case base and BDS to all slave MAs to keep them up 
to date. These updates in BDS push brokers and clients to 
adapt to current policies. 

The monitoring components consist of a set of anomaly 
detectors, namely broker failure, link failure and bottleneck 
detectors. The detected events from detectors which reside 
with each broker and each client trigger the adaptive actions 
in brokers and clients. The events are also passed to the 
Master MA to update current system policies.  

A risk-aware workload allocation algorithm and hard 
constraints are used to compute the policies. Comparing 
with high-availability clustering, the policies are computed 
and applied on “item” level to reduce computation and the 
size of case base. Item is a system administrator defined 
partition of total workload carried by the MOM. An item 
can be considered as set of topics, treated by the RM as a 
single entity with respect to re-allocation of resources. A 
topic in a PS MOM is simply a label that a publisher (or 
publishers) can use to identify a message stream of 
particular type and subscribers can subscribe to the topics 
they wanted. Another difference is that a redundant 
replication, i.e., a mirror item, can be mirrored to live 
brokers instead of just to an idle slave broker to replicate 
entire workload and states of a live broker. Ideally this will 
allow a smaller set of brokers to carry the traffic at the 
prescribed risk bound. This algorithm is described in the 
following section. The overlay level-multipath routing 
between disjoint local domains is out the scope of this 
paper. 

IV. MESSAGING WORKLOAD ALLOCATION AND 
MIRRORING 

Mission critical applications such as remote control 
commands and finical data are very sensitive to the service 
degradation and message loss due to link or broker failures. 
Service degradation is often caused by the workloads on a 
broker rise and exceed the processing capacity of the broker 
[15]. Correlated workloads often exist in real world systems. 
Such correlated workloads will likely rise together, and thus 
have a super additive effect on the total workload. 
Uncorrelated or negatively correlated workloads, on the 
other hand, will make the total workload more stable. In our 
MOM system the workloads in a local domain are allocated 
and mirrored among a few neighbor brokers. RM employs 
an workload allocation and mirroring algorithm to quantify 
and minimize the risk of workload exceeding a broker while 
explore and mitigate such correlation. RM computes 
workload allocation policies and redundant workload 
replication policies, i.e., mirroring policies, under different 
possible states of the MOM system, e.g., initial allocation, 
single broker failure, double failures, using this algorithm. 
The policies are stored in a case base and retrieved 
according to current state of system as described in the 
previous section.  

In comparison to HA clustering, where the entire 
workloads of a primary broker is replicated to another live 
broker, our mirroring strategy divides and assigns the mirror 
workloads of a primary broker to several live neighbor 
brokers in local domains, and does not necessarily introduce 
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many extra idle brokers. The atomic unit for the workload 
allocation and mirroring is an item. An item, according the 
specific scenario where the MOM system is deployed, is a 
pre-defined partition from the total traffic carried in MOM 
system. For example, in the case of topic-based PS MOM, 
an item is defined as one or more topics that are bundled 
together in workload allocation. Every item is mapped to a 
primary and a mirror broker. A physical broker logically can 
be the primary broker for some and the mirror broker for 
some other items at the same time.  

The RM computes workload allocation and mirroring 
policies to minimize the quantified risk of overload to the 
system, and also subject to satisfying important prescribed 
hard constraints such as requiring that the probability the 
workload exceeds each broker’s capacity is lower than a 
prescribed upper bound or that the maximum number of 
topics that a broker is allowed to carry is not exceeded. This 
problem is formulated as allocating a set of items (an item is 
also a set, but is a set of topics) j to each broker i.  Consider 
the optimal primary allocation case, i.e., the case where we 
simply want to maximize the utility function while 
allocating items to the brokers which are candidates that 
satisfy the pre-defined constraints. Then the goal is to find 
the optimal solution 𝑆 = {𝑗1, … 𝑗𝑘} , which is k sets of items 
allocated to the corresponding k brokers, maximizing 
overall system utility, i.e., minimizing the overall risk, in the 
system. The peak period message rate of item set j is a 
random variable denoted by 𝑽𝒋 and the capacity of broker i 
is a constant 𝐶𝑖 (both measured in messages per unit time).  
Given the utility of current local domain  𝑈𝑑𝑜𝑚𝑎𝑖𝑛 , the 
problem is: 

 arg max
S={ji}

 (𝑈𝑑𝑜𝑚𝑎𝑖𝑛 = �𝑈𝑖)
𝑘

𝑖=1

  (1) 

 
𝑤ℎ𝑒𝑟𝑒 𝑈𝑖 = 𝑅𝑖

𝑗 − � 𝑃𝑖
𝑗(𝑥 − 𝐶𝑖)𝑃𝑟�𝑉

𝑗 = 𝑥�𝑑𝑥 
∞

𝐶𝑖
  

 
    The utility 𝑈𝑖 of broker i carrying item set j is calculated 
from 𝑅𝑖

𝑗   which is the reward for carrying item set j and the 
penalty 𝑃𝑖

𝑗(𝑥 − 𝐶𝑖) for the arriving messages x exceeding 
the capacity of broker i. 𝑅𝑖

𝑗  is a value associated with item 
set j and 𝑃𝑖

𝑗 ideally is proportional to (𝑥 − 𝐶𝑖). 
By assuming 𝑉𝑗 follows a normal distribution and relaxing 
𝑃𝑖
𝑗 to a value associated with item set j, we simplify (1) as: 

 
 

arg max
S={ji}

 (𝑈𝑑𝑜𝑚𝑎𝑖𝑛 = �𝑈𝑖)
𝑘

𝑖=1

  (2) 

 𝑤ℎ𝑒𝑟𝑒 𝑈𝑖 = 𝑅𝑖
𝑗 − 𝑃𝑖
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    We can approximate by  𝑃𝑟(𝑉𝑗 > 𝐶𝑖) = 𝑃𝑟(
𝑉𝑗−𝜇𝑗 

𝜎𝑗
>

𝐶𝑖−𝜇𝑗
𝜎𝑗

). 
𝑉𝑗−𝜇𝑗 

𝜎𝑗
  follows standard normal distribution, and the 

parameters are estimated by analyzing peak period message 
rates samples of all topics. The message rate sample is a 
series of messages arriving at unit time for each topic in the 
system over peak periods. We can have mean message rate 
𝜇𝑡of each topics t. Given 𝑉𝑗 = ∑ 𝑉𝑡𝑡∈𝑗 , 𝜇𝑗 = ∑ 𝜇𝑡𝑡∈𝑗 . From 
the sample series of all topics T, we calculate a variance 
covariance matrix of 𝑇 × 𝑇 . 𝜎2 = ∑ ∑ 𝑐𝑜𝑣(𝑉𝑎,𝑉𝑎′)𝑎′∈𝑗𝑎∈𝑗  
where a and a’ are any item in j; and 𝑐𝑜𝑣�𝑉𝑎,𝑉𝑎′� =
𝑐𝑜𝑣(∑ 𝑉𝑡𝑡∈𝑎 ∑ 𝑉𝑡′) 𝑡′∈𝑎′ , where t and t’ are any topic in a 
and a’.  Intuitively covariance measures the degree to which 
two variables change or vary together, i.e., co-vary. The 
positively correlated items’ message rates vary together in 
the same direction relative to their expected values, hence 
they result in a relative larger  𝜎 , which leads to a 
larger  𝑃𝑟(𝑉𝑗 > 𝐶𝑖) 𝑎𝑛𝑑 𝑠𝑚𝑎𝑙𝑙𝑒𝑟 𝑈𝑖 .  Hence by maximizing 
∑ 𝑈𝑖)𝑘
𝑖=1  the allocation solution will result in a small system 

risk of being overloaded and positively correlated items are 
less likely to be allocated to the same broker. 

To illustrate the allocation algorithm, there are overall 32 
topics in a local domain, which are divided into 6 items, to 
be allocated to 3 brokers with different capacities in table 3. 
From sample series data, the mean and the variance 
covariance matrix among 8 items are calculated as in table 1 
and 2.  We find the solution for (2) with a Depth First 
Search using 𝑅𝑖

𝑗 = 𝑃𝑗 = 𝜇𝑗 as the reward and penalty 
associated with j. We apply a prescribed risk 
threshold=0.007 as a hard constraint (3) to the search: 

 
 𝑠. 𝑡.  𝑃𝑟(𝑉𝑗 > 𝐶𝑖) < 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 (3) 
    We compare the allocation result with a round robin 
allocation which allocates each item in turn to a broker with 
maximum resource reserve ratio (4). The two solutions are 
shown in table 3. 

 𝑟𝑒𝑠𝑒𝑟𝑣𝑒 𝑟𝑎𝑡𝑖𝑜 =
𝐶𝑖 − 𝑉𝑗′

𝐶𝑖
 (4) 

    The risks of two solutions are evaluated by the 
normalized gain (5). Risk in our solution and round robin 
solution is 𝐏𝐫

𝟏
 𝒂𝒏𝒅 𝐏𝐫

𝟐
 . A postive gain indicates 𝐏𝐫

𝟏
<  𝐏𝐫

𝟐
. 

The gain is shown in Fig.2.  
 
 

 
In this illustration, in term of the estimated risk our 

solution shows obvious advantage over round robin 
solution. It is because our allocation algorithm avoids 
allocating some highly correlated workloads to the same 
broker by exploring the correlation via the variance 
computed from the variance covariance matrix. 

 
 

 𝐺𝑎𝑖𝑛 =
(Pr
2
�𝑉𝑖

𝑗′ > 𝐶𝑖� − Pr
1

(𝑉𝑖
𝑗 > 𝐶𝑖)) 

Pr
2
�𝑉𝑖

𝑗′ > 𝐶𝑖�
 (5) 
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TABLE I.  MEAN MESSAGE RATES OVER SAMPLED PERIODS 

 
TABLE II.  VARIANCE COVARIANCE MATRIX OF 8 ITEMS 

 

 

TABLE III.  THE CAPACITY AND SOLUTION OF EACH BROKER 

 
Figure 2. Normalized gain of our solution over round robin at each broker. 

V. SYSTEM OPERATION 
    In each local domain, the Master MA computes the policy 
case base, and updates BDS in according to the current 
optimal policy as described in section III. The BDS entries 
is a 3-tuples in the form of [topic-name@domain, primary-
broker, mirror-broker]. The BDS entries and are replicated 
to slave MAs and pushed to publishing/subscribing clients. 
Each client connects to both primary and mirror brokers 
according to the up-to-date BDS entries.  The mirroring 

approach intrinsically trades off redundant resource to 
reliable messaging service. According to the QoS 
requirement of different topics, the critical topics with 
higher requirements for reliability and speed are published 
simultaneously to both primary and mirror broker; while the 
topics with lower requirements are published only to 
primary broker, however a session is pre-established to the 
mirror broker – the topic starts to publish to mirror broker at 
the moment when faults are detected in primary broker. 
Each message published by the same client (including the 
same message published through different paths) has an 
unique ID, in one overlay node, only at most one copy of 
message can exist. The local domain and inter domain 
messaging is illustrate in Fig. 3.  

 
 
 
 
 
 
 
 

Figure 3. The operation of overall system. 

In Fig. 3, primary and mirror brokers (Bm and Bp) provides 
the clients with both local domain redundancy and overlay 
level disjoint paths to remote domains. 

VI. DEPLOYMENT SCENARIO  
GEMOM is designed to emphasis on enterprise 

messaging where a few independent local domains which 
consist of a few neighbor brokers, are interconnected as the 
overlay domain by federation over WAN. For example in 
one of the case studies, a MOM overlay is deployed to 
provide messaging service for a national high way monitor 
and control system. Traffic sensors, mobile clients, toll 
booth, control centers and other components exchange 
messages via the MOM overlay. The local domain brokers 
are distributed across the different parts of the nation. The 
mirroring approach allows continued message delivery at 
the application end points in the case where primary 
broker(s) fail, whether from malfunction or as a 
consequence of degradation for a DoS attack, or indeed 
from simply switched off for maintenance. Although 
disjointedness of underlay network paths, e.g., not sharing a 
common border gateway, cannot be assured since we do not 
assume that we have no control over the substrate ISP 
network, the disjoint placement of brokers carrying primary 
and mirror workload, and overlay level multi-path routing 
between federated brokers improve resilience of messaging 
service in the face of networking faults and failures [9][14]. 

Item1 Item2 Item3 Item4 Item5 Item6 
150 300 350 200 100 130 

 Item1 Item2 Item3 Item4 Item5 Item6 
Item1 5310 2456 962 1071 840 409 
Item2 2456 7544 611 418 1237 542 
Item3 962 611 6972 -1622 3401 2387 
Item4 1071 418 -1622 7538 -102 4266 
Item5 840 1237 3401 -102 4992 3626 
Item6 409 542 2387 4266 3626 4202 

 Broker 1  Broker 2 Broker 3 
𝐶𝑖 700 750 600 

Solution 1 Item 2,6 Item 1,3 Item 4,5 
Solution 2 Item 1,2 Item 3,5 Item 4,6 
𝑃𝑟1(𝑉𝑗 > 𝐶𝑖) 0.0018 0.0016 0.0010 
𝑃𝑟2(𝑉𝑗′ > 𝐶𝑖) 0.0068 0.0054 0.0170 
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VII. CONCLUSION AND FUTURE WORK 
In this paper, we presented the architecture and operation 

of the GEMOM system and the risk-aware workload 
allocation and mirroring mechanisms employed. The 
allocation algorithm minimizes the risk in a quantified way 
and mitigates correlated bursty workload to different 
brokers. The mirroring solution adapts the system to tolerate 
broker and faults and failures in the application end points 
in local domains. These mechanisms together with overlay 
level multi-homing and routing constitute the GEMOM 
approach towards a resilience MOM system. 

In future work, we will develop a more accurate model 
that profiles broker capacity, and novel scheduling 
mechanisms are being researched to support QoS awareness 
and improve performance of overlay level multi-path 
routing connecting different domains. 
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