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Abstract — The fact that training classification algorithmsin a
within-subject design is inferior to training on beween subject
data is discussed for an electrophysiological dataet. Event-
related potentials were recorded from 18 subjectemotionally
stimulated by a series of 18 negative, 18 positieed 18 neutral
pictures of the International Affective Picture Sysem. In
addition to traditional averaging and group comparison of
event related potentials, electroencephalographicadata have
been intra- and inter-individually classified usinga Support
Vector Machine for emotional conditions. Support vetor
machine classifications based upon intraindividual data
showed significantly higher classification rates
[F(19.498),p<.001] than global ones. An effect sizwas
calculated (d = 1.47) and the origin of this effects discussed
within the context of individual response specifities. This
study clearly shows that classification accuracy e¢abe boosted
by using individual specific settings.
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l. INTRODUCTION

are a continuously available source of emotiondatdirs.
Using psychobiological measurements, predictiorsnaore
reliable as they show a decreased amount of reztan
compared to the assessment via questionnaireing rat

A. Individual data analysis

The concept of individuality and the associated
specificities is nothing new in psychological resba
Dealing with these circumstances in technical canteeans
that one can calculate formulas or train classfiand
achieve very good results, but if the applicationaosingle
person is tried, classification rates are not idddlis is
especially problematic in an affective context, vehthings
are quite fuzzy. Therefore, we tried to addresss thi
phenomenon and discuss the effect.

B. Individual psychobiological classifications

The question is whether there are specific
psychobiological emotion patterns that can be assigo
certain emotional states? In past decades, sesardies
have been done searching for corresponding emotion

Human life is increasingly influenced by complex patterns by means of regression analysis and asabys

information technology. Some years ago it was cfeara
given user whether and how he interacted with artieal
system. Today and in the future people will intéraith
various elements of this information technology adfar
greater extent and in very heterogeneous ways. émbi
Intelligence for example, will be able to assisengssmartly
while preserving security and privacy [1]. Also,sms

variance, and demonstrated differences betweenesbj
(interindividually) [3] [4]. In these psychobiolamil studies,
patterns can be found that differentiate along @mat
states: heart-rate variability (HRV) [5], skin camtince
level (SCL) [5] or the late positive potential (LPPB] [7]
for example. The present study shows, when intifithaial
and within subjects (intraindividually) determined

must automatically adapt to different communicationpsychobiological patterns are compared, the indisidual

modalities and the cognitive, emotional and motorsil
needs of users. Conceptualization of user-frierfieftures
(usability) must go beyond traditional improvemeof
dialogs and develop empathic machines [2]. Pagityl
methods are required, which allow one to use featand
expressions of a user's emotional behavior for tfanal
features and interaction design. Psychobiologieghmeters
of the peripheral (PNS) and central nervous syst@iNs)
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approach shows superior results in classifying @nat
states compared to the interindividual (global) .oki¢e
statistically tested (by using the effect size) bypothesis
that classification based upon intraindividual sade of the
psychobiological reaction [4] shows more accuragaiits of
emotion classification compared to classificatiasdd on
interindividual variance. The influence of indiviaity on
emotional experience is well known [8] [9], butfso, does
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not have a big
recognition.

Kim and Andre [5], for instance, argue that emadion
experience is a construct of
physiological arousal, motivational tendencies, avétral
reactions and subjective feelings. They furtherorephat
physiological activity is not an independent valéabbut
rather reflects experienced emotional states wattsistent
correlates. We support this view and additionalgfidve
that variance caused by the subjective charactethef
emotional experience can be used to achieve a preoise
classification. To demonstrate this effect, we usedy
reliable stimulus material - the International Affiee
Picture System (IAPS) [10]. This stimulation maaéris
described very well in its ability to induce emetioas well
as to evoke CNS activity. Visual stimuli are oftesed in
emotional psychobiology. Many studies have provee t
IAPS-stimuli [3] [6] [7] to be a valid tool for cdrolled
induction of emotion.

C. Analyzing central nervous responses

Apart from imaging methods, the electroencephalogra
(EEG) is designed for the operationalization of #utivity
of the central nervous system. EEG is the methachofce
for processing emotional stimuli, particularly when
processing of emotional information takes place irapid
temporal state on a scale of seconds [6]. As Sclamp
colleagues showed, the time window between 350750
after stimulus onset is profoundly relevant forgassing of
emotional pleasure. This CNS activity is callea Ipbsitive
potential (LPP) due to its relatively positive chanin
potential and it's delayed (as far as EEGs go) tofikH.
LPP differentiates CNS processing of negative, na¢and
positive visual emotional stimuli in a charactédsnanner

(6] [7].
D. Aims of this study

The aim of the present study is to determine tfectife
state post hoc via EEG-analysis by means of mattiesha
classification algorithms. The influence of indival
variances on classification rates is quantifiedingjvtheir
effect size. Support Vector Machines (SVM) are ussd
classification method. SVMs transform the undedytata
set into a higher dimensional space, in which aplem
geometric separation plane is then drawn. This ra¢ipa
remains even after the subsequent transformatiak bm
"normal” space [12]. Furthermore, this study intertd
demonstrate statistically — with p-level and effsize [12] -
that a classification approach, in which the SVMraned
with all data sets of all available subjects isefdr to
training with individual data.

E. Articlestructure

In the following subsections, experimental conditiare
described, followed by an overview of the classitfion
procedure. Afterwards, results are presented fetatistical
analysis of preprocessed EEG data and b) compadéon
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impact on computer based emotiotwo classification approaches, optimized using viatial-

and global
discussion

fitted parameter settings.
part, individual specific

Finally, ihet
influences on

cognitive  processes;lassification rates are discussed.

In this subsection, data assessment and the ex@#am
setup will be described.

A. Subjects

18 (9 female) subjects (age range 18-30) were ueebl
in the study. All subjects were right-handed, Hegltwith
no psychiatric history and had normal or correotésion.
The study participants received 15 euro remuneratio
Subjects were informed about the content and proeedf
the study. Following the respective briefing, whieras
conducted according to the criteria of the Ethicsntittee
of the Medical Faculty of the University of Ulm, eh
individual participants signed a written consentrnfo
concerning their participation in the study. Theegant
study was classified as ethically unobjectionabfe ethics
vote no. 245/08).

B. Experimental conditions

The subjects were instructed by the experimenteua
the course of events during the experiment, reletasks
and the rating procedure using the Self-Assessiantkin
(SAM) [13]. The experiment took place in a darkemedm
within the Emotion Lab at the University of Ulm
(Germany).

Psychobiological parameters were measured using
sensors with a MindMedia NeXus-32 amplifier
(http://www.mindmedia.nl) on 19 EEG and two EOG
(horizontal, vertical) channels. EEG was recordeninf 19
sites according to the 10/20 system [14] using asyEap.
Ag/AgCIl electrodes were placed at FP1, FP2, AFz,HF3
F7, F6, Fz, C3, C5, Cz, FCz, P3, P5, Pz, O1, O3/ T8.
The linked mastoid (Al, A2) served as a refererRata
were digitized at a sampling rate of 256 Hz. Suljegere
instructed to autonomous start the experiment withouse
click as soon as the researcher left the room. rAfte
completing the experiment, subjects were askedlltout
some questionnaires about their personal constit NNEO-
FFI, 16 PF-R).

C. Experimental design

During the experiment, a set of selected images tiee

International Affective Picture System [10] was g@eted

on a 21” CRT display at a distance of approxima&&ycm
from the subject. Eighteen negative, eighteen pesind
eighteen neutral pictures (54 in total) were présgnrn
random order. Each image was presented for 6 second
followed by a variable jitter between 6 and 12 set This
served to prevent expectations. The individual Espion of
the subject was captured directly after each pectising the
SAM [13]. Stimuli were presented using custom \eritt

METHODS
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software [15]. The same software was used for data So thatthe following constraint applies:

acquisition.
D. EEG Preprocessing

Because of typical characteristics  of
electrophysiological channel, the EEG signal reedrdt the
skull must be significantly amplified. This makebet
analysis of the overall signal more difficult. Thenplifier
not only amplifies the desired psychobiologicalnsily but
also the background noise (mains hum, etc.). EEGats

an

yiwTdx) +b) 21 -§,V1<i<m¥E =0 (2)
By means of a kernel function :
K(x,%) = d(x)79(x) (3)

the training setsx; are transformed to a higher
dimensional space, in which the SVM finds a sejagat

can easily be corrupted and biased by applying,perplane with maximum width. In the present ctse

inappropriate preprocessing, which has to be pmddr
carefully for this reason. Therefore, we used tE&EAB
toolbox [16] developed for MATLAB.

First, the recorded data were imported and visedlizy

EEGLAB. The EEG signal was visually screened for

artifacts. Whenever there was an artifact of mdrant
100mV in amplitude, the entire trial was excludedni
further analyses. Subsequently, the EEG-signal
corrected for vertical and horizontal eye movensgtifacts
as described previously [17]. Only artifact-fre@ls with
congruent subjective and normative categorizatioihshe
pictures were included. Overall, 6.4% of all datarev
excluded from further investigation due to artifacilo
extract the EEG frequency range relevant for thidys data
were band-pass filtered. The lower threshold of fitier
was set to 0.1 Hz (high-pass) to eliminate lineands in
signal recording, while an upper threshold of 20 (kv-
pass) cut off high-frequency noise. Preprocesséal \ware
epoched in a further step — this means, separatetheo
stimulus category and edited to represent a tinmelow of
one second pre-stimulus to 6 seconds post-stimuhuan
averaging procedure data of the individual imagkshe
respective categories were averaged across alledsbj
Results of the averaging procedure are shown in Eig
Statistical analysis of EEG data was carried ouh \8PSS
13. A t-test was used to compare the conditiongositive,
negative and neutral conditions. The mean valugs6f750
ms after stimulus onset was used as a basis fostital
analysis.

W

E. Classification procedure

For classification of different psychobiologicafesdtive
states we chose SVMs, as they have been proven very
effective before [18] [19] [20], and to maintain cergh
flexibility with regard to their main parameter opization
(as discussed below) [21]. The goal of a SVM isl¢eelop
a predictive model from a given training datasseso that
respective training sets and their associated labgiscan
be applied to an unlabeled test set in order tmyadke test
set to a particular class. In this case the SVM E&s to
find an optimal solution for the following problem:
minimize with respect to:

w,b, & %wTw+ CYZ,

& (1)
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Gaussian kernel was used
K(x:, %) = exp(—v||x; = x;]|»).y > 0 (4)
because it is able to handle non-linear dependgncie

between class labels and input attributes. Furtbegnthe
Gaussian kernel has the advantage that the corpteEhthe

hodel is not influenced by too many parameters;jbonly

limited to two main parameters ¢CC>0), which enter into
the above equation as a penalty parameter forrtbe term
in (1).

For more details, the reader may refer to [12]tHa
present study the classification was applied on LtR&®
using SVM. The time window for the LPP was ranging
from 350-750 ms after stimulus onset [6]. Furthemndhe
results of [7] served as a guide, as they show trabng
others, the data of the EEG channel Fz are paatigul
effective in separating the three affective stafdter the
abovementioned preprocessing of EEG data from the F
channel and subsequent epoching of all data afudljects
within the mentioned time window, every epoch was
baseline corrected with a time segment of 350-48fter
stimulus onset in order to make them more compearabl
This step should create a distribution of the valasund
the baseline. The remaining data resulted in aa@fptes
array (350ms measured at 250Hz). Finally the epodhe
labeled according to the pleasure information (pasi
negative or neutral). Thus, for every subject remedia data
set with 54 epochs of 90 values each (89 time sesnpl
corresponds to 89 features + 1 label attribute).finther
features were added.

The SVM was developed as a binary classifier, des
this work intends to differentiate three statesgéiive,
positive and neutral), the use of the LIBSVM learne
developed by Chang and Lin was utilized, sincextereds
the principle of the traditional SVM and is able to
differentiate multiple classes [23]. To obtain thituence of
individuality on affective computing, optimal SVM
parameters a systematic grid search was perforrmed f
and y with concluding leave-one-out cross-validation.
Individual pairs of C- andy-values are taken, plugged into
the SVM and their classification accuracy is cated
using the leave-one-out cross-validation. Afterlesqiive
testing of all combinations, the pair with the taegh
accuracy was finally selected as the optimal patanset.
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When choosing the parameter values, we followed th8.25, p <.05]. No significant differences wereriduor the

procedure of Hsu, Chang and Lin. [21], who recominen
exponentially growing sequences for C andn the first
processing step, all steps of the classificatioacedure
were carried out with the combined data set ofabjects
(global), and the corresponding optimal parametair p
(Cgiobar @nd vgona) Was determined (see Classification
results). In a further processing step, the pareraefygpy
and ygiopal Of the SVM already identified by means of the

conditions negative vs. positive [t(11.4) = 0.45; p.661].

B. Clasdification results

Using the obtained optimal parametegga (= 2°) and
Ygopat (=2™), the classification across all subjects (global)
using leave-one-out cross-validation, resultechimecuracy
(relative number of correctly classified epochs)38f77%.
The outcome of using global optimal parameters for

g|0ba| Samp|e were apphed to the data sets of théalculating the detection rate at the individuaklds shown

individuals (individual). The results are shownFig. 2. In

in Fig. 2 for the respective subjects. However,oife

an exploratory study, a parameter optimization on acalculates the optimal parameters specifically @&ach

individual level (Ggivigual @NdYingividua) Was also performed,
and the results of this optimization are also shawhig. 2.
All classification experiments were performed otaptop
using the high-performance data mining
RapidMiner.

F. Calculating effect sizes

Effect sizes [24] were calculated for comparison of

individual vs. interindividual classifiers using)(5

1-p2
D=Iu uz|
o

®)
Ill.  RESULTS
In this subsection, results are shown of a) pregseed
data and b) the classification procedure.
A. EEG Preprocessing

Fig. 1 shows the evolution of the grand averagesn(t
average across all subjects) of the three condition
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Figure 1. Grand averages of the evoked potentials on Fhottree

different conditions neutralf-), positive(—) and negative¢-.-).

Further statistical analyses illustrated significan
differences for the neutral versus negative andtraku
versus positive conditions. A t-test for negativersus
positive did not show any significant differencaghe time
frame of interest. Results of the Tukeys test foefectrode
showed a significant difference for positive vs.utnal
[t(11.4) = 3.59, p< 0.01] and negative vs. neuti@dl.4) =
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software

individual and uses them for classification, clasation
rate for each individual increases significantly.

Acouracy in %o

% 100 11 12 13 14 15 16 17 18
Subjject No,

W Aveursty WS Cuow 81 Moo

A r
B Accuracy WEing Cyaser A Fiagiea Attifact agpearmnce > 20%

Figure 2. Comparison of classification rates with global amdividually
determined optimal parameters: classification ratgs globally
determined optimal parameters applied to each ichaif (black bars);
classification rates with optimal parameters catad separately for each
individual (gray bars) term in traditional approashThe improvement of
the classification demonstrated here is based®ngb of intracellular
variance of CNS activity.

IV. DISCUSSION

Although statistical analysis was not able to shaw
difference between the classes positive and negativ
classification rates were mostly above chance level

A. Conclusion of aims and scopes

Objectives of this study were a) to classify emmdio
categories positive, neutral and negative using EE@als
and b) to demonstrate the influence of individual
specificities on affective computing. Classificatiof the
respective categories was performed with SVMs fache
individual subject. In contrast to state of the art
classification studies [6], this study used onliefed EEG
data without any additional feature extraction. i@ not
use any special feature extraction due to the resea
question of individual differences and their impamb
classification. Using pre-defined settings for déte
emotions (a global approach), some accuracy geis lo
compared to use of a special trained classification
(individual approach) process. This loss of accuramay
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have several origins. On the one side, there isatioaracy
of the classifier itself, which is more specified tinique
patterns of an individual when it is trained only o
responses of this particular person. On the otluer there
are the influences of the person itself, of theddy and
mind. These influences are known as individual jpétes
[9] and shall be discussed in the following subisect

Using this knowledge of the origin of the variance

caused by individual specificities, a model canfdend,
which provides more accuracy in the prediction bé t
emotional state than it would be possible by udimther
and further improved predefined settings.

B. General discussion

Using global determined optimal parameters
classification, detection rates that are not muighdr than

subject. If it is tried to generalize these findingp a
between subject design, the classifier is oveedittand
prediction accuracy is decreasing, which would netthe
case, if everyone would be responding in the sarag. w
Using this knowledge, one can think of a sort dibcation
technique, which supports the classifier to findirdque
setting for a unique user.

Stemmler and Wacker [9] showed in their experiments
that individual variance can be found in both tkeateal and
the peripheral nervous system. Therefore, the tesflthis
study should not only be of interest for EEG anialybut
also for peripheral channels such as heart rateskor
conductance. But there are other sources of vajano.
Gender for example is known to have an influencethen

forshape of an ERP signal [28]. And there is even [ramge, or

the state of physical- and mental-health. All thigsxtors are

the mathematica”y randomlchance rateS. of 33.33(}/@WeConf0unding the Signa| of one particu|ar person and
calculated. If one determines the optimal pararmsetertherefore decrease the accuracy of a classifi¢esys

specifically for each individual, detection ratdsower 40%

up to 100% are possible (Fig. 2). This improvemient
statistically significant [F(19.498), p< .001] witn effect
size of d=1.47. Despite of the obtained individuadtimal

parameters, there can be no question of overfittirig not,

due to the fact that in the majority of data, aftuence of

variance caused by false true detection can be. Sden
exceptions, which show a classification rate of %08re

owed to an extraordinary good physiological resparfshe

subjects.

If one wants to deduce emotions of a person frogir th
psychobiological reactions, it is necessary to kdbe
individual patterns, with which that person resportd
emotional stimuli, in mind. This information woulbt be
needed if all people would react equally to emation
stimuli. Since this is not the case, the individuatiance of
the psychobiological reaction enters into the eteom. The
theoretical starting point of this approach goeskb#o
Lacey and colleagues, who were the first to emglisic
research the concept of response specificity (RS). [The
concept of RS is based on the assumption thatnaiaf
psychobiological reactions is due to situationafividual
and motivational influences [26]. According to Lydbere
are two types of individual response specificit{eRS) —
intra stressor specificity, which can be observechoments
of stressful stimulation like showing a pictureaoénake to
a woman who is sensitive for this kind of fear.

As far as we know, the effect of individual varianis
well known but the strength of the effect, whichofsgreat
interest for technical use, has not been quantifjed
Therefore we calculated the effect size, which imach
more reliable predictor for comparing these cooddi than
a simple correlation could be [24]. In the relatiéerature,
classifications using EEG data are quiet commoha&i &
Schultz [29] for example were also using SVMs fbe t
classification of EEG-data recorded by an EEG-Headb
to recognize emotions for a humanoid robot the geitmn-
rate of 47,11% was achieved by a separated traiaiy
classification for each subject (N=5). If a relatiw small
group-size is used, the chance of measuring a henos
group-effect is quite high. To get a more represare
sample, we used a larger group consisting of betiugrs at
heterogeneous age. In addition we used an Easyatagh
is standard in EEG-research and therefore verabieli
Using these setting, we found the effect reportbdvae,
which plays an important role in the variance o€ th
psychophysiological signal. This leads to severawn
questions for further research. According to therapch of
individual specificities, one can try to quantifyetdifferent
variances-sources and separate the error term in an
individual manner, which will be more reliable thizaining
on a steadily changing signal. This is economicainell.
Due to the change of these individual factors tthiming of
the classifier will have to be done several timgaim, if the

The second concept is Symptom-stereotypy, which igccuracy should not drop. But the more varianseliged in

characterized by the form of the maximal physiotadi
response to a stimulus. The fact, that these regsoare
stable within the individual user is of great imtstr for
interpretation of the physiological signal by a heical
system. RS and especially IRS have been shownvi® dra
impact on psychobiological empirically by Marwitada
Stemmler [27]. In the context of the results shawrthis
study, this means that there are response patterns
emotional stimuli, which are user-specific and éfiere
help to increase classification accuracy withinitidividual
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terms of known individual factors, the less is ajiag over
time and situations.

We suggest that there has to be some sort of atibig
where the variance, caused by individual spedifigitan be
identified and therefore gets solved. In genetais iikely
that the classification rate in this study couldsdndeen
improved by using an increased number of featufes;
example by adding means, variances or amplitudes an
latencies of certain peaks, etc. see [20] for aailbet
overview. In contrast to other studies [4] [5] [8], further
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optimization of the classification rate was not tigective

[12]

of this study. These sorts of techniques can bed use

additionally to explain the variance of the sign#hat
should be shown in this study is that there is g difect,
which has not been used yet that provides the dypity to
extract a more stable and more precise predictioth®
affective state of a user. In future work, we wiy to
identify factors that explain the individual var@nin a
stable way. Therefore, a sample has to be chodeichvis

[13]

(14]

[15]

big enough and heterogenic enough to vary the most

common ways of individual specificities in a coied
paradigm.
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