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Abstract—There has recently been much research on anno-
tation systems for television broadcasting because of interest
in retrieving highlights from television programs. However,
most of the methods developed have specialized in only one
genre. Therefore, in this study we targeted three genres
drama, animation, and variety and developed a system of
annotating indexical information through metadata obtained
from television captions. Specifically, the information from the
captions is used to create a phoneme HMM that is then used
for speaker identification. The proposed system selects the most
appropriate phonemic model from several candidate models
based on the Bayesian information criterion (BIC) of likelihood
and data. Characters in 70 television programs were identified
with a recognition accuracy of 39.6%. Television captioning
can already identify about 50.0% of the characters in a show,
and when we combined captioning with the proposed system,
70.0-80.0% of the utterances in one program were correctly
identified.

Keywords-Speaker Identification; Model Selection; HMM;
Television Broadcasting; Speaker Diarization.

I. I NTRODUCTION

Recently, an incredible amount of video content is being
broadcast by multi-channel services, and images that viewers
demand cannot immediately be obtained. There are a few
different kinds of server-type broadcasting services. Most
use home servers that can retrieve and store television pro-
grams and metadata [9]. Such services access the metadata
and retrieve highlights. Scene information in the metadata
is crucial for retrieval and editing, but it is extremely
time consuming to manually extract it. In response to this
problem, several systems to efficiently process metadata
have been proposed. These automated systems combine
image-recognition, speech-recognition, and natural-language
processing technologies [1], [2], [3], [4]. In this study,
we propose a system of annotating indexical information
through metadata obtained from television captions.

The remainder of this paper will proceed as follows.
First, we introduce the background research in Section II.
Subsequently, we detail methods of speaker identification by
model selection in Section III. We present an experimental
setup and results in Section IV. We present conclusions and
future work remarks in Section V.

II. BACKGROUND RESEARCH

Many methods of annotating information from television
broadcasts have previously been proposed. These meth-

ods use various technologies, including image recogni-
tion, speech recognition, and natural-language processing,
to retrieve television programs, edits content, and enhances
speech.

For example, information retrieval interface that uses
image processing [5]. The video has been annotated by
image recognition. And that information will be searched
by keyword.

Methods of analyzing speech in news broadcasts have
been particularly researched [6], [7] because news programs
contain quite varied information: speaker information is
often crucial when trying to pinpoint the relevant infor-
mation in a large amount of content. Annotation of scene
information from sports programs has also been extensively
researched [8], and program highlights are selected and
edited based on the relevant scene information.

Much of the research described above is targeted at either
news or sports programs. Speech from news programs does
not contain a great deal of noise, as it is clearly uttered,
and speech in sports programs can be easily processed
with specific key words like“ goal” or“ shot.” In other
words, analyzing these types of shows is not terribly diffi-
cult. However, many other types of television programs are
more complex and require painstaking annotation. In this
study, we targeted drama, animation, and variety shows and
developed a method that can identify speaker information
within them.

III. SPEAKER IDENTIFICATION

The purpose of this research was to come up with a way
to annotate indexical information in television programs.
The proposed method can do this by using not only a
program’s audio track but also its closed television cap-
tions. The annotation is performed by processing metadata
obtained from television captions and speaker identification.
In general, 50.0% of the utterances in a typical television
program are annotated by television captions because this
is the percentage that contains implicit speaker information.
The proposed method identifies who utters the remaining
50.0%. Title information is used to determine the speaker’s
identification. The proposed method constructs HMMs of
all phonemes on the basis of the content of the utterance in
the caption information. An HMM identifies the speaker in
each phoneme of one utterance if the appropriate model has
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been selected. Obviously, the identification rate is improved
if the best model is selected. We perform this selection using
decentralization, likelihood, and the amount of data in the
models.

A. Metadata

Metadata contain the title, category and genre of the tele-
vision program being broadcast. For example, they contain
plot outlines, the names of performers and producers, and
broadcasting times. Metadata has the advantage of being
easily searchable, so there has been much research on the
different types of metadata, e.g., that of a soccer program
[9]. In this example, the metadata includes the content of
the game based on the classification of actual keywords
(e.g., “goal” and “kickoff”). There has also been research on
classification according to topics in news programming [2].
Such topics are classified depending on the image, speech,
and natural-language processing metadata. This research
has made it possible for users to retrieve the scenes they
want from the metadata. The purpose of that study was to
analyze information from utterances in television programs:
for example, “who is speaking?”, “when are they speaking?”,
and “what are they saying?”

B. Television captions

The Ministry of Internal Affairs and Communications
is working to spread the use of captioning in television
broadcasting throughout Japan [10]. The present percentage
of broadcast captioning is 40.1% of the total broadcasting
time. The aim is to boost this percentage up to 69.9%, thus
providing wider access to the information it contains.

This captioning information includes the time and content
of the captioning displays as well as the kinds and colors
of fonts used [11]. Television captions for main charac-
ters are in color. This means that some speakers can be
identified by the font information. However, at present this
type of identification works only about 40-60% of the time
because often there is television captioning with no speaker
information and no utterances. Although its use is limited,
speaker information can be effective at extracting scenes
and identifying people. In this study, we classified speech
in television broadcasting by using information from the
television captioning.

Although the speech of all characters contains speaker
information, this is only applies to some speeches. We
developed a method to identify speakers using these data.

In the proposed method, information from television cap-
tioning is used to create a model for speaker identification.
Captions have information about the beginning and end of
a speech, and speech that identifies the speaker is extracted
from this information. When a speaker is successfully iden-
tified, the extracted speech is used for training data, and if
it is uncertain who the speaker is, it is used as test data.
Several speakers can also be identified by the color of the
font and the content of the television captioning. Speech by

main characters is in colored font, and because a speaker’s
speech is all in the same color, all of his/her speech can
be identified. Information on the speaker might be included
in the content of television captioning where the name of
the speaker is in parentheses. Because other speech by the
speaker cannot be identified, this speech is used as training
data.

The content of television captioning is useful to construct
a model that identifies the speaker. Because the content
of the speech is understood, the speech can be analyzed
phoneme by phoneme.

C. Phoneme alignment

The proposed method uses phoneme alignment to iden-
tify speech from phonemes. The speaker model in the
present study was constructed with this phoneme infor-
mation. We used Julian, which is speech recognition de-
coder software, for the alignment. Julian is open-source
and high-performance software for large vocabulary con-
tinuous speech recognition decoders used by speech-related
researchers and developers [12]. Julian aligns phoneme units
to obtain speech-recognition results. The frames of the
phoneme boundaries and the average acoustic scores per
frame are calculated. The phoneme alignment in this study
gives the verbal information to be identified beforehand
according to the television captions. The analytical precision
of the phoneme alignment is improved by giving prior
information. The results of this analysis were used in this
study.

D. Speaker identification model

In this study, we used a hidden Markov model (HMM) as
the speaker model. HMM is a probabilistic model. It is used
to represent the voice feature amount. Speaker identification
is determined by the likelihood of the HMM and the
input speech. The speech data from television broadcasting
was used to train the HMM. The speaker model of each
speaker was trained by using phoneme sections analyzed
by alignment. The model in three states handled the HMM
of phoneme units. There were 35 kinds of phonemes. The
procedure to train the model was as follows.

First, voice activity detection was executed by using
television captioning to determine the different sections of
phoneme alignment. This detection uses information from
the beginning and end of a television caption.

Next, phoneme alignment was used to extract phoneme
information to construct the phonemic model. The prepro-
cessing during the phoneme alignment converted the content
of television captions into phonemes through morphological
analysis. Sections of voice corresponding to phonemes were
distinguished by phoneme alignment based on these sounds.
Information on each phoneme was used to extract the mel-
frequency cepstral coefficient (MFCC) features for either
training or test data. MFCCs from known speakers were
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used to train the HMM while those for uncertain speakers
were used as test data.

Finally, speaker features were trained to the speaker model
with the training data obtained from the television captions.
All characters’ names appear at some point in the captions,
and these names plus utterance information are used for
the initial data training. The amount of training data differs
depending on the program, which means that there is always
the possibility of insufficient data. We successfully identified
various speakers by using this model.

However, alignment could not be used to analyze all
speech. For instance, sometimes noise overlapped with
voices, or there was a discrepancy between the captions and
the speech. Because the alignment failed with this analysis,
the phoneme unit model could not be used to accurately
identify all speakers. In cases where the alignment failed,
we were able to identify speech with a Gaussian mixture
model (GMM) of one state and 32 mixtures. This model
was trained with the average features of all phonemes.

We used the hidden Markov model toolkit (HTK) for
feature extraction and for the HMM and GMM training
[13]. HTK, a software toolkit for building speech recognition
systems using continuous density hidden Markov models, is
what the proposed method uses to analyze speech data. We
also used it to construct speaker models. The constructed
model identifies the speaker by HTK. The identified speech
data is television captions that cannot specify the speaker.
This data makes up 40.0-60.0% of all utterances. The
proposed method identifies this data with HTK and then
labels it.

E. Mel-frequency cepstral coefficient (MFCC)

There are some kinds of speech feature. In the present
study, the MFCC is used as a feature for the speaker
identification. The MFCC is analyzed by a filter bank on the
Mel frequency axis. And, spectral analysis of the output from
multiple filters arranged along a frequency axis is carried
out. The MFCC is provided by discrete cosine transform
(DCT) of the power in each band obtained in the result. The
human ear is fine-tuned for hearing low-frequency sounds
but not high-frequency sounds. The feature of MFCC is the
same as the feature. Even if the same phoneme is analyzed,
MFCC shows the feature that varies from person to person.

F. Effective model selection

Although the speaker model could identify speakers from
the test data MFCCs, the amount of phoneme data used for
training varied depending on the phoneme. This means there
might not be enough data to learn all the phonemes in the
trained speaker model.

Recognition model selection [14] and noise model selec-
tion [15] have been proposed as model selection methods.
In this study, we used BIC, which is an information criterion
for the performance of a probabilistic model corresponding
to the amount of training data. There are other information

criteria similar to BIC that have previously been proposed
[16]. In many cases, the performance of a model is measured
with these standards and then the most appropriate model
is selected. In this study, we used 35 phoneme units as
candidates and the top five were used for speaker identifica-
tion. Even if there was not much training data, the proposed
system could identify the speaker according to the model
that was selected.

G. Assessment of identification results

We used the proposed method to select five models for
the speech identification. However, the identification results
were not all the same: different identification results were
output by all models in cases where the system could not
specify who the speaker was. In this study, we required just
one identification result, which we obtained by comparing
the likelihoods of all speakers being identified.

First, the identification results of one phoneme were
output corresponding to the number of candidates. All
likelihoods were output at the same time. Similar processing
was executed for one speech. Next, the output likelihoods of
all candidates were totaled. The candidate with the highest
total was assumed to be a correct identification result.

IV. EXPERIMENTAL SETUP

A. Description of experiment

We performed experiments on the speaker identification
system to evaluate the accuracy of the annotation used for
scene retrieval. We prepared assessment data and performed
speaker identification with the constructed model. In this
study, we annotated information from recorded television
broadcasts. We did not have much data to begin with, so
we gradually added more as we went through other broad-
casts. The proposed method was evaluated by comparing
its performance with that of a model already known to
be effective. We deemed models effective if they could
identify all the speech in a particular television program.
The evaluation data were extracted from drama, animation,
and variety programs broadcast in Japan. In total, we used
70 programs: 20 dramas, 30 animations, and 20 varieties.
Shows that were 30 minutes long averaged about 400-600
sentences, and shows that were 60 minutes long averaged
about 900-1100. About 40-60 % of the speech was identified
by television captioning and the remainder by the proposed
method. We stipulated that speech used for training must
consist of at least one sentence. Table I summarizes the
analytical conditions for the speech. Speaker identification
was performed by the selected model and the method using
all the phonemic models was evaluated at the same time for
the sake of comparison. BIC identified the trained model as
the best. If alignment failed, speech was identified by the
GMM described earlier.

We used different episodes from the same television
programs to obtain additional character data. For example,
if characters from a drama in a second episode appeared
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Table I
ANALYSIS CONDITIONS

Number of television programs 70
Number of identified people 10

(Average from one television program)
Time television program lasted 30 min, 1 or 2 hr

Sampling frequency 16 kHz
Quantization bit rate 16 bits

Frame period 10 ms
Frame length 25 ms

Feature amount MFCC (1-12)
logarithm power (1) +∆

(total 26 dimensions)

in the first episode, data from the first one were added to
the second one as training data. The character data therefore
increases if characters appear several times. This technique
allowed us to double our training data.

B. Experimental results

Figure 1 shows the experimental results obtained by
adding data. Additional data improved the average identifi-
cation accuracy by 2.84% for dramas, 3.41% for animation,
and 1.16% for variety. This clearly demonstrates that using
speech data from another episode of a program as training
data improves the identification accuracy.
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Figure 1. Results from additional data

Next, Fig. 2 shows the experimental results for model se-
lection. Model selection improved the average identification
accuracy by 11.75% for dramas, 15.15% for animation, and
15.85% for variety. 44.48% of characters were accurately
identified in variety shows, which was the strongest result
in this experiment. However, other studies have shown that
80.0-90.0% of speakers in news programs can be identified
[17]. It is more difficult to identify speakers in dramas,
animation, and variety shows than in news programs because
in news programs there is less background music (BGM),
fewer speakers, and clearer speech. In our experiment, we

could not identify speech very well when there was an
overlap of BGM and sound effects (SEs). We need to adapt
the proposed method so that it can deal with such problems.
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Figure 2. Results from model selection

C. Discussion

The identification accuracy improved with additional data.
The identification models had different performances before
and after the data were added. For example, some of them
could not identify speaker features at the beginning, when
there was not sufficient data, but then dramatically improved
when the amount of data was increased. Take the case of
a model that could accurately identify vowels such as /a/
and /i/. In this case, the model was well selected because
these vowels can be used to identify speaker features when
there is not much data. However, when the amount of data
increased, the identification model had more freedom to use
data other than vowels (e.g., consonants like /k/ and /t/). The
additional data gave the model more choices, which led to
improved identification accuracy.

Accurate model selection also increased the percentage of
speakers who were identified. As stated previously, the pro-
posed method selects the most effective model from among
several candidate models. However, sometimes selection
was difficult because each phonemic model’s performance
changed depending on the speaker if there was not much
training data. It is therefore important that the model used
for speaker identification considers all the phonemic models.

The proposed method did not deal well with overlapping
BGM and SE, probably because speaker features might have
been cancelled due to BGM. The identification accuracy
might improve if speech is enhanced or noise is rejected.

The proposed method also selects a second-best model, so
if the first model fails to identify a speech, this second one
might be able to. Comparisons between the first and second
models showed that there was usually not much difference
in terms of identification likelihood. Therefore, identification
results were requested from both models when there was
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little difference. As a result, the recognition accuracy in
all television programs was improved, in some cases by as
much as about 10.0%. This demonstrates the importance of
considering the difference in likelihoods.

V. CONCLUSIONS AND FUTURE WORK

The speakers in 70 television programs were identified
through television captioning information and model selec-
tion in the present study. The 44.48% correct identification
rate for variety shows was the strongest result. This identifi-
cation improved by 17.10% due to model selection. Overall,
the proposed method was effective, but it was deficient when
compared with the conventional one in terms of identifying
speech in news programs.

We need to re-think how the model selection is performed.
In this study, we selected models by using BIC, but be-
cause the best model changes depending on the speaker,
the speaker identification should really use all the models.
Ideally, the model selection should analyzes the model
performances individually for each speaker and then attach
the appropriate weight to the result.

Additionally, in the future we intend to combine the
proposed method with others. We need to further examine
speech enhancement and noise rejection and determine a
way to remove overlapping noise. We also intend to study
image recognition. Many researchers have added metadata to
television broadcasting and combined two or more processes
[2], [18]: for example, image enhancement combined with
natural language processing. Previous studies have shown
that image recognition used on characters’ faces is quite
effective. When television characters speak, their image is
usually shown on the screen. Therefore, if characters in
a scene can be identified by image recognition, it would
make it easier to narrow down the target person in speaker
identification.
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