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Abstract — The maritime sector has been a target for cyber-

attacks during the past years. Humans play a significant role in 

cyber security in a dual fashion; on the one hand, human error 

allows for the majority of attacks to be successful, as in the case 

of ransomware attacks via phishing, and on the other hand, 

appropriate security behaviours can serve as a strong line of 

defence. We advocate that security needs to transcend 

awareness and materialise as behaviour of individuals. The 

question that we attempt to answer is which conditions are 

necessary for individuals to follow specific information security 

behaviours, and how to translate these conditions into a tool of 

practical value for the maritime industry with the intention of 

minimising the attack surface. Our suggestion comprises of a) 

identifying the characteristics of the maritime sector with 

regards to cyber security behaviour, b) introducing and 

adapting models of behaviour change from behavioural 

economics and psychology into maritime cyber security, and c) 

in the next stage of the research, creating an Artificial 

Intelligence (AI) based tool for individual cyber behaviour 

change for enterprise centres, ports and ships. 

Keywords – maritime security, cyber security, behaviour change, 

security training. 

I.  INTRODUCTION 

Cyber-attacks evolve and spread worldwide becoming an 
increasingly crucial issue in the maritime industry, resulting 
in individual and organisational impact; these threats have 
been documented within the sector [4][15][37]. Emerging 
recommendations aim at unifying and enhancing the security 
posture of the maritime industry [18][27]. This endeavour 
includes a focus on training; for example, the International 
Maritime Organization (IMO) develops model courses for 
various seafarers’ competencies, including maritime 
cybersecurity related digital skills, under the International 
Convention on Standards of Training, Certification and 
Watchkeeping (STCW) [23]. It is also being recognised that 
human errors and behaviours are related to the majority of 
cybersecurity and security incidents. Therefore, personnel 
training is crucial for security hygiene.  

There are three main obstacles, however, in achieving 
security hygiene via training. First, the maritime sector status 
quo, by large, does not provide the necessary training 
conditions or the training opportunities needed for personnel. 
Second, the sector has inherent complexity due to the 
interconnectivity of various systems, often including legacy 
ones, along with being a regulation-dense field. And third, 

training via traditional approaches has questionable 
effectiveness long-term, due to the way of delivery (e.g., a 
classroom setting), the frequency of occurrence (e.g., taken 
once or annually), its generalised nature, i.e., that it is usually 
not tailored to individuals’ needs, and most importantly, the 
fact that human and circumstantial limitations are not taken 
into consideration. 

The combination of the aforementioned environmental, 
sector-specific, and training factors indicates the need to 
investigate the underlying reasons for security awareness 
training ineffectiveness and to propose an innovative means 
for training personnel and achieving policy compliance. In 
this paper, we provide the theoretical basis upon which a 
practical solution for behaviour change will be built. The 
authors have developed a prototype which leverages artificial 
intelligence to automate security awareness and behaviour 
change as well as ensure personnel can easily access, 
assimilate, and comply with the many different regulations 
inherent to the industry. The finalisation of the AI-based tool 
comprises the next step of our research. 

We advocate that the measurable and important factor in 
creating security hygiene is behaviour. That is, awareness on 
its own does not necessarily translate into corresponding 
(secure) actions. Thus, the goal needs to be how to shape 
behaviours and form secure and safe habits amongst 
personnel. The rest of the paper is organised as follows. In 
Section II, we present the challenges which relate to secure 
behaviours in the maritime sector. Section III presents 
challenges for changing security behaviours and Section IV 
provides the proposed solution along with the future steps 
needed. We conclude in Section V. 

II. CHALLENGES IN THE MARITIME SECTOR 

The majority of cybersecurity incidents including human 
errors are generally considered to be a result of behavioural 
and other factors, such as lack of knowledge, human 
cognitive limitations, and the lack of time and motivation 
(World Economic Forum, [28]). To that end, it is only natural 
to expect cybersecurity professionals to ensure, as high 
priority, the effective management and mitigation of cyber 
threats related to human actions. In the following sections we 
take a closer look at some of those threats in the context of 
the maritime industry. 
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A. The maritime training environment  

Human behaviour, typically in the form of unintentional 
actions by individuals without sufficient security training or 
awareness has been identified as the most significant security 
incident cause [28, p. 45], and human weaknesses are 
reported to cause more than three-fourths of data breaches in 
organisations, in general [20]. For example, clicking on 
phishing links in emails or accessing false websites despite 
warnings from an anti-virus have been usual ways for 
attackers to install malware. Similar percentages hold for 
shipping accidents caused by human errors directly or 
indirectly [13]. The authors are not aware of maritime-
specific studies on human-generated cybersecurity breaches. 
Sen analyses the vulnerability of cybersecurity in the 
maritime industry and reports the over-reliance on outdated 
technology and security tools as a major issue [32]. The 
global fleet has an average ship lifespan of more than 20 years 
[21][45] and Information Technology (IT) and Operational 
Technology (OT) systems are usually not upgraded regularly, 
if at all, resulting in, e.g., legacy operating systems which are 
no longer supported.   

The  focus on technology, outdated or not, also diminishes 
the importance and increases the risk of human-related 
security incidents. In particular, the traditional view that 
firewalls, antivirus software and other technical controls are 
sufficient to deal with cyber-attacks, is still existent across 
sectors, including the maritime sector. The disproportionate 
focus on technical controls has indeed, on the one hand, 
significantly enhanced the effectiveness of these controls 
and, to an extent, possibly diminished the role of humans in 
security.  On the other hand, it has driven attackers to target 
human weaknesses. For example, it is highly unlikely that 
attackers target the underlying cryptographic algorithms to 
gain access to a system, but most likely they would utilise 
social engineering attacks [7]. 

The sector has a heavily operational nature which does 
not provide a conducive environment with enough 
opportunities for personnel training [35]. Training usually 
takes place at ports, or is expected from personnel at the 
expense of their leisure time [24]. Importantly, seafarers are 
reported to have excessive workloads, lack of sleep and job-
related worries [40]. In combination with being away from 
their families, these factors contribute to suboptimal 
decision-making, subjective risk perceptions and increased 
susceptibility to social engineering attacks. Therefore, the 
nature of the maritime environment can increase the attack 
surface and a higher level of susceptibility to human error. 

B. Sector characteristics and challenges  

The maritime sector is becoming digitised, with 
increasing interconnectivity of ship and port systems. A first 
issue, however, is that ships tend to have long life cycles 
estimated to be on average between 20.3 years [45] and about 
30 years (25 years life expectancy and 5 years build time) 
[21], which result in legacy systems that are difficult to 
maintain and patch [32]. Moreover, legacy systems need 
additional controls in place to compensate, e.g., for the lack 
of support to outdated versions, which add complexity and 

cost overheads. Additionally, the different life cycles of IT 
and OT systems result in company overheads in managing 
risks.   

Companies which operate internationally are known to 
face a significant compliance challenge, due to multiple 
region-related requirements [27], as in the case of the 
Maritime Transportation Security Act of 2002 (MTSA) in the 
U.S. which required that ports and vessels perform a number 
of vulnerability assessments, access control, screening and 
other procedures [6]. Another example of country-specific 
stricter-than-IMO requirements is that of ballast water 
treatment, where although the IMO deferred the 
implementation of the requirements to 2019, at the time, the 
U.S. issued their own regulations and implementation 
schedule [3]. 

As defined by the IMO, maritime cyber risk relates to the 
extent to which a technology asset could be endangered by a 
potential circumstance or event, resulting in operational, 
safety, or security failures due to corrupted, lost or 
compromised information or systems [23]. However, in the 
maritime sector there is a combination of navigational, IT and 
OT critical systems, threats to which can also be detrimental. 
To that end, the maritime industry recognises the need for 
cybersecurity compliance measures for effective mitigation 
of evolving threats, some of which include the IMO 
resolution MSC.428(98) maritime cyber risk management in 
safety management systems [42], ISA/IEC 62443-4-2 
security for industrial automation and control systems [43], 
and ISO/IEC 27005 information security risk management 
[44]. 

The case of the A.P. Møller-Maersk ransomware attack  
which incurred losses approaching $300m [12] is well known 
in the sector. The Evergreen container ship that blocked the 
Suez Canal hindered international trade and impacted the 
world economy. The Suez Canal Authority demanded $916m 
for compensation, salvage costs and reputational losses from 
the shipping company (later lowered the demand to $550m) 
[5]. Although the Evergreen case was not a cyber-attack, it 
illustrates the impact of maritime incidents and the potential 
impact of cyber incidents [39].  

Compliance challenges and the interconnectedness of 
cyber physical systems, that is, the intersection of  IT, OT and 
the human interface, increase the complexity of maritime 
security. Indicative of OT systems are cargo, fuel and utility 
management, vessel propulsion, mooring and docking, 
operations for cranes and equipment; IT systems include all 
navigation, communication and monitoring systems and 
sensors. Finally, the human interface angle includes port and 
vessel operators, deck and engine crew, support officers, 
office employees, technical superintendents and various 
service providers [31].  

These factors pose challenges for personnel, some of 
which include managing multiple projects simultaneously in 
limited time [24] with an increased risk of errors and 
managing a continuously rotating personnel. The question, 
thus, is how to ensure that staff understand and comply with 
the various standards and codes of practice, participate in 
effective training, and behave accordingly. The combination 
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of the aforementioned characteristics and challenges, make 
the maritime sector a unique cyber security environment.   

C. Security behaviour change  

The IMO identifies that the human element is a significant 
and complex multidimensional and that ‘consideration of 
human element matters should aim at decreasing the 
possibility of human error as far as possible’ [22]. 
Additionally, insights from other sectors expand the scope of 
the human element by combining security with safety, as in 
the case of the International Atomic Energy Agency practices 
[14]. However, the way to minimise human error is not 
straightforward and is largely context-dependent. Limitations 
of training and practices to be avoided, for example, a blame 
culture towards seafarers and shore-based personnel, are 
identified in maritime; indicatively, the IHS Markit and 
BIMCO report highlights the need to ‘look deeper’ into the 
human element [16]. The behaviour change interventions that 
we propose are in line with this needed ‘deeper look’.  

There are specific reasons for traditional training not 
being as effective as policy-makers and security 
professionals would like it to be; some of these reasons are 
inherent in human nature while others are environmental or 
circumstantial. First, as humans, we have limited cognitive 
capacity and we can absorb, remember and utilise certain 
amounts of information. Second, only a fraction of the 
information is available to an individual when they have to 
make a decision; that is, access to information is partial, or 
worse, information is unknown. Finally, the available 
timeframes for making a decision or collecting information is 
limited by definition. These limitations were identified by the 
economist Herbert Simon and were termed as ‘bounded 
rationality’ [33].  

The criticality of time is amplified in the maritime and 
other sectors, where often personnel have to make fast 
operational, security and safety related decisions. The 
aforementioned factors are not to diminish the influence of 
knowledge and understanding in optimising decision-
making, and more so in organisational contexts [34]. 
However, they portray the inherent issues related to training 
and whether this training can have significant long-term 
effects.  

We can think of a behaviour change mechanism (or 
intervention) as having a messenger, a message and a 
receiver. The message includes a particular threat (including 
likelihood and impact) and a suggested solution to be 
accepted or rejected by the receiver (including the level of 
difficulty of the solution or the skills of the receiver and how 
effective the solution is expected to be). For example, a threat 
could be typosquatting the URL used by ship operators to 
access live ship traffic maps and the solution could be 
providing a set of actions that ship crews need to undertake, 
in order to avoid such attacks. 

The receiver, e.g., personnel, have a subjective perception 
of the threat, of their ability (self-efficacy) to follow the 
suggested solution, and of the solution itself (response 
efficacy). The so-called ‘intervention design’ needs to utilise 
the individual’s strengths and be customised to the 
individual’s competence level, professional role, and even 
cultural background, so that the individual is convinced about 
the importance of the threat and is subsequently persuaded 
about the efficacy of the proposed solution. Depending on the 
context, who conveys the message (e.g., senior management, 
officers etc.) also influences receivers’ acceptance decision. 
The goal is to consider and balance these factors in a way that 
individuals accept messages and comply with the proposed 
security behaviour, e.g., adhering to a security policy.  

One of the main approaches to change behaviour in 
psychology and health sciences, and one that has recently 
been introduced to cybersecurity, is fear appeals. A definition 
of fear appeals is that they are ‘persuasive messages designed 
to scare people by describing the terrible things that will 
happen to them if they do not do what the message 
recommends’ [41, p. 329]. Overall, responses to fear depend 
on two main factors. On the one hand, we have context-
dependent stimuli, which are objective. On the other hand, 
we have behavioural responses which – to an extent – depend 
on individual traits and characteristics [1], possibly both 
cognitive and physiological. The latter point reinforces our 
initial argument that any behaviour change intervention 
should be individualised to match the subject’s needs and 
characteristics. Figure 1 depicts an abstraction of conveying 
a message to, for example, personnel. 
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Figure 1. Behavioural intervention model for personnel (adapted from [29] and [38]). 

III. BEHAVIOUR CHANGE CHALLENGES 

A. Defining secure behaviour  

It is not straightforward what constitutes secure 
behaviour. As a first step, desired behaviours need to be 
identified. ‘Following IMO’s guidelines on maritime cyber 
risk management on board ships.’ is a generic and perhaps 
not fully constructive goal. Understanding which behaviours 
work, e.g., for personnel, and why, is a more promising 
approach. In fact, some of the guidelines might be impractical 
or not in line with the daily reality of personnel and, thus, full 
and consistent compliance should not be expected from users, 
by default, without considering situational circumstances. 

For instance, reading and memorising vast amounts of 
international cyber security standards related to technologies 
that are crucial to the operation of numerous maritime 
systems is not necessarily a reasonable expectation. 
Personnel have a number of tasks to perform, their attention 
is focused on their own work and cybersecurity is not their 
priority. So, what is expected of personnel needs careful 
examination and dissemination. 

B. Balancing and utilising emotion and reason. 

The balance of emotion and reason in appeals to 
individuals is key for conveying a message. And, equally, 
considering the individuals’ responses is important. For 
example, [38] suggests that cognitive responses are the 
desired reactions to communicated threat messages, rather 
than emotional ones. However, defining ‘reason’, 
‘rationality’ and adjusting the level of emotional appraisals is 
not an easy endeavour [2]. Indicatively, the factor of fear 
plays an important role, as well as the various types of 
rationality [26].  

Additionally, in the maritime sector, we have critical OT 
systems and safety risks, which can attract the attention of 
individuals more, if contrasted to cyber security risks. Thus, 

fear appeals, unless they are linked to safety and OT risks, 
might not be sufficiently salient in the perception of 
personnel.  

C. Selecting and weighing the behavioural intervention 

variables to be modelled.  

According to [30], the perceived level of threat, along 
with the individual’s perceived efficacy to cope with this 
threat, are the main predictors of whether people take 
protective actions or not. Additionally, [10] proposes 
motivation, appropriate triggers, simplicity of solutions, peer 
pressure and social acceptance as the main factors which 
influence behaviour change, and the Hook model also utilises 
triggers, along with rewards for personnel and their 
investment in an action [9]. The majority of research 
literature on behaviour change originates from health 
sciences, e.g., studies on alcohol consumption, smoking, poor 
nutrition or lack of exercise, and people fail to change their 
behaviour even when facing life-threatening conditions. The 
core variables for behaviour change in a maritime security 
setting are yet to be identified empirically. 

D. Considering security culture. 

Including security culture as an ‘environmental’ factor in 
the equation is another angle. Security culture can be 
considered as the set of shared values, beliefs and practices 
relating to cyber security in an environment, e.g., in an 
organisation [8]. The benefits of cyber security and safety 
culture have been reported in the literature [19]. Situational 
circumstances can affect message acceptance; e.g., social 
norms, peer pressure or herding behaviours, say, in a ship 
environment. A new employee observes her colleagues’ 
behaviour and will most likely follow aspects of this 
behaviour. It is, thus, important to consider security culture 
and environment-dependent factors, and model them to a 
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sufficiently adaptable level, so that a generic model and a 
context-specific implementation are balanced.  

IV. PRACTICAL BEHAVIOUR CHANGE FOR THE MARITIME 

SECTOR  

Taking into consideration context, technology and 
personnel-related challenges in the maritime sector and the 
underlying psychological and behavioural reasons for 
people’s non-compliance we propose a practical solution. 
Namely, the authors propose an AI-based individualised 
assistant which a) is customised to the particular environment 
of implementation, e.g., by analysing and codifying the 
existing – and being updated with new – guidelines on 
maritime cyber risk management, security policies and 
standards, and b) learns the individual’s personal 
characteristics, behaviours, and knowledge gaps, and directs 
them to relevant information in a focused fashion. For 
example, the tool will know which policies and procedures 
are required for the person’s role and rank and will learn 
which knowledge gaps the person has; it can then prompt the 
individual with targeted information.  

The idea of our solution aims in minimising the 
susceptibility of individuals to security (and safety) errors by 
providing training and support with practical information, 
and prompting hints to maritime staff, in a timely manner. In 
this paper, we provide the theoretical basis upon which the 
idea of this digital assistant will be built. The current state of 
the solution achieves an AI-based analysis of maritime 
security policies, guidelines, and standards, and can be 
trained through them to direct individuals and assist with their 
security-related enquiries. Next steps include a constant 
training of the tool, based on maritime security policies, 
guidelines, and standards, user behaviour and user 
characteristics (with user consent), so that a holistic 
‘understanding’ is achieved by the tool, and the tool can 
consequently assist in complex and emerging situations and 
needs of the individual and the company. 
 

Limitations, technical details and future research 

The goal of this part of the research is to set the basis for 
the future development of our intervention technologies for 
security behaviour change. However, the approach has its 
limitations; as a matter of fact, a significant part of the 
literature in this area has similar limitations and in particular, 
a lack of experimental verification of certain aspects of 
models and theories [29]. This is an open problem which we 
plan to tackle through our future research, in two ways. First, 
via lab-based experiments where we can measure 
individuals’ reactions in a ‘clean’ environment, with clear 
conditions to be tested; and, thus, examining both individual 
traits and situational circumstances. Second, with field 
experiments in maritime context, where we will be able to 
measure the specific characteristics of individuals, but also of 
the environmental and the social conditions, i.e., aspects of 
the security culture. The aforementioned research activities 
will inform and shape the development and finalisation of the 
AI-based tool. 

In more detail, there is a need for large-scale gathering 
and analysis of security policies, standards, and guidelines of 
interest. With the aim of developing agents that are capable 
of systematically identifying, extracting, and quantifying 
sentences and paragraphs, these documents will be prepared 
and trained using techniques such as clustering, semantic 
analysis, and similarity analysis from Natural Language 
Processing (NLP). In parallel, in collaboration with industry 
partners, further research will be conducted to identify Key 
Monitoring Points (KMPs), as well as potential Threat Entry 
Points (TEPs), in such an OT dominated environment.  

The identification of KMPs (e.g., a ship’s satellite-related 

software) and TEPs (e.g., a connection point that allows for 

malware to be injected) will serve as a baseline and paradigm 

on which behavioural protocols are designed (similarly to 

traditional protocols, but aimed at affecting users' actions 

through statements, reminders, advice, extracts from policies, 

and other interventions). Algorithms are derived from 

translating measurable behaviours and are fed with selected 

actions (events or group of events) to trigger targeted 

behavioural interventions based on the protocol’s threshold 

or trigger point. The algorithm’s output will, in most cases, 

be determined with the help of trained Machine Learning 

(ML) agents from NLP training of available documents 

(policies, procedures and standards of interest). These agents 

are able to extract the most appropriate text or point personnel 

to the right document. 

Many additional questions emerge from this study. 
Namely, fear is an evolutionarily useful emotion, initially 
related to survival. We would like to further explore the 
degrees of fear in relation to less-strong individual traits like 
risk aversion, uncertainty avoidance and loss aversion. 
Moreover, another goal is the experimental testing of 
behavioural responses to fear in a maritime security context. 
There are also ethical considerations of having human 
participants in experimentally tested fear conditions. Beyond 
these considerations, the ‘fear-level matching’ that simulates 
a real-world threat, e.g., data loss due to ransomware attacks, 
is a challenge on its own. Another aspect of future work is the 
empirical identification of behavioural interventions best-
suited for maritime environments.  

V. CONCLUSION 

The vulnerability and susceptibility of the maritime sector 
can be significantly minimised via investing in the human 
factors of cybersecurity. Humans can become a significant 
‘line of defence’ in the sector, if equipped and trained 
appropriately. In order for this approach to be successful, 
both the individual traits of personnel and the environmental, 
contextual factors need to be considered. In this paper, we 
present the theoretical background and propose a practical 
approach for effective behavioural interventions, at a high 
level. A combination of adapted behavioural theories and 
collected data can inform the creation of a practical tool to 
reduce personnel time and effort for accessing knowledge, 
and which can gradually form security behaviours, reducing 
the cyber-attack surface in the sector.   
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