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Abstract—Energy efficiency is an important aspect of green tributed and location-aware service selection mechanism
computing. In order to achieve green computing in service that uses a data aggregation scheme in intermediate nodes
discovery protocols for MANETS, it is essential for researbers to combine the replies coming from different providers

to investigate energy efficiency mechanisms able to prevent inimizina th b ft .. US| ina th
collisions and interferences, which both represent a wastef minimizing the number of transmissions, thus improving the

channel bandwidth and energy. In this paper, we propose Nnetwork performance and saving energy. Also the protocol
a service discovery protocol that applies a data aggregatio  provides a service discovery mechanism that adjusts atsearc

scheme in intermediate nodes to reduce messages replies in grea for each individual request in order to save energy.

these networks. The results show that this mechanism makes — : P
it possible to maintain the trade off between the discovery _In .appllcatlons S_UCh as MANETS, In assisting emergency
success rate and the message reduction, hence, minimiziiget ~ Missions, the maximum response time to attend one request
energy consumption. is essential to guarantees that service discovery is ssittes
Thus, we identified a number of aspects as being critical
to a successful outcome: the geographic location where the
service provider is being requested; the maximum response
time (we suppose that the provider needs to arrive at the
A mobile ad hoc network (MANET) is a self-organizing place where the service is required within a maximum time);
and dynamically reconfigurable wireless network which,the speed at which the service provider moves; and the
operates in the absence of a fixed infrastructure [1]. Ilumber of providers that must be requested. The proposed
MANETs, most mobile devices have limited processingprotocol takes into account the above mentioned aspects in
capabilities and operate using limited peak voltage baer the service discovery process.

which imposes a stringent limitation on the instantaneous Briefly, our contributions are the proposals of: (1) a

energy consumption they can suport [2]. In addition, wssle geryice selection mechanism that applies a data aggregatio
communications are prone to collisions and interferencegcheme in intermediate nodes to filter the responses aiming
due to the broadcastlng n_ature of the. radio medium. In .th|§0 reduce the exceeding replies and save energy; (2) a servic
context, careful transmission mechanisms prevent aniisi giscovery mechanism that adjusts a search area for each
and interferences, which both represent a waste of channg|qividual request; and (3) a service invocation mechanism

bandwidth and energy [3]. Some of the issues identified 5t specifies how the service providers will be accessed and
in MANETs are service discovery, mobility management,;gqq by the requester node.

and energy consumption. Service discovery is an essential
component for the usability of such networks on the ground§n

that service discovery enables devices to use their fumetio service discovery for MANETS: Section 3 introduces the

0 _?rl: tomaucall?/ I(cj)cate QenNork Sefnll\I/ICAelfl'ET h . dLocation Aware Discovery Protocol (LADP); Section 4
e extremely dynamic nature o s has motivate describes the evaluation and the results and, finally, @ecti

t_he developme_nt of t_he_lr application in d'_ﬁe_fe”t SCENgro g presents the final conclusion and suggests further résearc
like MANETSs in assisting emergency missions and taxi 4o ctions

service. In such applications, the service provider’s ioca

is not previously known. As a consequence, a common

approach to disseminate requests is to use broadcast mech- 1I. APPLICATION CONTEXT AND RELATED WORK

anisms [4]. This is often the case where multiple providers

can offer the specified service. In this case, a data aggrega- Service discovery in MANETs has emerged as a useful

tion approach can be used to minimize the reply transmissioapplication in scenarios where the service providers are

cost in network. mobile and must be efficient and capable to attend a request
This paper proposes a location-aware service discovenyithin a maximum time, for instance, MANETS in assisting

protocol for MANETs composed of an autonomic, dis- emergency missions.

Keywords-energy; discovery; selection services.

I. INTRODUCTION

This paper is organized as follows: Section 2 presents the
otivation scenario and the main related proposals reggrdi
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A. Application Scenario instance of a given service type are routed selectively in

In this context, suppose an area that has been struck Bpe direction of the provider that generated the highed fiel
natural disaster. In this case, we believe that the digigbu 9radient. However, this approach does not scale well when
of a specialized rescue team (formed by vehicles, robots ardifferent types of services are available. In Varshavsky et
humans beings, for example), interconnected by a wirelesdl- [_13] the selec_:tlon_serwce function is integrated irfte t
mobile ad hoc network could contribute greatly to the rescudouting mechanism in a cross-layer approach. Moreover,
of survivors. the selection occurs only when the replies arrive at the

In the proposed scenario, some of the mobile elementéduester node. In Gomes et al. [12] it shows a suppres-
of the rescue team provide a resource, i.e., an ambulance S¥N Vicinity service selection mechanism that can discard
robot with the ability to access places that are not reaehablexceeding replies during the reply transmission. However,
by man, such as areas with a contamination risk, or evethis mechanism filters response messages through theeevers
a human being transporting medication. The nodes thaath, i.e., messages are routed by a reverse path traversed
provide services are the providers and those that request tfY the request. This concept can easily fail in MANETS due
service are the requesters. We assume that each node in fiehighly dynamic topologies.
network is aware of its geographic position by means of a Unlike the mentioned approaches, our work also considers
localization system, such as a Global Positioning Systenthat the providers must move as far as the place where the
(GPS), and the time in the devices is synchronized. Fofesource is needed. The other approaches consider that the
instance, is possible that a node identifies the existenae ofSe€rvices can be remotely accessed and used.
leak of a given type of gas and, from specialized algorithms,
the nodegcan dgfive tr?e need for a plraovider, sucr? as a fire Il THE PROPOSEDSERVICE DISCOVERY PROTOCOL
engine, which could be at the location in a matter of minutes. In this section, we will firstly describe how the Location
After identifying which resource is needed, the node will Aware Discovery Service (LADS) [14] can save energy in
send a request message to the network searching for tHdANETSs. Secondly, we will present the Location Aware
appropriate resource. Service Selection (LASS) scheme to aggregate replies in

intermediate nodes, and to select the best providers during
B. Related Work the reply transmission. Table 1 summarizes the notatiod use

Service discovery is the action of finding and locating ain this paper.
service in the network [5] and service discovery protocols
can be generally classified into three categories [4]. InA. Location Aware Discovery Service (LADS)

chronological order we mention: fixed network protocols This section describes the strategy adopted by the service
such as Jini [6] and Service Location Protocol (SLP) [7];discovery mechanism, LADS to save energy in service
wireless single-hop networks such a Distributed Embeddeddiscovery for MANETS.
Application Platform space (DEAPspace) [8] and Bluetooth | ADS works as follows. Suppose a node in the network
[9]; and wireless mult-hop networks. Neither the first npeeds information about service providers and sends dis-
category (fixed network protocols), nor the second one {wirecovery messages. The LADS mechanism limits the search
less single-hop networks) are feasible for decentralizeddiameterR;, on the basis of the maximum speed that a node
environments such as the one presented in the scenar@n reachymax (each type of resource knows this value),
above. In these environments, it is possible to create multiand the maximum response time for one requAstnax.
hOp networks. The fOIIOWing prOtOCOIS stand out in this |aStUSing R,L.' this mechanism prevents unnecessary request and
category: Konark Gossip [10], FTA (Field Theoretic Ap- reply transmissions in the network. The diameReis given
proach) protocol [11], the P2P Discovery Protocol (P2PDP)y the equation:
[12] and the cross-layer approach of Varshavsky et al. [13].

Although considerable previous research has been done
into service discovery for distributed systems, few protsc
have considered the development of distributed aggregatio The mechanism defines the diameter usipg, so that
responses in the selection phase in order to save energie search area includes the greatest number of apt previder
Service selection is the phase that comes after serviciesepl Given the pairi(j), beingi the requester andthe provider,
are gathered by the service requester. it is assumed that the speed ) of the latter is known.

The approaches that have been proposed by Lenders et al.After sending a message, the requester node starts the
[11], Gomes et al. [12] and Varshavsky et al. [13] providetimer, Asyequester- This timer defines the maximum amount
a mechanism for autonomic service selection. However, emef time during which the requester will wait for responses,
ergy consumption issues are not considered in these workand this time is proportional to the diameter of the request.

The FTA approach proposed by Lenders et al. [11] islf a requester does not receive responses within this time, i
based on the theory of electrostatic fields. Requests to awill resend the discovery messagly,cquester IS given by,

Ri < Umazx X Atmax (1)
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Table I. SUMMARY OF NOTATION LASS works as follows. Suppose that nokidinterme-

Symbol Definition diate node) receives the reply message from one of its
VAmaX maximum node Speet_d - . neighbors, for instance, noage Then, node starts a timer,
tmax maximum response time for one reques . . . . . .
R search diameter for Tequester node namedAtmtemedu_m, with the function of storing replies.
Nprovider reply counter Atintermediate 1S given by Eq. (4).
MaXy, - ovider maximum number of responses specified by the
requester A ) ) . > (1/d ) < ﬁ (4)
Atrequester client node timer tintermediate Y ik) S
Atinter ; intermediate node timer g . . .
et e T The Closest Tniermadiate where~ specifies a proportionality factor with the func-
node to store responses before forwarding them  tion to maintain the timef;,,termediate 1€SS thans. 1/d;

denotes the inverse distance between the requester and

the provider node. Since the storage period is inversely

proportional to the distance between the intermediate node
Atrequester — K % (R;/Ry) (2)  and the requester, the closest nodes store replies for arflong
time. For instance, in Fig. 1 niermediate Of NOde12 is

Th.6. value ofK is defined asa + f. The value ofa reater tham\y;,termediate Of NOdell. This occurs due to
specifies the forward and backward delay for one hop o he fact thatl2 is closest to the requester node. The LASS
the network. The value of specifies the maximum amount data fusion scheme is shown below

of time that the intermediate node closest to the requester

can store one response before forwarding it. The range of the, | ASS Data Fusion Scheme
antenna is given big;, andR;/R; .represen_ts an esumatelof . When an intermediate node receives one response, the
the hops number. The closest intermediate nodes maintain

; . . . intermediate node starta,; jate- 1T the maximum
the replies stored for longer time in compared with more ber of “”t”medlﬁe h
distant nodes. number o response$nexprovider) that meet the requests

. rofile is reached beforA,; iate €Xpires, the interme-
In the discovery message, the requester node sends the tintermediate €XP

following information: a node identification, its coordies, late node aggregates these responses and sends only one re-

coordy, coordy, the maximum response\tmax, the ser- sponse to the requester node. After this stpuscrmediate
. : : : is canceled by the intermediate node. Others responses
vice, s, and the number of desired providers. If noge : .

. , . - received are discarded.
receives a request from nodgthe algorithm verifies the
distance @;;) between both nodes. tfj; > R;, the request
is discarded by because this node is out of the search area.
Conversely, ifdij < R;, the algorithm verifies the speed of
the service providgr Moreover, the algorithm verifies if this
provider offers the searched resoursg dnd if the service

providerj is available at the moment. If the restriction given Figure 1: Lass data fusion scheme without aggregation
by Eg. (3) is satisfied, nodesends a response to node  (Figure. 1a) and with aggregation (Figure. 1.b)

dij/vi < Atmex ) In the data fusion scheme, an intermediate node collects
Assuming that the provider nodehas the resource, but responses from different providers, and concatenates two
v; is insufficient,j does not send a reply tip and it only  individual parameters in one string, which a@,,,yider
resends the request message. It is assumed that the nodesl ServiceTime,,ovider. The other parameterslciicn:,
have maximum speeds defined. The nodes attend to tH8requesters 1dseqRequester, MXprovider) are common for
requests on demand. Each node maintains information aboatl replies. In the aggregation phase, all parameters are

the resource that is offered by it. aggregated in one response and transmitted to the requester
] ] . node. In the response messagesgReply()), a provider
B. Location Aware Service Selection (LASS) sends its geographic coordinates, the client identifioatio

As a result of the discovery process, multiple providersthe resource identification, the request identificatiore th
can respond to a service request. The LASS mechanissequence number identification, the maximum number of
takes into account such aspects as the requester node&plies,|dy, ovider and theServiceTime,, ovider-
geographic location, the maximum response time to attend An intermediate node can receive a response directly from
one request, the speed that the service provider moveas,provider or another intermediate node. If the intermediat
and the number of service providers desired to select andode receives a response directly from a provider, the re-
discard answers. The aim is to reduce the number of replgponse was not aggregated. In this case, while the maximum
transmissions from the network. number of responses is not reached, the intermediate node
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stores responses. If the intermediate node receives am&spo @ requester
from another intermediate node, the LASS algorithm works . @ orovider
as summarized in Fig. 1. @ @I

In Fig. 1, let us suppose the intermediate nt@leeceives : @
one response from the intermediate no@leFirstly, 12 will .
verify the number of aggregated responses in this message n_«;;%‘.‘ﬂ—‘-* g“”@
After this step,2 verifies the number of responses stored by i ﬁ
it. If maxyroviger Was not reached? stores the responses. . ) M

The number of stored responses plus the number of @'/
aggregated responses may not ex rovider- In order -
to solve this problem, the LASS algorithm updates the stored '
responses on the condition that the aggregated responseigure 2: Transition diagram of the messages in the discov-
have better quality than the stored responses. ery process

The LASS mechanism is presented in Algorithm 1. It is
noteworthy that the repeated answers (already treated by a

particular provider) are discarded. provider identificationiQp;,ovider), @nd requester node iden-

tification (dciient). When a provider informs that it is avail-
Algorithm 1. Service Selection Algorithm able go to the place where the service is required it begins

to move toward the requester. However, the confirmation

PROCWAIT MAXPROVIDER() message may be lost. In order to attend this fault, we

1 Egrde k Ve)”ifLeS t?{e lm(;)mber of aggregated repliesunt  considered that if the provider receives a discovery messag

2 noggrlzg\(;é?ifiesntilige m%b’er of replies already received by it of the same requester, the provider restarts the proce;s and

(NUMDEY poider): sends a reply messagasgReply) to the requester. Also, in

3 NUMDEr otatresponses <~ NUMDEN ggregate + NUMDEN provider; this case, the provider can respond to other requesters. A

4 if nuMber;otairesponses < MXprovider provider is only allocated to a requester after sending the

5 NUMbEX provider = NUMDEN totalresponses; confirmation message.

6 nodek stores the news responses;

7 else if numMber cotairesponses = MBXprovider IV. SIMULATION RESULTS

8 nodek aggregates received replies;

9 nodek sendsmsgReply(): In order to evaluate the proposed approach, we used the

10 nodek cancelsA niermediate. Network Simulator(NS-2) [15] and the scenario presented

11 else in Section Il was mapped for different area sizes. Specifi-

12 nodek discardsmsgReply(); cally, 4kn? (2000m x 2000m) and 25kh{5000m x 5000m).
The number of nodes in the network varies between 100,

PROCENDTIMERWAIT MAXPROVIDER() 200, 300 and 400, and the node speed varies between 0.5

1 if Aintermediate eXpireS . . m/S and 15.0 ms,

2 nodek aggregates received replies;

Experiments were carried out where resources were at-
tributed to 10%, 15%, 20%, 25% and 30% of the nodes in
the network. Each provider offers one type of resource. A
random distribution of resources was conducted. In the sim-
ulation we used the Optimized Link State Routing (OLSR)

The service invocation mechanism operates after the sgyrotocol, [16] to send the service discovery messages to the
lection service phase and establishes rules for accesssand theighbor nodes.
of the providers already selected. In the service invooatio Al scenarios started with a 3600 second initialization
phase, requesters and providers verify the viability of thephase. The minimum number of providers that must be
attendance and the providers physically move to the placgelivered could be 1 and 2, and the maximum response time
where the service is required. was set at 10.0 min. All nodes in the network are mobile.

As we can see in Fig. 2a, after the selection serviceHowever, the requester node remains static while waiting fo
phase represented by (2), the requester node sends a servige reply.
invocation message (3) to the selected provider (Fig. 2b). We conducted experiments with four mechanisms: LADS
Then, the selected provider sends a service confirmatio(discovery without selection), LASSFusion (discovery
message (4) in which the provider informs that it is ava#abl with selection and aggregation), Flooding-1 (traditional
go to the place where the service is required. flooding), and Flooding-2. In Flooding-2, we extracted from

In the service confirmation message, the provider sendthe responses obtained with Flooding-1, the responsed of ap
the following information: request identificatioigeguest). nodes, that is, the providers that can reach in time where the

3 nodek sendsmsgReply();

D. Service Invocation Mechanism
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resource is needed. The confidence interval presented in the Nodes (100)

results is 95%. EligggtgﬂqithcutSeleqtion (LADS)-100min |
Each node is equipped with the default wireless network Selcton il Aggregeton LASS-rusion10.0mi

module that NS-2 provides, which has a 250m transmission

range. We adjusted the transmission power at 42mwW and

the receiving power at 55mW. The initial energy of all the

nodes is set at 1000J. Each node makes requests during the

28800s duration of the simulation.

50

Energy Consumption (%)

A. Results o8 "o

Node Speed (m/s)

Fig. 3 shows the service invocation success rate (Sl) Figure 4: Energy consumptior node speed
according to the node’s mobility. The service invocation

success determines whether or not a client discovers a

service after the service invocation phase. Sl is defined as From these results, we observed that the LASS8sion
number of responses received after the service invocatioechanism saves considerable energy by discarding re-
phase divided by number of requests sent. We measureghonses with a longer time limit. For instance, in a scenario
the service invocation success rate for mechanisms: LADSyhere the node speed is 0.5/s) the energy consumption

LASS+Fusion, Flooding-1, and Flooding-2. In this experi- was 41.5% with Flooding-1, 34.9% with LADS and 33.7%
ment, 10% of the participating nodes have the resource angith L ASS+Fusion.

the number of providers that must be delivered is 1. Through this experiment, we concluded that the use of
data aggregation for response suppression in servicewdisco
Nodes (100) ery protocols can reduce the energy consumption of network

* Foodng-1 ‘ | nodes and increase the network lifetime.
Discovery without Selection (LADS)-10.0 min
2 Selection with Aggregation (LASS+Fusion)-10.0 min -

35 4 Node Speed (0.5 m/s)

50 T . -
Flooding-1

Discovery without Selection (LADS)-10.0 min - -

Selection with Aggregation (LASS+Fusion)-10.0 min ~{--)--

40 b

30M
20 1

Service Invocation Success

Loss Packets (%)

0.5 1.0
Node Speed (m/s)

i ice i i o} 560
Figure 3: Service invocation successnode speed

The results show that LASSFusion performs well for all . e

scenarios. However, we observed that the Sl rate obtained ~ Figure 5: Lost packets: resource percentage

with LASS+Fusion when the node speed is 0.pawvas less

than 1. This result is due to loss of invocation or confirmatio  Fig. 5 depicts the loss packets rate (LK) after the service

messages. invocation phase. This metric is given by number of lost
Energy consumption (EC) experiments were performedpackets divided by total number of messages generated by

In terms of energy consumption, we observed that thé ADP. As we can see, LASSFusion presented low packet

LASS+Fusion mechanism outperforms the other evaluatetbss in relation to Floding-1. For instance, when 30% of

mechanisms without compromising the discovery procesghe participating nodes have the resource, the loss rate was

EC is defined as total energy consumption divided by initial30.90% for Flooding-1, and 13.5% for LAS%usion. This

energy of the nodes. result shows that to aggregate replies can also contribute t
In Fig. 4, we analyzed the node energy consumptiordecrease collisions and avoid packet loss.
(EC). For this experiment, we compared the LASSIsion In Table Il, we present the percentage of success (PE)

mechanism with the LADS mechanism and Flooding-1.after the service invocation phase. PE is based on the seplie
The number of nodes in the network is 100. The resourcebtained from the Exact Approach.

percentage is 10%. It is noteworthy that the Flooding-2 We implemented the Exact Approach to verify the mo-
mechanism was not mentioned in this simulation because ibility scenarios, and to show the best provider(s) in each
Flooding-2, we extracted from the responses obtained withime instant for the requester node. For this experiment, we
Flooding-1, the responses of apt nodes, that is, the previde calculated the PE among the responses obtained with LADS,
that can reach in time where the resource is needed. LASS+Fusion and Flooding-2, with the responses presented
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by the Exact Approach. Nodes (200)
In this experiment, 10% and 30% of the participating Flooding 2
.. . Discovery without Selection (LADS)-1.5 min .
nodes have the resource. The minimum number of providers Selection with Aggregation (LASS+Fusion)-1.5 min
that must be delivered is 1 and the node speed is & m

TABLE |l. PERCENTAGE OF SUCCESS(%) NODE SPEED

Service Invocation Success

Resource (%) | Flooding-2 | LADS | LASS+Fusion
10% 75.0 70.0 70.0
30% 69.0 75.5 80.52

Node Speed (m/s)

The results show that the PE with Flooding-2 was 69%
and 80.5% for LASS-Fusion when 30% of the participat-
ing nodes have the resource. The PE of the Flooding-2
was lower for scenarios V\_/h_ere node§ have more resourc%sponse at all speeds, except for the scenario where nodes
This occurred due to collisions that increased dropped re-

. e X move at 2.0 nis. In this case, the service invocation success
sponse messages. This exemplifies that reply aggrega_tlon Cate was 0.79. This behavior is due to the low number of

'ﬁroviders within the radius. Besides that, there was not a

number of reply messages and saving energy. substantial change in the topology in order for additional
Table Il shows the energy consumption related to theproviders to be found.

number of nodes. Checking Table Ill, the economy of energy In Fig. 7, we measured the service invocation success rate

was greater with LASSFusion. In a scenario with 400 gy 4ccording to the node’s mobility for the same scenario
nodes, the energy consumption of Flooding-1 was 86.92%;,0yn in Fig. 6. However, unlike previously presented

and with LASStFusion was 53.98%. _ scenario, the maximum time limit to attend the request is
We conclude that the LASBFusion mechanism Outper- icreased to 15 min and the node speed varies between

forms the other mechanisms with respect to node energy ¢ mys, 1.0 m's and 1.5 nis. Therefore, in this scenario
consumption through the discards of additional responseg radius R remains the same as in Fig,. 6. '

without compromising the discovery process. In this experi
ment, 30% of the participating nodes have the resource and
the node speed is 0.5 fs. 4

Figure 6: Service invocation success (1.5 minjode speed

Nodes (200)

‘Flouding—1
Flooding-2

Discovery without Selection (LADS)-15.0 min 1
= Selection with Aggregation (LASS+Fusion)-15.0 min

TABLE Ill. ENERGY CONSUMPTION(%)x NODE

Node | Flooding-1 | LADS | LASS+Fusion
300 86.87 69.97 53.84
400 86.92 70.10 53.98

Service Invocation Success

Also, were performed experiments with larger areas in g
order to evaluate the scalability of the protocol. In the ex- Tos 10 15
periments presented below, the scenario presented iroBecti Node Speed (m's)

Il was mapped for an area of 25 KniThe number of nodes Figure 7: Service invocation success (15 minhode speed
in the network varies between 50, 100, 150, 200 and 250.

The node speed varies from 0.5/snto 15.0 s and the The results obtained were similar to those presented in
maximum time limit to service the request is 1.5 min andFig. 6. These results indicate that the performance is mainl
15 min. a function of the radius Rand that a longer attending time

Fig. 6 shows the service invocation success rate (Sl)imit can be reached if nodes move at proportionally lower
according to the node’s mobility. We measured the serspeeds.
vice invocation success rate for mechanisms: LADS,
LASS+Fusion, Flooding-1, and Flooding-2. In this exper-
iment, 10% of the participating nodes have the resource, the This paper presented the Location Aware Service Discov-
number of providers that must be delivered is 1, the networlery Protocol for MANETs and its mechanisms for service
has 200 nodes and the maximum time limit to service theliscovery, LADS, and a mechanism for service selection,
request is 1.5 min. LASS. The service selection mechanism presented a data

The LASS+Fusion mechanism has enabled a greater rexggregation scheme in intermediate nodes.
sponse suppression without causing a negative impact on The results showed that the LA$&usion mechanism
the discovery process, i.e., it has reached the goal of 1) (onsaves considerable energy through the additional response

V. CONCLUSION AND FUTURE WORK
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discards without compromising the discovery process. Th§l0] S. Helal, N. Desai, V. Verma, and C. Lee, “Konark - a segvi

proposed mechanisms help to maintain the battery of the

mobile devices longer.
Another contribution is a service invocation mechanism.

This phase is generally not considered in service discoverp ]
protocols, however, it is crucial to ensure the attendance

success.

We observed that the use of the fault-tolerant service

discovery mechanism by means of thg,cquester timer
contributed to keep the service invocation rate within the
expected average despite of the existence of faults.

The results of simulations on the Location Aware Ser-
vice Discovery Protocol showed that the LASBusion

mechanism can provide a good scalability and searching
performance in different scenarios.

As future works we would like to extend our store and

forward strategy (e.g., understand the trade-off between

network scalability and the period of time to keep the

message stored in a node).
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