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Abstract—Trust is a core issue when it comes to acceptance
of contemporary e-services. It was first addressed almost
thirty years ago in Trusted Computer System Evaluation
Criteria standard by the US DoD. But this and other proposed
approaches of that period were actually addressing secusit
Roughly some ten years ago, methodologies followed that
addressed trust phenomenon at its core, and they were based o
Bayesian statistics and its derivatives, while some appraaes
were based on game theory. However, trust is a manifestation
of judgment and reasoning processes. It has to be dealt with
in accordance with this fact and adequately supported in
e-environments. On the basis of the results in the field of
psychology and our own research, a methodology called qual-
itative assessment dynamics (QAD) has been developed, whic
deals with so far overlooked elements of trust phenomenont |
complements existing methodologies and provides a basisrfo
comprehensive trust management in e-environments.
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Before going into methodological details it is necessary
to give the basic definitions first. According to the Cam-
bridge Advanced Learner’s Dictionarirust is a belief or
confidence in the honesty, goodness, skill or safety of a
person, organization or thingFor trust management in
e-environments, this definition is not sufficient. A better
definition is the one provided by Denning at the beginning
of the nineties [4], when trust started to be more and more
exposed in relation to security in information systems.(IS)
She vividly concluded thatrust is not a property of an
entity or a system, but is an assessment. Such assessment
is driven by experience, it is shared through a network of
people interactions and it is continually remade each time
the system is used\nd what is reputation? According to
the Cambridge Advanced Learner’s Dictionasputation is
the opinion that people in general have about someone or
something, or how much respect or admiration someone or
something receives, based on past behaviour or character
This enables us to treat reputation as an aggregated trust on

Trust is an important phenomenon that forms the basishe level of a certain society. Consequently, trust present
for many of our everydays decisions. Cyber space is nahe basic building block, and we will concentrate on it in
exception - the more sensitive an interaction in terms othe rest of the paper.
security, privacy or safety is, the more trust there has to The paper is structured as follows. In the second section
exist for an entity is to engage into an interaction. Somean overview of existing methodologies for computerized
researchers even claim that trust is such essential resourtrust management is given. In the third section a new,

that it is the main social virtue for the prosperity of so- complementary methodology, called qualitative assessmen
cieties [6]. Trust certainly has economic implications:dn dynamics (aka qualitative algebra) is presented that takes
trusted society business processes may run smoother aimto account also research done in the field of psychology.
cheaper, because there is a reduced need for many checkisere is a brief description of a technological solution for
(e.g., business reports), and acquisition of various meansomputerized trust management in the fourth section, while
of insurance (e.g., bank guarantees, letters of credit). Taonclusions are given in the fifth section. The paper ends
ordinary users this may not appear familiar, but considgerin with the references in the last section.

e-business environments like e-Bay, it becomes clear that
trust in e-environments has significant business impbeesti
Last but not least, the importance of trust is evident also to A large number of initiatives in the field of trust man-
the highest ranking officials in the EU Commission that areagement in e-environments came from the security research
stating that "there is not yet enough trust in the Net” [19]. area. The main reason is probably that security and trust are

Il. A BRIEF OVERVIEW OF THE FIELD
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closely related. These terms were used interchangeably &élseorem as the starting point. The theorem states that the
if they were expressing largely overlapping notions, whichposterior probability of a hypothesi&/ after observing
can be seen in early technical solutions. Although these werdatumD is given byP(H | D) = P(D | H)«P(H)/P(D),
trust focused solutions, they were in fact security sohgio whereP(H) is the prior probability of hypothesid before
The first example is from 1996 when the World Wide Webdatum D is observed,P(D | H) is the probability that
Consortium standardized a Platform for Internet ContentD will be observed whenH is true, while P(D) is the
Selection (PICS) [13]. This technology was about accessinconditional probability of datumD. This theorem has
control, more precisely web-sites filtering. Web pages werdeen used mainly for so called naive trust management
rated by using defined labels and browsers could be semplementations [23].
to exclude pages with a particular PICS rating or pages A generalized Bayes theorem, the Dempster Shaffer
without this rating. The second example also dates backheory of evidence, extends the classical concept of prob-
to 1996 when AT&T developed PolicyMaker, which was ability, where a probabilityp of stochastic event, i.e.
aimed at addressing trust management problems in netwogz), and probabilityp of its complement, i.e. p(Z), sum
services [2]. Again, this was primarily a security solution up to 1. It does this by introducing uncertainty, meaning
that bounded access rights to the owner of a public keythat p(z) + p(Z) < 1. The theory serves as a basis for
whose identity was bound to this key through a certificate subjective algebra, developed by Jgsang that is also used
The third example is from the year 2000, when IBM enteredin computational trust management [9]. This algebra defines
the area with the Trust Establishment Module [7]. Thisa set of possible states, a frame of discernm@nwithin
module was a Java based solution with appropriate languagé), exactly one state is assumed to be true at any time.
similar to PolicyMaker. It enabled trusting relationships So if a frame of discernment is given by atomic states
between unknown entities by using public key certificatesy; and x5, and a compound state; = {z,z2}, which
and security policy. means tha® = {1, z2,{z1,22}}. Then, the belief mass

At the turn of the century, EU funded projects followed is assigned to every state and in case of, erg.,it is
that targeted trust. These attempts were already closer iaterpreted as the belief that eithe; or x is true (an
addressing user behavior and the essence of trust, bobserver cannot determine the exact sub state that is true).
many can be still characterized as largely security relate@elief mass serves as a basis for belief function, which is
technologies - some of them follow next. ITrust was ainterpreted as a total belief that a particular state is,true
forum for cross-disciplinary investigation of the apptioca be it atomic or compound. This gives a possibility for
of trust as a means of establishing security and confidencggorous formal treatment on a mathematically sound basis,
in the global computing infrastructure, where trust was recwhere subjective algebra, in addition to traditional lagic
ognized to be a crucial enabler for meaningful and mutuallyoperators, introduces new operators like recommendation
beneficial interactions [10]. TrustCOM was a frameworkand consensus, and where trust is modeled with a triplet
for trust, security and contract management in dynamidb, d,«): b stands for belief,d for disbelief andu for
virtual organizations. It was intended to be an open sourc@ncertainty. Each of those elements obtains its values from
reference implementation that builds on public specifceti  the interval [0, 1], such thai+ d +u = 1.
[5]. And finally INSPIRED was aimed at developing the next  Finally, among main-stream methodologies that have been
generation of security technologies needed for trustedsacc developed for computational trust management also game
of users to e-services in a mobile or fixed environment. Itheoretic based ones should be mentioned - one typical

was focused on smart-cards [12]. representative is [1].
An interesting research from a non-security domain is
described in the work of Cassell and Bickmore [3]. This [1l. QUALITATIVE ASSESSMENTDYNAMICS

approach addresses the essence of trust by deploying small ) o o
talk to model social language and developing a collabceativ  1he basis for methodology presented in this section is the
relationship with users in agents based applications. Werot ésearch done in the area of psychology that provides an
interesting approach is taken in TRUSTe project [22] that isaddlt_|onal useful perspective on trust as a kind of reagpnin
intended for promoting on-line business. TRUSTe service@Nd judgment process [18], [14], [15], and our own research
allow companies to communicate their commitment to pri-[21]- Taking these works into account, the main factors
vacy, and let consumers know which businesses they caffat have to be considered are the following ones (for
trust. A similar approach is given in [17], where trust is additional ex_planatlons of the above factors_and thelr_use
supposed to be a matter of accreditation and certification o°r @ formalized model that supports frust in computing
IT technology, which certainly makes sense within specificenvironments, a reader is referred to [20]):
contexts. « Temporal dynamics - agent’s relation towards the object
Getting now to the theoretical basis, trust in computing / subject being trusted is certainly a dynamic relation
environments is most often treated on the basis of Bayes that changes with time.
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« Rationality and irrationality - an agent’s trust can be may trust entity B, which in turn may trust entity C, but the
driven by rational or irrational factors. latter may not be trusted by A).

- Feed-back dependence - trust is not a result of an This aready suggests that trust is not an easy problem.
independent mind, but is influenced by environment. \jqreqver, it can be proved that it is computationally hard
« Action binding - trust can be a basis for agent's deedsyqplem - a proof outline follows: Suppose entity A assigns
« Trust differentiation - trust evolves into various forms g5t value for herself in a certain context, while entity
because of the linguistic abilities of an entity express-g agsigns another value to himself in the same context.
ing trust, or its intentions, and because of perceptioRyhen these entities are treated as a new compound entity
capabilities of a targeting entity. AB (a team), the trust of this compound entity towards
The above works provide the main guidelines. Howeveritself often differs from both trust values mentioned esarli
additional reasons that suggest the need for a new, quaditat (a typical example are sports games where an additional
methodology, are the following (these address the shorconplayer in a team presents advantage for the whole team and
ings of the existing methodologies that are described in thehanges judgments about its capabilities at all members of
previous section): the team). The above fact implies that all relationshipshav
1) As to Bayesian statistics based methodologies, sulto be considered among all possible entities, be it atomic
jects have to understand basic concepts. Howevenr compound. As the number of compound entities can be
many research results show that users often have protebtained by computing the number of combinations that can
lems with basic mathematical concepts like probabilitybe formed from the set of atomic entities, the total number
(see, e.g., [16]). Now even if subjects understandof trust relationshipsV in a society withn atomic entities
these basic mathematical concepts, very few of thenis given by the following equation:
understand advanced concepts that are required by,
e.g., theory of evidence.

2) Methodologies that are based on game theory cannot "
be generally used for trust because of problems with N = (Z < ))2 (2)
preferences. In case of trust, preferences need not to m=1 \""

exist, while in case of their existence, they are not

necessarily transitive. So the two basic tenets of game . . _ -
theory are not fulfilled. Suppose we have a society with= 3 atomic entities

3) Our research indicates that users prefer qualitativéh, B and C. This means that the number of atomic entities
expressions over quantitative ones when trust is ”15 three, the number of Compound entities with two atomic
question. The qualitative ordinal scale is likely to €lementsis three, and the number of compound entities with
consist of five ranks (qualitative descriptions) [21].  three atomic elements is one. So the total number of atomic

These facts call for a complementary method, which will2"d compound entities is = 7, and there argk — 1) x k

be defined in the rest of this section. relationships between them, whéreelationships have to be
Definition 1. Trust is a relationship between agents A and added, because trust is not reflexive. Thus the total number

B that can be totally trusted, partially trusted, undecided ©f trust relationships isv = 49.

partially distrusted, and distrusted,; it is denoted by g, To enable the analysis and modeling of trust dynamics in

which means agent’s A attitude towards agent B. social environments trust graphs are introduced. The liriks
The below figure illustrates the definition. There are fourtrust graphs are directed and weighted accordingly. Ifla lin

trust relationships, two of them addressing judgments oflenotes trust attitude of agent A towards agent B, the link

entities A and B towards themselves 4+ andwg 5), and is directed from A to B. Because graphs can be equivalently

two of them addressing judgment of one entity towardspresented with matrices, this second definition can be given

another entity f 4,5 andwp, a). Definition 2. In a given context’, trust in social
interactions is represented by trust matrixir, where
C@ O, elementsw; ; denote trust relationships of i-th agent to-
o, o, o, wards j-th agent, and where its values taken from the set

{1,1/2,0,—1/2,—1,—}. These values denote trusted, par-

tially trusted, undecided, partially distrusted and distted
Next, the general nature of trust is that it is not reflexiverélationships. The last symbol, "-", denotes an undefined

(in certain contexts one may trust himself / herself, in cthe relation (an agent is either no_t aware _of existence of anothe

not), not symmetric (if agent A trusts agent B in a certain@9ent, or does not want to disclose its trust).

context, this gives no basis for automatic conclusion that A general form of trust matriX2 of a certain society

agent B also trusts agent A), and not transitive (entity Awith n agents in a given contett is as follows:

Figure 1. The definition of trust relationships
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An example of a certain society with trust relationships
and qualitative weights is given in Fig. 3:

Figure 2. An example society that includes a dumb agent

The corresponding matrix is as follows:

11 1 -
-1/2 0 1 1/2
1 - 12 1

Trust matrices operations differ from those in ordinary
linear algebra. Rows represent certain agents trust t@wvard

« Extreme-optimistic judgment, which results in the most

positive judgment in a society; it is denoted bfy"”

« Extreme-pessimistic judgment, which outputs the most

negative judgment in a society; it's denoted Ly

« Centralistic consensus seeker judgment, which results

in a towards zero "rounded average”; its symbohis™.

« Non-centralistic consensus-seeker judgment, which re-

sults in a value that is "an average” rounded away from
0; it's denoted by &7,

« Moderate optimistic judgment, which means the ex-

pressed judgment is "strengthened” to the next higher
level, narrowing the gap towards the aggregated judg-
ment of the rest of community if this is more optimistic
than the agent’s trust is; it is denoted by’

« Moderate pessimistic judgment, which means the ex-

pressed judgment is weakened to the next lower level,
narrowing the gap towards the aggregated judgment
of the rest of community if this is more pessimistic
than the agents trust is (the value changes one level
downwards); it is denoted by symbo|™

« Self-confident judgment, which preserves the same
value after changes are calculated; its symbolds.”

For the calculation of new trust values (and new trust

matrix) the following algorithm is defined:

1) Take the first value in a trust matrix.

2) If the value is "-", write again "-”, and go to step 6.

3) Calculate the average of a trust vector by excluding
agents own opinion and values marked with "-".

4) Round the obtained average to the nearest possible
judgment value from the set of judgment increments

{1,1/2,0,-1/2,—1}.

other agents, while columns represent trust of community 5) Compute the resulto/, according to table 1 by

related to a particular agent (columns are referred to &$ tru
vectors). Further, technological components or services a

treating the value from step 4 as ., and agents own
opinion asw; .

treated as dumb agents. They can be recognized in a trust6) If there still exist unprocessed values, take the next

matrix by rows that consist exclusively of "-" values.
It is a fact that certain entity may not equally treat

value from the trust matrix and go to step 2, else stop.
Now suppose that in the example society in Fig. 3 agent

all judgments from various entities, therefore there has t@ conforms to the optimistic operator, agent 3 to pessimisti
exist a possibility for pondering values. This is achievgd b operator, while agent 4 is a centralistic consensus seticer,

introduction of a ponder matriXI:

P11 P12 Pin
P21 P22 P2.n
pn,l pn,2 pn,n r

calculated simulation would be as follows:

Tl 11— 1 1 1 -
¢ o|-12 0 1 - ~-1/2 0 1/2 -
~ 1 = 1201 /2 — 1/2 1/2

Note that matriced contain non-calculated values, but

Above, p; ; states a weight (from the interval [0,1]) that only "pure judgments” entered by entities. They constitute

an entity: is assigning to judgments of entify Therefore,

so to say, raw data for our calculations that are used by our

rows represent ponders that a certain entity is assigning talgebra to support decision making. Now some important
judgments of all other entities in a society. To keep thingsdecision making questions are as follows:

simple, this matrix will be left out the rest of the paper.

Now qualitative operators can be introduced; they are

taken from the set{{),{,~,<,1,|,©}, and defined in
detail in table 1, and described below:
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« How long will it take for the society to reach the most section - it clearly follows that we are dealing with a non-
likely state and what state will this be? linear dynamic system. Therefore analytic solutions wdl b

« On which part of the society makes most sense to putere exceptions and we will have to rely on simulations

most efforts to drive the community into a desired stateqto search for various heuristics and solutions for typical
reference scenarios, etc.). Despite this, various irtiages

Ok | 0k |0 |0 [0 |05 |0 |07 |07 theoretical questions can be addressed [21]).
M U; ~ ©; )] \® o

T T 5] I I 5] 5] 5] IV. TRUSTMANAGEMENT IMPLEMENTATION

j 6 O/ :i j i j i :i Our solution for trust management is called trustGuard.
T 70 7 R T I S B B B B It consists of two basic building blocks: the distributed
-1 1 1 -1 0 0 % -1 -1 database where trust values (matrices) are stored, and the
i 5 ‘/1 :i ; j ; :i ; user interface that accesses this database, performt#anser
% | % | % A A A A A A and retrieval of these values, and does QAD calculations.
% | 0 0 iz 0 Ve 0 Ve Ve The distributed database is implemented on SOA standards,
% | % Vs / 0 0 0 % v . . )

w1 1 0 0 v 0 v m so user interface interacts with these databases through
A Y Y Y Y A Yo SOAP protocol. For this to happen, the following two

g } g } 0/ ; g j 8 primitives are needed. The first onetisistQuery and the

o O . — o 0 o 0 second one isrustReply These primitives are defined with

0 | % % 0 0 2 v 0 0 XML schema. But for clarity and conciseness, XML DTD

g i (1) 8 g g g 8 8 is chosen to present the syntaxtoistReplyprimitive:

% | -l v -1 0 / v 0 v

1//2 (‘;2 :Z (1)/2 8 32 :Z g :Z <IELEMENT trustResponse (timeStamp,trustMatriz,

v v, v, Vs A Vs v, v, v, function?, extension?) >

v 1 1 A A 1 1 A A <IELEMENT timeStamp (#PCDATA) >

Vs - Vs Vs Y Vs Vs Vs Y <!|ATTLIST timeStamp zulu

1 -1 1 1 0 0 1 V2 1 CDATA #REQUIRED >

} _(1)/1 } :)/2 ‘(/) Zz } :f } <IELEMENT trustMatriz (omega+) >

0 m 1 m o 0 0 7 0 <IELEMENT omega (idl, d2, trustAssessment) >

T ] 1 1 ] 1 1 1 <IELEMENT idl (#PCDATA) >

1 _ 1 1 1 1 1 1 1 <IATTLIST idl URI1

[ R - - - - - - CDATA #REQUIRED >

<IELEMENT id2 (#PCDATA) >
id2 URI2
CDATA #REQUIRED >

GUI of trustGuard component that is used for QAD<!ELEMENT trustAssessment EMPTY >
simulations is given in Fig. 4. The parameters were set a§ ATTLIST t”;stAssefsmgfgto 051l 7

. H H value — — U. . — -

follpws. The complete soue_ty conS|sf[eq (_Jf ten agents, of!ELEMENT functién }#PCELXTMQ >
which 40% behaved according to optimistic operator, 20% s 157 Function OID
according to pessimistic operator, and there were 20% op- CDATA #REQUIRED >
ponents and 20% centralists. Further, the initial distitou <!ELEMENT extension (#PCDATA) >
of trust values in the trust matrix was 20% of values denoted
by 1, 20% denoted by/2, 20% denoted by 0, 20% denoted  The generalized time is expressed as Greenwich Mean
by —1/2, and 20% denoted by -1 (there was no dumbTime (Zulu) in the form YYYYMMDDHHMMSS, while
agent). In addition, 30% of agents were allowed to randomlytrust assessment functions are uniquely identified through
change their operators, and there were 5 simulation stepdIDs [8]. The syntax ofrustQueryis similar to the syntax
between these random changes. After running the situatiogf trustReply except that there are rtoustMatrix elements.
for a sufficiently rong time (for approx. 970 steps), we reachThe extensionelement is included and is added in both
an equilibrium, where 10% of values in the trust matrix O primitives for future extensions.
(i.e. undecided), while 90% of values were -0.5 (partially Current trustGuard implementation supports not only
distrusted). Finally, an agent with a fat line around it is qualitative algebra, but also, e.g., Jgsang’ s subjective a
partially distrusted by the society in the end. gebra. As further implementation details exceed the scope

Despite the fact that more detailed discussion of theof this paper, a reader can find more information in [11].
simulation processes exceeds the scope of the paper, an
experienced reader can see that this component enables
sound simulations by providing, e.g., expected values for In the medieval era, Shakespeare advised us to love all,
variables in question, their distribution, etc. To con@ulis  trust a few, and do wrong to none. Later, the famous German

Figure 3. The definition table for qualitative operatorsrieans any value) <!ATTLIST

V. CONCLUSION
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