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Abstract—The architecture for programmable network-

virtualization platforms, i.e., the VNode architecure, has been
developed in a project called the Virtualization Nale Project.
This paper introduces a type of physical node cakieNetwork

ACcommodation Equipment (NACE) to the VNode archite-

ture. NACE has dual roles in this architecture. Thefirst role is

as a network-slice gatewaybetween an external network
(Ethernet/VLAN) and a slice (virtual network). NACE can
accommodate a data center or another testbed in dice with

high-performance (up to 10 Gbps) data-format convesion.

The second role is as a special type of virtualizan node that
implements intra-slice virtual switch by using Ethernet
hardware, which can replace software-based switchghusing a
VM or a network processor. These roles are modelegs a node
sliver (virtual node) with a gateway function and anode sliver
with a switching function (i.e., a switch node-slier), and these
node slivers are specified by using XML. These futions were
evaluated by using two testbeds, and the evaluatioresults

confirm that both functions work correctly and perform well

in terms of delay and packet loss.

Keywords—network virtualization; virtual network; etwork
accommodation; network-slice gateway; virtual switcintra-
slice switching

I. INTRODUCTION

In Japan, several projects targeting new-generatio&f

networks (NwGN) have been conducted [Aoy 09]
[AKA 10]. These projects aim to develop new network
protocols and architectures (i.e., the “clean 8lafgroach
[Fel 07]) and to develop various applications treat
difficult to run on IPs but work well on NWGNSs. bme of
these projects, “Virtualization Node Project” (VNNakao,

et al. [Nak 10] has developed a virtualization-folah
architecture [ITU 12] called VNode architecture.

There have been two issues concerning the origin
implementation of VNode architecture [Nak 12a][Nib].
The first issue is that the original implementatioes not
have a high-performance gateway between a sliceaand
external network. This architecture has a type ategay
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fully utilize the performance of the hardware comeot of
a VNode, especially the high-performance Ethernet
switching function. A VNode implements node slivers
(virtual nodes) using Linux virtual machines (VMsy
network processors (NPs). The node slivers canrdayf
programmed, so any protocol (either IP/Etherneetasr
non-IP/non-Ethernet based) can be implemented. Menve
the performance of the node slivers is not optimum.
Although a VNode contains a high-performance L3tclwi
with 10-Gbps Ethernet interfaces and 190-Gbps (orejn
switching capacity, it has been hard to achieveirgidabit
intra-slice switching speed by using VMs and/or NPs
To address these issues, a type of physical noltkd ca

Network ACcommodation Equipment (NACE or NC) has
been developed. NACE has dual roles. The first iokes a
high-performance gateway between a slice and asrreadt
network. By means of this gateway function, NACE ca
accommodate a data center or another testbedliceansth
high-performance (up to 10 Gbps) data-format cosiver
By using NACE, external networks can also provide
services to slices, and slices can provide sentwesternal
networks. The second role is as a special type of
virtualization node that implements an intra-slgeitching
function using Ethernet hardware. This function esakt
possible to switch not only Ethernet packets bst glackets
arbitrary format with arbitrary type and sizeaufdresses
at can be mapped to Ethernet MAC addresses.

The rest of this paper is organized as follows tiSed|
summarizes the virtualization platform and theeslicodel
developed in VNP. Section Il outlines NACE. SensdV
and V describe two roles of NACE, i.e., networlcsli
gateway and intra-slice switch, respectively. SecWI
describes potential usage of NACE, including a -datater
or testbed gateway, an intra-slice Ethernet switaid an
intra-domain slice interaction. Section VIl evakmiNACE

y using two slices on test beds, and Section &hcludes
this paper.

Il. VIRTUALIZATION PLATFORM AND SLICE MODEL

called an access gateway (AGW) to accommodate end, ThiS section explains network virtualization, theisture

users’ computers in slices. However, in an AGW,dose
the data rate between a user and an AGW is asstmntredl
Gbps or less, and the security of this link shoblg
guaranteed by IPSec, the performance of the AG\WWots
sufficient for accommodating a data center or high
performance testbed in a slice. In addition, beeamsAGW
is optimized to accommodate user terminals, itas the
best means for accommodating a network with mamsysho
The second issue is that this implementation dass n
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of virtualization platform (i.e., physical networkand the
structure of virtual network.

A. Network Virtualization

When many users and systems share a limited anodunt
resources on computers or networks, virtualizatemhnol-
ogy creates an illusion that each user or systemsow
resources of their own. Virtualization technologyasw
initially developed as virtualization of computeremory
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and multiplexed (time-sharing) use of computationale

resources such as CPU time. However, recently, alevh
computer can be virtualized as a VM.

Concerning networks, wide-area networks (WANS) are

virtualized by using virtual private networks (VPNgVhen

VPNs are used, a physical network can be shared by

multiple organizations, and these organizationsseaurely

Redirector forwards (redirects) packets from another
VNode to a programmer or from a programmer to agroth
VNode.

VNode manage(VNM) is a software component that
manages the VNode according to instructions from th
DC.

and conveniently use VPNs in the same way as VirtuaC. Structure of Virtual Network

leased lines. Nowadays, networks in data centees ar

virtualized by using VLANSs, while servers are vatized
by using VMs.

In the virtual-network model developed by VNP, & vi
tual network (or a collection of resources in atuaf
network) is called a&lice which consists of the following

Many programmable virtualization-network researchtwo types of component§igure 2) [Nak 10][Nak 12b].

projects have been carried out, and many modetkjdimg
PlanetLab [Tur 07], Virtual Network Infrastructu®INI)
[Bav 06], Global Environment for Network Innovat®n
(GENI) [GEN 09], and Genesis [Kou 01],
proposed. Slices are created by network virtuatimatising
avirtualization platformthat operates the slices.

In VNP, Nakao et al. [Nak 10][Nak 12b] developed
network-virtualization technology that makes it gibte to
build programmable virtual-network environmentsaihich
slices are isolated logically, securely, and inmrof
performance (QoS) from one another [Kan 12b]. lasth
environments, new-generation network protocols btan
developed without disrupting other slices.

B. Structure of Virtualization Platform
A virtualization-platform domain is managed by a

domain controller (DC) and has two types of nodes

(Figure 1).

have been

« Node sliver(a virtual-node resource) represents computa-
tional resources that exist in a VNode (in a progreer).
It is used for node control or protocol processiofy
arbitrary-format packets, and it is generated byirgl
physical computational resources.

Link sliver (a virtual-link resource) represents resources
of a (layer-2) virtual link that connects two noslevers.

In the VNode architecture, any IP or non-IP prote@an

be used on link slivers. A link sliver is mapped an
physical link between two VNodes or a VNode and a
gateway, and it is generated by slicing physicanek
resources such as bandwidth.

Node
sliver 2

Link sliver5

that forwards packets on the platform. Each paickéte
platform contains a virtual packet in a slice (& t
payload).

a network node that forwards packets from the qtatf
to user terminals (PCs) or another network, or vexsa.

A domain may contain conventional routers or swatch
that do not have virtualization functions. VNodese a

VNode (virtualization node) is a physical network noddPSM Linksliver1 [BIVEIS/ [ {iny sjiver 6

Users| [ Gateway | | TNode L Node Gateway | |User's
SliverdT finksliver7 [PCVM

Figure 2. Example of slice design

The DC of a domain receives a slidesign given by an

Gateway of which access gateway (AGW) is one type, isXML-based slice definition It then distributes the slice

definition to each VNM, which sends necessary slive
definitions to the programmer and the redirectdre t
programmer receives information required for noliles
configuration, and the redirector receives the rimiation

connected by tunnels using a protocol such as @ener'equired for configuring link slivers.

Routing Encapsulation (GRE) [Far 00]. A virtual wetk
with free topology, which is not constrained by tbpology
of the physical network and does not depend orspleeific
functions of the nodes in between, can thereforerbated.
A VNode can operate as a router or a switch fotfquian
packets, so it can be deployed in conventional osv
Each VNode consists of the following three compads.en

I1l.  OuTLINE OFNACE

This section outlines NACE; namely, describes roles
requirements, and the structure of NACE.

A. Roles of NACE

NACE has two roles. The first role is as a gateway
between a slice and an external network. NACE can

* Programmer processes packets on the slices. Slic§¢commodate an Ethernet-based network or a burdle o

developers can inject programs into programmers.

VNode DC: Domain controller
VNM AGW: Access gateway
— \ 7 VNode: Virtualization node
r——a] r—;—q 5, P . VNM: VNode manager
P R S s R: Redirector
- ’J'f'iVNOdel_v"_|VN°de}\ P: Programmer

User's
PC/VM

User's
PC/VM

B e e e R e S e

Figure 1. Physical structure of virtualizationtfiam
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VLANs in a slice. Thanks to network-slice gateway
function, NACE can accommodate a data center othano
testbed in a slice with high-performance (up toGhps)
data-format conversion. This function has been émpl
mented as an extended function of a node sliver.

The second role is as a special type of VNode that
implements an intra-slice virtual switching functidor
packets of arbitrary format by using Ethernet handw This
function is intended to make it possible to swipettkets of
arbitrary format. However, in the current versidnNACE,
only the Ethernet protocol can be used in sliceBis T
function has been implemented as a special typrodke
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sliver called a switch node-sliver. .
These two roles (described in detail in Sectidhsand

V) have been given to the same equipment becautbe bo

require similar hardware and software components,

including data converter between VLANs and GRE/IPs

(GRE link sliver) and management software.

B. Requirements

As described above, the two roles require gatewsly a
switching functions, which share two common require
ments. One requirement is that methods for modedimg)
specifying these functions must be developed. Asspat
the VNode architecture, these functions must beateadas
a combination of node slivers and link slivers e tslice
definition and specified by using XML. NACE must
implement these functions using VLAN functions af a
Ethernet switch. However, this implementation is ofi
scope of this paper.

The other requirement is that high-performance -data

conversion functions, which enable 10-Gbps wire-rat
accommodation and switching, must be developed.die
conversion is required because both network-slatewgays
and intra-slice virtual switches handle two diffgredata
formats. The former
virtualization-platform format (GRE/IP) to the ewtel
format (VLAN), and vice versa. The latter must certv
packets that can be switched by the hardware froen t
platform format to a VLAN format, and vice versa |
addition, because both functions are modeled uki@game

XML-based language and managed in the same wakieby t

management system, the required software functames
also similar. Therefore, although the two roles mesy
different, the same components can be used forroteh.

C. Structure of NACE

Redirector body(RB) is a layer-3 (L3) switch, i.e., an

IP/Ethernet node; it has both VLAN and IP-routing
functions. A carrier-class high-end switch is usa¢uild

a VNode. To make the NACE physically smaller and
portable, a 2.5U-size L3 switch is used for the RBich

must convert packets from theD

is much smaller than the switch used in a normabdé

« Redirector manage(RM) is a software component in a
Linux-based server. RM has link-sliver management
functions; that is, it creates, modifies, and dedelink
slivers. It also has a range of equipment-managemen
functions for the redirector. The RM has an XML-RPC
[XML 04]-based control API, and the VNode manages
the redirector using this API.

e Service module car(BMC) is an add-on card installed in
the RB. An SMC is programmable because it contains
10-Gbps-class network processor. It is used for the
bidirectional conversion. Similarly to a normal Vik®
[Kan 12c], NACE requires packet-format conversion
between slice-internal formats and external formate
internal format is GRE-based, and the external &iris
VLAN-based.

The redirector is connected to the following netkgor
ata plane(D-plane) is a 10-Gbps network for sending and
receiving data packets between VNodes. IP/Ethésneted
in the current implementation as described ab@antrol
plane(C-plane) is a network (VLAN) between a VNM and
a redirector in a VNode and between VNMs. The XML-
RPC-based API between VNMs (and between VNodes) and
a redirector uses the C-plateternal data plands a closed
network (VLAN) in a VNode.

Finally, the PPM is briefly explained. NACE shouid
programmable, but the programmability of NACE slilooé
different from that of a normal VNode because NACE

The above requirements are satisfied by NACE. Th&vorks as a network gateway or a special type of %Ndo

current version of NACE is a remodeled version loé t
VNode Figure 3). Similar to a normal VNode described in

reduce the size of NACE, programmer hardware, wigch
not required for the gateway and switching functiowas

Sectionll, a NACE consists of three components. Two offot added to this NACE implementation. Insteadseuplo

them are almost the same as those in a normal V,Nledea
redirector and aVNM. However, the other component, a
programmer, is replaced bypaeudo programmer manager
(PPM). The redirector in the NACE consists of theee
components: Ethernet switch, node manager, andcserv
module cards.

| VNode manager (VNM) ‘

I .y
T

1
| Pseudo programmer manager |
x
:

v
| Redirector manager (RM) ‘
]
Control plane (C -Plane) |

Redirector

Service module card (SMC)
Redirector body (RB) <~

Data plane (D-plane)
Internal data plane

Figure 3. Structure of NACE
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(software only) programmer for communicating withe t
VNM and RM was implemented in the redirector.

IV. NACE AS GATEWAY

NACE can function as a gateway that connects slices
with external networks such as the Internet, aneifidt-
based network, or any other type of network. Slicasa
virtualization network can be used through the rimté and
access gateways. If NACE does not exist, slices are
basically closed; that is, they cannot exchangdetaowith
other networks such as the Internet. However, NACE
enables external networks to provide servicesitesland
enables slices to provide services to external owdsv

In the future, NACE will be able to accommodateesi
and external networks with non-IP/non-Ethernet quols.
Although the VNode architecture supports non-IP{non
Ethernet protocols, the external networks are arabgays
IP and/or Ethernet networks. Therefore, networloauno-
dation with high-speed data-format conversion betwe
these protocols should be implemented. Howeverently,
NACE only supports Ethernet (and IP/Ethernet) nekao

The gateway function is modeled in the followingywA
network-slice gateway can accommodate multiple ragte
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Physical network
[omac]sMACIVID[t] Payload | [omac]svac]  Tt[IPheader] GRE [DMAC[sMAC]t[Payload |

External

network - N /3 Virtualization
Physical port/ Logical port (VLAN 100) / platform
Ethernet
Ethernet. : Nlpde }.---
[nodessliver | = | sliver [ g0 net

A Fajom ]
(a) One-to-one accommodation

Slice (Virtual network)

Physical network

[omac]smaclYiR[t] Payload | [omacsvac|viD]t]iP header| GRE JomAC[sMAC[T[tPayload]
Ethernet
External - SWidh iVLAN 100 o
twoll ~RWudn ? .,'q' NACE IVNode
ne Ethernet VLAN 2004 — Virtualization
Lo ) H
Physicalport = 7 [ovac]smad ZCODO t| Payload platform
:
Ethernet Tagged
= : Node }
Ethernet fogesliver Sliven Ethernet
Slice (Virtual network) &.\’.i

(b) Many-to-one accommodation
Figure 4. NACE accommodation types and packet ftema

networks (i.e., only VLANs in the current versiorni
gateway should provide two types of network accommo
dation Figure 4).

One-to-one accommodati@onnects an external network
(i.,e., a VLAN or an Ethernet network) to a slice
(Figure 4(a)). Node slivers on the slice cannoeasmon-
virtualized information (i.e., a VLAN tag) on a paat
that arrives at the external network, but they read
untagged packet. Subtypes of one-to-one accomnoodati
are explained below.

Many-to-one accommodatiaonnects multiple networks
(i.e., VLANs with different VLAN IDs) to a slice
(Figure 4(b)). Node slivers on the slice can read a
handle the network identifier (i.e., the VLAN IDeh a
packet as is. The physical and virtual packet fesnoiged
in the current NACE implementation are also shown.

One-to-one accommodation can be split into two

subtypes.

¢ Physical accommodatioonnects an external network
through a specified physical port of a network iifstee.
The port number is specified in the slice defimtitas

To accommodate an external network in a slice stive
developer must include a node sliver in the XMLédxhs
slice definition. A node sliver usually containdirk to a
programmable component such as a VM image. However,
in this version of NACE, no node sliver can conta@n
programmable component because the NACE just faisvar
packets from the slice to the external networkyioe versa,
as is, unless packet-header conversion is requioed
virtualization.

A node sliver with a gateway function is specifigging
an interface specification in the node-sliver défin. An
example of interface definition is shown below.

<interfaces>
<interface name="Ext|F" type="VLAN'>
<par ans><par am key="VLANI D' val ue="100" />

<param key="port" value="1/2" />
</ paranms></interface></interfaces>

In the interface tag in this definition, the nantegerty
"Ext | F* specifies the identifier of the accommodation, and
the type property' VLAN' specifies the type of external
network. The above interface definition specifiesre-to-
one accommodation, and/ 2" is used for the port number,
and" 100" is used for the VLAN ID. That is, only packets
with VLAN ID 100 that arrive at port 1/2 are forvasd to
the slice, VLAN ID 100 is added to packets thaivarat the
node sliver, and the packets are forwarded to tire p2.
The accommodation type is one-to-one because dfispec
port number is specified, but it is many-to-ondhié port
number is specified asal | *. The accommodation subtype
is physical because a port number is specified.

These parameters are validated by the redirectbrcan
be validated by the DC. However, some maliciougessor
erroneous accommodation is still possible. Thisblem
should be solved in the future.

A node sliver that contains accommodation parameser
virtually managed by the PPM in NACE; the DC setius
node-sliver definition to the PPM through the XMIRR
interface. Because the accommodation function igatly
implemented by the redirector, the parameters asequ to
the RM, which configures the physical switch, itke RB.

V. NACE As VNODE FORINTRA-SLICE SWITCHING

NACE can function as a special type of virtualiaati
node that implements an intra-slice virtual switghusing
Ethernet hardware. This function is intended to béma
switching of not only Ethernet packets but alsoke#s of
arbitrary format with arbitrary type and size ofdegsses
that can be mapped to Ethernet MAC addresses.

part of a special-purpose node-sliver for network A slice may implement the Ethernet protocol or attyer
accommodation). In the current NACE version, theprotocol suited for switching. If a packet contaihe source
packet format of the external network may be taggeénd destination addresses of any format (with 48w

VLAN or untagged Ethernet. If a tagged format igdis
the VLAN ID must be specified in the slice defiiti (in
the node sliver). If no VLAN ID is specified, the
untagged format is used.

Logical accommodatiorconnects an external network
through a specified logical network name (i.e., [2AW
ID). In accordance with the configuration of thatfbrm,
the network can be connected to any physical et is
available, and packets may be either tagged omggeth
The VLAN ID is specified in the slice definition.
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less) effective address space), it can be switdhedhe
same switching method as Ethernet switches. Intiaddif
the source and destination addresses can be canjpoie
the packet content, content-based switching can be
implemented by using the same hardware. The address
converter implemented by using a network procesaanrbe
used for a wide range of conversions. However, hia t
current NACE version, only the Ethernet protocoh dae
used in slices.

The switching function is modeled as a special tgpe
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node sliver called aswitch node-sliver(Figure 5). In
contrast to normal node slivers, this node slivernbt
programmable, but several switch parameters caenpot
tially be specified. The physical-packet formatsedidan
these slivers in this version of NACE are also shanvthis
figure. The virtual-packet format always follows eth
Ethernet protocol.

In Ethernet networks, two types of forwarding fuons
are available: broadcasting (implemented by repghatand
switching. We believe that a link sliver should ueed for

Communications and Computation

VI. APPLICATIONS OFNACE

This section describes three applications of NACE;
namely, gateway for data center, network with hsliiee
switches, and slice interaction.

A. Gateway for Data Center

NACE can be used as a gateway for a data center
(Figure 6). In typical cases, a VLAN used in a data cerder i
connected to a NACE by using one-to-one accommaalati
However, two or more VLANs can be accommodated in a

modeling an intra-slice broadcast function becausgjice py using many-to-one accommodation. The NAGE

broadcasting is non-intelligent. However, in costra node
sliver should be used for modeling an intra-sliegtching
function because switching is intelligent. Therefoa node
sliver specialized for the intra-slice switchingnétion,
namely, a switch node-sliver, is introduced inte tiNode
architecture.

A switch node-sliver is connected to other nodeess in
normal VNodes by link slivers. It is natural to UgeAN-
based link slivers to connect an Ethernet-basetluatir
switch to other virtual node functions; however,e th
virtualization platform currently only has GRE lirskivers,
which are thus used for connecting a switch notleisto
other node slivers. These link slivers, which grecHfied as
normal GRE link slivers, are implemented by using

be placed either in the data center via a 10-Gtiieet

link or near another VNode of the platform. The NA€an

be connected to a virtualization platform through I®

network, and the data center can be accommodatediby

a GRE link sliver. The NACE is managed by the DGet$

of the slice can also use the servers in the datéec The

maximum bandwidth between the slice and the datéece

is 10 Gbps. The platform does not manage the aslebesf

servers and PCs. If IP is used, the addressesisributed

in the usual manner by Address Resolution ProtgsRP).
Instead of a data center, an external testbed @n b

connected to the platform and accommodated inca &y

using the same method. Any protocol can be usetddest a

%lice and the external testbed, and hardware-based

specialized conversion program in SMCs. ThereforegpenFlow [McK 08] can be used between them. Therlat

although these link slivers are specified by usangormal
XML definition, the switch node-slivers and thesRElink
slivers are handled asnaacro called aswitch sliver which
is a combination of node and link slivers and fiord as an
Ethernet network (Figurg).

A switch node-sliver can be specified using a dwitc
instance definition in the node-sliver definitickn example
of switch node-sliver definition is shown below.

<nodeSl i ver nane="|nSliceSW >
<vports><vport nane="pl" /><vport nane="p2" />
<vport nane="p3" />
</vports>
<instance type="swi tch" /></nodeSliver>

It has three ports, pl, p2, and p3, for connectmdink
slivers. Because no data conversion is used (diyreot
available), no other parameters are specified.

A switch node-sliver is virtually managed by theMP
NACE; that is, the DC sends the node-sliver debnitto

type of deployment is called “OpenFlow In A Slice”
(OFIAS) [Du 12][Nak 11].

If protocol converters are inserted at the NACE #mal
AGW in Figure6, respectively, a non-IP and/or non-
Ethernet protocol can be used in the slice. Fomgite, IP-
Ether-Chimera (IPEC) [Kan 12a] can be used herehEa
VNode in the platform contains an IPEC softwaretslwvias
a node sliver. Usual IP/Ethernet is used bothdata center
and a user terminal. If both NACE and AGW have a
protocol-conversion function from IP/Ethernet tcE® or
vice versa, the user can use servers in the daiterce
through the terminal. However, because NACE and AGW
currently do not support this protocol conversidiNodes
connected to them must have the protocol-conversion
function instead.

B. Network with Intra-slice Switches
Slices with one or more intra-slice Ethernet swelcan

the PPM through the XML-RPC interface. Because th@e implemented. Two or more switch node-slivers are
switching function is actually implemented by the connected by using link slivers to form a spannireg.

redirector, the parameters in the definition arespd to the
RM through a control interface between the RM alne t
PPM, and the RM configures the physical interfat¢he
RB.

(GRE) Switch sliver macro

[omacismac]vio|]ip neader| Gre

[omac]smac]  payload

GRE link sliver

GRE link sliver
[omac]sviaclvio]t] Payioad |

Figure 5. Switch node-sliver, switch sliver
macro, and packet formats in the platform
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Server |’ (VLAN 200
Ethernet(VLEAN)

Each slice may contain a different tree structuzeabise a
virtual network topology is not restricted by thaypical
topology. Although the platform packet-format used

~

Physical network

Data Center
Ethernet
(VLAN)

) VLAN200

IP/Ethernet

Slice (Virtual network)
Figure 6. Network with a VLAN-slice gateway
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NACE is different from that used in an Ethernettstj it \node 4 (Hokuriku)
only implements the Ethernet switching functionjtss not
very useful unless it is combined with other nolileess that
convert the address format in VNodes. However, taréu
version of NACE will implement non-Ethernet switohi
functions customized to each slice.

Node sliver _ Ethernet Slice
Advertise

VNode 1 (Tokyo)
Node sliver

D s
D [FFFFFEEE] ey iypefagvertise]

A NACE 7 (Tokyo)
Switch
node-sliver

.~ -

N Query p s

[ key [ciientaddrltype[ Query |

g Value! o s

|C|ienlAddr| key |type|Answer| value |

(key11, valll1)
(key12, val12)

(key31, val31)
(key32, val32)

C. Slice Interaction (keyiny,valiny)

A well-controlled interaction between slices, cdlidice
interaction or slice exchangemay be useful in situations
such as an extranet that connect multiple enterp
intranets. Two or more slices can be connected siggu
NACE. Instead of connecting external networks te {Node sliver
slices, two untagged Ethernet ports can be conmduje vNode 3 (Osaka)\key2nzvai2nz)
using a wire for slice interaction. Although therremt Figure 8. Experimental network for distributed keglue
version of NACE cannot implement filters to control storage using intra-slice switch
communication between the slices, filters will be
implemented by using node slivers in a future \orsof
NACE.

(key3n3, val3ny)

(key21, val21)
(key22, val22)

using an advertise message. The intra-slice suetms the
key. When a client sends a query message thatiosrite
key as the destination MAC address, the servercihraiins
the key-value pair receives the message and senalssaver
message that contains the value. A switch can lyslearn
. 10k to 100k keys (addresses). If many more keyesalairs
A. IPEC-Ethernet Protocol-conversion Gateway are stored, broadcast storms may occur. This agjgic

A slice and PC server environments were set up@srs  must also work on a non-virtual Ethernet-based agtypbut
in Figure 7 as a testbed for measuring the performance af may cause trouble in a network in real use begalis an
NACE. Unlike Ethernet, IPEC allows redundant pathsunexpected usage of Ethernet. A virtualization fptat
(loops) in the network [Kan 12a)]. The user can fes¢ures  with NACE is a good environment to test such agians.
of IPEC while using Ethernet packets on this nekwdhis In the evaluation, a client that randomly genergtgeyies
slice contains bidirectional IPEC-Ethernet protocoland three servers (each server for one third okélys) were
conversion function because, as described abovie, thused. The virtual switch successfully learned astdaved
version of NACE does not have protocol conversionl6,384 keys, but it failed to learn 32,768 keyse Bervers
function. This network consists of three node siven wait for 8 ms to learn a key, so it takes more thao
three VNodes, and three PCs through two NACEs and minutes to send 16,384 advertise messages.
gateway.

Performance between the PC servers and the PQ clien VIIl. CONCLUSION

was measured by usingperf command. For these  This paper has introduced a type of physical nodied
measurements, 2-Mbps UDP traffic was used, and thRACE, which has two roles, i.e., retwork-slice gateway

VII. EVALUATION
NACE was evaluated by using two slices on testbeds.

measurement results show that the packet lossigdess
than 0.1%. The performance is better than thahéntAN

and a VNode with arntra-slice virtual switch to the
VNode architecture. These roles are modeled asde no

environment. Round-trip time, 2.8 ms on averages wasliver with a gateway function and a node slivethwa

measured by usingm ng command.

B. VNode with Intra-slice Switch
A slice with a distributed key-value storage apgtiien

switching function (i.e., a switch node-sliver),dathese
node slivers are specified by using XML. NACE camszan
SMC with a network processor and enables 10-Gbjps-wi
rate accommodation. These functions were evaluatddo

was set upKigure 8). In this slice, each node sliver has atestbeds, and the evaluation results confirm thath b

database server. When a new key-value pair is ctore
server, it sends a packet that contains a keydaslice by

VNode 1

" ” IPECslice
Data center Node sliver
IPEC- IPEfC
O Ether | Soft i i
oW | w2 Link sliver : VNode 3
A Node sliver

[l IPEC
Soft
1 SW

IPEC-
Ether O
GW

IPEC |~ _
Soft ¥ Link sliver
SwW

Node sliver

IPEC-
Ether
GW

VNode 2

Figure 7. Experimental network with IPEC-Ethernegtpcol
conversion
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functions work correctly and perform well in terwisdelay
and packet loss.

The most-important focus of future work is to addigh-
performance protocol-conversion function to NACEhisT
function will enable accommodation of external natkvin
a non-IP/non-Ethernet slice and intra-slice switghiof
packets of any format. Future work also include®matic
configuration of accommodation parameters, suctlLasN
ID or physical-port number, and federation of \éttmation
networks (including those with our virtualizatiofagform),
which are connected by NACE. The federation should
enable creation and management of slices acrosaidem
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