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Abstract—In this paper, we propose a neural network 

based scheme for performing semi-supervised job 

classification, based on video data taken from Nissan 

factory. The procedure is based on (a) a nonlinear 

classifier, formed using an island genetic algorithm, (b) a 

similarity-based classifier, and (c) a decision mechanism 

that utilizes the classifiers’ outputs in a semi-supervised 

way, minimizing the expert’s interventions. Such 

methodology will support the visual supervision of 

industrial environments by providing essential 

information to the supervisors and supporting their job. 

Keywords-semi-supervised learning; activity recognition; pattern 

classification; industrial environments. 

I.  INTRODUCTION 

  Visual supervision is an important task within complex 
industrial environments; it has to provide a quick and precise 
detection of the production and assembly processes. When it 
comes to smart monitoring of large-scale enterprises or 
factories, the importance of behavior recognition relates to 
the safety and security of the staff, to the reduction of bad 
quality products cost, to production scheduling, as well as, to 
the quality of the production process. 

In most current approaches, the goal is either to detect 
activities, which may deviate from the norm, or to classify 
some isolated activities [1],[2]. Modern techniques are based 
on supervised training using large data sets. The need of a 
significant amount of labeled data during the training phase 
makes classifiers data expensive. In addition, that data 
demands an expert’s knowledge that increases further the 
cost. 

Modern industry is based on the flexibility of the 
production lines. Therefore, changes occur constantly. These 
changes call for appropriate modifications to the supervising 
systems. A considerable amount of new training paradigms 
is required in order to adjust the system [3] at the new 
environment. In order to provide all the training data an 
expert, whose services will not be at a low-cost, is needed. 

A variety of methods has been used for event detection 
and especially human action recognition, including semi-
latent topic models [4], spatial-temporal context [5], optical 
flow and kinematic features [6], and random trees and 
Hough transform voting [7]. Comprehensive literature 
reviews regarding isolated human action recognition can be 
found in [8],[9]. 

The idea of this paper is the creation of a decision sup-
port mechanism for the workflow surveillance in an 
assembly line that would use few training data, initially; as 
time passes could be self-trained or, if it is necessary, ask for 
an expert assistance. That way, the human knowledge is 
incorporated at the minimum possible cost. 

The innovation can be summarized to the following 
sentence: We propose a cognitive system which is able to 
survey complex, non-stationary industrial processes by 
utilizing only a small number of training data and using a 
self-improvement technique through time. 

This paper is organized as follows: Section 2 provides a 
brief description of the proposed methodology. Section 3 
refers to the data extraction methodology. Section 4 
describes the genetic algorithm application. Section 5 
presents the main classifier for the system. Section 6 presents 
the semi-supervised approach. Section 7 explains the 
decision mechanism of the system, and Section 8 provides 
the experimental results.         

II. THE PROPOSED SELF COGNITIVE VISUAL 

SURVEILLANCE SYSTEM 

The proposed system was tested using the NISSAN 
video dataset [10], which refers to a real-life industrial 
process videos regarding car parts assembly. Seven 
different, time-repetitive, workflows have been identified, 
exploiting knowledge from industrial engineers. 
Challenging visual effects are encountered, such as 
background clutter/motion, severe occlusions, and 
illumination fluctuations.   

The presented approach employs an innovative self-
improvable cognitive system, which is based on a semi-
supervised learning strategy as follows: Initially, appropriate 
visual features are extracted using various techniques 
(Section 3). Then, visual histograms are formed, from these 
features, to address temporal variations in executing 
different instances of the same industrial workflow. The 
created histograms are fed as inputs to a non-linear 
classifier. 

The heart of the system is the automatic self-improvable 
methodology of the classifier. In particular, we start feeding 
the classifier with a small but sufficient number of training 
samples (labeled data). Then, the classifier is tested on new 
incoming unlabeled data. If specific criteria are met, the 
classifier automatically selects suitable data from the set of 
the unlabeled data for further training. The criteria are set so 
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that only the most confident unlabeled data will be used on 
the new training set.  

If a vague output occurs, for any of the new incoming 
unlabeled data, a second classifier, which exploits similarity 
measure among the in-sampled and the unlabeled data, is 
used. If classifiers disagree, an expert is called to interweave 
at the system to improve the classifier accuracy. The 
intervention is performed, in our case with a totally 
transparent and hidden way without imposing the user to 
acquire specific knowledge of the system and the classifier. 

III. VISUAL REPRESENTATION OF INDUSTRIAL CONTENT  

From all videos, holistic features such as Pixel Change 
History (PCH) are used. These features remedy the draw-
backs of local features, while also requiring a much less 
tedious computational procedure for their extraction [11]. A 
very positive attribute of such representations is that they 
can easily capture the history of a task that is being 
executed. These images can then transformed to a vector-
based representation using the Zernike moments (up to sixth 
order, in our case) as it was applied at [12]. 

The video features, once exported, had a 2 dimensional 
matrix representation of the form m×l, where m denotes the 
size of the 1×m vectors created using Zernike moments, and 
l the number of such vectors. Although m was constant, l 
varies according to the video duration. In order to create 
constant size histogram vectors, which would be the 
system’s inputs, the following steps took place: 

1. The hyperbolic tangent sigmoid transformation was 
applied to every video feature. As a result the prices of the 
2-d matrices range from -1 to 1. 

2. Histogram vectors of 33 classes were created. The 
number of classes was defined after various simulations. 
Higher number of classes leads to poor performance due to 
the small training sample (in our case 48 vectors). Fewer 
classes also caused poor performance probably due to loss 
of important information from the original features. Each 
class counts the frequency of the appearance of a value 
(within a specific range) for a particular video feature. 

3. Finally, each histogram vector value is normalized. 
Thus, the input vectors were created. 

It is clear that each histogram vector describes a specific 
job among seven different. These histograms, one at a time, 
are the inputs for a feed forward neural network (FFNN). 
The target vectors are seven-element arrays. The value at 
each array will be either one or zero. The number one 
denotes in which category is categorized the video (e.g., 0 0 
0 1 0 0 0 correspond to assembly procedure number four). 

IV. THE ISLAND GENETIC ALGORITHM 

The usefulness of the genetic algorithms (GAs) is 
generally accepted [13]. The island GA uses a population of 
alternative individuals in each of the islands. Every 
individual is a FFNN. While eras pass networks’ parameters 
are combined in various ways in order to achieve a suitable 
topology.  

A pair of FFNNs (parents) is combined in order to create 
two new FFNNs (children). Children inherit randomly their 
topology characteristics from both their parents. Under 

specific circumstances, every one of these characteristics 
may change (mutation). The quartet, parents and children, 
are then evaluated and the two best will remain, updating 
that way the island’s population. An era has passed when all 
the population members participate in the above procedure. 
In order to bate the genetic drift, population exchange 
among the islands, every four eras. The algorithm 
terminates when all eras have passed. Initially, the 
parameters’ range is described in Table 1 and the main steps 
of the genetic algorithm are shown in Figure 1. The 
algorithm is used to parameterize the topology of the non-
linear classifier (Section 5). 
 

Start
Parameters’ 
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No
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be found?
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Crossover
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Tournament 
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No
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Best 
individual

End

Yes

 
Figure 1. The island genetic algorithm flowchart. 

Regarding the activation functions, the alternatives were 
five: tansig, logsig, satlin, hardlim, and hardlims. 
Individuals may mutate at any era. Mutation can change any 
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of the, previously stated, topology parameters therefore 
individuals’ parameters outside the initially defined range 
may occur. The fitness of a network is evaluated using the 
following equation: 

 apf ii   1        (1), 

where fi denotes the network’s fitness score, pi is the 
percentage of the correct in-sample classification and a is 
the average percentage difference, between the two greatest 
prices, among all the individual’s outputs. 

TABLE 1 ISLAND GENETIC ALGORITHM PARAMETERS’ RANGE. 

Parameter Min value Max value 

Training epochs 100 400 
Number of layers 1 3 
Number of neurons (per layer) 4 10 
Number of islands 3 3 
Number of eras 10 10 
Population (per island) 16 16 

V. THE NONLINEAR CLASSIFIER  

In this paper, the nonlinear classifier is a genetically 
optimized (topologically) feed forward neural network, ac-
cording to the training sample. The neural network’s 
topology is defined by the number of hidden layers, the 
neurons at each layer, the activation functions. All of the 
above as well as the number of training epochs were 
optimized using an island genetic algorithm.  

Synaptic weights and bias values are, also, major factors 
of a network’s performance. Nevertheless, since the initial 
training sample is small and noise exist at the data a good 
weight adaptation, for the in sample data, would not lead, 
necessarily, at an acceptable for the out of sample, 
performance. 

Once the training phase is concluded, we start feeding 
the optimal network unlabeled data. Since the output vector 
of the classifier contains various values (its actual size is 
1×7 as the number of the possible tasks), the output element 
with the greatest value will be turned into 1 while all the 
other ones will be set to 0. This is performed only if the 
greatest value is reliable. The conditions for the reliability 
are explained at the following section. 

VI. THE SEMI SUPERVISED APPROACH 

The main issue, in order to improve network’s 
performance, is the reliability of labeling the new data, 
deriving from the pool of the unlabeled ones, exploiting 
network’s performance in the already labeled data. In this 
approach output reliability is performed by comparing the 
absolute value of the greatest output element with the 
second greatest according to some criteria. If these criteria 
are not met, the output is considered vague, otherwise the 
classifier output is considered as reliable.  

An unsupervised algorithm, like the k-means [14], is 
used in case of ambiguous results to support the decision. In 
particular, the unlabeled input vector that yields the vague 
output, say u, is compared with all the labeled data, say li, 
based on a similarity distance and then the distance values 
are normalized in the range of [0 1] so that all comparisons 

lie within a pre-defined reference frame, say ),( id lu . Then, 

the k-means algorithm is activated to cluster, in an 

unsupervised way, all the normalized distances ),( id lu  into 

a number of classes, equal to the number of available 
industrial tasks (7 in our case). In the sequel, the cluster that 
provides the maximum similarity (highest normalized 
distance) score, of the unlabeled data that yield the vague 
output and the labeled ones, is located. Let us denote as K 
the cardinality of this cluster (e.g., the number of its 
elements). In the following, the neural network output for 
the given unlabeled datum is linearly transformed according 
to the following formula,  





K

i
iipf d

1

),( vlunn       (2), 

where n is the modified output vector, np the previous 

network output before the modification, while ),( id lu  is 

the similarity score (distance) for the i-th labeled datum li 
and the unlabeled datum u within the cluster of the highest 

normalized distance, while iv is the neural network output 

when input is the i-th labeled vector li and K is the 
cardinality of the cluster of the maximum highest similarity. 

The modified output vector n which is the base for the 
decision is created using both manifold (FF neural network) 
and cluster assumption (similarity mechanism) [15]. 

VII. THE DECISION MECHANISM 

According to the nonlinear classifier output, there are 
three possible cases: 

1. The network made a robust decision that should 
not be defied. Therefore, the unlabeled data is used for 
further training but it is not incorporated at the initial 
training set. 

2. The output is fuzzy, in other words, the difference 
among the two greatest prices does not exceed the threshold 
values. The similarity-based classifier is activated. If both 
systems indicate the same then the unlabeled data is used for 
further training but it is not incorporated at the initial 
training set. 

3. The two classifiers do not agree. Therefore, an 
expert is called and specifies where the video should be 
classified. That video is added to the initial training data set.  

The combination of these cases leads to a semi-
supervised decision mechanism. Threshold values define 
which from the above scenarios will occur. The threshold 
value is defined as the percentage of the difference between 
the two greatest prices at the output vector. The overall 
process for the decision making is shown in Figure 2.  

Initially, the first threshold value is set to 0.6. That value 
means that if the percentage difference of the two greatest 
values is above or equal to 60% we will be at scenario No 1.   

The second threshold value is set to 20%. If the 
percentage difference of the two greatest values is less than 
that, the system is unable to make a decision and an expert 
is needed to interfere. Therefore, scenario No 3 will occur. 
Any value between these two thresholds activates scenario 
case No 2. 

Since the model is self-trained, the first threshold value 
does not need to be so strict. The model learns through time, 
thus a reduction at that value would be acceptable. 
Nevertheless, at the beginning small threshold value could 
lead the model to wrong learning. Using simulated 
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annealing method, the threshold descents to a 40% through 
time. 

 

Start 
Nonlinear 
classifier 
output

Calculate the 
difference of 

output’s 2 greatest 
values

Difference 
above specified 

threshold?

Use similarity 
classifier

No

Same 
classification 

result?

Robust decision

Yes

Accept system’s 
decision

Yes

Expert’s 
indervention

No

Use new data for 
further training

Updated 
nonlinear 
classifier

End

 
Figure 2. The decision mechanism flowchart. 

VIII. EXPERIMENTAL VALIDATION 

The production cycle on the industrial line included 
tasks of picking several parts from racks and placing them 
on a designated cell some meters away, where welding took 
place. Each of the above tasks was regarded as a class of 
behavioral patterns that had to be recognized. The behaviors 
(tasks) we were aiming to model in the examined 
application are briefly the following: 

1. One worker picks part #1 from rack #1 and places 
it on the welding cell. 

2. Two workers pick part #2a from rack #2 and place 
it on the welding cell. 

3. Two workers pick part #2b from rack #3 and place 
it on the welding cell. 

4. One worker picks up parts #3a and #3b from rack 
#4 and places them on the welding cell. 

5. One worker picks up part #4 from rack #1 and 
places it on the welding cell. 

6. Two workers pick up part #5 from rack #5 and 
place it on the welding cell. 

7. Workers were idle or absent (null task). 
For each of the above scenarios, 20 videos were 

available. An illustration of the working facility is shown in 
Figure 3. 

A. Experimental setup 

Initially, the best possible network is produced using the 

island genetic algorithm and 40% of the available data. The 

remaining data are fed to the network, one video at a time, 

and the overall out of sample performance is calculated. 
In every case, all the data that activated scenario No 3 is 

excluded. Then, we reefed the network, one by one, with the 
rest data. If the network’s suggestions were correct it will 
perform better since more training data (excluding these 
from scenario No 3) were used for further training. 

 

 
Figure 3. Depiction of a work cell along with the position of camera 1 and 

the racks #1-5. 

 
 

Figure 4. Classification percentages for each of the 5 evaluation stages – 

out of sample data. 

 

Figure 5. Stage 5 results for each one of the 7 tasks – out of sample data. 
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By doing so, the unlabeled data fall below 60% and training 
data increases further. The above procedure concludes after 
five iterations. At that time the ratio between in sample data 
and out of sample data does not exceed 50%. 

B.  Results 

The results displayed below are the average numbers 
after a total of 150 simulations of the proposed 
methodology. It appears that a two hidden layers neural 
network using tansig or logsig activation functions with an 
average of 9 neurons in each layer is the most suitable 
solution. 

  The proposed system is able to use the new knowledge 
to its benefit. The overall performance increases through 
iterations, using a small amount of data, as it is shown in 
Figure 4. Actually, by using additionally 10% of the videos, 
the system reached a 75% correct classification. This is 
important because the system saves time and resources 
during the initialization and provides good classification 
percentages using less than 50% of the available data. 

The impact of the training epochs at the overall 
performance is shown at Figure 6. There appear to be a 
tradeoff between overall and individual task classification. 
Although 200 up to 300 training epochs provide significant 
classification accuracy further training increases partially 
the accuracy only on specific tasks in expense on others. 

IX. CONCLUSION AND FUTURE WORK 

In this work, we have proposed a novel framework for 
behavior recognition in workflows. The above methodology 
handles with an important problem in visual recognition: it 
requires a small training sample in order to efficiently 
categorize various assembly workflows. Such methodology 
will support the visual supervision of industrial 
environments by providing essential information to the 
supervisors and supporting their job.   

Improvements at any stage of the system can be made in 
order to further refine the system’s performance. Future 
work will be based on the usage of different classifiers (e.g. 
neuro-fuzzy, linear Support Vector Machines) and decision 
mechanism (e.g. voting-based).  In addition, instead of using 
all frames of a specific task to create classifiers’ input, only 
a subset of them may be used providing equivalent results. 
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