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Abstract—Transmission control protocol performance varies
considerably, depending on network and path conditions. Inthis
paper, we discuss path conditions that affect TCP performance,
from round trip delays to path capacity and buffering. We
characterize throughput performance of popular TCP congestion
avoidance mechanism as well as recently proposed TCP variants
via open source based network experiments. We show that
superior TCP performance may be achieved via careful selection
of congestion avoidance mechanism, as well as parameter tuning.
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I. I NTRODUCTION

Transmission control protocol (TCP) is the dominant trans-
port protocol of the Internet, providing reliable data transmis-
sion for the large majority of applications. User experience
depends heavily on TCP performance. In the last decade, many
TCP variants have been proposed, mainly motivated by per-
formance reasons. As TCP performance depends on network
characteristics, and the Internet keeps evolving, TCP variants
are likely to continue being proposed. Most of the proposals
deal with congestion window size adjustment mechanism, the
so called congestion avoidance phase of TCP.

In prior works, we have introduced a delay based TCP
window flow control mechanism that uses path capacity and
storage estimation [6], [7]. The idea is to estimate bot-
tleneck capacity and path storage space, and regulate the
congestion window size using a control theoretical approach.
Two versions of this mechanism were proposed: one using
a proportional controlling equation [6], and another usinga
proportional plus derivative controller [7].

In this work, we study TCP performance of most popular
TCP variants - Reno [3], Cubic (Linux) [11], Compound
TCP (Windows) [12] - as well as our most recently proposed
TCP variants: Capacity and Congestion Probing (CCP) [6],
and Capacity Congestion Plus Derivative (CCPD) [7], under
various path conditions. Our contributions are as follows.We
show that most used TCP variants of today perform differently
over various network scenarios. In addition, for our TCP
variants, we tune their performance according to network
scenarios for superior performance. Our results show that there
is no single TCP variant that is able to best perform under
all network scenarios. For our protocols, we investigate best
protocol parameters to deliver superior performance. For other

protocols, our results can be seen as a call for protocol tuning.
The material is organized as follows. Related work discussion
is provided on Section II. Section III introduces the TCP
variants addressed in this paper, their features and differences.
Section IV addresses their performance evaluation. Section VI
addresses directions we are pursuing as follow up to this work.

II. RELATED WORK

Research studies of TCP performance on various network
environments abound. Many of these studies, have focused on
mobile wireless networks [5], [9], [13], as loss based conges-
tion avoidance has the issue of not being able to differentiate
between random packet loss and buffer overflow packet loss
[4]. [5] studies throughput performance of TCP variants for
various Packet Error Rates (PERs) on a mobile network via
simulations. [9] also studies TCP variants performance under
various PERs, but it also investigates the impact of routing
protocols on TCP performance. Wireless network scenarios
typically involve a low speed bottleneck link capacity, which
limits the size of the congestion window to small values,
masking the buffer overflow problem on routers.

On wired high speed networks, [8] has conducted a study of
the impact of buffer size, packet error rate, and network delay
on throughput performance of NewReno, BIC, Cubic, High-
speed, and Compound TCP variants under large bandwidth
delay product and high capacity bottlenecks, via simulations.
Although our work has similarities with theirs, we evaluate
unique aspects of TCP such as throughput recovery upon cross
traffic via open source experiments rather than simulations.

III. T RANSMISSION CONTROL PROTOCOL FRAMEWORK

TCP protocols fall into two categories, delay and loss based.
Advanced loss based TCP protocols use packet loss as primary
congestion indication signal, performing window regulation as
cwndk = f(cwndk−1), being ack reception paced. Mostf
functions follow an Additive Increase Multiplicative Decrease
strategy, with various increase and decrease parameters. TCP
NewReno and Cubic are examples of AIMD strategies. In
contrast, delay based TCP protocols use queue delay informa-
tion as the congestion indication signal, increasing/decreasing
the window if the delay is small/large, respectively. CCP and
CCPD are examples of delay based protocols.
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Most TCP variants follow a framework composed of few
phases: slow start, congestion avoidance, fast retransmit, and
fast recovery.

• Slow Start(SS) : This is the initial phase of a TCP
session, where no information about the session path
is assumed. In this phase, for each acknowledgement
received, two more packets are allowed into the network.
Hence, congestion windowcwnd is roughly doubled at
each round trip time. Notice that thecwnd size can only
increase in this phase. In this paper, all TCP variants make
use of the same slow start except Cubic [11].

• Congestion Avoidance(CA) :This phase is entered when
the TCP sender detects a packet loss, or thecwnd
size reaches a target upper size calledssthresh (slow
start threshold). The sender understands that thecwnd
size needs to be controlled to avoid path congestion.
Each TCP variant has a different method ofcwnd size
adjustment.

• Fast Retransmit and fast recovery(FR) :The purpose
of this phase is to freeze allcwnd size adjustments in
order to take care of retransmissions of lost packets.

Figure 1 illustrates various phases of a TCP session. A
comprehensive tutorial of the evolution of TCP features can
be found in [2].
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Fig. 1: TCP Congestion Window Dynamics

A. Reno TCP

Reno is a loss based TCP, and may be considered the
oldest implementation of TCP to achieve widespread usage.
Its congestion avoidance scheme relies on increasing thecwnd
by 1/cwnd increments, and cutting it in half on packet loss
detection, as per equation 1.

AckRec : cwndk+1 = cwndk +
1

cwndk

PktLoss : cwndk+1 =
cwndk

2
(1)

Notice that for largecwnd values, the increment becomes
small. So, for large bandwidth delay product paths, Renocwnd
ramps up very slowly. A new version of Reno, TCP NewReno
introduces an optimization of the Fast Recovery mechanism,
but its congestion avoidance scheme remains the same.
B. Cubic TCP

TCP Cubic is a loss based TCP that has achieved
widespread usage due to being the default TCP of the Linux
operating system. Its congestion window adjustment scheme
is:

AckRec : cwndk+1 = C(t−K)3 +Wmax

K = (Wmax
β

C
)1/3 (2)

PktLoss : cwndk+1 = βcwndk

Wmax = cwndk

whereC is a scaling factor,Wmax is the cwnd value at
time of packet loss detection, andt is the elapsed time since
the last packet loss detection (cwnd reduction). Although
the equations look complicated, the rational is simple. Cubic
remembers thecwnd value at time of packet loss detection
- Wmax, when a sharpcwnd reduction is enacted, tuned by
parameterβ. After that,cwnd is increased according to a cubic
function, whose speed of increase is dictated by two factors: i)
how long it has been since the previous packet loss detection,
the longer the faster ramp up; ii) how large thecwnd size was
at time of packet loss detection, the smaller the faster ramp
up. The shape of Cubiccwnd dynamics is typically distinctive,
clearly showing its cubic nature. Notice that upon random loss,
Cubic strives to returncwnd to the value it had prior to loss
detection quickly, for smallcwnd sizes.

C. Compound TCP

Compound TCP is the TCP of choice for most Windows
machines. It implements a hybrid loss/delay based congestion
avoidance scheme, by adding a delay congestion window
dwnd to the congestion window of NewReno [12]. Compound
TCP cwnd adjustment is as per Equation 3:

AckRec : cwndk+1 = cwndk +
1

cwndk + dwndk
(3)

PktLoss : cwndk+1 = cwndk +
1

cwndk
where the delay component is computed as:

AckRec : dwndk+1 = dwndk + αdwndKk − 1, if diff < γ

dwndk − ηdiff, if diff ≥ γ

PktLoss : dwndk+1= dwndk(1− β)−
cwndk

2
(4)

whereα, β, η and K parameters are chosen as a tradeoff
between responsiveness, smoothness, and scalability.diff is
defined as the difference between an expected throughput and
the actual throughput, asdiff = cwnd/minRtt−cwnd/srtt,
minRtt is the minimumrtt experienced by the TCP session,
andsrtt is a smooth round trip delay computation.

D. Capacity and Congestion Probing TCP

TCP CCP is our first attempt to design a delay based
congestion avoidance scheme based on solid control theo-
retical approach. Thecwnd size is adjusted according to
a proportional controller control law. Thecwnd adjustment
scheme is called at every acknowledgement reception, and
may result in either window increase and decrease. In addition,
packet loss does not trigger any specialcwnd adjustment. CCP
cwnd adjustment scheme is as per Equation 5:
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cwndk =
[Kp(B − xk)− in flight segsk]

2
0 ≤ Kp (5)

whereKp is a proportional gain,B is an estimated storage
capacity of the TCP session path, or virtual buffer size,xk is
the level of occupancy of the virtual buffer, or estimated packet
backlog, andin flight segs is the number of segments
in flight (unacknowledged). Typically, CCPcwnd dynamics
exhibit a dampened oscillation towards a givencwnd size,
upon cross traffic activity. Notice thatcwndk does not depend
on previouscwnd sizes, as with the other TCP variants.

E. Capacity and Congestion Plus Derivative TCP

TCP CCPD is our second attempt to design a delay based
congestion avoidance scheme based on solid control theoret-
ical approach, being a variant of CCP. The schemecwnd
adjustment follows the same strategy of CCP. The difference
is that it uses a proportional plus derivative controller asits
control equation, as per Equation 6:

cwndk = Kp[B − xk − in flight segsk] +
Kd

tk − tk−1

[xk−1 + in flight segsk−1 +

−xk − in flight segsk] (6)
whereKp is a proportional gain,Kd is a derivative gain,tk
and tk−1 are two consecutive ack reception epochs, and the
other parameters are defined as per CCP congestion avoidance
scheme. Typically, CCPDcwnd dynamics present similar
dampened oscillatory behavior as CCP, with a much faster
period, due to its reaction to the derivative or variation ofthe
number of packets backlogged.

IV. TCP VARIANTS PERFORMANCECHARACTERIZATION

It is well known that TCP throughput performance is
affected by the round trip time of the TCP session. This is
a direct consequence of the congestion window mechanism
of TCP, where only up to acwnd worth of bytes can be
delivered without acknowledgements. Hence, for a fixedcwnd
size, from the sending of the first packet until the first
acknowledgement arrives, a TCP session throughput is capped
at cwnd/rtt.

As mentioned earlier, for all TCP variants, the size of the
congestion window is computed by a specific algorithm at
time of packet acknowledgement reception by the TCP source.
In this section, we characterize TCP performance regarding
data throughput in various network scenarios. For CCP, and
CCPD protocols, we shall useCCP (Kp) notation for CCP
using proportional parameterKp, whereasCCPD(Kp,Kd)
for CCPD using proportional and derivative parameters,Kp

andKd, respectively.
We evaluate the throughput performance of TCP variants

in the presence of controlled cross traffic. Fig. 2 depicts the
network scenario used for evaluating TCP protocols against
interfering UDP and TCP types of cross traffic. One TCP
session shares a 1Gbps access link with UDP cross traf-
fic of 200Mbps intensity to a dumb-bell topology emulator
highspeed network, depicted in Fig. 2 a). The PacketStorm

4XG IP Network Emulator [10] is used to vary the end-
to-end round trip time of the TCP sessions. Two Alaxala
switches [1] were used, AX-3630-24T2X and AX-2430-48T-
B. As endpoints, Dell PowerEdge2950 Xeon 1.6GHz machines
were used, running Linux 2.6.26.

Fig. 2 b) describes the timeline of the TCP and UDP
sessions, with the TCP session lasting for 150 secs, and the
UDP traffic starting 50 seconds after the TCP session start, and
finishing 50 secs prior to the end of the TCP session. Figure
2 c) describes the timeline of a TCP and TCP two session
scenario, where two TCP sessions compete for bottleneck link
bandwidth.

������ �

������ � 	����
�� �

������

�������

��� ��� �����

��

��

��

 !"#$ %&'()$ %#*+#&", -%.$
%%./%%.0

	����
�� �

1��� 2

��

��

��

34(5)6
34(5)6

789:;<9 =>?@ABCD 789:789 =>?@ABCD

;<9 ECA CF?BG 789 ECA CF?BG

HIIJKLF=M N?@DO 8PLC> 8DQFDP@R 789

>>FO >>FR

STDU H

VWXY Z[\ ]^_ ^̀ abc

de\ ]^_ ^̀ abc

fVWXY �VVWXY

�fVWXY
�VVWXYVWXY

�fWXY

Z[\ ]^_ ^̀ abc

Z[\ ]^_ ^̀ abc

��fWXY

gh ijklmno pmqmrmst

uh pvwxyzw wgk{ |}j~gn�m }h pvwxpvw wgk{ |}j~gn�m

Fig. 2: TCP Coexisting Evaluation Scenarios

A. Coexisting TCP/UDP sessions
This experiment set is designed to study the performance

of TCP variants on a single session, when facing cross traffic.
Performance measurers of interest are throughput and through-
put recovery, defined as the ratio between the throughput
achieved after cross traffic exists the session path, divided
by the amount of throughput achieved before the session
experience any cross traffic.

1) Short round trip time paths: Figure 3 reports throughput
performance of a TCP session subjected to UDP cross traffic
on shortrtts, similar to local or countrywide session. Overall,
Compound TCP, Reno, and Cubic are best performers across
all TCP variants, followed close by CCPD(4,4000), although
the later is not able to reclaim as much throughput after UDP
traffic goes away than the former protocols.

2) Large round trip time paths: Figure 4 reports TCP
throughput performance over a session with largertt, similar
to transoceanic data transfers. Looking at the time prior tothe
UDP traffic injection, the outperformers are Compound TCP
and Cubic, followed by CCPD(2,1000) and CCP(4). In the
presence of UDP traffic, the best performers are Cubic, and
most of CCPD protocols.

Figure 5 reports the throughput recovery ratio, which shows
how much the TCP session is able to ramp up back after cross
traffic is finished. The best performers for largertt sessions
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Fig. 3: TCP/UDP throughput - shortrtt(20msecs)
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Fig. 4: TCP/UDP throughput - largertt(200msecs)

are CCP(4), CCPD(2,2000) and CCPD(4,2000). The worst
performers are Reno and Compound TCP.

3) Very large round trip time paths: Figure 6 reports
TCP throughput performance over a very largertt, typically
incurred in satellite paths. In this case, traditional TCP variants
have the worst performance across all TCP variants inves-
tigated. Best performers are CCPD(2,4000), CCPD(4,4000)
and CCP(1). For very largertt paths, CCPD(2,4000) and
CCPD(4,4000) seem to be the top TCP variants performers.

B. Coexisting TCP/TCP sessions

In this subsection, we investigate the throughput perfor-
mance of two TCP flows sharing a single bottleneck. Two
cases can be distinguished: homogeneous case, where the two
TCP sessions belong to the same TCP variant; heterogeneous
case, where the two TCP sessions belong to different TCP
variants.

1) Small round trip time paths: Figure 7 reports throughput
performance of two TCP sessions, staggered in time, over
a short rtt path. For the initial period, with only a single
session, all TCP variants perform similarly. During the period
of the two sessions sharing a bottleneck, CCP with large
alpha parameter delivers best performance. During “recovering
period”, where the first session leaves the system, Reno and
Compound TCP present best throughput ramp up performance,
followed by CCPD(4,4000) and Cubic as second best.

Figures 8 and 9 report throughput performance of
CCPD(4,2000) competing with Reno, Cubic, and Compound
TCP variants over a shortrtt path. Figure 8 reports perfor-
mance when the first flow is CCPD(4,2000), whereas Figure
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Fig. 5: TCP/UDP throughput recovery - largertt(200msecs)

0

100

200

300

400

500

600

cc
p(
4)

cc
p(
2)

cc
p(
1)

cc
pd
(4
,8
00
0)

cc
pd
(4
,4
00
0)

cc
pd
(2
,4
00
0)

cc
pd
(2
,1
00
0)

cu
bi
c

co
m
po
un
d

re
no

0-50 50-100 100-150

Fig. 6: TCP/UDP throughput - very largertt(600msecs)

9 reports the reverse scenario, when the second flow is
CCPD(4,2000). In general, Flow 1 and flow 2 path band-
width resource is shared unevenly. Comparing the two cases,
throughput ramp up of flow 2 after flow 1 departs is best
achieved by CCPD(4,2000), except when Compound TCP is
used by flow 2, in this shortrtt scenario.

Figures 10 and 11 report throughput performance of
CCPD(4,4000) competing with Reno, Cubic, and Compound
TCP variants over a shortrtt path. In general, flow 1 and flow
2 path bandwidth resource is shared very unevenly. Comparing
Figure 10 and 11, the following observations can be made. i)
Throughput performance of all TCP variants are similar when
there is no cross traffic; ii) CCPD(4,4000) is able to ramp up
throughput to higher levels once cross traffic vanishes, except
against Compound TCP ramp up performance, which again
is better for this shortrtt scenario. When compared with
CCPD(4,2000) performance, it is clear that CCPD(4,4000)
retains more throughput under TCP cross traffic for shortrtt
scenario.

2) Large round trip time paths: Figure 12 reports through-
put performance of two TCP sessions, staggered in time, over
a long rtt path. For the initial period, with only a single
session, Compound TCP and Cubic deliver best throughput
performance. During the period of the two sessions sharing a
bottleneck, Cubic, Compound TCP and Reno present the best
aggregate performance. Notice, however, that this is because
the first flow retains most of its throughput prior to the
sharing of bandwidth with the second flow. During “recovering
period”, where the first session leaves the system, Cubic and
CCPD(4,2000) deliver best throughput.
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Fig. 7: TCP/TCP throughput - smallrtt(20msecs)
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Fig. 8: CCPD(4,2000)/TCP throughput - smallrtt(20msecs)

Figures 13 and 14 report throughput performance of
CCPD(4,2000) competing with Reno, Cubic, and Compound
TCP variants over a largertt path. Figure 13 shows that
Reno, Cubic, and Compound TCP variants deliver poor flow 2
throughput ramp up performance when both flows share path
resources. In contrast, Figure 14 shows a much better flow 2
ramp up performance of CCPD(4,2000) for largertt scenario.
Moreover, CCPD(4,2000) is able to further ramp up flow 2
throughput to a highest level among all TCP variants.

Figures 15 and 16 report throughput performance of
CCPD(4,4000) competing with Reno, Cubic, and Compound
TCP variants over a largertt path. TCP flow 2 throughput
is low, as compared with CCPD(4,4000) flow 1, when both
flows share path resources. Fig. 15 shows that Cubic TCP
recovers flow 2 throughput the most, whereas Reno flow 2
has negligible throughput. Fig. 16 shows that CCPD(4,4000)
flow 2 recovers the most throughput after cross traffic ends.

V. D ISCUSSIONS

Round trip time is used in the calculation of Retransmission
Time Out (RTO). In addition, round trip time estimate may
be used as an indication of path congestion in various TCP
variants, such as TCP Vegas, and TCP CCP and CCPD.
In these schemes, a TCP session minimumrtt, rttmin, is
computed, and currentrtt measurement deviation from this
minimum is taken as an indication of path congestion. Some
TCP schemes also use an estimate of maximumrtt seen, or
rttmax. Care must be taken by these schemes so as to ensure
robustness to path condition changes.
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Firstly, an early TCP session may compute arttemin,
whereas a late TCP session may compute arttlmin over a
same path, such thatrttemin < rttlmin. In this case, the
early session may perceive less congestion than the late one,
even though they share the same path, with the same cross
traffic. Hence, an already established session may be biased
to higher performance than a newly entrant one. This problem
can be mitigated by having the TCP session to “release”
some bandwidth once in a while. Judiciouscwnd variation
hence is encouraged for that purpose. Another issue arises
when a TCP path route changes, due to link/router failures in
the network, causing path measures to become invalid. Path
capacity estimates (TCP CCP and CCPD) need to be updated
upon route changes.

VI. FUTURE WORK

In this paper, we have characterized TCP performance
over a high speed wired network scenario via open source
experiments for the most widely used TCP variants, i.e., Cubic,
Reno, and Compound TCP, as well as our proprietary variants,
CCP and CCPD. We have shown the need to tune TCP variant
parameters to network scenarios. In addition, we have selected
appropriate CCP and CCPD parameters for short and longrtt
paths. We are currently investigating fairness issues vis avis
TCP variants path condition estimators, such asrtt estimation
for new and already established TCP sessions. We are also
investigating how to make estimators more robust to sudden
change of path conditions, such as re-routing.
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