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Abstract— Access to relevant information adapted to the needs 
and the context of the user is a real challenge in Web Search, 
owing to the increases of heterogeneous resources and the 
varied data on the web. There are always certain needs behind 
the user query, these queries are often ambiguous and 
shortened, and thus we need to handle these queries 
intelligently to satisfy the user’s needs. For improving user 
query processing, we present a context-based hybrid method 
for query expansion that automatically generates new 
reformulated queries in order to guide the information 
retrieval system to provide context-based personalized results 
depending on the user profile and his/her context. Here, we 
consider the user context as the actual state of the task that the 
user is undertaking when the information retrieval process 
takes place. Thus State Reformulated Queries (SRQ) are 
generated according to the task states and the user profile 
which is constructed by considering related concepts from 
existing concepts in domain ontology. Using a task model, we 
will show that it is possible to determine the user’s current task 
automatically. We present an experimental study in order to 
quantify the improvement provided by our system compared 
to the direct querying of a search engine without 
reformulation, or compared to the personalized reformulation 
based on a user profile only. The preliminary results have 
proved the relevance of our approach in certain contexts. 

Keywords-Information Retrieval; Query Reformulation; 
Context;  Task modeling; Personalization; user profile. 

I.  INTRODUCTION  

The Internet offers almost unlimited access to all kinds of 
information (text, audiovisual, etc.), there is a vast, growing 
expanse of data to search, heterogeneous data, and an 
expanding base of users with many diverse information 
needs; thus, the Information Retrieval (IR) field has been 
more critical than ever. Information Retrieval Systems (IRS) 
aims to retrieve relevant documents in response to a user 
need, which is usually expressed as a query. The retrieved 
documents are returned to the user in decreasing order of 
relevance, which is typically determined by weighting 
models. As the volume of the heterogeneous resources on the 
web increases and the data becomes more varied, massive 
response results are issued to user queries. Thus, large 
amounts of information are returned in which it is often 
difficult to distinguish relevant information from secondary 
information or even noise; this is due to information retrieval 

systems IRS that generally handle user queries without 
considering the contexts in which users submit these queries 
[1]. Therefore it is difficult to obtain desired results from the 
returned results by IRS. In recent research, IR researchers 
have begun to expand their efforts to satisfy the information 
needs that users express in their queries by considering the 
personalized information retrieval area and by using the 
context notion in information retrieval.  

Recent studies, like [2], have tried to enhance a user 
query with user’s preferences, by creating a dynamic user 
profile, in order to provide personalized results. However, a 
user profile may not be sufficient for a variety of user 
queries. Take as an example a user who enters the query 
“Java” into a personalized Web search engine. Let us now 
suppose that the user has an interest for computer 
programming. With this information at hand, it should be 
possible for a personalized search engine to disambiguate the 
original query “Java”. The user should receive results about 
Java programming language in the top results. But in 
particular situations, the supposed user may need information 
about the Java Island, to prepare a trip for example, or 
information about the Java Coffee that is not specified in his 
profile. Thus the user will hardly find these results 
subjectively interesting in a particular situation. One 
disadvantage of automatic personalization techniques is that 
they are generally applied out of context. Thus, not all of the 
user interests are relevant all of the time, usually only a 
subset is active for a given situation, and the rest cannot be 
considered as relevant preferences. 

To overcome the previous problem and to address some 
of the limitations of classic personalization systems, studies 
taking into account the user context are currently undertaken 
[3]. The user context can be assimilated to all factors that can 
describe his intentions and perceptions of his surroundings 
[3]. These factors may cover various aspects: environment 
(light, services, people, etc.), spatial-temporal (location, 
time, direction, etc.), personal (physiological, mental, 
professional, etc.), social (friends, colleagues, etc.), task 
(goals, information task), technical, etc. Fig. 1 shows these 
factors and examples for each one [4]. 

The user context has been applied in many fields, and of 
course in information retrieval area. Context in IR has been 
subject to a wide scope of interpretation and application [5]. 
The problem to be addressed here includes how to represent 
the context, how to determine it at runtime, and how to use it 
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to influence the activation of user preferences. It is very 
difficult to take into consideration all the contextual factors 
in one information retrieval system, so the researchers often 
define the context as certain factors
information [6], physical user location 
Web pages [8], session interaction data [9

 

Figure 1.  A context model.

In this paper, our definition of the context is that the context 
describes the user’s current task, its changes over time and 
its states, i.e., we take into consideration 
user is undertaking when the information retrieval process 
occurs. Consequently, in this paper, when we talk about the 
context, we talk about the user’s current task and its states 
over times. 

In the present, it has become common to seek dail
information on the Web, including such tasks as using 
information retrieval system for shopping, travel booking, 
academic research, and so on. Thus, it is important to attempt 
to determine not only what the user is looking for, but also 
the task that he is trying to accomplish. Indeed 
the user task is critical to improve the processing of user 
needs. On the other hand, the increase of mobile devices 
(such as PDA, cellular phone, laptop…) including diverse 
platforms, various work environments, have created new 
considerations and stakes to be satisfied.
use the mobile devices anywhere to seek information needed 
to perform the task at hand. This is the case of the mobile 
user. As we consider the user’s current task, thus we
into account the case of mobile user when he seeks 
information, needed to perform his current task, by using the 
mobile devices. Knowing that, the information needs of 
mobile users to perform tasks are related to contextual 
factors such as user interests, user current task, location, 
direction, etc. Here, the problem is that the classic 
information retrieval systems do not consider the case of 
mobile users and provide same results to them 
needs, contexts, intentions and personalities, so
irrelevant results are provided, it is often difficult to 
distinguish context-relevant information from
results.  

references. It is very 
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in one information retrieval system, so the researchers often 
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activities are required to achieve the task. Thus the user task 
can be represented by using UML activity diagram in order 
to detect the transitions between the task states at time 
changes. The activities, in UML activity diagram, are states 
of doing something. For instance, if a user has to organize a 
workshop, there are many states for this task, such as the 
choice of the workshop topics and the choice of the program 
committee members, etc. Submitting two equivalent queries 
in tow different states, the relevant results at each task state 
will be different, so the proposed system has to provide the 
different relevant results at each state. 

The rest of the paper is organized as follows: Section 2 
shows the related work; Section 3 introduces models and 
algorithms to reformulate a user queries and it presents the 
architecture of our system; Section 4 shows the experimental 
study and the evaluation of our system; Finally, Section 5 
gives the conclusion and future work to be done. 

II. RELATED WORK 

Many studies have been employed to expand the user 
query in information retrieval area, as far as we know these 
studies do not depend on the user task, in this paper, we 
depend on a task model for expansion the user query, thus in 
section A, we describe related work where the query 
expansion had been investigated. In section B, we review 
studies where task model had been used. 

A. Query Expansion 

Query expansion is the process of augmenting the user’s 
query with additional terms in order to improve results by 
including terms that would lead to retrieving more relevant 
documents. Many works have been done for providing 
personalized results by query reformulation. Approaches 
based on the user profile for query enrichment have been 
proposed, this process consists in integrating elements of the 
user profile into the user’s query [11]. The limitation of these 
approaches is that they do not take into consideration the 
user context to activate elements from the user profile. 

Studies on query reformulation by relevance feedback are 
proposed, the aim is to use the initial query in order to begin 
the search and then use information about whether or not the 
initial results are relevant to perform a new query [12]. 
Because relevance feedback requires the user to select which 
documents are relevant, it is quite common to use negative 
feedback. Furthermore the techniques of disambiguation aim 
to identify precisely the meaning referred by the terms of the 
query and focus on the documents containing the words 
quoted in the context defined by the corresponding meaning 
[13]. But this disambiguation may cause the query to move 
in a direction away from the user’s intention and augment the 
query with terms related to the wrong interpretation. 

Many approaches, like [14], try to reformulate the web 
queries based on a semantic knowledge by using ontology in 
order to extract the semantic domain of a word and add the 
related terms to the initial query, but sometimes these terms 
are related to the query only under a particular context. 
Others use sense information (WordNet) to expand the query 
[15].  

In fact, most of the existing query expansion frameworks 
have an inherent problem of poor coherence between 
expansion terms and user’s search goal. User’s search goal, 
even for the same query, may be different at different states. 
This often leads to poor retrieval performance. In the logic 
cases, the user’s current search is influenced by his/her 
current context and in many instances it is influenced by 
his/her recent searches. In this paper, we propose a hybrid 
query expansion method that automatically generates query 
expansion terms from the user profile and the user task. In 
our approach we exploit both a semantic knowledge 
(Ontology) and a linguistic knowledge (WordNet) to learn 
the user’s task. 

B. Task Model 

One aspect of characterizing user’s contexts is to 
consider the tasks which have led them to engage in 
information retrieval behavior. Users use documents to 
understand a task and solve a specific problem. Thus, when a 
user begins a task, he searches the information that will help 
solve the problem at hand. It must be distinguished between 
the task of information retrieval and the task that requires the 
information retrieval in one of its phases. In the second type, 
it is important to understand the task and its subtasks to 
detect the related context that will aid the task execution. 

Various researchers have demonstrated that the desired 
search results differ according to types of tasks. According to 
[16], two types of tasks: Informational task which involves 
the intent to acquire some information assumed to be present 
on one or more web pages; transactional task which is based 
on the intent to perform some web-mediated activity. The 
approach [17] proves that the nature of the task has an 
impact on decisions of relevance and usefulness.  

The task modeling consists of describing of an optimal 
procedure to achieve the goal, a sequence of actions or 
operations in a given environment. Watson’s “Just-in-time” 
information retrieval system [18] monitors user’s tasks, 
anticipates task-based information needs, and proactively 
provides users with task-relevant information. The 
effectiveness of such systems depends both on their 
capability to track user tasks and on their ability to retrieve 
information that satisfies task-based needs. Here, the user’s 
tasks are monitored by capturing content from Internet 
Explorer and Microsoft Word applications. 

In the approach [19], a language model of a user task is 
defined as a weighted mixture of task components: queries, 
result sets, click stream documents, and browsed documents. 
Approach [5] describes a study on the effect on retrieval 
performance of using additional information about the user 
and their search tasks when developing IRF (Implicit 
Relevance Feedback) algorithms. 

In fact, while known to be useful in the development of 
interactive systems, task models are also known to be 
difficult to build and to maintain. This difficulty is due to the 
fact that in order to support a variety of task applications and 
analyses, task models should include representations of 
various levels of information, from the highest level user 
goals down to the lowest level events, and they should be 
represented in a single, coherent representation scheme. 
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III.  MODELS AND ALGORITHMS 

Our aim is to provide context-based personalized results 
in order to improve the precision of information retrieval 
systems by reformulating the initial user queries based on the 
user context and the user profile.  

The identification and the description of the user working 
context when he/she initiates a search can be reduced to the 
identification of his/her current task and the identification of 
related terms from his/her profile. This relies on the 
observation of the on-going user’s current task as a 
contextual factor (for example, user’s task like; searching of 
a restaurant or a hotel, organize trip, etc.). Thus, we design 
an intelligent assistant to extract relevant terms to the current 
search session, but what do we mean in relevant terms?  
Terms are relevant if they are complete and specific:  

• Complete: This means that the terms are related to a 
submitted query, user profile and user’s task in the 
same time. (Query expansion). 

• Specific:  the terms do not contain stop words, 
duplicated terms and out of context terms. (Query 
refinement). 

These terms are used to generate a new reformulated 
query which will submit to the information retrieval system 
to return context-based results. These terms are not 
obligatory to be related to the next session of the search at 
the same user’s task.  

Here, we will describe our approach which contains three 
models: Task model, user profile model and SRQ model, 
which is used to generate the State Reformulated Queries. 
The task model is responsible for defining the current 
working context by assigning one task to the initial query 
from the predefined tasks. The user profile model is 
responsible for exploiting user profile by using information 
contained in profile to adapt the retrieved results to this user. 
The SRQ model is responsible for collecting attributes from 
the current task, one attribute at least for each task state. The 
values of these attributes may be retrieved from the 
operational profile. Thus, to reformulate a user query we do a 
query expansion with the relevant terms and then we exclude 
the irrelevant terms (query refinement). The resulted query is 
denoted SRQ (State reformulated Query). 

The several models will be described in the following 
sections. 

A. General Language Model 

Before describing the models, in this section, we will 
construct a new general language model for query expansion 
including the contextual factors and user profile in order to 
estimates the parameters in the model that is relevant to 
information retrieval systems. In the language modeling 
framework, a typical score function is defined in KL-
divergence as follows [20]:  

Score (q, D) = ∑
∈Vt

P ( t | θ q) log P (t | θ 
D

)∝ − KL (    θ 
Q  || θ D)        (1) 

where: θD is a language model created for a document D. 
θq a language model for the query q, generally estimated by 
relative frequency of keywords in the query, and V the 
vocabulary. P(t|θD): The probability of term t in the 

document model. P(t|θq): The probability of term t in the 
query model. 
               P (q | D) = ∏ P (t | θD)c (t ;q)                                                (2) 

where: c (t; q) Frequency of term t in query q;  
The basic retrieval operation is still limited to keyword 

matching, according to a few words in the query. To improve 
retrieval effectiveness, it is important to create a more 
complete query model that represents better the information 
need. In particular, all the related and presumed words 
should be included in the query model. In these cases, we 
construct the initial query model containing only the original 
terms, and a new model SRQ (state reformulated queries) 
containing the added terms. We generalize this approach and 
integrate more models for the query.  

Let us use 
0θ q  to denote the original query model, 

Aθ q  

for the task model created from the main predefined tasks, 
S θ q  for the contextual model created from the states of each 

main task, and 
Uθ q  for a user profile model. 

0θ q can be 
created by MLE (Maximum Likelihood Estimation). Given 
these models, we create the following final query model by 
interpolation:  

∑
∈

) | (=) | (
Xi

i

qiq tPatP θθ      (3) 

where: X= {0, A, S, U} is the set of all component 

models. ia  (With 1=∑
∈ Xi

ia ) are their mixture weights. Thus 

the (1) becomes:  

∑∑ ∑
∈ ∈ ∈

= | (  ) | (=
Vt Xi Xi

iiD
i
qi DqScoreatPtPaDqScore ),()log),( θθ  (4) 

where the score according to each component model is:   

 
∑
∈

 | (  ) | (=
Vt

D
i
qi tPtPDqScore )log),( θθ

             (5) 

B. User Context Modeling 

In this section, we will propose a new contextual analysis 
method which views the user context as the user’s current 
task and its changes over time. The stages of the task 
performance are called task states and the transition from one 
stage to another means that the user has completed this stage 
of the current task. Thus, in this study, when we talk about 
the user context we talk about the task which the user is 
undertaking when the information retrieval process occurs 
and the states of this task. Therefore, we need to model the 
user’s current task in order to expand the user query with 
contextual task terms that orientate the search to the relevant 
results.  

1) Current Task Modeling 
The task model is used to detect and describe the task 

which is performed by the user when he submits his/her 
query to the information retrieval system, as one of the 
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contextual factors which surround the user during the 
information retrieval process. 

Firstly, we have to distinguish between the activity and 
the task. In fact, an activity can be something you are just 
doing, and it may or may not have any purpose, it is the 
action actually performed, while a task is the purpose which 
is prescribed. Thus the activities are required to achieve the 
task. In other words, a task is a work package that may 
include one or more activities. Accordingly we can represent 
the user’s task by a UML activity diagram which contains all 
the activities needed to perform this task. Each stage which 
is needed to accomplish the current task is called task state. 
Thus, the actual activity in the UML activity diagram 
expresses the actual state of the current task. 

In our task model, we depend on study questionnaires [5] 
which were used to elicit tasks that were expected to be of 
interest to subjects during the study. In that study [5], 
subjects were asked to think about their online information 
seeking activities in terms of tasks, and to create personal 
labels for each task. They were provided with some example 
tasks such as “writing a research paper,” “travel,” and 
“shopping” but in no other way were they directed, 
influenced or biased in their choice of tasks. A generic 
classification was devised for all tasks identified by all 
subjects, producing the following nine task groupings: 
1. Academic Research;  2. News and Weather;  3. Shopping 
and Selling; 4. Hobbies and Personal Interests;  5. 
Jobs/Career/Funding;  6. Entertainment;  7. Personal 
Communication;  8. Teaching;  9. Travel. 

For example, the task labels “viewing news”, “read the 
news”, and “check the weather” would be classified in 
Group 2: “News and Weather”. 

We construct a UML activity diagram for each main task 
in order to detect the changes over time in the activities 
needed to accomplish this task and for describing all the 
sequences of the performed task. Each activity in the 
generated UML activity diagram expresses the task’s actual 
state. This state can be explained by terms that are called 
state terms. Thus there is at least one term for each task state.  

The task related to a specific query is selected (either 
manually or automatically) for each query. 

• Manually: by the user who assigns one task from the 
proposed predefined tasks to his/her query. This 
method is effective when the user can determine 
exactly his/her current task. 

• Automatically: in assigning one task to the user 
query automatically. For that, we will conceive an 
algorithm based on the vector space model and using 
advantages of existing linguistic resources 
(WordNet) and semantic resources (Ontology). this 
way can facilitate the process to users, we will 
explain this algorithm in the following:  

At first, we construct an index of terms called Task 
Terms Index. This Task Index consists of:  

• Terms of the predefined main tasks. <t1, t2, ….,ti>. 
For example: {News, Weather, Shopping, Selling, 
Teaching…..}. 

• State terms <t1, t2, ….,tj>  for each predefined task: 
the terms that describe the actual task state. There is 

at least one term for each task state, for instance, if a 
user is currently in one activity “Find a Restaurant” 
to do one task at hand for example travel task, then 
the state term that explains the activity will be 
“Restaurant”. 

• Terms which represent the related-task concepts 
from ontology such as ODP (Open Directory 
Project) taxonomy <t1, t2, ….,tk>. 

This index consists of r terms. Table 1 shows an example 
of this task terms index. We will use this index when using 
the vector space model.  

TABLE I.  INDEX OF TASK TERMS  

Term_Id Term tf Occurrence (postings) 
1 News 2 A2:1  A9:1 
2 weather 2 A2:1  A9:1 
3 Shopping 1 A3:1 
4 Restaurant 2 A4:1  A9:1 

…. …. …. …. 
r    

We suppose that each main predefined task can be 
considered as one document which includes the terms related 
to this task from the task index. This document can be 
represented by a terms vectorA

r

. We treat weights as 
coordinates in the vector space. Term’s weight is computed 
using the term frequency and the inverse document 
frequency “tf * idf” as follows: 

) 
||

( log    
is

is

a
ais n

A
tfWa ∗=

 

where: A is a set of documents which represent the 
predefined tasks. Thus |A| is the total number of this set A. 
According to our proposition |A|=9.  
asi: state term that represent the state si of the current task A*.

isan
: A number of documents that represent the predefined 

tasks in which term asi occurs.  
isatf : is the frequency of term 

asi in the task A*є A or number of times a term asi occurs in a 
document that represents a task A* .  

Table 2 shows the weights of few terms in the task terms 
index. We present the terms related to the task A2 “news and 
weather”, as an example. 

TABLE II.  EXAMPLE OF CALCULATING TERM’ S WEIGHTS isWa . 

 Counts TFasi   Weights, Wasi =  TFasi* 
IDFasi 

Terms A1 A2 .. A9 nasi IDFasi A1 A2 .. A9 
News 0 1  1 2 0.653 0 0.653  0.653 
Weather 0 1  1 2 0.653 0 0.653  0.653 
Tidings 0 1  0 1 0.954 0 0.954  0 
Program 0 1  1 2 0.653 0 0.653  0.653 
information 1 1  1 3 0.477 0.477 0.477  0.477 
temperature 0 1  0 1 0.954 0 0.954  0 
atmospheric 0 1  0 1 0.954 0 0.954  0 
Meteorologi
cal 

0 1  0 1 0.954 0 0.954  0 

…           
r           
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Now, let q <t1, t2, ….,tn> be a query submitted by a 
specific user, during the performance of one task at hand 
denoted A*. This query is composed of n terms; it can be 
represented as a single term vectorq

r
. 

We will use both a linguistic knowledge (WordNet) and a 
semantic knowledge (ODP Taxonomy) to parse the user 
query. Because linguistic knowledge doesn’t capture the 
semantic relationships between terms and semantic 
knowledge doesn’t represent linguistic relationships of the 
terms. The integration of linguistic and semantic knowledge 
about the user query into one repository will produce the so-
called query context which is useful to learn user’s task. The 
notion of query context has been widely mentioned in many 
studies of information retrieval [21]. The purpose is to use a 
variety of knowledge involving query to explore the most 
exact understanding of user’s information needs. 

Thus the initial query q is parsed using WordNet in order 
to identify the synonymous terms <tw1, tw2, ….,twk>. 

The query and its synonyms qw are queried against the 
ODP taxonomy in order to extract a set of concepts 
<c1,c2,…,cm> (with m≥n) that reflect the semantic knowledge 
of the user query. These qw concepts and its sub-concepts 
produce the query-context Cq= <c1, c2, …, cm > which is 

represented as a single term vector qC
r

. 

Next, to find out which task vector A
r

 is closer to the 

query-context vector qC
r

, we resource to the similarity 
analysis introduced in [22]. The concepts in the query 
context Cq are compared with the previous predefined nine 
tasks including their task states terms, for that we use the 
cosine similarity to compare between the query context 

vector qC
r

and the vectors which represent the tasks A
r

 by 
finding the cosine of the angle between them depending on 
the task index which is previously explained. As the angle 

between qC
r

and the predefined nine tasks A
r

 is shortened, 
meaning that the two vectors are getting closer, meaning that 
the similarity weight between them increases. Thus we 
compute the similarity weights as follows: 

)A,()A( 11

rr

qCCosSW =  

)A,()A( 22

rr

qCCosSW =           

……. 
......... 
......... 

)A,()A( 99

rr

qCCosSW =  
Finally, the task A* corresponding with the maximum 

similarity weight )))A((( *SWMax is automatically selected 
as the current task. That means: 

))A,((maxarg 9...1* iqi CSWA
rr

==  

Thus the task related to a query q <t1, t2, ….,tn> is A* 
which is composed of few states S1, S2, …, Si. State terms 
that represent the states S1, S2, …, Si of the current task A* 
are denoted as1, as2, ..., asi. Fig. 2 illustrates the comparison 
between the different vectors which represent the query 

context qC
r

 and the predefined tasks: 
1A

r
,

1A
r

,…,
9A

r
. 

 
 

Figure 2.  Representation of the tasks and the query as term vectors. 

where: t1, t2, ….,tr: terms of task index. 
Each term's weight is computed using tf * idf as we 

previously mentioned, (Table 2). 
For example, let’s take the user query q= {weather}. We 

take again the table 2 and we determine the term counts TFi 

for the query context Cq and their term’s weights. That is 
shown in Table 3. 

TABLE III.  EXAMPLE OF CALCULATING TERM’ S WEIGHTS FOR THE 
QUERY CONTEXT AND EACH TASK. 

To find out which task vector is closer to the query 
vector, we calculate the cosine similarity. First for each task 
and query-context, we compute all vectors lengths (zero 
terms ignored). For instance the length vector of the task A2 
is computed as follows: 

27.2)0.95()0.95()0.95()0.48()65.0()0.95()65.0()65.0(A 22222222
2 =+++++++=

We do same thing for the others tasks to compute |A1|, |A3|, 
… , |A9|. 

78.1)0.95()0.95()0.95()65.0( 2222 =+++=qC
 

Next, we compute all dot products (zero products ignored). 
For the task A2: 

157.30.950.950.950.950.950.950.650.65A 2 =∗+∗+∗+∗=•qC  

Now we calculate the similarity values: 

78.0
27.278.1

157.3

A

A
Cosine θ

2

2
A 2 =

∗
=

∗
•

=
q

q

C

C  

  Counts TFasi   Weights,  
Wasi =  TFasi* IDF asi 

Terms Cq A1 A2 A9 nasi IDFasi Cq A1 A2 A9 
News 0 0 1 1 2 0.65 0 0 0.65 0.65 
Weather 1 0 1 1 2 0.65 0.65 0 0.65 0.65 
Tidings 0 0 1 0 1 0.95 0 0 0.95 0 
Program 0 0 1 1 2 0.65 0 0 0.65 0.65 
information 0 1 1 1 3 0.48 0 0.48 0.48 0.48 
temperature 1 0 1 0 1 0.95 0.95 0 0.95 0 
atmospheric 1 0 1 0 1 0.95 0.95 0 0.95 0 
Meteorologi
cal 

1 0 1 0 1 0.95 0.95 0 0.95 0 

…           
r           

Cq 

t1 

A2 

t2 

tr 

θ 

A*  

A1 
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Finally, the task corresponding with the maximum 
similarity value is automatically selected as the current task. 
In this example the task A2 has the maximum similarity with 
the query context Cq. 

Let’s take an example to extract the query context Cq 
from the initial user query q= {Tourism in Toulouse}. The 
steps of our algorithm are shown in Table 4: 

TABLE IV.  APPLYING TASK MODEL TO THE QUERY Q= {T OURISM IN 
TOULOUSE}. 

Description Knowledge 
used 

Result 

Parsing the initial 
query q using 
WordNet 

WordNet A set of query terms (t1,.., tn) 
(tourism, Toulouse) and its 
synonym terms (that will be used as 
the baseline query: (services to 
tourists, touring, travel, city in 
France) 

The concepts in 
ontology that 
represent the 
baseline query 
terms are 
identified, in 
order to identify 
the query-context 
Cq. 

Ontological 
information 
from ontology 
(such as, ODP 
taxonomy). 

Set of concepts: query-context (Cq= 
<C1, C2, …,.Cm>  with m≥n) 
relevant to the baseline query: 
(Travel Guides, Travel and 
Tourism, Vacations and Touring, 
Touring Cars, Weather, Food, Maps 
and Views, hotel, University of 
Toulouse, Commerce and economy, 
….) 

Thus, the assigned task to the user query q is: A9= 
“Travel” as it has the maximum similarity weight with the 
query context Cq. 

2) Contextual Task State  
A task is a work package that may include one or more 

activities needed to perform this task. A task state is a stage 
of the task processing, or an efficient way of specifying a 
particular behavior. Thus the actual state of the current task 
expresses the actual activity needed to accomplish this task. 
Each main task consists of several states that can be 
sequential or parallel, the transition between the task states is 
related to the events that could occur in the state.  

For instance, if we have a task “shopping”, we can 
consider the task states for the user uj as following:  

• S1: Tell you what parts you need. 
• S2: where to find them relative to your location in the 

store? 
• S3: What is on sale? 
• S4: Do comparative pricing. 
• S5: Use your previous profile information to 

customize shopping and delivery. 
Once the user’s task is detected (either manually or 

automatically), as mentioned in the previous section, it is 
important to determine the actual state of the current task in 
order to use the related contextual information in the task 
modeling. We can consider for each task state at least one 
term which describes this state and expresses the actual 
activity, this state term is denoted state attribute asi for the 
state Si. For example, if the actual state is “Find a 
Restaurant”, then the state attribute will be “Restaurant”. We 
will see later that related terms from the user profile (such as 
vegetarian, Italian, etc.) may be assigned to this state 
attribute.  

Accordingly, we can represent the user task including 
their different states by a UML activity diagram which 
contains all the activities needed to perform this task. This 
diagram illustrates the changes in the task-needs over time 
and describes all the sequences of the performed task. For 
instance, for the task “Travel” (discussed in the previous 
section) we can design a UML activity diagram for the user 
uj that contains all activities as shown in Fig. 3. 

Book a flight

Book a hotel
Search for tourist

information
Find a

restaurant

News about
Pari s ci ty

Tourist photos

 
Figure 3.  Example of a “travel task” that is modeled by UML activity 

diagram. 

In fact, because a mobile device moves with the user, it is 
possible to take into account the actual task state in which 
the user is in when submitting certain queries to the 
information retrieval system IRS. Such contextual 
information may come automatically from various sources 
such as the user’s schedule, sensors, entities that interact 
with the user; it may also be created by the user.  

In our approach, according to our assumption that we 
have 9 main predefined tasks, thus for each user uj we have 
one UML activity diagram for each main pre-defined task. 
After the user's query is submitted to our platform, the 
related task is assigned automatically to the user query. In 
this time the system can generate the suitable UML diagram 
that contains all task states. Set of State Reformulated 
Queries SRQ related to each state are presented to the user. 
The user is then asked to choose the appropriate query SRQ 
according to his state. Finally, from the selected task state, 
the system will follow the UML activity diagram to present 
the next query SRQ which is appropriate to the next task 
state. Thus we need a feedback from the user in order to 
determine exactly his actual state or his actual activity to 
perform the main task. This feedback is given by selecting 
the appropriate query related to the actual state of the user 
task. 

Each query session is defined by the: qs=<q, uj, Si, Si-1>, 
where Si: is the actual state of the current task for the user uj. 
Si-1: the previous task state. The change from one state to 
another is done over time when the user uj complete the 
actual activity and start the next one. Fig. 4 shows the query 
session over times. 
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             1st session        2st session            Current Session 
 
 
                                                                                                                                  
 0                                                                                Time                                                                                                                                                

Figure 4.  Query sessions for a current task. 

In the implementation level, we can conceive that the 
change from one state to another is done when the user clicks 
on the “Next” button to start the next search session of the 
query q.  

For instance, let’s take the example in Fig. 3, if the user 
uj is in the activity: “hotel reservation”, and if the previous 
query session was about “book ticket to Toulouse” then the 
current query session will be about the hotels in Toulouse. At 
the next query session, if the user uj submits the same query, 
thus for this user the query session will be about the 
“preparation the program to visit Toulouse” which is the next 
activity in his/her UML diagram shown in Fig. 3. 

C. User Profile Modeling 

We use ontology as the fundamental source of a semantic 
knowledge in our framework. Firstly, we have to distinguish 
between taxonomy and ontology. 

1) Ontology and Taxonomy 
Ontology is a formal representation of a set of concepts 

within a domain and the relationships between those 
concepts. Thus the basic building blocks of ontology are 
concepts and relationships. Ontology allows the definition of 
non-taxonomical relation. Concepts (or classes or categories 
or types) appear as nodes in the ontology graph. Whereas the 
taxonomy is a subset of ontology, it represents a collection of 
concepts that are ordered in a hierarchical way. People often 
refer to taxonomy as a “tree”, and Ontology is often more of 
a “forest”.  Ontology might encompass a number of 
taxonomies, with each one organizing a subject in a 
particular way. Taxonomies tend to be a little casual about 
what relationship exists between parents and children in the 
tree. An example of taxonomy is ODP Open Directory 
Project which is a public collaborative taxonomy of the 
http://dmoz.org/. 

The “DMOZ” Open Directory Project (ODP) represents 
some of the largest manual metadata collections, most 
comprehensive human-edited web page catalog currently 
available. ODP’s data structure is organized as a tree, where 
the categories are internal nodes and pages are leaf nodes. By 
using symbolic links, nodes can appear to have several 
parent nodes [23]. A category in the ODP can be considered 
a concept that is defined by: label of the concept (e.g. 
‘Microsoft Windows’), Web documents related to the 
category, parent concepts (e.g. ‘Operating Systems’, 
‘Computers’) and the children concepts, (e.g. ‘Windows 
XP’, ‘Windows Vista’). 

Since ODP truly is free and open, everybody can 
contribute or re-use the dataset, which is available in RDF 
(structure and content are available separately), i.e., it can be 
re-used in other directory services. Google for example uses 
ODP as basis for its Google Directory service. Fig. 5 shows 

an example of a tree structure that represents some of topics 
from ODP for the node “Arts”. 

 
Figure 5.  Example for tree structure of topics from ODP. 

2) Phases of the User profile Representation  
In our system exploiting user profile is carried out 

through three parts, each with a specific role: 
a) The Library Observer 

In the library observer phase the user documents, which 
exist in one library on the user machine, are represented and 
indexed. Also the library observer is responsible to track the 
library evolutions.  

We assume that the user documents, that are used to 
construct the user profile, are represented as XML files in 
order to facilitate the matching between the user documents 
library and the ODP graph to infer the ontological user 
profile denoted Profu. We index these XML files, and 
consequently we have a XML corpus that will be used to 
construct the ontological user profile. 

For tracking the evolutions of a user profile; when the 
user interacts with the system by adding new documents or 
removing others from the user indexed documents, the user 
profile will be updated based on these updated documents 
and the annotations for user profile concepts will be 
modified by spreading activation. Thus, the evolution of the 
user profile depends on the evolution of the library that 
supports it; that means when the user adds or removes 
documents, these modifications are propagated to the 
ontological profile, and the operational profile will certainly 
be affected. 

b) The Ontological Profile 
The ontological profile is a semantic hierarchical 

structure of the user profile. We use ODP taxonomy as a 
basis for concepts-based part of our system. As the dataset of 
ODP is available in RDF, and it is free and open, thus we can 
reuse it to infer the ontological user profile. Thus, the user 
profile is represented as a graph of ODP concepts related to 
the user information (indexed user documents in the library).  

In consequence, we consider a dynamic ontological user 
profile as a semi-structured data in the form of attribute-
value pairs where each pair represents a profile’s property. 
The properties are grouped in categories or concepts. For 
example: global category (language, address, age, etc.) or 

Art

Architecture Design 

Names Interior Furniture 

Events 

Competitions 

State1 
   Si-2 

 

State2 
    Si-1 

 

Actual State 
        Si 
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preference categories (preferences of restaurants, hotel, 
travel, music, videos, etc.). This allows us to help users to 
understand relationships between concepts, moreover, to 
avoid the use of wrong concepts inside queries. e.g., for a 
query “looking for a job as a Professor”, ODP concepts 
suggests relevant related terms such as teaching, research, 
etc.  

From the ODP concepts, we annotate those related to the 
user documents. This is done by giving values to these ODP 
related concepts and weight to each value based on an 
accumulated similarity with the index of user documents 
[24], consequently an ontological user profile is created 
consisting of all concepts with non null value.  

Thus, a graph of related concepts of the ODP (Open 
Directory Project) is inferred using the indexed XML 
documents, this is shown in Fig.6. Each leaf node in the 
ontological user profile is a pair, (concept, value), where the 
annotated value for that concept infer by the comparison 
with the user documents, this value will be also annotated by 
a score (VS) that reflects the degree of user interest. In Fig. 6, 
for instance, we consider the node “Music” and its children 
nodes from the ODP taxonomy nodes, we can infer the 
ontological user profile from these nodes based on the 
matching with the indexed user documents in the library. 
Next the concept “Jazz” is annotated with the value 
“Dixieland” from the user information because the user has 
shown interest in Dixieland Jazz, this value is annotated with 
a score (VS) which is “0.08”. We can add another value for 
this concept “Jazz” and then score to this value if the user is 
also interested in another jazz type.  

Now we will overview how we can compute the value 
score VS. The score of the concept value (VS) is computed 
using the term frequency and the inverse document 
frequency (tf * idf) as follows: 

∑
∈

∗=
Dd v

v n

D
tfVS )] 

||
( log    [

 

where: D is the set of user documents used to construct 
the user profile, |D|:  is the total number of this set D.  

nv: is a number of documents in which value v occurs.   
tfv: is the frequency of value v in document d є D, this is 

computed as follows: 

d

dv
dv N

n
 tf ,

,  =
 

 where nv,d  is the number of occurrences of the 
considered term (value v) in document d, and the 
denominator is the sum of number of occurrences of all 
terms in document d, that is, the size of the document | d |. 

Example:  
Let’s consider a set of user documents contains 40 

documents, and the value “Dixieland” appear in 3 
documents:  d7, d24, d33, (2 times in d7, only once time in 
d24, d33), the size of documents d7, d24, d33 is 80, 50, and 
35, sequentially. 

Thus:  tfv,7 = 2/80 ,      tfv,24 = 1/50,      tfv,33 = 1/35 . 
We can calculate VS by the previous formula: 

))]3/40log(*0286.0())3/40log(*02.0())3/40log(*025.0[( ++=VS 
0,0828 =VS  

Thus the value V of the leaf node concept in the 
ontological user profile will be annotated with a score (VS) 
or weight that reflects the degree of user interest for this 
concept value, in our example the score of the value 
“Dixieland” is VS=0.0828 as shown in Fig. 6. 

 

 
Figure 6.  Inferring the ontological profile from user documents and ODP. 

Thus, the ontological profile for each user consists of a 
list of concepts and their current weighted values. For 
example, a user profile could look like this: 

Profile = (<user>, <Concept>, <weighted value>) 
E.g.: (Someone, sport, surf 0.8 - ski 0.2 -football 0.9) 
         (Someone, restaurant, Italian 0.7- French 0.2) 
         (Someone, cinema, action 0.6- horror 0.4) 
In fact using ontology as the basis of the profile allows 

the user behavior to be matched with existing concepts in the 
domain ontology and relationship between these concepts. 
Based on the user’s behavior over many interactions, the 
interest score of the concept values can be incremented or 
decremented based on contextual evidence. As a result, a 
graph of related ODP concepts is inferred by using the 
matching with the user library in order to represent the user 
profile. 

c) The Operational Profile  
The operational profile is derived from the ontological 

profile, as a list of related relevant terms that can be easily 
used by the other models. 

Once the ontological profile is created, the query context-
related concepts, from this ontological profile, must be 
activated in order to extract the operational profile. This is 
done by mapping the query-context Cq[ i] on this ontological 
user profile (note that, the query context Cq is computed 
during the construction of the task model). This allows 
activating for each query-context concept its semantically 
related concepts from the ontological user profile, following 
our algorithm, depending on the relevance propagation [25], 
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which will discuss in the next paragraph. Hence, these 
previous activated user profile concepts with their values will 
form the operational profile which will be used to 
reformulate the user query.  

Indeed, only an excerpt of the operational profile is used 
to reformulate the user query, in order to reduce and to focus 
the activated concepts. The split of the profile in two aspects 
(ontological/operational) allows a clear separation of 
concerns between understanding the available user 
information and taking into account that can be used to lead 
a search. 

3) Algorithm of the Operational Profile Retrieval  
As we mentioned previously, the ontological user profile 

in our approach is represented as an instance of a reference 
domain ontology in which the concepts are annotated by 
interest value and scores derived and updated implicitly 
based on the user’s information. In order to extract the 
operational profile, the query-context Cq[i], which is 
computed during the construction of the task model, is 
mapped on the ontological user profile Profu to activate for 
each query-context concept its semantically related concepts 
by applying our technique that is depended on the relevance 
propagation [25]. The execution of this technique is depicted 
in the following Algorithm: 

 
Input :  Profu: Profile for user u, given as a vector of 
concepts and weighted value. 
Cq: Query-Context Cq= <C1, C2, …,.Ci> to be answered by 
the algorithm.  
Output : Resu: Vector of sorted context-related user’s 
concepts. 

 

1: Send Cq to a Profu 

2:      For  j = 1 to Size (Profu) 
                       For  i = 1 to Size (Cq) 
                               Calculate:  Weight (Cq[ i], Profu[j]) 
                       End    
          End                           
          For  j = 1 to Size (Profu) 
                         For  i = 1 to Size (Cq) 
                                IF   (Weight (Cq[i], Profu[j])) ≠   0  
                                Then:   Relevance Propagation 
                         End    

                  End 
           For  j = 1 to Size (Profu) 
                   Calculate: Relevance (Profu[ j], Cq) 
           End 
3: Resu = Vector of user profile context-related concepts 

and its Relevance score for the query context Cq. 
4: Sort Resu using the Relevance (Profu, Cq) as 

comparator. 
 
We additionally need a function to estimate the weight of 

the query-context concepts Cq in the user profile concept 
Profu: (Weight (Cq[i], Profu[j])) and the relevance of the user 
profile concept Profu for all query-context concepts Cq 

(Relevance (Profu[j], Cq)). Let us inspect this issue in the 
following: 

a) Relevance Propagation Technique  
In our user profile modeling approach, we use a new 

contextual technique to select the context-relevant concepts 
from the ontological user profile that is represented as semi-
structured data like RDF tree. RDF is metadata (data about 
data) to describe information resources, it is written in XML. 
As the dataset of ODP is available in RDF, and our 
ontological user profile is inferred from this RDF graph of 
ODP as shown in Fig. 6, thus we can imagine the 
representation of the user profile that is shown in Fig. 7, this 
graph contains the concepts and the leaf node in this graph is 
annotated by values and interest scores for this values. 

We apply our technique, depending on relevance 
propagation, on this ontological profile graph to activate for 
each query-context concept Cq[i] its semantically related 
concepts from the ontological user profile Profu. This 
method consists of computing the node weight, and the node 
relevance to the query-context concepts. This contextual 
method consists of three steps: 
1. Calculate Weight (Cq[i], Profu[j]): the weight of the query-
context concepts Cq in the user profile concept Profu. 

Each leaf node in the ontological profile is a pair, 
(Profu[j], V(Profu[j])), where Profu[j] is a concept in the 
reference ontology and V(Profu[j]) is the interest value 
annotation for that concept. The weight of the query-context 
concept Cq[ i] in the user profile concept node Profu[ j] is 1, if 
this node contains the concept Cq[i] and 0 otherwise. 

 


=

1

0
)( ][Prof ],[C ji uqWeight  

2. Next we calculate the weight of query-context concept 
Cq[i] in the ancestor nodes by the relevance propagating 
from this node to the ancestor node:  

)1)][ Prof  , ][ Prof((

1
*)][ Prof],[C()][ Prof  , ][ Prof(Pr u +

=
njDistMax

jiWeightnj
i

opagation
uU

quu

 
where: Profu[j]: user profile concept at j. Profu[n]: user 
profile concept at n which is one of the ancestor nodes of the 
node j (concept j). 

)][Prof ],[Prof( njDist uu  : Semantic distance between the two 
user profile nodes. 
3. Aggregation: 

Once all the weights of query-context concepts Cq are 
calculated for all user profile nodes (contain the ancestors 
nodes), we have to calculate the relevance score of each user 
profile node for all concepts of context query Cq= <C1, C2, 
…,.Ci> denoted N. This can be estimated in two methods, 
either “And method” or “OR method”. 
And method: 

Here, the weight aggregation of nodes uses the following 
formula: 

∏
∈

==
   [i]C

)],][ Prof([)][C,][ Prof(Re
qix

iiuqu xnWeightinlevanceN

 

If Cq[i] is in Profu[ j] 

Otherwise 
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 Thus, depending on the previous formula, the relevance 
score N is not null for only the nodes which contain all the 
query-context concepts directly or in their ancestor nodes. 
Thus this will give the smallest relevant sub tree contains the 
previous concepts Cq=<C1, C2,…, Ci>. 

We use the formula And, only when we need user profile 
fragments that contain all the query concepts, and neglect 
those contain some of query concepts. This case is not 
appropriate to our system, so we will use the OR method for 
computing the relevance score of user profile nodes for the 
query-context concepts. 
OR method: 

The weight aggregation of nodes uses the following 
formula: 

∑
∈

==
][C

* )],][ Prof([)][C,][ Prof(Re
ix

iiuqu
qi

xnWeightinlevanceN

The relevance score N is not null if the node contains one of 
the query-context concepts directly or in their ancestor 
nodes. So this will give fragments of user profile that are 
sorted by decreasing order of N. 
Example: 

Let’s consider the initial query q, and the query-context 
Cq which is composed of three concepts:  Cq= {C1, C2, C3}.  

We consider also the user profile u, which is composed 
of many concepts represented as RDF graph (metadata); Fig. 
7 shows the user profile graph u. 

The leaf nodes: n3, n6, n9, n10, n12 annotate by values, and 
interest score to these values. Now we calculate the 
relevance of the user profile nodes for the query-context Cq 
using the formulas of weight and propagation. For example 
we calculate the relevance score fore the node n4: 
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Figure 7.  Example of a user profile graph Profu. 

Then we follow the algorithm to compute the relevance 
score of the node n4 for the concepts C1, C2, C3. We have to 
propagate the weight not null to n4:  

 

2
1

)1),((
),(

),(Pr
47

37
473

=
+

=
nnDistMax

CnWeight
nn

C
opagation

 

2
1

)1),((
),(

),(Pr
45

25
45

2
=

+
=

nnDistMax

CnWeight
nn

C
opagation

     

3
1

)1),((

),(
),(Pr

48

18
48

1

=
+

=
nnDistMax

CnWeight
nn

C
opagation

 
And: 

12

1

2

1
*

2

1
*

3

1
),()C ,(Re

3,2,1
44 === ∏

=i

i
qq CnWeightnlevance

 
OR:  

3

4

2

1

2

1

3

1
),()C ,(Re

3

1
44 =++== ∑

=i

i
qq CnWeightnlevance

 
We do the same steps to compute the relevance score of 

the other user profile nodes, the results are shown in Table 5 
for the “And method” and the “Or method”. 

If we consider the “And” method then the smallest 
relevant sub tree that contains all query concepts is the sub-
tree that is presented by the node n4 and its descending nodes 
to leafs, because the node n4 has the most relevance score as 
shown in Table 5. 

But if we consider the “OR” method then the node n7 has 
the most relevance score, as shown in Table 5 below. In this 
case the most relevant result is the sub-tree which is 
presented by the node n7 and its descending nodes until the 
leaf nodes.  

As we mentioned previously, the leaf nodes may be 
annotated by many values, and each one annotates with score 
VS, so we select the value that has the greater score VS. As a 
result the concepts of the user profile related to the query-
context concepts are: n7, n8, n9, n10 and the values of n9, n10 
which have greater score VS. 

These concepts and their values constitute the operational 
profile; we will depend on this operational profile to generate 
the reformulated queries SRQ, based on the user profile and 
his/her context, those queries can be easily used in the search 
process to get relevant results which are needed to 
accomplish the task at hand. 

TABLE V.  RELEVANCE SCORE OF USER PROFILE CONCEPTS PROFU 

USING  BOTH “A ND METHOD”  NN , “OR METHOD”  N* N RESPECTIVELY. 

Nn C3 C2 C1 Node 

0.0125 0.25 0.25 0.2 n1 

0.0277 0.333 0.333 0.25 n2 

0 0 0 0 n3 

0.0833 0.5 0.5 0.333 n4 

0 0 1 0 n5 

0 0 0 0 n6 

0 1 0 0.5 n7 

0 0 0 1 n8 

0 0 0 0 n9 

0 0 0 0 n10 

0 0 0 1 n11 

0 0 0 0 n12 

N* n C3 C2 C1 Node 

0.7 0.25 0.25 0.2 n1 

0.916 0.333 0.333 0.25 n2 

0 0 0 0 n3 

1. 333 0.5 0.5 0.333 n4 

1 0 1 0 n5 

0 0 0 0 n6 

1.5 1 0 0.5 n7 

1 0 0 1 n8 

0 0 0 0 n9 

0 0 0 0 n10 

1 0 0 1 n11 

0 0 0 0 n12 

C3 

C2 

n1 

n9 
n10 

n6 

n5 

n3 

n7 

n4 
n12 

n11 n2 
C1 

C1 

C3 

 
n8 
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D.  SRQ Model (State Reformulated Queries) 

Short queries usually lack sufficient words to capture 
relevant documents and thus negatively affect the retrieval 
performance, and thus fail to represent the information need. 
Query expansion is a technique where original query is 
supplemented with additional related terms. Existing query 
expansion frameworks have the problem of poor coherence 
between expansion terms and user’s search goal, For 
instance, if the query jaguar be expanded as the terms {auto, 
car, model, cat, jungle,...} and user is looking for documents 
related to car, then the expansion terms such as cat and 
jungle are not relevant to user’s search goal. 

1) SRQ Definition  
In the following, we will introduce a new notion State 

Reformulated Queries (SRQ) which are provided by the 
reformulation of the initial user queries q, related to the 
current task, depending on the actual state of this task and the 
user profile. The states of the current task are expressed by 
activities which are required to accomplish this task and 
grouped in UML activity diagram including the relations 
between them, each state represents one search session. The 
change from one state to another is done over time when the 
user uj complete the actual activity and start the next one. 
Thus for two different task states, submitting the same query 
the relevant results will not be the same. 

Let q= {t1, t2..., tn} be an initial query which is related to 
the task at hand. The state reformulated query at the task 
state Si and for a specific user profile Pj is: SiRQ<Q,Pj,Si>, 
this query contains the initial query q and the expansion 
terms  E(q)={t q,1 , tq,2 , tq,3 , ...}. Thus we have to get the 
expansion terms E(q) = {tq,1 , tq,2 , tq,3,...} which are relevant to 
user’s search goal by exploiting user’s implicit feedback at 
the time of search. The relevant results Di at the states Si are 
produced by applying SiRQ<Q,Pj,Si> on an information 
retrieval system. We expect that the results Di at the task 
state Si are more relevant than those produced by using the 
initial query q at the same state Si.   

A search is handled as follows: the user expresses his/her 
query, our assistant identifies the context of this search, and 
it creates the context description and proposes relevant terms 
to be added to the initial query. The initial user query will be 
reformulated depending on these relevant terms in order to 
generate SRQ (State Reformulated Query) to improve the 
retrieval performance. The assistant then submits the new 
reformulated query SRQ to a search engine on the Web and 
gets the results. The documents are then presented to the user 
in the order of decreasing estimated relevance. 

2) Query Reformulation Phases 
The two phases to generate the State Reformulated 

Queries (SRQ) are: query expansion and query refinement.  
a) Query expansion 

The initial query is expanded with two types of generated 
terms which are denoted expansion terms E(q) = {tq,1, tq,2, 
tq,3,..}:  

• Terms which represent the actual state of the current 
task A* (as1, as2, …,asi). There is at least one term for 
each task state which describes this state, this state 
term is denoted state attribute asi. These attributes are 

computed using the Task model which was 
previously explained. 

• Terms which represent the query-relevant concepts 
from the ontological user profile with its values 
(operational profile). The algorithm of extracting 
these terms from the ontological user profile was 
previously explained. These terms are denoted user 
profile attributes (au1, au2, …, auj). 

b) Query Refinement 
After the user query is expanded by new terms, the tool 

of query refinement must be applied in order to consider only 
the terms that are related to the actual task context, and 
disregard those are out of focus for the given context. Thus 
Query refinement is the incremental process of transforming 
an initial query into a new reformulated query SRQ that 
reflects the user’s information need in more accurate way.  

Sometimes irrelevant attributes may be presented in the 
retrieved user profile concepts, and thus irrelevant terms are 
recommended by the operational profile, in order to keep 
only the relevant user profile attributes for the current task 
state Si, we compare between these generated attributes and 
the actual state attributes, next we consider the attribute of 
the previous task state, and then we exclude from the 
generated user profile attributes those non similar with the 
state attributes. Also we have to exclude the duplicated terms 
if they exist in the resulting SRQ.  

Another method for filtering the previous terms is by 
asking the user to choose the relevant terms before adding 
them to the final reformulated query. 

Finally, state reformulated queries SRQ are built 
according to the syntax required by the used search engine in 
order to submit the queries SRQ and to retrieve relevant 
results to the user at the actual state of the current task. 
Boolean operators can be used to construct the final query 
and adequate care is taken to ensure that the final query 
meets the syntax requirements, after each step, the user is 
asked if the query reflects his intension. If so, the final query 
is constructed using the appropriate syntax and submitted to 
the search engine. 

For the Boolean operator, we use “And” with the terms 
that are extracted from the actual state of the current task, 
and “Or” with the terms that are extracted from the 
operational profile, because the task state terms are always 
required while the operational profile terms can be 
sometimes abandoned. For example, we can imagine the 
state reformulated query as follows: 

SRQ:  q AND hotel OR 2 stars OR single 
where:  
• q is the initial user query. 
• “hotel”: the state term that represents the task actual 

state (state attribute). 
• “2 stars” and “single” are the relevant terms from 

the operational profile.  

E. System Architecture 

Fig. 8 illustrates the system architecture. It combines the 
three models which are described in the previous sections: 
The task model, the user profile model and the SRQ model. 
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Figure 8.  System Architecture.

IV. EVALUATION  

The evaluation of the personalized information retrieval 
in context systems is known to be a difficult and expensive 
[26] due to the dynamic aspect of the system environment 
and its strongly adaptive properties. A formal evaluation of 
the contextualization techniques requires a significant 
amount of extra feedback from users in order to measure 
how much better a retrieval system can perform with the 
proposed techniques than without them. Our proposed 
approach which was described in this paper have been 
implemented in an experimental prototype, and tested by real 
users. Evaluation in the context of an evolving real-world 
system is always a challenge. In order to evaluate and to 
quantify the improvement provided by our system compared 
to the direct querying of a search engine without 

reformulation, or more generally to the use of other 
assistants, we should verify that using a user context 
improves the search results, by focusing the system on the 
most relevant part of the profile. The standard evaluation 
measures from the Information Retrieval field require the 
comparison between the performances of retrieval:  

• Using the initial user query without any 
personalization and contextualization. 

• Using the user query with simple personalization, 
depending only on the user profile, (i.e., regardless 
of the user context, more precisely regardless of 
his/her task at hand). 

• Using the state reformulated queries SRQ which are 
generated depending on the user context and his/her 
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profile, (i.e., constrained to the context of his/her 
current task). 

Currently, to compare different configurations 
(corresponding to different profile, context, query); several 
agents are used simultaneously by the assistant when 
handling user query. Thus our experiments have been done 
with three agents: the « default » agent simply linked to 
Google, and a « personalized » agent which uses the user 
profile to rank the results without taking the context into 
account. A third agent « personalization with context» is also 
used.  

A. Experimental Study 

In order to evaluate the use of the task context together 
with the user profile to contextualize returned results, a 
prototype around the search engine, Google for example, is 
built using the Google API. This program builds a log of the 
initial user queries, the returned results by Google, the result 
on which the user clicked, and the summaries, titles and 
ranks of the returned results from Google. This log 
information is used to compute the evaluation metrics at the 
experimental queries and to evaluate the performance of our 
system. To conduct the experiments and calculate the 
evaluation metrics, 10 users are asked to use our system to 
perform similar tasks by submitting initial queries. The 10 
users are classified in three groups, novice, medium and 
expert, depending on their experience levels in computer 
science and search engine. Each one is asked to submit 
queries on 3 different scenarios, where we put the users in 
specific scenarios to make them thinking about writing 
appropriate queries for these scenarios. We depend on 
scenarios such as travel, shopping, restaurant searching, etc. 
we will illustrate an example of these scenarios in the next 
section. Consequently a total of 30 queries are selected as 
experimental queries. The prototype records results on which 
the users clicked, which we use as a form of implicit user 
relevance in our analysis. 

After the data is collected, we remove from the 
experimental queries that were no contextual information 
available for that particular query, and thus we had a log of 
30 queries averaging 3 queries per user. We will calculate, at 
each experimental query, the evaluation metrics in the three 
cases: using classic search engine Google, using only 
personalized search without user context, and using our 
system based on user context and his/her profile. 

1) Example of the experimental scenarios 
Here we will take an example of the scenarios that are 

used in the experimental study. We consider the task 
“Travel” which was discussed in the section task modeling 
(section 3). We have illustrated in Fig. 3, a UML activity 
diagram for the user uj that contains all activities needed to 
perform this task. Now when the user submits his initial 
query q, which is related to the current task, in our platform, 
let it be q: “Trip to Paris”, the task model will assign the task 
“Travel” to this query as the first step. Next, the UML 
activity diagram for this task which is shown in Fig. 3 is 
retrieved. The system then uses the attributes associated with 
each task state and the user profile attributes for producing 
the relevant terms (query expansion phase), next the 

irrelevant terms are excluded (query refinement phase), 
finally, the system generate the appropriate state 
reformulated query SRQ for each task state: 
S1: Book a flight ⇒S1RQ :{ trip Paris + “Flight” OR Ticket 
+ OR Inexpensive}. 
S2: Book a hotel ⇒S2RQ :{ trip Paris + “hotel” +2 star OR 
single}. 
S3: Search for tourist information ⇒S3RQ :{ trip Paris + 
“Monuments” OR Weather OR plan OR Metro}. 
S4: Find a restaurant ⇒S4RQ :{ trip Paris + “restaurant” + 
Italian OR Vegetarian}. 
S5: Tourist photos ⇒S5RQ :{ trip Paris + “Photos”}. 
S6: News about Paris city ⇒S6RQ: {trip Paris+ “News” OR 
Weather}. 
 
where:  
“Flight”, “hotel”, “Monuments”, “ restaurant”, “ Photos” and 
“News” are the terms that represent task state attributes. 
 “Ticket”, “Inexpensive”, “2 star”, “single”, “Weather”, 
“plan” , “Metro”, “Vegetarian” and “Italian” are the 
relevant terms from the user operational profile.  

To evaluate our proposed framework we have to compute 
the evaluation metrics based on the experimental scenarios.  

B. Evaluation Metrics  

There are many evaluation metrics in the literature for the 
classic information retrieval evaluation, these metrics often 
depend on relevance judgments for the returned results, one 
of the most known of them is the “Precision and Recall” 
(PR), this metric takes into account the rate of relevant 
retrieved documents (precision) and the quantity of relevant 
retrieved documents (recall). Another metric is the Precision 
at n (P@N) [27], P@N is the ration between the number of 
relevant documents in the first n retrieved documents and n. 
The P@N value is more focused on the quality of the top 
results, with a lower consideration on the quality of the recall 
of the system. These evaluation metrics for classic IR can be 
also applied by IIR (Interactive Information Retrieval) 
authors [9], but IIR system authors must incorporate human 
subjective judgments, either implicitly (analyzing interaction 
logs) or explicitly (asking the users to rate the results to 
provide a best order).  

The classic IR evaluation metrics are not sufficient to 
evaluate our system due to the contextual aspect of the 
system and the need to provision a real user judgement. Thus 
to evaluate our proposed framework, the used metrics must 
cover on one hand the evaluation of the proposed expansion 
terms which are used to reformulate the initial user query, 
and on the other hand they must cover the evaluation of 
returned results. Thus we will use three metrics: 

• Quality: measures the quality of expansion terms.  
• Precision@k: measures the retrieval effectiveness. 
• Dynamics: measures the capability of adapting to the 

changing needs of users and the changing states of 
his/her task at hand. 

Now we will compute these three evaluation metrics: 
quality, precision@k, and dynamics, based on the 
experimental scenarios.  
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1) Quality 

Let q be an initial user query, given an IR system, 
)(q

cD  is 
the set of documents actually visited by the user for q. Thus 

)(q
cD represents the relevant results which are evaluated by the 

user at his/her actual context and taking into account his/her 
profile using q. Therefore, the ideal information retrieval 

system should retrieve these documents 
)(q

cD in the foreground 
and present them to the user at the specific context.  

Given a query expansion system, let 
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For example, if we take the scenario presented in the 

previous section and the user query q=‘‘ trip Paris’’, during 
this scenario, we take the second state S2 which is searching 
a hotel in Paris, at this actual task state we execute the query 
q by using Google and we present the returned results to the 
user, then the user visits the relevant documents at S2. If the 

user visits 5 documents then 5 )( =q
cD . At this actual state S2, 

our system proposes set of expansion terms
)(qE , this set 

contains 5 terms which are: trip, Paris, hotel, 2 star, single. 
Thus: 5)( =qE . From these 5 terms, if there are 3 terms 

existing in the 5 visited documents 
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We do the same steps for the other queries at the different 
states of this task and then we can compute the average 
quality of the expansion terms over 10 queries submitted by 
10 different users. In consequence, the average quality of the 
expansion terms by our system is 0.73 for this scenario. 
Finally we can compute the average quality of the expansion 
terms over all experimental queries (30 queries) at the 
different scenarios. 

If we depend only on the user profile to generate the 

expansion terms 
)(qE for the same user’s queries at the same 

context and the same conditions, thus the 
)(qE  will be 

different from the first case. In the same steps we calculate 

the average quality of expansion terms
)(qE which are 

extracted from the user profile and do not taking into account 
the user context at the same user’s queries for the previous 
scenario (trip Paris). In consequence the average quality is 
0.34 in this case. 

We notice that the average quality of the generated 
expansion terms, depending on user profile and user context 
(first case), is higher than that generated depending only on 
the user profile. Thus our system has an improvement of 
about 39% in the average quality of the generated expansion 
terms compared with that of standard personalized systems. 

2) Precision@k 

The second metric is the Precision@k, Let 
)(q

nD  be the set 
of top n documents retrieved by the IR system using the 
query q. To define retrieval effectiveness, we determine the 

number of documents in 
)(q

nD  which are closely related to the 

documents in
)(q

cD . We use cosine similarity (previously 
explained) to define the closeness between two documents. 

Let 
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D be a set of documents from 

)(q
nD  for which the cosine 

similarity with at least one of the document in 
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Thus, to measure the retrieval effectiveness, we define the 
Precision@k as follows: 
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To facilitate the experiments, let’s n=20, then
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represents the first 20 documents from the retrieved results 
by the IR system (Google for example) by using the state 
reformulated query SRQ which contains the expansion terms

)(qE . In the previous section, we mentioned that 
)(q

cD

represents the relevant results for the initial user query q, 

these 
)(q

cD  are evaluated by the user at his/her actual context 
and taking into account his/her profile. In order to define the 

closeness between 
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)(

20
SRQD  which are 

closely related to the documents in
)(q

cD . Let )( SRQ

r
D be a set of 

documents from 
)(

20
SRQD  for which the cosine similarity with 

at least one of the document in 
)(q

cD  is above a thresholdsimΘ . 
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= 0.5], because as we know the value of cosine similarity is 
in the range of [0, 1], we consider the middle point as the 
threshold value, thus: 
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Thus:             
K
r

D
Kprecision@

SRQ)(

 =  

Note that, the set of relevant documents 
)(q

cD  is obtained 
from the query log or from the user exploring at the snippets 

of the returned results whereas the set 
)(

20
SRQD  is obtained from 

our experimental retrieval system after simulating the query 
sequence and submitting the reformulated queries.  

Now we compute the retrieval performance 
(precision@k) of our proposed query reformulation system 
based on user profile and his/her context for all experimental 
queries of the experimental scenarios. We give the values 5, 
10, 20 to k, in order to compute the Precision@5, 
Precision@10 and Precision@20.  

We consider again the scenario “travel” in the previous 
section and the query q=‘‘ trip Paris”. We take, as an 
example, the second state S2 which is searching a hotel in 

Paris, at this task state the 5 )( =q
cD

 and the S2RQ is: {trip 
Paris + “hotel” + 2 star OR single}. We execute this S2RQ 
by using Google and then we compute )( 2 RQS
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Otherwise we can compute  based on the user 
judgment of relevant results from the top k 
returned results by using SRQ. That means the user evaluates 
the relevant results himself without using the cosine 
similarity, but this will require more feedbacks from the user. 

In the same method, we can calculate the precision of our 
system for the other task states in the actual taken scenario 
and for the others task states in the three experimental 
scenarios.  

In order to quantify the improvement provided by our 
system compared to the direct querying of a search engine 
without reformulation or with simple personalization, 
depending only on the user profile, we calculate the retrieval 
performance of the standard Google search system and the 
retrieval performance of the query reformulation system 
based only on the user profile, by using the same 

experimental queries in the same experimental scenarios and 
the same users. Fig. 9 shows a comparison between the 
Precision@5, Precision@10, Precision@20 averages of our 
proposed system and those of the standard search without 
any reformulation and personalized search based only on the 
user profile. We notice that the precision average of our 
proposed framework is more precise than the precision 
average of the standard Google search in the specific task 
state, and more precise than that of the query reformulation 
system based on the user profile in the same task state. Thus 
our retrieval system is more effective at a specific context 
than that of the classic information retrieval systems and the 
personalized retrieval systems at the same context. 

 
Figure 9.  Comparison between the Precision@k averages of the different 

systems. 

3) Dynamics 
The third evaluation metric is the dynamics in query 

expansion. For a query q, our system of query reformulation 
returns different expansion terms at different search sessions 

of the task at hand. Let 
)(q

iE and 
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jE be the set of expansion 
terms for a query q at two different task states i and j, we 
define the dynamics between the two states i, j as follows: 
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For example, to calculate the dynamics in query 
expansion terms for the two states S1, S2 of the previous 
experimental scenario (travel) and the query q= trip Paris, 
we have to calculate the similarity between the expansions 
terms proposed in the two states. The all expansion terms in 
this two states S1, S2 are 9 terms, there are 2 common terms, 
and thus the similarity between these two states is 2/9, and 
the dynamics will be: 
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In the same method we can calculate the dynamics in 
query expansion terms of the other states and for the three 
experimental scenarios. Fig. 10 shows the average of the 
dynamics in query expansion over the experimental queries 
which are submitted during the three proposed scenarios.  
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In fact the personalization-based query expansion 
systems have a dynamics of zero in all cases, because these 
systems always return the same expansion terms in all task 
states irrespective of user’s search goal or task states, 
because the expansion terms, in this case, are based on the 
user’s profile only.  

We notice from Fig. 10 that our proposed system has a 
small dynamics in the expansion terms among the states of 
the simple tasks, such as scenario 2 (shopping), and it has a 
high dynamics in expansion terms among the states of the 
complex tasks, such as task in scenario 1 (travel). Thus our 
proposed framework is able to adapt to the changing needs 
of the users and generate expansion terms dynamically. 

 

Figure 10.  The average dynamics in query expansion terms for our system 
in the three experimental scenarios. 

C. Discussion 

From the various experiments, we observed that our 
proposed framework provides more relevant expansion terms 
compared with the query expansion mechanisms based on 
user profile only. Most importantly, our system can 
dynamically adapt to the changing needs of the user by 
generating state reformulated queries for the initial user 
query q in each search session. These generated queries SRQ 
will be different from one task state to another for the same 
user and the same initial query q. Consequently these queries 
SRQ provide more relevant results, in a specific context, 
compared with the results returned by the standard 
information retrieval system IRS using the initial user query 
q or the results returned by the personalized information 
retrieval systems. 

In fact we notice from the experiments that our system is 
more effective when the user is not expert in computer 
science because he/she needs an aide to formulate the query 
that reflects his/her needs. Also our system is effective when 
the user needs are vague, especially when he is in the context 
of performing one task. Our system is also effective when 
the user query is short, so the query expansion will lead to 
disambiguate the query and to provide relevant results. 
Because the queries of mobile users are often short, and their 
information needs are often related to contextual factors to 
perform one task, thus our system is more effective in 

providing relevant results for mobile users. In addition, we 
notice that our proposed system is more effective when the 
task has many clear and different states (such as the travel 
task). In this case our system has high dynamics in expansion 
terms among the states of this task. Whereas the proposed 
system is less effective with the simple tasks (such as 
shopping task), in this case our system has small dynamics in 
the expansion terms among the states of this task types.  

One of the system disadvantages, which has emerged 
during the experiments, that when the expansion terms 
increase greatly the precision of our system will decrease, 
but we cannot determine a specific ideal number of 
expansion terms. Indeed the limitation of our experiments is 
the manual relevance judgments by several users; this is due 
to the dynamic aspect of our system and the absence of a 
standard test collection for the context-based personalized 
information retrieval systems. 

However the experiments show that our approach of 
context-based information retrieval can greatly improve the 
relevance of search results. 

V. CONCLUSION AND FUTURE WORKS 

We have proposed a hybrid method to reformulate user 
queries depending on an ontological user profile and user 
context, with the objective of generating a new reformulated 
query more appropriate than that originally expressed by the 
user. The objective of the new reformulated query denoted 
State Reformulated Queries SRQ is to provide the user with 
context-based personalized results, we proved in an 
experimental study that these results are more relevant than 
the results provided by using the initial user query q and 
those provided by using the user query with simple 
personalization, depending only on the user profile, in the 
same context, because the user profile is not relevant all the 
time, thus we consider only the preferences that are in the 
semantic scope of the ongoing user activity for 
personalization, and disregard those are out of focus for a 
given context. 

In this paper, the user context describes the user’s current 
task, its changes over time and its states, i.e., to define the 
user context; we define the task which the user is 
undertaking when the information retrieval process occurs 
and the states of this task. The stages of the task performance 
are called task states and the transition from one stage to 
another means that the user has completed this stage of the 
current task.  

Consequently the user queries which are submitted 
during the task at hand are related to this task, indeed that are 
part of it. Because the queries of mobile users are often short, 
and their information needs are often related to contextual 
factors to perform task at hand, thus an intelligent assistant 
that can propose new reformulated query before submitting it 
to the information retrieval system is more effective in the 
case of a mobile user. Therefore our system is more useful in 
providing relevant results for mobile users.  

On the other hand, we initialize a user profile by using 
mass of information existing on his/her workstation 
(personal files), and next we retrieve relevant elements from 
this profile to use them in query reformulation. In our system 
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the user profile is ontological because it is constructed by 
considering related concepts from existing concepts in 
domain ontology (such as ODP taxonomy). Our proposed 
approach involves new methodology to retrieve query-
related elements from the ontological user profile. This 
methodology has been applied successfully to retrieve 
information from the semi-structured data. 

We have constructed a general architecture that combines 
several models: task model, user profile model and SRQ 
model. And we have constructed a new general language 
model for query expansion including the contextual factors 
and user profile in order to estimates the parameters in the 
model that is relevant to information retrieval systems. 

We use both a semantic knowledge (ODP Open 
Directory Project taxonomy) and a linguistic knowledge 
(WordNet) to improve web querying processing because the 
linguistic knowledge doesn’t capture the semantic 
relationships between concepts and the semantic knowledge 
doesn’t represent linguistic relationships of the concepts. 
Parsing the user query by the two previous types of 
knowledge generate the so-called query context. We proved 
that the integration of linguistic and semantic information 
into one repository was useful to learn user’s task. 

UML activity diagram is used to represent the user’s 
current task in order to detect the changes over time in the 
activities needed to accomplish this task and for describing 
all the sequences of the performed task. Each activity in the 
generated UML activity diagram expresses the task’s actual 
state. 

Our “State Reformulated Query” system has been 
implemented in a prototype and applied to web queries. We 
had achieved an experimental study using few scenarios by 
several users; the preliminary results from the prototype are 
encouraging. Also we proposed an evaluation protocol which 
uses three evaluation metrics to cover the evaluation of the 
expansion terms and the evaluation of returned results. The 
aim is to quantify the improvement provided by our system 
compared to the personalized reformulation query systems 
and the standard search without reformulation. From the 
various experiments, we have proved that the proposed 
framework provide more relevant results compared to the 
standard information retrieval system and the baseline query 
expansion mechanisms based only on the user profile. Thus, 
the experiments showed that our proposed context-based 
approach for information retrieval can greatly improve the 
relevance of search results. 

A. Future Works 

This research can be extended in several directions. 
Firstly to optimize the quality of generated terms and then 
the precision of results, secondly to optimize the detection of 
the user’s task and its states by improving the task model. 

To facilitate the use of the contextual model, we can use 
the contextual graph [28], instead of UML activity diagram 
to represent the user's current task. In our future work we 
plan to use this contextual graph. 

In future work for this research, we propose to use a 
Markov models to select the actual task state implicitly by 
predicting from a number of observed events, the next event 

from the probability distribution of the events which have 
followed these observed events in the past. For example, 
when the task at hand consists of predicting WWW pages to 
be requested by a user, the last observed event could be 
simply the last visited WWW page or it could contain 
additional information, such as the link which was followed 
to visit this page or the size of the document. 

 In perspective we can also improve the assistant of 
generating reformulated queries (SRQ) to be more intelligent 
by using the ChatBot technique; that means the assistant can 
chat with a user in order to focus on the actual task state. 

Further validation by using different types of queries and 
domains is required to provide more conclusive evidence. 
Further work is also needed to determine the circumstances 
under which the approach may not yield good results. 

We plan also to evaluate this method by using another 
evaluation protocol by constructing a test collection and 
determining relevant results for several queries in a particular 
context, and next comparing between these relevant results 
and the results that are returned by our system for the same 
queries in the same context. 
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