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Abstract—In this paper, we propose low complexity motion
estimation algorithms based on the Gray-coded bit-plane
matching. By exploiting almost identical operations among
similar but different matching error criteria, we can efficiently
determine the respective candidate motion vectors. In addition,
adopting multiple candidate motion estimation strategies into
those candidate motion vectors and local searches around the
best candidate motion vector dramatically enhance the motion
estimation accuracy. Experiments were carried out for
comparing the performances of the proposed algorithms with
other bit-plane matching based motion estimation algorithms
and full search block matching algorithm with the sum of
absolute differences as well. Surprisingly, the peak signal to
noise ratio difference between one of the proposed algorithms
and the full search block matching algorithm is within 0.05dB
on average.
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L INTRODUCTION

Due to the rapid growth of the multimedia service, the
video compression has become essential for reducing the
required bandwidth for transmission and storage in many
applications. In video compression, the motion estimation
(ME) and the motion compensation (MC) is the most crucial
part since it can reduce the total video data efficiently by
exploiting the temporal correlation between neighboring
frames. The block matching algorithm (BMA) is adopted in
many video compression standards because of its simplicity
and effectiveness [1][2]. In BMA, a current frame is
partitioned into small square (possibly rectangular) blocks
and a motion vector is estimated within its search range in
the reference frame by searching the most similar block
according to some matching criterion such as the sum of
absolute differences (SAD). Although the full search BMA
(FSBMA) can find an optimal motion vector according to
some matching criterion, its computational complexity is so
huge that it is not adequate for real time applications.
Therefore, many techniques including the fast searching and
the fast matching algorithms have been proposed to reduce
the high computational complexity of the FSBMA in the
literature. Among them, there are some techniques that use
different matching criteria instead of the classical SAD to
make faster the computation of the matching criterion itself
exploiting the bit-wise operations [3]-[12]. These algorithms
are called bit-plane matching (BPM) based ME. The
advantages of these techniques over the matching
algorithms using the classical SAD are two-fold: fast
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computation of the matching criterion and reduced memory
bandwidth in the interim of ME process. These techniques
include one-bit transform (1BT) [3], multiplication-free 1BT
[4], constrained 1BT (C1BT) [5], two-bit transform (2BT)
[6], weighted 2BT [9], truncated Gray-coded BPM
(TGCBPM) [7][12], weightless TGCBPM (WTGCBPM)
[8], etc. Among the above algorithms that use bit-wise
operations based matching criterion, TGCBPM and
WTGCBPM show the best results in terms of the ME
accuracy. In addition, the transforming the frame into bit-
planes is relatively simple.

Although the BPM based ME succeeded in reducing the
computational complexity, its ME accuracy is relatively
poor compared with the SAD based ME, resulting in
degraded reconstructed images. To remedy this situation,
multiple candidate motion searches were proposed in [11].
In general, performing many motion searches using
different matching criteria simultaneously helps improving
the overall performance, but their computational
complexities would increase heavily with the number of
matching criteria used. However, they exploited correlation
between two different matching criteria and did the dual
motion searches with negligible computational complexity
increase.

In this paper, we propose low complexity ME algorithms
based on the Gray-coded BPM. By exploiting the similar
operations between different matching error criteria, we can
efficiently determine the respective candidate motion
vectors. Adopting the multiple candidate motion search
strategy into those candidate motion vectors and local
searches around the best candidate motion vector
dramatically enhance the motion estimation accuracy.

The rest of this paper is organized as follows. In Section
2, we review some previous works related to the proposed
algorithm. In Section 3, we explain our proposed algorithm.

Experimental results and analyses are presented at Section 4.

Finally, Section 5 provides our conclusions.

II. PREVIOUS ALGORITHMS

In this section, we review some previous works on BPM
based ME and multiple candidate motion search.

A. Bit-plane Matching Based Motion Estimation

In [12], Gray-coded BPM based ME was first proposed.
And, TGCBPM and its variation WTGCBPM were
proposed in [7][8]. Both TGCBPM and WTGCBPM use
Gray-code mapping as transforming image frames into bit-
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planes, which is very simple compared to other bit-plane
transformation  algorithms using complex filtering
operations (e.g., I1BT, 2BT, C1BT, etc.). Let the gray-level
of the pixel at location (m, n) be represented as follows:

fmn)=a, 2" +a, 2"+ +a2" +a,2°

(D

where a* (0 < k < K-1) takes on either 0 or 1. Then the
corresponding Gray-code representation is given by

8x-1= g

8 =9,9a,,

0<k<K-2 &

where @ denotes the Boolean XOR operation and q; is the
k-th bit representation. This Gray code representation has
the unique property that consecutive codewords differ only
in one bit position [12]. After this transformation, TGCBPM
and WTGCBPM use respective number of non-matching
points (NNMP) as matching criteria which are given as:

NNMPgeppar, s (1, 1)
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where K represents the pixel-depth and N7B is the number
of truncated bits, the motion block size is NxN, and —s < m,
n < s is the search range. The kth most significant bit of the
Gray-coded image pixel frame of time ¢ is represented as g;
(ij). Note the similarity between NNMPrgczpy and
NNMPyrGeppy. Compared with the previous BPM based
ME algorithms, TGCBPM and WTGCBPM based ME show
significant gains in terms of ME accuracy [7][8].

B.  Multiple Candidate Motion Search

In [11], the authors proposed multiple candidate motion
searches based on two different matching criteria, i.e.,
WNNMP,z (M) and WNNMP,z(L). In general, performing
many motion searches using different matching criteria
simultaneously helps improving the overall performance,
but their computational complexities would increase heavily
with the number of matching criteria used. However, they
exploited the almost identical operations between two
different matching criteria and did the dual motion searches
with negligible computational complexity increase. The
multiple candidate motion searches based on the weighted
2BTs (MCW2BT) can be summarized as follows [11]:

1) Find two best motion vectors using two different
matching criteria, respectively.

2) If two best motion vectors with the respective
matching criteria are the same, declare it as the best
motion vector for the current block and go to 4).
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3) Calculate SADs of the two best motion vectors and
declare the motion vector with less SAD as the best
motion vector for the current block.

4) Go to the next current block.

It should be noted that the calculations of SADs are needed
only when the two best motion vectors are different.
According to the results in [11], the SAD calculations are
needed about 1 out of 11 motion blocks on average which is
very small. To enhance the overall ME accuracy, they also
adopted the local search strategy into the MCW2BT and
greatly enhanced the ME accuracy with small complexity
increase.

III. PROPOSED ALGORITHMS

This section explains our proposed algorithms, which
are based on Gray-coded BPMs. Since the proposed
algorithms are basically extensions of the MCW2BT, in
order to apply the multiple candidate motion searches, the
following two conditions must be satisfied:

i) The relative local behaviors of ME results for
respective matching criteria vary substantially.

ii) The operations among different matching criteria
must share many identical operations.

Condition i) is for enhancing the ME accuracy. The
multiple candidate motion searches take only the advantages
of the respective ME results. Therefore if the local
behaviors of ME results for respective matching criteria are
almost the same or if a certain matching criterion based ME
always outperforms the other matching criteria based ME,
there is no room for improving the ME accuracy using
multiple candidate motion searches. The greater the
difference of ME results among different matching criteria,
the better the final ME results of the multiple candidate
motion searches. Condition ii) is needed for computing the
different matching criteria efficiently with significantly less
computations. If there are some identical operations among
different matching criteria, respective matching criteria can
be easily calculated using already calculated values. If this
condition is not met, it is not useful for practical purposes.

To check the condition 1) for the Gray-coded BPMs, we
analyzed the performances of TGCBPM and WTGCBPM.
Table 1 shows the average peak signal to noise ratio (PSNR)
performances of TGCBPM and WTGCBPM of some CIF-
size test sequences with various NTBs when the motion
block size is 16x16, the search range is £16. We can see
from the Kth column of Table I that the average
performance varies from sequence to sequence. For
sequences of “akiyo”, “foreman”, “hall”, and “table tennis”,
WTGCBPM outperforms TGCBPM and for the other
sequences, TGCBPM outperforms WTGCBPM.

Unlike MCW2BT, we can also check the condition i) for
TGCBPMs and WTGCBPMs with different NTBs. That is,
the local behaviors of the ME results for TGCBPM and
WTGCBPM with NTB = k and with NTB = [ (k # [) are very
different. From the Gth and Hth column of Table I, the
average performances of TGCBPM with N7TB = 5 are
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TABLE 1. AVERAGE SEARCH POINTS OF ALGORITHMS FOR CIF SEQUENCES WHEN THE MOTION BLOCK SIZE IS 16x16

(100-FRAME, SEARCH RANGE IS £16)

TGCBPM WTGCBPM PSNR Difference
A B C D E F G H 1 J K
NTB=6 | NTB=5 | NTB=4 | NIB=6 | NTB=5 | NTB=4 A(l;S_z;l A(l:js_g? A(I;ZS_II;I;I A(IEE)R A(I;S_E)R
football 23.41 23.55 23.26 23.39 23.68 23.68 0.14 -0.29 0.29 0.00 0.13
akiyo 42.03 42.56 42.62 41.82 42.37 42.49 0.53 0.06 0.55 0.12 -0.19
foreman 31.91 32.68 32.83 31.76 32.51 32.82 0.77 0.15 0.75 0.31 -0.17
hall 33.09 33.84 33.71 33.01 33.81 33.79 0.75 -0.13 0.80 -0.02 -0.03
bus 24.46 24.53 24.39 24.51 24.66 24.67 0.07 -0.14 0.15 0.01 0.13
tempete 2737 27.46 27.42 27.37 27.51 27.52 0.09 -0.04 0.14 0.01 0.05
table tennis 28.11 28.37 28.30 27.93 28.18 28.29 0.26 -0.07 0.25 0.11 -0.19
children 28.89 28.68 28.46 28.91 28.93 28.90 -0.21 -0.22 0.02 -0.03 0.25
average 29.91 30.21 30.12 29.84 30.21 30.27 0.30 -0.09 0.37 0.06 0.00

always better, but between NTB = 4 and NTB = 5, the
average performances vary slightly from sequence to
sequence. However, we can observe the alternating local
ME results of TGCBPM with NTB = 5 and NTB = 6 in

Figure 1. Figure 1 shows the frame level PSNR results of

sequence “container” using TGCBPM with N7B = 5 and
NTB = 6. For the matching criterion of WTGCBPM, we can
see the alternating PSNR performances very clearly in the
Ith and Hth column of Table I.

—e— NTB=5
38.6 4 O NTB=6

PSNR

0 5 10 15 20 25 3 35 4 45 50 55

Frame Number
Figure 1. Frame-wise PSNR results of “container” using TGCBPM with
NTB =5 and NTB = 6 when the motion block size is 16x16 and the search
range is +16.

For checking the condition ii) for the above discussed,
we define the following NNMPg.,,; of the kth most
significant bit as:

N-IN-1

NNMP,,,, (m,n):=2"> " g/(i,/)® g, (i+m,j+n)

i=0 j=0

)

Then, the matching error criteria of TGCBPM and
WTGCBPM can be compactly represented as

Copyright (c) IARIA, 2016. ISBN: 978-1-61208-452-7

K-l
NNMPFrGeppay, s (1) = Z ZkiNmNNMPgmm’k (m,n)

k=NTB

(6)
K-1
NNMB, 6500, w75 (m,n) = z NNMF;ram,k (m,n)

k=NTB
Therefore, TGCBPM and WTGCBPM with different NTBs
can be recurrently calculated as follows:

NNMP,cpprs - (m,n) = NNMPF,,, ., (m,n)

NNMPFcgpn i (m1) 7
=2x NNMPBygcppyy i (M) + NNMP,,, . (m,n)
NNMEVTGCBPM,K—I(m’n) = NNMRgVam,K—l(m? n)

NNME, 1.5y (1) )

= NNME,;5cpp1 1 (1) + NNMF,,,  (m,n)

where (0 < k£ < K-2). Note that in this case, the recurrence
relation is in reverse order. From the equations (6), (7) and
(8), we can see that once the calculations of the values
NNMP,,,,,, are finished, the final calculations of the
matching criteria NNMPrceppuk.1, NNMProespyka, *> and
NNMPrceppyunrp can be easily carried out with additional
(K-NTB-1) additions and (K-NTB-1) shift operations only.
In the same way, for calculations of the matching criteria
NNMPyrceppyk-1, NNMPryreeppyk-2, Y and
NNMPyrceppunrs can be easily calculated with additional
(K-NTB-1) additions only. Therefore, we can enhance the
ME accuracy using multiple candidate motion searches
without noticeable increase of computational complexity.
Exploiting the above observations, we propose a multiple
candidate motion searches based on the Gray-coded BPM
(MCGCBPM) as follows:

1) Calculate the values of NNMPy,,, (NTB < k < K-1)
as in (5).

2) Using (7), calculate the matching criteria of
TGCBPM, i.e., NNMPTGCBPM,K-I) NNMPTGCBPM,K—Z; Ty,
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TABLE II. AVERAGE PSNR AND THE NUMBER OF SAD CALCULATIONS COMPARISON OF THE ALGORITHMS (NTB = 4)

IBT 2BT TGCBPM | WTGCBPM | AM2BT M({YgBT MC(_}SBPM FSBMA
sequences | 16x16 | 8x8 | 16x16| 8x8 |[16x16| 8x8 |16x16| 8x8 | 16x16 | 8x8 | 16x16 | 8x8 | 16x16| 8x8 | 16x16| 8x8
stefan | 25.12 | 24.90 | 25.25 | 25.77 | 25.48 | 2628 | 25.40 | 26.16 é;:gg) (?g:g(l)) (%g:gé) (%g:ﬁ) (265.673()) éﬁfég) 25.75 | 26.74
football | 22.64 | 23.46 | 23.06 | 24.35 | 23.68 | 25.36 | 23.26 | 24.90 ég:gg) 52}2) (ﬁ:gg) (ﬁi?g) (273.'39;‘) (275.21806) 24.00 | 25.95
akiyo | 41.66 | 35.23 | 42.43 | 41.81 | 42.49 | 42.66 | 42.62 | 42.93 ?0%5577) ?&6631) ?32.6719) (‘fﬁg) ?2%;?93) (423.'9414) 42.84 | 43.48
foreman | 31.69 | 30.64 | 31.81 | 31.98 | 32.82 | 33.88 | 32.83 | 34.06 (332_'2660) (313.'9656) (gz?% (?‘3‘:%) (373.'3318) (3;'1919) 33.43 | 35.13
mobile | 23.50 | 23.31 | 23.58 | 23.890 | 23.78 | 24.44 | 23.58 | 24.05 éi:gj) (12;'769) (2939839) (ﬁ%) (263.'1901) (2;'9789) 23.92 | 24.83
hall | 32.13 | 30.83 | 33.22 | 33.95 | 33.79 | 34.94 | 33.71 | 34.89 (323.8821) (31%'2997) (ﬁg% (fgzég) (37‘2257) (385.4763) 3434 | 35.87
coastguard | 29.09 | 28.17 | 29.23 | 29.52 | 29.44 | 30.09 | 29.37 | 30.25 (27%555) (349'7376) (29?'9526) (?(1):3;) (26?5671) (379'1634) 29.62 | 30.68
container | 37.57 | 34.81 | 38.12 | 37.82 | 37.90 | 37.69 | 37.98 | 37.84 (308_'5196) (35'6079) (378.'92?) (39%226) (35%2;‘) (36%256) 3833 | 3842
bus | 23.86 | 24.58 | 24.14 | 2524 | 24.67 | 2633 | 2439 | 25.97 é‘s‘:;g) 5?2% (%g:gj) 5?:3‘1‘) (26‘%4) éﬁf% 24.90 | 26.83
dancer | 29.67 | 30.57 | 3029 | 30.87 | 31.55 | 32.64 | 30.93 | 32.21 (ﬂg‘% fj'ﬁg 5;:‘5‘2) (%:gg) 5(1):342‘) (?(3):2(7)) 32.14 | 33.72
“:i‘;tgglt‘zd 37.58 | 35.83 | 39.34 | 38.99 | 39.57 | 39.59 | 39.75 | 40.08 (31?'158’3) (30?8657) (ﬁ:g;‘) (‘1“3)122) ?79'1(1‘6) (47(?'9*16) 40.12 | 41.02
tempete | 27.01 | 2651 | 27.25 | 27.46 | 27.52 | 27.96 | 27.42 | 27.88 5;:?3) (288.4156) (297.3670) (%’f:éi) (267.'1678) (2780323) 27.70 | 28.38
table tennis | 27.44 | 28.09 | 27.87 | 29.00 | 2829 | 20.83 | 283 | 29.8 (?g:g?) (34%15) (ﬁ:%) (Tg:;;) (27§'1767) (379'5‘;4) 28.87 | 30.55
flower | 25.73 | 26.44 | 25.83 | 26.92 | 25.95 | 27.23 | 25.88 | 27.15 ég:gg) (297.'0350) (f?:gg) (g:?;) (26§§0()2) (277;‘33) 26.03 | 27.45
children | 28.05 | 27.75 | 28.32 | 29.64 | 28.90 | 30.55 | 28.46 | 30.16 5%2) (359'2992) (24?'5()953) (349'3736) (239.611()) (321.;2)2) 2924 | 31.10
paris | 30.16 | 29.73 | 30.16 | 31.23 | 30.53 | 31.96 | 3036 | 31.75 (370_'3538) (322.§02()) (369'9612) (38%5169) (349'267‘9) (35%2346) 3071 | 32.41
news | 3558 | 33.22 | 36.50 | 37.20 | 37.05 | 38.19 | 36.82 | 38.11 (337.6055) (35'3382) (35?'51355) gﬁ; (33?'532;2) (34?12369) 3733 | 3895
Average | 29.91 | 29.06 | 30.38 | 30.92 | 30.79 | 31.74 | 30.65 | 31.66 (‘;’g:gg) fé‘&l) ?9%973) (‘ﬁ:g% fé‘l"f) (3’62.'7334) 3113 | 32.44

and NNMPrgcppynrs- And using (8), calculate the
matching criteria of WTGCBPM, ie.,
NNMPyroeppmk-1,  NNMPwreespmk2, — +»  and
NNMP yr6eppyNTB-

3) Find respective candidate motion vectors according
to the matching criteria calculated in 2).

4) Calculate SADs of candidate motion vectors and
declare the motion vector with the least SAD as the
best motion vector for the current block.

5) Go to the next current block.

To enhance the overall ME accuracy, we adopt the local
search strategy into MCGCBPM. As we tested several local
search algorithms with MCGCBPM, two-step search in [10]
showed the best performance in terms of the PSNR
performance and computational complexity. In summary, we
propose the following MCGCBPM with two-step local
search, namely MCGCBPM-LS:
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D)
2)

3)

4)

3)

6)

Calculate the values of NNMPy, i (NTB < k < K-1)
as in (5).

Using (7), calculate the matching criteria of
TGCBPM, i.e., NNMPTGCBPM,K-I) NNMPTGCBPM,K—Z; Ty,
and NNMPrgcppynre- And using (8), calculate the
matching criteria of  WTGCBPM, ie.,
NNMPyrcegpyr-1,  NNMPywroespu k-2, Y and
NNMPyr6eppmnts-

Find respective candidate motion vectors according
to the matching criteria calculated in 2).

Calculate SADs of candidate motion vectors and
declare the motion vector with the least SAD as the
predicted motion vector.

Do two-step search around the predicted motion
vector and find the best motion vector using SAD for
the current block.

Go to the next current block.
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Figure 2. Sample results for the “foreman” sequence when the motion block size is 16 x 16 and the search range is £16. (a) Original frame, (b)
Reconstructed frame with the SAD based ME (PSNR = 30.48dB) (c¢) Reconstructed frame with the MCW2BT-LS ME (PSNR = 29.56dB), (d)
Reconstructed frame with TGCBPM with NTB =5 (PSNR = 29.91dB), (e) Reconstructed frame with WTGCBPM with NTB = 5 (PSNR = 29.72dB), and
(f) Reconstructed frame with the proposed MCGCBPM-LS with NTB = 5 (PSNR = 30.36dB)

IV. EXPERIMENTAL RESULTS

Several experiments were carried out to compare the
performances of the proposed algorithms with 1BT [3], 2BT
[4], TGCBPM [7], WTGCBPM [8], AM2BT [10],
MCW2BT-LS [11], and the FSBMA. The first 100 frames
of 17 CIF (352 x 288) sequences (stefan, football, akiyo,
foreman, mobile, hall monitor, coastguard, container, bus,
dancer, mother and daughter, tempete, table tennis, flower,
children, paris, and news) are used as test sequences. All the
searching processes were in spiral order. For an efficient
calculation of SADs, we adopted a typical PDE algorithm
whose partial SAD order is 8.

A. Performance Evaluation

Table II shows the average PSNR results and the number
of SAD calculations (if available) per motion block of the
proposed MCGCBPM-LS compared with other ME
algorithms when NTB = 4. When the motion block size is
16x16 and the search range is +16, we can see that the
proposed MCGCBPM -LS outperforms 1BT and 2BT based
ME by 1.17dB and 0.70dB, respectively. And since the
proposed MCGCBPM-LS takes only the advantages of
TGCBPM and WTGCBPM, we can expect that the
performance of the proposed algorithm will always be better
than TGCBPM and WTGCBPM based ME, and the table
shows that it is the case. Compared with AM2BT and
MCW2BT-LS, the proposed MCGCBPM-LS is better in
terms of both the PSNR performance and the computational
complexity. To be specific, for PSNR performance, the
proposed algorithm is better than AM2BT and MCW2BT-
LS by 0.20dB and 0.15dB, respectively. For computational
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complexity in terms of SAD computations, the proposed
MCGCBPM-LS requires 39.92% of AM2BT and 62.21% of
MCW2BT-LS. Compared with the performance with
FSBMA, FSBMA outperforms the proposed MCGCBPM-
LS by 0.05dB, which is very small. To be specific, for
sequences ‘“akiyo”, “mobile”, ‘“coastguard”, “tempete”,
“flower”, “paris”, and ‘“news”, the PSNR performance
differences are within 0.03dB.

When the motion block size is 8x8 and the search range
is +8, the PSNR performance differences between the
proposed MCGCBPM-LS and 1BT, 2BT, TCGBPM,
WTGCBPM, AM2BT, and MCW2BT-LS are more than
twice compared with the results when the motion block size
is 16x16. For computational complexity, the proposed
MCGCBPM-LS requires 60.79% of MCW2BT-LS in terms
of SAD computations. In contrast, the proposed
MCGCBPM -LS requires 11.06% more SAD computations
compared with AM2BT. However, since the PSNR
improvement of the proposed MCGCBPM-LS over AM2BT
is about 0.43dB, we presume that this slight computational
complexity increase is tolerable.

B.  Visual Quality Evaluation

To compare the visual quality of the proposed algorithm
with other algorithms (TGCBPM, WTGCBPM, MCW2BT-
LS, and FSBMA), the reconstructed frames of “foreman” are
given in Figure 2. The motion block size is 16x16, the search
range is +£16, and NTB = 5. As can be seen from the figures,
many bad motion vectors are observed in the reconstructed
frames of TGCBPM and WTGCBPM resulting in annoying
visual quality. For MCW2BT-LS, some bad motion vectors
are seen in the reconstructed frames. However, in case of the
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proposed MCGCBPM-LS, bad motion vectors are reduced
significantly and its visual appearance is much more pleasing
and almost the same as that of the FSBMA, which can be
expected from the PSNR results.

V. CONCLUSIONS

Low complexity ME algorithms based on the Gray-coded
BPM are proposed in this paper. By exploiting almost
identical operations among similar but different matching
error criteria, we can efficiently determine the respective
candidate motion vectors. Moreover, adopting multiple
candidate ME strategies into those candidate motion vectors
and two-step local searches around the best candidate motion
vector enhance the motion estimation accuracy substantially
with relatively small computational complexity increase.
Experiments were carried out for comparing the performance
of the proposed algorithms with other BPM based motion
estimation algorithms, and FSBMA as well. The proposed
MCGCBPM -LS outperforms all the other BPM based MEs
with negligible complexity increase. The PSNR difference
between the proposed MCGCBPM-LS and FSBMA is
within 0.05dB on average for NTB = 4.
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