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Abstract—In the context of Wireless Sensor Networks (WSNs), Communication by messages is the activity that needs the mos
where sensors have limited energy power, it is necessary tojmportant quantity of energy, while power required by CPU
carefully manage this scarce resource by saving communidans. is minimal. For example, Pottie and Kaiser [3] show that the

Clustering is considered as an effective scheme to increasiee t of t it 1KB dist
scalability and lifetime of wireless sensor networks. Morever, energy cost or fransmiting a message over a distance

failures and topological changes are inevitable in sensoratworks  Of 100 meters is approximately equivalent to the execution
due to the inhospitable environment, unattended deploymen of 3 million CPU instructions by a 100 MIPS/W processor.

or nodes mobility. Therefore, one of the wanted properties b Thus, conserving communication power is more important in
WSNs is the fault tolerance and adaptivity to topological clanges. WSNs than optimizing processing. Consequently, to extend

We propose a fault-tolerant and energy-efficient distribued self- th work lifeti i . tant t |
stabilizing clustering protocol based on message-passirigr het- e sensor network lifetime, it is very important to cargfu

erogeneous wireless sensor networks. This protocol is adeg to Manage the very scarce battery power of sensors by limiting
topological changes, optimizes energy consumption and gdamgs communications. This can be done through notably efficient
the network lifetime by minimizing the number of messages routing protocols that optimize energy consumption. Many
involved in the construction of clusters. Our generic clustring previous studies (e.g., Yu at. [4] and Younis and Fahmy [5])

protocol can be easily used for constructing clusters accding to d that clustering i ffecti h - i
multiple criteria in the election of cluster-heads, such amodes’ prove at clustering IS an enective scheme In Increasieg

identity, residual energy or degree_ We propose to validateur Scalability and lifetime of wireless sensor networks. @uﬂg
approach under the different election metrics by evaluatiig its consists in partitioning the network into groups calledstdus,
communication cost in terms of messages, energy consumptio thus giving a hierarchical structure [6].
and number of clusters. Simulation results show that, in tems On the other hand, nodes in WSNs are prone to be failure
of of messages, energy consumption and clusters distriboti, . . .

due to energy depletion, hardware failure, communicaiida |

it is better to use the Highest-ID metric for electing CHs. o )
Furthermore, after faults occurrence, the re-clustering st is €rrors, malicious attack, and so on. Fault tolerance is btteo

minimal compared to the clustering cost. critical issues in WSNs as proved in many studies like Liu et
KeywordsSelf-stabilizing clustering Wireless Sensor Networks &% [7], Zhang etal. [8] and Hao etal. [9]. Fault tolerance

Energy-efficient Fault-tolerant; OMNeT++ simulatot is defined as the ability of a system to deliver a desired
level of functionality in the presence of faults [10]. Thiene,

|. INTRODUCTION one of the most wanted properties of WSNs is the fault

A preliminary version of this paper, entitled “Evaluatiortolerance and adaptivity to topological changes, whichsisin
Study of Self-Stabilizing Cluster-Head Election Criteiim of the system’s ability to react to faults and perturbations
WSNSs”, is published in CTRQ’2013 [1]. In this paper, we inSelf-stabilization is an approach to design fault-tolérand
clude fault-tolerance and energy-efficiency mechanisnmbén adaptive to topological changes distributed systems [11].
context of heterogeneous Wireless Sensors Networks (WNSspeveral self-stabilization clustering approaches arpgsed
with energy constraint. To the best of our knowledge, therein the literature and used, for example, in the case of a
no paper in the literature where the solutions are fauirtoit, WSN for routing collected information to a base station.
energy-aware, self-stabilizing and where the same prapodéowever, most of them are based on state model, so they
approach is compared in the case of different CH electiame not realistic compared to message-passing basedriigste
methods. ones. Moreover, approaches in the last category are net self

Due to their properties and wide applications, WSNs hawtabilizing and they are generally highly costly in terms of
been gaining growing interest in the last decades. The®sessages; while in the case of WSNSs, clustering aims at
networks are used in various domains like: medical, sdienti optimizing communications and energy consumption.
environmental, military, security, agricultural, smarmnhes, In this paper, we propose a fault-tolerant and energy-
etc. [2]. efficient distributed self-stabilizing clustering protddased

In WSN, sensors have very limited energy resources dar message-passing for heterogeneous wireless sensor net-
to their small size. This battery power is consumed hyorks. The proposed algorithm is based only on informa-
three operations: data sensing, communication, and pimges tion from neighboring nodes at distandeto build k-hops
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clusters. It optimizes energy consumption and then praongetwork is partitioned into clusters. After that, the nettivo
the network lifetime by minimizing the number of messagestays partitioned during the convergence phase towardita leg
involved in the construction of clusters. Our clusteringtpcol imate configuration where clusters verify the ad hoc clirsger
offers an optimized structure for routing. It can be easilgroperties. These approaches [15], [16], based on statelmod
used for constructing clusters according to multiple cidtén  are not realistic in the context of wireless sensor networks
the election of cluster-heads such as: nodes’ identitydues Self-stabilizing algorithms proposed in [12], [13], [18jea
energy, degree or a combination of these criteria. We pmpdshops clustering solutions.
to validate our approach by evaluating its communicationIn [18], Mitton et al. applied self-stabilization principles
cost in terms of messages, energy consumption and percener a clustering protocol proposed in [17] and they presint
age of formed clusters. Thus, on one hand, we compagmperties of robustness. Each node computek-iensity
its performance in the case of using different cluster-seadalue based on its view{§ + 1}-neighborhood) and locally
election methods under the same clustering approach dmdadcasts it to all its neighbors at distanee Thus, each
testing framework. On the other hand, we evaluate the fauftede is able to decide by itself whether it wins in its
tolerance mechanism of proposed approach. Moreover, weighborhoodas usual, the smallesD will be used to decide
compare our algorithm with some of the most referenced selfetween joint winners). Once a clusterhead is elected, the
stabilizing solutions. clusterhead/ D and its density are locally broadcasted by
The remainder of the paper is organized as follows. Seal#t nodes that have joined this cluster. A cluster can then
tion Il illustrates the related work on clustering approaeh extend itself until it reaches a cluster frontier of another
Section Ill describes the proposed clustering approaakiel- clusterhead. The approach proposed in [17], [18] genegates
head election methods and the fault-tolerant mechanisen-Thlot of messages. The main reason is due to the fact that each
retical validation is discussed in Section IV, where we carep node must know{k + 1}-neighboring computes itk-density
our algorithm with some of most referenced self-stabitizinvalue and locally broadcasts it to all iksneighbors This is
solutions. Section V presents the validation of the progoseery expensive in terms of messages and causes an important
approach through simulation. Finally, Section VI concleideenergy consumption.
this paper and presents our working perspectives. In [13], using the criterion of minimal identity, Dattt al.
have proposed a self-stabilizing distributed algorithrniiech
MINIMAL. This approach is designed for teate mode{also
Several proposals of self-stabilizing clustering havenbeealled shared memory modebnd uses an unfair daemon.
done in the literature [12], [13], [14], [15], [16], [17], 8. Authors consider an arbitrary network of processes with
However, self-stabilizing algorithms presented in [14]5], uniquelDs and no designated leader. Each process can read
[16], [17] are 1-hop clusters solutions. its own registers and those of its neighbors at distandesut
A metric calleddensityis used by Mittonet al. in [17], can write only to its own registers. They compute a suliset
in order to minimize the reconstruction of structures faw lo a minimalk-dominatingset of graphG. D is defined as &-
topology change. Each node calculates its density and broddminatingset if every process that is not i is at distance
casts it to its neighbors located at 1-hop. For the maintsmarat mostk from a member ofD. MINIMAL converges irO(n)
of clusters, each node periodically calculates its mgbdd rounds. UsingD as the set otlusterheadsa partition of G
density. into clusters, each of radius follows. Authors show that
Flauzacet al. [14] have proposed a self-stabilizing clusterO(n?) steps are sufficient for the phase clock to stabilize.
ing algorithm, which is based on the identity of its neighAnd after stabilization,MINIMAL requires O(n?) steps to
borhood to build clusters. This construction is done usirgkecuten actions. Thus, the system converges to a terminal
the identities of each node that are assumed unique. Tdwnfiguration inO(n?) steps starting from any configuration
advantage of this algorithm is to combine in the same phase t#nd requiresD(log(n)) memory space per process, where
neighbors discovering and the clusters establishing. Mae is the size of the network.
this deterministic algorithm constructs disjoint clustere., a  Caronet al. [12], using as metric a unique ID for each
node is always in only one cluster. process and weighted edges, have proposed a self-stapilizi
In [15], Johnenet al. have proposed a self-stabilizingk-clusteringalgorithm based on a state model. Note tkat
protocol designed for the state model to build 1-hop clgsteclustering of a graph consists in partitioning network nodes
having a bounded size. This algorithm guarantees that tinéo disjoints clusters, in which every node is at a distaofcat
network nodes are partitioned into clusters where each omestk from the clusterhead. This solution is partially inspired
has at mostSize Bound nodes. The clusterheads are chosdry Amis et al.[19] and finds ak-dominatingset in a network
according to theirweight value. In this case, the node withof processes. It is a combination of several self-stabijzi
the highest weight becomes clusterhead. In [16], Joleteh. algorithms and it uses an unfair daemon. Each process can
have extended this proposal from [15]. They have proposezhd its own registers and those of its neighbors at distance
a robust self-stabilizing weight-based clustering alon. % + 1, but can write only to its own registers. This algorithm
The robustness property guarantees that, starting from etecutes inO(nk) rounds and require®(log(n) + log(k))
arbitrary configuration, after one asynchronous round, tineemory space per process, wherés the network size.

Il. RELATED WORK
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I1.
A. Basic idea

PROPOSEDCLUSTERING APPROACH

To simplify the description of our approach, we consider th
case where the selection criterion to become clusterhethé is

node’s identity. We will present later the proposed apphnoac

using others CHs election criteria.

Our proposed algorithm is self-stabilizing and does n
require any initialization. Starting from any arbitraryndigu-
ration, with only one type of exchanged message, nodes
structured in non-overlapping clusters in a finite number
steps. This message is calledllo messagand it is periodi-
cally exchanged between each neighbor nodes. It contaéns
following four information: node identity, cluster idetyti node
status and the distance to cluster-head. Note that cluier i
tity is also the identity of the cluster-head. Thus, thedales-
sage structure isello(idy, cly, status,, dist(, cm,)). Fur-
thermore, each node maintains a neighbor t&lslee Neigh,,

that contains the set of its neighboring nodes states. \Whernc

StateNeigh,[v] contains the states of nodeseighbor ofu.

The solution that we propose proceeds as follows:

As soon as a node receives a hello message, it executes
three steps consecutively (see Algorithm 1). The first st
is to update neighborhood. The next step is to manage
coherence and the last step is to build the clusters. Duhieg
last step, each node chosen as cluster-head the node th
optimizes the criterion and located at most a distahcét
the end of this three steps, sends a hello message to its
neighbors. The details of Algorithm 1 and mathematical pro
are describe in Ba @l. [20]. Note that we have illustrated this
algorithm with the ID criterion. Nevertheless, for the Degr
and Energy criteria, we have the same design.

After updating the neighborhood, nodes check their cp
herency. For example, as a cluster-head has the highest id
tity, if a nodeu hasCH status, its cluster identity must be
equal to its identity. In Fig. 1(a), nod® is cluster-head. Its
identity is 2 and its cluster identity isl, so node 2 is not
a coherent node. Similarly for nodds and 0. Each node
detects its incoherence and corrects it during the cohere

management step. Fig. 1(b) shows nodes that are coherer
status = CH status = SN status = SN
cl=1 cl=2 cl =0
dist = O dist = O dist = 2
gn =2 gn =1 gn =1
@ . ©

(a) Incoherent nodes
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Algorithm 1: Fault-Tolerant and Energy-Efficient Generi
Clustering algorithm for WSNs.

[+ Upon receiving nessage froma

e

nei ghbor */

Predicates

Py (u) = (status, = CH)

Py(u) = (status, = SN)
bt Ps(u) = (status, = GN)

Pio u) = (Clu a Zd/u) \ (d/ZSt (u,CHy) S 0) (gnu # Zd/u)
B, (u) = (cly = idy) V (dzst(umu) =0)V (gny = idy)
DfP (w) =

20(u) =
tth € Ny, (idy > idy) A (idy > cly) A (dist(y) < k)

Py (u) = Fv € Ny, (status, = CH) A (cl, > cly)

Pyo(u) = v € Ny, (cly > cly) A (dist,cm,) < k)

Py3(u) = Yo € Ny/(cly > cl), (disty,cm,) = k)

Pyy(u) = 3v € Ny, (cly # cly) N (dist,cr,) =

B)V (diste.cm) = k)

Rules

/= Updat e nei ghbor hood */

StateNeigh,[v] == (idy, cly, status,, dist, c,));
P/« Custer-1: Coherent managenent */

"R 10(u) Pl( ) A Pro(u)
— cly == idy; gny, = idy; dist(y,cm,) = 05

B Roo(u) = {Pa(u) V Ps(u) } A Pao(u) —>

statusy == CH;cly = idy; gny = idy; dist,cn,) = 0;

P /% Cluster-2: Clustering */
Rii(u) it =Pi(u) A Pyo(u) — status, := CH;cl, =
idy; dist(y,cm,) = 05 gy = idy;
Ria(u) i =Pi(u) A Py(u) — status, := SN;cl, ==
zdv,dzst(u v) = 1;9ny := NeighCH,;

CR1s(w) 2 = PL(u) A Pyg(u) —
status, := SN;cl,
dist(, cm,) + 1; gny := NeighMazx;
Ris(u) = —=Pi(u ) A Pys(u) — status, := CH;cly, :=
zdv,dzst(u cH,) = 05 gny = idy;

'CRis(u) i Po(u) A Puu(u) —> status, := GN;

L. Rig(u) : Pi(u) A Py (u) — status, := SN;cl, :=
idy; dist(y,) = 1;gny = NeighCHy;
R17(u) . Pl(u) A P42(U) —
statusy := SN;cly := cly;dist,,cn,) =
dist(y,cm,) +1; gnu := NeighMaz,;

= cly;dist,cH,) =

/+* Sendi ng hell o nessage */

status = CH status = SN status = SN

cl=2 cl=2 cl=2
dist = O dist = 1 dist = 2
gn =2 agn =2 gn =1

= . o

(b) Coherent nodes

Figure 1. Coherent and incoherent nodes

Ro(u) =2 hello(id.y, cly, status,, dist(, cw,));

B. Cluster-heads election

Existing clustering approaches use one or more criteria
for electing cluster-heads, for example: nodes’ ID, degree
density, mobility, distance between nodes, service tima as
CH, security, information features or a combination of riplt
criteria. However, to the best of our knowledge, there is no
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paper in the literature where the same proposed approacisame approaches [24], [27], [28] propose to elect as CH the
compared in the case of different CH election methods. It i®@de having the nearest degree to an ideal valughus, the
important to study the influence of each criterion under theest candidate is the one minimizing its distance to thialide
same test conditions and, ideally, under the same clugterategreeA; = |D — p|.
approach. To this end, we propose a generic distributed selfFor the two cases described above, when more than one
stabilizing clustering approach that can be used with any Gtdde has the maximum (respectively ideal) degree and is
election criterion. Then, we compare costs and performahcecandidate to become a CH, the election is done according to a
the proposed solution in the case where several electitarieri secondary criterion which is the highest ID. As each node of
(Highest-1D, Highest-degree and residual energy of nodes) the network has a unique ID, this criterion is discrimingtin
used. 3) Residual Energy:In this approach, decision-making

1) Highest/D: concerning the most suitable node to become CH is done

Lowest-Identifier based clustering was originally prombseaccording to the residual energy (i.e., remaining battenwey
by Baker etal. [21]. It has proven that, clustering based ofevel) of each sensor. Indeed, CHs are generally much more
ID criterion is one of the most performant approaches in &licited during the routing process. So, in order to preser
hoc networks [22], [23], [24], [25]. their energy and to avoid the frequently reconstructionhef t

In our approach, each node compares its identity with thoskisters, CHs need more important battery levels compared t
of its neighbors a distance 1. A nodelects itself as a cluster- the others normal nodes.
head if it has the highest identity among all nodes of itstelus  During the clustering procedure, network nodes progres-
(in Fig. 2, example of nod® in cluster V). If a nodew Sively consume their energy due to the messages exchanges.
discovers a neighbar with a highest identity then it becomesThus, after some rounds a nodeith initially the maximum
a node of the same cluster aswith SN status (in Fig. 2, battery power level and candidate to become a CH can have
example of noded,3,4 and 7 in clusterV;). If « receives later less energy than an another neighbor npd&his can
again a hello message from another neighbor which is ingad to more iterations aiming at electing the other npdéth
another cluster than, the nodeu becomes gateway node withthe maximum residual energy. In order to limit the frequentl
GN status (in Fig. 2, example of nodgsands in clusterV;, changes of CH candidates for a negligible energy difference
and node2 in clusterVjy). As the hello message contains thave propose to use an energy gain threshigld Thus, while
distance between each nodend its clusterhead, knows if A. = |E;—E;| is less tharf'r, the node preserves its leader-

the diameter of cluster is reached. So it can choose anotBBip position. This guarantees more stability of the chisge
cluster. process and extends the network lifetime by minimizing the
energy consumption involved in the clustering procedure.

C. Fault-tolerance mechanism

In this section, we study the fault-tolerance mechanism of
proposed approach. Our algorithm is fault-tolerant anghteth
to topological changes. To the best of our knowledge, there i
no paper in the literature where the solutions are faudtrtoit,
energy-aware, self-stabilizing and where the same prapose
approach is compared in the case of different CH election
O O ] methods.
Clusternead SimpleNode - Gateway Node A system failure occurs when the delivered service deviates
from the specified service [10]. Hardware and software $ault
Figure 2. Clusters organizatiom ¢ 2) affect the system state and the operational behavior, such
as memory or register content, program control flow, and
2) Highest or Ideal Degreeln this approach, we determinecommunication links, etc. Communication faults can be edus
how well suited a node is for becoming CH according tdue to hardware failure or energy depletion. Communication
its degreeD (i.e., the number of neighbors). There are tweoan be disrupted due to environmental conditions like wind o
categories of approaches based on nodes’ degrees. Somemiof Hardware faults can also disrupt radio communication
them propose to limit communications by electing the nodmding all the communication.
having the highest degree as CH. This is an original proposaln the following, we consider that after the occurrence of
of Gerla and Tsai [26]. However, each CH can ideally suppatfault, the concerned node disappears from the network and
only p (a pre-defined threshold) nodes to ensure an efficighe graph remains connected. We also assume that faults can
functioning regarding delay and energy consumption. Iddeeccur after stabilization (i.e., after clusters formajioks soon
at each step of the routing process, when a node has masya node detects the disappearance of a neighbor, it comiside
neighbors it receives as many messages as its degree. Ttis as an occurred fault. Thus, it triggers the fault-taee
leads to a rapid draining of sensors’ battery power. To ensumechanism callede-clustering Let « the disappeared node.
that a CH handles upto a certain number of nodes in its clustAccording the status of node, two cases are possible:

Legende:
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Update Nieghborhood

(a) Clusters structure before the disappearance of notigis$S N or (b) After the disappearance of node’s stail or GN, nodesl0, 0

GN. In this example, nod& in cluster of nodel0 with SN statusand node8 member of cluster of nod&0 that detect the disappearance

and node2 in cluster of node9 with GN status will disappear fronof node6 update its neighborhood table. Similarly, nddand1 update

the network. their neighborhood tables after the disappearance of Bodih G N

status and member of cluster of nofle
hello message ST T V9 AN _dist=1 P -

(c) After updating the neighborhood, nodes impacted by tisapd (d) Clusters structure at the end of re-clustering procassed by the

pearance of a neighbor send a hello message to its neighhattsis disappearance of node’s stattid’ or GN. Thus, the disappearance of

example, nodes is impacted by the disappearance of n@ddn fact, node’s statusSN or GW does not lead to clusters change but only

as shows in Fig. 3(a), the gateway of n&i® reach itsC H (node10) one updating neighborhood table.

was nodes. Thus, node8 selects nod® as the new gateway to reach

its CH. It sends a hello message to its all neighbors at distant®e

notify of its gateway change. Similarly to node it becomes simple

node withS N status. In fact, node was the only one to be a member

of another cluster in the neighborhood of nagle

Figure 3. Disappearance of node’s statl¥ or GW (in this examplek = 2)
o Case 1 status, € {SN,GN}: the disappeared node another cluster (i.e..cl, # idy) A (dist(,cm,) =

is a simple or gateway node. In this case, all nede k)), the only requirement action is to remove all
that detects the disappearance of nadeemoves all information about thisC’H by updating its neigh-
information aboutu from its neighborhood table. As borhood table. This is the case case of nédas
illustrated in Fig. 3, the disappearance of node’s status illustrated in Fig. 4(a) and Fig. 4(b)
SN or GW does not lead to clusters change but only 2) For all nodev at distancel of « that is member of
one updating neighborhood table. However, if the nade cluster of node: (i.e.,v € N, such thatstatus, €
has been chosen by a nodas gateway (i.egn, = id,) {SN,GN} A(cl, = id,)) as illustrated in Fig. 4(b)
through which it can reach it€'H, then v chooses and Fig. 4(c),v executes three actions. Firstly, it
another nodev in its neighborhood table as new gateway removes all information about thiSsH by updating
to reach itsC H. Furthermore, if node was the only one its neighborhood table. Secondly, it triggers the re-
to be a member of another cluster in the neighborhood clustering process in order to choose another cluster-
of nodew, thusv becomes simple node with stat§sv. head. Thirdly, after having chosen another cluster-
After updating the neighborhood table, all nod¢hat is head, each node sends to its neighbors at distance
impacted by the disappearance of nadsends a hello 1 a hello message in order to inform their cluster-
message to its all neighbors distarice head change. Therefore, all nodeat distance2

to w such thatw € N,\{v} A ¢l,, = id, receives
information about the disappearance of nade

3) Thus, in our process of re-clustering, we have the
following induction assumption: each node at dis-
tancei of the disappeared'H, executes process re-

o Case 2 status, = CH: if a nodeu with CH status
disappears from de the network, the fault-tolerance mech-
anism proceeds as follows (example of the disappearance
of node9 as illustrated in Fig. 4):

1) For all nodev at distancel of u that is member of
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- dist=2 - 9 s -
Disappearance of node's status CH Seel e -

(a) Structure of clusters before the disappearance of fodigh C' H (b) After the disappearance of noflevith C'H status, nod& removes

status. all information about nod® in its neighborhood table. In fact, node
8 is member of cluster of node0 and it is at distanc€ of node10.
Thus, it is not affected by the disappearance of nfdblevertheless,
nodes1, 4 and 7 have as cluster-head no@e Thus, they will trigger
the process of re-clustering after updating their neighbod table.

\
cl=10

\ =7

g . \V AR

- (. . e ,
hello message s dist=2 - 9 . \dISt—l P

_— -

(c) After updating neighborhood, each node impacted by tisapd(d) Upon receiving a hello message from nadeotifying its cluster-
pearance of node chooses another cluster-head. To do this, each hedel change, nodeknows that its cluster-head (noéles illustrated in
select from its neighborhood table the node with highestNDde 7, Fig. 4(a)) has disappeared. Thus, it triggers the process-dfustering

as it have the highest ID in its neighborhood, it becomesteittsead.after updating its neighborhood table. As node n@de the node with
Nodesl and4 choose nod@ as cluster-head. In fact, nod@eepresentghe highest ID in at most at distan@(node 10 is at distance3 and
node with highest ID at distanckin the neighborhood of noddsand in this examplek = 2), it is selected as a cluster-head by ndtle

4. Therefore, each node with state change sends a hello neesiétg Similarly, node3 applies the same principle and becomes member of
neighbors at distancé. cluster of noder.

N
- cl=10

, gn=0 \

" dist=2

~e gn=6

~e gn=6
... _dist=2

~o—._._dist=2

(e) Nodes2 and3 send a hello message to its neighbors at distarioe(f) Structure of clusters after the disappearance of nedeith C H
order to inform about its state change. All nodes that receiessagestatus

from node2 and node3 update information about these nodes in its

neighborhood table. AB = 2 in this example, the re-clustering process

ends at this step. All clusters become stable as showed in4Fig

Figure 4. Disappearance of node withH status (in this examplé = 2)

clustering and informs its neighbors at distan¢d . IV. THEORETICAL VALIDATION
So on until the whole network becomes stable again.
As illustrated in Fig. 4(f), node8 and3 apply this
induction assumption to correct the disappearan
of its CH.

In [20], we have provided a formal proof of our clustering
ggproach. Table I illustrates a comparison of stabilizinget

and memory space between our proposal algorithm and other
approach designed for the state model. We note that our
stabilization time does not depend on the parametmntrary

to approach proposed by Caronatt[12]. We have a unique
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THEORETICAL COMPARISON OF STABILIZING TIME AND MEMORY SPACE

Stabilization Time|[ Memory space per nodg neighborhood
Our approach n+ 2 log(2n + k + 3) 1 hop
Datta et al. [13] O(n), O(n?) O(log(n)) k hops
Caron et al. [12] O(n * k) O(log(n) + log(k)) k+1 hops

237

phase to discover the neighborhood and buHdopsclusters 2) Network model:In our experimental studies, we con-
and an unique stabilization time contrary to approach deser sider networks represented by an arbitrary random grapgdbas
in [13]. Furthermore, we consider a 1-hop neighborhood ah a Poisson process with > 1 for all network sizes. In
opposed to Datta adl. [13] and Caron eal. [12]. fact, random graphs based on a Poisson process provide a
Furthermore, in Ba edl. [29], we have compared our pro-better representation for WSNs. It is used in many studies
posed algorithm with one of most referenced papers on sdike [18], [36], [37], [38], [39]. Nodes in the network are
stabilizing solutions based on message-passing model [1diktributed uniformly at random as per a homogeneous dpatia
This shows that we reduce communication cost and ener@gisson process of intensify in two-dimensional plane. We
consumption by a factor of at lea3t model our network by an undirected gra@gh= (V, E) follow-
ing standard models for distributed systems given in [401] [
) ) ) V = n s the set of network nodes arflrepresents all existing
In this section, we present the evaluation study that W@nnections between nodes. Each nadef the network has
carried out usingONMeT++ [30] simulator to compare the 4 unique identifier notedd,, such that) < id, <n —1 . An
performance of the previously described clustering appToggqge exists if and only if the distance between two nodes is
when utilizing different CH election methods. For g_ene‘rgﬂ less or equal than a fixed radius< do. This r represents the
random graphs, we have used the SNAP [31] library. Afhgig transmission range, which depends on wireless channe
simulations were carried out usir@rid’5000 [32] platform.  characteristics including transmission power. Accorgjintpe
A. Models neighborhood of a node is defined by the set of nodes that

In order to implement our clustering approach in a realist%re inside a circle with center at and radiusr and it is

way, we use standard models for representing both the enerrgi}poéed byNTf(u) _dg?‘ E: {Vi)he v \éu} |f d(é“’) Sthri.

consumption and the network structure. ¢ degree of a node In & IS the humber of edges hat are
1) Energetic modelTo model the energy consumption forc®MNected tas, and it is equal tateg(u) = [Ny (u)]-

a node when it sends/receives a message, we use the first order

radio model proposed by Heinzelmanadt [33] and used in B. Testbed

many other studies [4], [34], [35]. A sensor node consumes

Er, amount of energy to transmit onlebits message over The parameters used in our simulations are summarized

a distancel (in meters). As shown in equation (1), when then Taple III. In all simulations, a 99% confidence interval

distance is higher than a certain thresh@jda node consumes 1 js computed for each average value represented in the

more energy according to a different energetic consumptigQrves. These intervals are plotted as error bars and cehput

V. VALIDATION FRAMEWORK

model. according to this equatiod;, = [f—ta\%;fj%ain], where
n is the population lengthy is the average value) is the
E (l d) _ I % Eelec + 1 % Efs * d2, ifd < do: (1) tst:andard dfe\gg.;or:],tand |f|na."§/a has a fixed value of 2.58 in
Lol @) =k Bujee + 15 ey # . if d > do. e case 0 b interval.

Each sensor node will consunigz, amount energy when
receiving a message, as shown in equation (2).

TABLE Il
SIMULATION PARAMETERS

Parameter Value
ERI(Z) =1 % Eelec (2) | . || ' |
) ] Message size 2000 bits
Parameters values used in equations (1) and (2) to mode distance between 2 nodes 100 meters
energy are summarized in Table II. Initial Energy £/ {1,2,3 Joules
Ideal degree {6,10,12,20
TABLE Il Energy threshold {0.1,0.03 %
RADIO MODELING PARAMETERS
Number of nodes [100,1000]
Parametef definition Value Random graph model Poisson proces
Felee Energy dissipation rate to run radio 50n.J/bit A parameter [2,11]
Efs Free space model of transmitter amplifier10p.J/bit/m? k parameter [1,10]
Emp Multi-path model of transmitter amplifiery 0.0013p.J/bit/m? Number of simulations for each network size 100
do Distance threshold \/Efs/Emp
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. Si i : i - DDi- 50 : : . : : : :
C _Slmulatlon results: evaluation of cluster-head elattii BveEroray
teria ID vs Degree
In this section, we present a performance evaluation ¢f 40
cluster-head election criteria. For each cluster-headtiele ¢
criterion, the following performance parameters are a&sks 5 30}
o Total exchanged messaged(,..;): It is defined as *5
the total number of exchanged messages in the whole 55 ¥
network until the formation of stable clusters. g
o
= Send -g 10
Mtotal = Z Ml o
=0
_ 0
Where M7°"? s the total number of messages send by 2 3 4 5 6 7 8 9 10 11
sensor node andn represents the network size. Lambda parameter

« Total energy consumptiort(,;) : It is defined as the

. . Figure 5.  Communication cost reduction of ID criterion (%)
energy consumption necessary to the clusters formation.

n—1

gtotal = Z(‘S‘z””t - (C/’Z{lv)

— compared to the criteria of degree or energy. Indeed, for the

o Degree criterion, it is necessary for nodes to receive a agess
Where&;™"" is the initial energy of sensor nod@nd&;™”  from their neighbors to calculate their degree. Then, thpete
is the available energy of nodeat the end of clustering. is sent by broadcast and after that, clustering phase hegins
« Number of clusters: It is defined as the percentage ohis is expensive in terms of messages. Also, the residual

formed clusters according to the network size. energy criterion generates more messages compared to the
Theses performances are evaluated accordingnd & ID and Degree criteria. As energy level is a parameter which
parameters. decreases during the clustering phase, it provides lelsgitsta

1) Communication cost (message¥)e start the evaluation and requires more messages to reach a stable state in the
of our protocol by measuring the necessary communicatientire network. Note that we observe the same gain in terms
cost in terms of exchanged messages to achieve the clgsterifhenergy consumption of the ID criterion compared to Degree
procedure. and Energy criteria.

In the set of experiments described in Fig. 7, we calculate2) Energy consumptionin the second set of experiments
the communication cost according(Fig. 7(a), Fig. 7(c) and shown in Fig. 8, we have measured the energy consumption
Fig. 7(e)) andk (Fig. 7(b), Fig. 7(d) and Fig. 7(f)) parametergequired for building clusters in the entire network acdogd
for each cluster-head election criterion. These simubatiare network size and\ or k£ parameters.
based on the same network topology for each valug ahd As illustrated in3D curves described in Fig. 8(a), Fig. 8(b),

k parameters. Fig. 8(c), Fig. 8(d), Fig. 8(e) and Fig. 8(f), we note that for
As illustrated in3D curves show in Fig. 7(a), Fig. 7(b),each cluster-head election criterion, the energy consompt
Fig. 7(c), Fig. 7(d), Fig. 7(e) and Fig. 7(f), we observéncreases linearly together with the number of nodes in the
that, for each cluster-head election criterion, the totahher network. The main reason is that the energy consumption is

of exchanged messages increases linearly together with #knear function following the communication cost. Howeve
number of nodes in the network. Indeed, the increase Mandk parameters do not affect the amount the energy con-
network size entails more communications. However, Fig.sumption required for building clusters. In fact, as ilhas¢d
shows that our protocol is scalable. Furthermoxeand k£ in experiments show in Fig. 7, the communication cost does
parameters do not affect the amount of generated messagesditydepending o\ and k parameters.

our protocol. The main reason is that our algorithm is basedExperiments illustrated in Fig. 8 show that the clustering
only on information from neighboring nodes at distaice® based on the ID criterion requires less energy consumption
build £-hops clusters. during the clustering phase. Indeed, results illustratefig. 7

Experiments in Fig. 7 show that the clustering based @mow that both Degree and Energy criteria generate more mes-
the criterion of ID generates less messages. Fig. 5 shosages than ID criterion during the clusters formation. Hove
the gain of the ID criterion compared to Degree and Energgmmunications are the major source of energy consumption
criteria according\ parameter andc = 2. The criterion in WSNs. Moreover, ID criterion reduces energy consumption
of ID reduces the communication cost betweef% and required to the clusters formation. Fig. 6 shows the gairDof |
10.2% compared to Degree criterion and betwe26% and criterion compared to Degree and Energy criteria according
32.1% compared to Energy criterion. The main reason is thatparameter and = 6. The ID criterion reduces the energy
the ID criterion brings greater stability during the clustg consumption betweef.3% and 9.7% compared to Degree
phase. In addition, the ID criterion is simpler and deteistio criterion and betwee8.1% and35.1% compared to Energy

2013, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



International Journal on Advances in Networks and Services, vol 6 no 3 & 4, year 2013, http://www.iariajournals.org/networks_and_services/

Total number of messages

Total number of messages

Total number of messages

1D criterion ——@——

3500
3000
2500
2000
1500
1000
500

Number of nodes 700

Lambda

1000 2

(a) ID criterion according\ parameter

Degree criterion ———

4000
3500
3000
2500
2000
1500
1000
500

Number of nodes 700

Lambda

1000 2

(c) Degree criterion according parameter

Energy criterion ——%——

Number of nodes 700

Lambda

1000 2

(e) Energy criterion according parameter

Total number of messages

Total number of messages

Total number of messages

ID criterion ——@——

3500
3000
3500 2500
3000 2000
2500
2000 1500
1500 1000
1000 500
500 0
1

500

600
Number of nodes 700

800

1000 1

(b) ID criterion accordingk parameter

Degree criterion ————

4000
3500
4000 3000
3500 2500
3000 2000
;ggg 1500
1500 1000
1000 500
500 g 0
1dd

Number of nodes 700

1000 1

(d) Degree criterion according parameter

Energy criterion ——%——

6000
5000
6000
4000
5000
4000 3000
3000 2000
2000 1000
1000 0
1

500
600
Number of nodes 700

800

1000 1

(f) Energy criterion according: parameter

Figure 7. Total exchanged messages accordirand k& parameters
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50 T T T

: : : 4) Impact of highest and Ideal degredo evaluate the
|IDD\\//§ 528{22 —_—— ‘ impact of highest and Ideal degree as studied in SectioBa]l-

we arbitrary fixA4 to 6, 10, 12, and 20 and then we evaluate
energy consumption. Note that in the set of experiments show
in Fig. 10, we fixk = 2 and A = 6. We observe a slight
decrease in the energy consumption for ideal degree fixed to
6 compared to highest degree as illustrated in Fig. 10. In fact
the Ideal degree fixed is equal to theparameter. As the\
parameter represents the average number of neighbors in the
whole network, a Ideal degree equal to thgarameter re-
duces communications required during the clusters foonati
implying slight decrease in energy consumption.

(%)

Gain of ID criterion

k parameter 0.12

Highest Degree =g
Ideal Degree = 6 =——@m—
01+ Ideal Degree = 10 === @ imimim
Ideal Degree = 12
Ideal Degree = 20

(J)

Figure 6. Energy consumption reduction of ID criterion (%)

0.08

c%sumption

criterion. Note that we observe the same gain in terms
communication cost for the ID criterion compared to Degre
and Energy criteria.

0.06

0.04

3) Number of clusters The number of clusters build by our
protocol for each cluster-head election criterion is iftated
by the set of experiments described in Fig. 9. THeBecurves
reflect the percentage of formed clusters according netwo
and A\ or k parameters.

In Fig. 9(a), Fig. 9(c) and Fig. 9(e), we sét= 2 and
we vary arbitrary the value of parameter betweeh and11. Figure 10. Energy consumption under highest and ideal degre
Firstly, we observe that for each cluster-head electiaeigoin,

the percentage of clusters build does not significantly varyon the other hand, we observe an increase in the energy
according the network size for each fixed value\gfarameter. consumption for ideal degree fixed &, 15 and20. The main
Therefore, our approach is scalable in term number of disistereason is that nodes attempt to join the cluster-head thhaeis
Secondly, for each fixed network size, the percentage of clifode minimizing its distance to this ideal degred/A; =
ters decreases as the value)oparameter increases. In fact,|D — p|). This leads an increase of communications required
the A parameter represents the average number of neighbefigsing the clusters formation, implying at the same time an
Thus, network density increases as thparameter increases.increase of energy consumption. The major advantage of this

Therefore, clusters size increases, implying a reductibn @ethod is to allow the setting of the number nodes managed
the number of clusters. Note that the ID criterion providesig cluster-head.

better distribution of clusters (betweé% and18%) compared
to Degree and Energy criteria. The main reason is that ID 4,
criterion provides more stability. S
In Fig. 9(b), Fig. 9(d) and Fig. 9(f), we set = 6 and
we arbitrary vary the value df parameter betweehand10.
Firstly, we observe that for each cluster-head electiceigoin,
the percentage of clusters build does not significantly var

0.02 -

RTotal energy®Pc

0
100 200 300 400 500 600 700 800 900 1000
Number of nodes

‘Risidual Enérgy —
0.1 Energy threshold = 0.1 %
0.09 L Energy threshold = 0.05 % ===d{j===

0.08
0.07
0.06

(J

ossumption

according the network size for each fixed valué&@farameter. © g5

Therefore, our approach is scalable in term number of dlsiste 5 o4

Secondly, for each fixed network size, the percentage (ﬁ 0.03

clusters decreases significantly as the valué ofcreases. In j 0.02

fact, if the & parameter increases, clusters of larger diametet | ,,

are constructed. This implies that clusters size is lafjass, a & o ) ) ) ) ) ) ) )
decrease in the percentage of clusters built. Note thaiegaif 100 200 300 400 500 600 700 800 900 1000
k parameter that provide the better distribution of clustaes Number of nodes

comprised betweed and4. Beyond, we obtain large clusters

that will not be easy to manage by the cluster-head. Figure 1. Residual energy vs Energy threshold
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Figure 12. Fault-tolerant in the case of 1, 2, 3, 4 and 5 disamg@l nodes

5) Impact of residual energy or energy thresholdls the is triggered by starting the re-clustering process. At thd e
main problem with the criterion of energy is its volatilitye of the re-clustering process, we evaluate the supplementar
fix energy threshold to limit abrupt changes of nodes whemmmunication cost, energy consumption and percentage of
their energy CHs decreases substantially. We fixed the gneigpacted nodes. For each network size, we compute for each
threshold t00.1% and 0.05% and we evaluate both energymetric the average as the average of all values correspgptalin
consumption. Fig. 11 shows that energy threshold reduck¥) simulations results wit9% fixed as confidence interval.

energy consumption during the clustering phase. Indeetisio Fig. 12(a) shows the supplementary communication cost at

no longer change after a slight decrease of their energy, onq of the re-clustering process according the netvipek s
CHs. Th|§ entails less messages exchanged and less enQi@Yobserve that, the disappearancelofintil 5 nodes and
consumption. according network size, generates on average betd@amd
D. Simulation results: fault-tolerant evaluation 150 supplementary messages in whole network. Fig. 12(b),
In this section, we study by simulation the robustness or Oarpows a supplementary energy consumption be'F\Meem]
nd4 mJ. We remark that the energy consumption follows

approach again nodes failure. To do this, we consider omly h L h .
ID criteria of our protocol. the same pattern as the communication cost. The main reason

Firstly, we vary the network size betwedn0 and 1000 is that the energy consumption is a linear function follogvin
nodes. For each network size, after stabilization (i.em#dion the communication cost.

of stable clusters in whole network), we randomly disappearIn order to evaluate the impact of re-clustering, in Fig.c2(
1, 2, 3, 4 and 5 nodes. Thus, the fault-tolerance mechanisme calculate the percentage of re-clustering cost compared
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Figure 13. Fault-tolerant according the percentage ofpgisared nodes betweéf¥s and 5%

clustering cost. We note that, the re-clustering cost (im¢e different CHs election methods like those investigatedhis t
of communication cost and energy consumption) represemtsrk. Moreover, our proposed protocol is fault tolerance
3% of resource consumption compared to the clustering coahd adapted to topological changes. We have also compared
In fact, with our fault-tolerance mechanism, as illustdate our algorithm with some of most referenced self-stabitgzin
examples shown in Fig. 3 and Fig. 4 in the Section 1lI-C, theolutions.
occurrence of fault impacts generally the cluster where theSimulation results show that in terms of number of mes-
fault has occurred and eventually adjacent clusters. Hsislt sages, energy consumption and clusters distributionbi¢tter
is consolidated through Fig. 12(d), where we have estimateduse the Highest-ID metric for electing CHs. Furthermore,
the percentage of impacted nodes compared to the netwafter the occurrence of faults, the re-clustering cost isimiéal
size. We say that a node is impacted if only if, one of compared to the clustering cost and faults do not affect the
its local variables d,, statut, or dist., cu,)) undergoes entire network.
a modification caused by the disappearance of a nade As future work, we plan to propose a routing process based
Fig. 12(d) shows that the disappearance5ohode in the on our clustering approach.
network size1000 impacts around% of nodes.
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