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Abstract — Rapid developments of communication, data
processing and storage technologies, and continuing proliferation
of consumer devices that surround user have created an
opportunity for creation of a new generation of services based on
smart spaces concept. The current approach for expanding
mobile devices functionality is integration of new physical
components. But this approach isbounded by the physical device
size limits, dissipation of heat and the limited scalability of user
experience due to small displays and incapability to produce
high-end experience (e.g., audio) to the user. The smart spaces
maximize the user benefits by utilizing capabilities of all
available devices. Thisleadsto a shift in the concept when instead
of putting new functionality into the devices, all consumer
electronics become a building blocks of the common information
and service spaces. The smart spaces also provide another level
of handling the user data. However, development of the smart
gpaces where a number of devices can use a shared view of
resources and servicesisrelated to a number of problems. One of
such problems is how to resolve possible conflicts arising from
attempts of simultaneous access to the shared information. This
paper describes an approach for coordination of anonymous
agents, which solvethis problem for the Smart-M 3 smart space.

Keywords:Smart Spaces; Use cases for consumer electronics;
Smart-M3; Agents coordination; Shared information;
Anonymous agents.

I.  INTRODUCTION

Modern device usage is moving towards so calledafsm
spaces” where a number of devices can use a skieme@dof
resources and services [1], [2]. Smart spaces cawnide
better user experience by allowing the user eastiggrate
new devices into personal information infrastrueturand
allow seamlessly access all information distributeer the
multi-device system from any of the devices. Exarapbf
smart spaces can be found in [3], [4], [5]. Onehef essential
features assumed by such environment is the infilomaub-
system that provides permanent robust infrastractfor
storing and retrieving the information of differagpes from
the multitude of environment participants.

Based on the analysis of earlier studies one caclede
that development of the Smart Spaces methodologies
techniques is a key requirement for creating ditraase case
studies and building efficient developer eco-system the
future. However, development of robust and effiti8mart
Spaces solution is related to a need of addressimgnber of
practical problems. One of the problems to solve
coordination between the smart space participants, for
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resolving conflicts of simultaneous access to thared data
resource. To some extend this problem looks sintdathe
well known problem addressed in the database mamage
systems, but after deeper study a lot of key diffees could
be identified. In computer science, the Atomic®gnsistency,
Isolation, Durability (ACID) [6] is a set of properties that
guarantee that database transactions are procesiseadly.

The database modification procedure must follow the
atomicity states, which implements “all or nothingfinciple
and refers to an ability to guarantee that eitherof the
transaction tasks are performed or none of thenthEa
transaction is said to be “atomic”, when if onetpaf the
transaction fails, the entire transaction fails dhe original
state is preserved.

The consistency property ensures that the dataleasains
in a consistent state before the start of the &etitn and after
its end (whether successful or not). It guaranttest only
valid data could be written to the database. Ifsimme reason,
a transaction that violates the database consisisrexecuted,
the entire transaction will be rolled back and diatabase will
be restored to the last consistent state. On ther dtand,
every successfully executed transaction takes titabdse
from one consistent state to another state tralstsconsistent.

The isolation refers to the requirement that otipggrations
cannot access or see the data in an intermedtie dtiring
the transaction. This constraint is required touemsgood
performance and guaranty inter-transactions carsigt

The durability is a guarantee that once the userbeen
notified about the success of the transaction, skége will
persist. This means that the database must susyggeem
failures and that the system already has checkedntbgrity
constraints and won't need to abort the transactidany
databases implement durability by writing all tractsons into
a transaction log that can be played back to réeréze
system state right before a failure. In this case hew
transaction can only be deemed committed aftes gafely
loaded into the log.

The well known and widely used in programming dSolut
for restricting access to the shared resources sis of
semaphores. The semaphore operations must be atehiit
means that no process may ever be preempted mitithe of
one of those operations to run another operatiothersame
iSsemaphore. There is a number of different impleatant of

semaphore principles, starting from a simple ptetéc
variable that locks/unlocks a certain resource aipd to
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counting semaphores which are the counters fortaoke
available resources, rather than a locked/unlodkegl of a
single resource [7]. The semaphore value is a nuwibenits
of the resource that are free. If there is only cesource, a
"binary semaphore" with values 0 or 1 is used.

Another solution used in concurrent programmingais
monitor. The monitor is an object intended to bedusafely
by more than one thread [8]. The defining charéstierof a
monitor is that its methods are executed with miutnelusion.
So for each point of time, at most one thread magtecuting
any of its methods. This mutual exclusion greattpifies
reasoning about the implementation of monitors carag to
the code that may be executed in parallel. The tamialso
provide a mechanism for threads to temporarily giye
exclusive access in order to wait for some conditdbe met,
and after that regain exclusive access and resuth&igtask.
Monitors also have a mechanism for signaling tepthreads
that such conditions have been met.

However studying of the available solution has alsced
that all of them are not suitable for the anonymagent
coordination in smart spaces, so the new solutias to be
defined, which had been defined as a main targehie study.
The next section provides an overview of the use saenario
that has been used as a main reference for studiyieg
proposed solution. In Section 3 we present badererce
model of the discussed smart space. The methodsofving
possible conflicts arising from simultaneous acctssthe
shared information is described in Section 4. Tdleowing
Section 5 gives a description of the developed dprototype
of the proposed solution for the reference use saseario.
The main results and findings of our study are sanwed in
Conclusion section.

Il. SMART SPACEUSAGE SCENARIO

The reference use case scenario describes a méagting
place in a “smart room”, equipped with an intelhge
whiteboard and a projector. The meeting participamive
mobile devices (smartphones, PDAs, laptops, eta) store
the appointments of the participants and their greak data,
e.g., contact information, areas of interests, Hiose meeting
participants that are planning to make presentati@ve their
presentations available on the mobile devices cessible via
internet/intranet (most important that the mobilevides
always “know” how to access them).

In extension of the use case scenario definedepthvious
works [9], this scenario is targeted in demongstgatihe
coordination function for resolving problems thasa due to
possible simultaneous access to the shared infammat

When the meeting participants entering to the rotmair
mobile devices discover the available smart spacditfes,
e.g., the whiteboard, and engage the handshakotgqal. If a
participant wants to make a presentation, his/hebil®
device is sharing the following information abote tuser:
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name, photo, domain of interests, e-mail, and phamaber;
and the presentation information: title, keywordRl.

It is also necessary to schedule the presentatindscreate
the meeting agenda. In this scenario the schedididgne in
the following simple way. There are several timetsl
covering whole time of the meeting. When a user emm
his/her presentation is scheduled into a free sioe This is
done by updating appropriate information unitshe imeeting
room smart space, like it is illustrated by Figlre

10:00 10:20 10:40 1100

T: 1 Tz 2 T332

& presentation by Jackson with duration of
20 minutes is added

m TS 2

A presentation by Sparrow with duration
of 20 minutes is added

7))\

& presentation by Simpson with duration
of 20 minutes is added

7))\

Figure 1. Scheme of scheduling presentations tatadable time slots.
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But the schedule conflicts can occur if two or masers
simultaneously trying to schedule presentations thiwi
resource request transmission and processing titeey)dto
the same time slot as it is shown in Figure 2.

Participant 1 Participant 2 T2 1

I: TS 1 free?
TES

v

I: T3 1 free? .
YES

3

Ceoupy TS 1

v

Ceoupy T3 1 J-

Figure 2. Possible conflict due to simultaneougasdo shared information.

As a result, before the meeting starts the agendadwn on
the whiteboard including the speakers’ names aasgmtation
tittes. However, the same time slots can be occufig
different presentations or even some presentatidlh®e lost
from the list. The meeting participants can see dbtiled
agenda on the screens of their mobile devices,agehda
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might look differently for different people. Thesmmcan be
even further complicated when some additional sesviare
implemented, e.g., the presentation keywords cohéd
translated to the preferred language (using theskator KP,
which is also a part of the smart space), whenptieéerred
language is taken from the user profile (the tratosl KP
implements an interface to one of the Internet di&tion
services). And the result M3 implementation wilbkolike it
is shown in Figure 3, where KP1 is a whiteboard2K® a
projector (PKP), KP3 is a translator and KP4...N dRs of
users’ mobile devices (UKPs).

Whiteboard Projector

Translator

Figure 3. Current view of the proposed use casessite

Later in the paper we will show how this referense case
scenario can be implemented using the proposediic@bion
solution.

Ill. SMART SPACEREFERENCEMODEL

The general reference model of the discussed sspacte
could be illustrated by Figure 4.

Dewvice 1

i | Device 2 Device 3 i !

Dewvice 1

Information

Information

Storage Storage

Figure 4. The reference model of discussed smadesp

Where:

Nodes - are logical elements capable to perform certain

actions. One node can be distributed over severgsigal
devices and several nodes can be located at the dewice.

Information storages - also are logical units that store users

information and can be distributed over severaliass and

several information storages can be located orhatsame

device.
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I/F is aninterface - that provides information exchange
between the nodes and information storages.iftegfaceis
considered to be fully reliable and does not creatditional
delay and energy overheads. In this reference mduel
interface performs a technical function of connmegtnodes to
information storages. It does not implement logitaictions
and does not affect information transfer costs. tRs reason
the interface is not considered in the mathematiazadel.

Information is described byinformation units (IU) -
represented as logical expressions: “subject’-‘ioad”-
“object” = [true | false], wheraubject is an actor (human or
node that performs certain actiongdedicate is an action that
is being performed or supposed to be performed.,(e.g
“playing music”) andobject is what the action is performed
with (e.g., a song being played). The nodes haeegiined
behavior rules defining their actions in line with the received
information units.

From the implementation point of view the smartcgpean
be illustrated as is shown in Figure 5.

Figure 5. The Smart Space from implementation pafiview.

The smart space itself consists of one or sevezaiaBtic
Information Brokers (SIBs). The rules of informatiaisage
(applications) are implemented in knowledge prooesgKP)
connected to the smart space via SIBs. The SIBs are
responsible for storing smart space information isidharing:
as soon as an information unit becomes availablléhto SIB,
it becomes available for every KP. The knowledgecpssors
are responsible for information processing.

IV. COORDINATION FORCONFLICT RESOLUTION

So let’'s assume that we have a space that is ys2disers.
The users interact with the space by using theindsrd
Knowledge Processors (KP), e.g.,, “ul” and “u2”
correspondingly. If the “ul” needs to occupy certegsource
R1, it currently only has to check that the statetm§’R1”,
“is_occupied_by", None} is valid, and if it is triben the KP
“ul” can submit the triple: {“R1”, “is_occupied_by"ul”} to
occupy it.

However, this works fine as long as we can guartreyul
and u2 will not try to simultaneously get accesgh® same
resource, where term simultaneously is defined Hey ttme
interval from the moment when ul has executeditbetfiple
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and till the moment when it executes the secomdetriBut if
during this time interval the node u2 will try to the same, it
also will get information that R1 can be occupiethjich will
result in resource access collision, as both nadéshave
logical permission to occupy resource R1. As a equence
handling of the second triple becomes very complexedure
and independently of what tricks and fixes we witroduce
at this stage with high probability it will lead tbe logical
errors and inconsistencies.

So in order to overcome the described above prolslem
introduce a special type of KP — the Coordinator. KPhe
Coordination KP acts as a kind of resource accemsager.
However, unlike classical resource manager solgtigvhich
assume presence of a centralized application, tahwall
other application should send their resource reguebe
functionality of Coordination KP is done based amgiples
described in the previous chapter. Most importaiat bther
applications do not need to know about presencehef
Coordination KP in the space.

The coordination is performed seamlessly, autoradyic
and anonymously by introducing a special set of Rijifes
for handling access to the critical resources. Abbhe
Coordination KP is subscribed to special triplest tinonitor
all “resource access requests” and handles thegpests on
behalf of SIB, so that other KPs will not noticeBelow is the
explanation how it works:

The Coordinator KP is subscribed to the informationit
(RDF triple): {None, “check-insert”, None}, whereNbne”
logically means “any”.

As a result, with the Coordinator KP the above adenis
changed as follows: the KP “ul” inserts the follogirule into
the smart space: {“R1, is_occupied_by, ul”, “chécsert”,
“None”}, and subscribes to {“R1, is_occupied_by, "ul
“check-insert-result”, None}. The Coordinator KPecks the
existence of the triple: {R1", “is_occupied_by",dde}. If it
exists, the Coordinator KP inserts the triple {‘R1,
is_occupied_by, ul”, “check-insert-result”, “faiei}, the KP
“ul” receives the result “failure” since it is sebided. If the
triple does not exist the Coordinator KP inserts thiple
{*R1”, “is_occupied_by”, “ul”} and the triple: {"R1
is_occupied_by, ul”, “check-insert-result”, “sucg8s The
KP “ul” receives the result “success” since itubscribed.

In case of simultaneous insert of rules by two Kk and
u2): (“R1, is_occupied_by, ul”, “check-insert”, “Ne"”) and
(“R1, is_occupied_by, u2”, “check-insert”, “None”){the
Coordinator KP inserts the rule for the first KPdasoesn't
insert it for the second one. After that the KPwill occupy
the resource R1 and the KP u2 will have to trydoupy some
other resource, which can be offered to it by tle@r@inator
KP or defined internally by the KP u2. The resul8 igmart
space architecture with the Coordinator KP is presk in
Figure 6, where the dotted lines show the inforaratilow
coming via the Coordinator KP.
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Figure 6. Organization of the information flow @aordinator KP.

Further in-deep description of how the proposeditzmi
can be implemented and used for the reference aes®gso
and the role of the Coordinator knowledge processar
discussed in the next chapter. Please also notehbasame
principle of coordination can be implemented cortgile
inside the SIB.

V. IMPLEMENTATION OF THESCENARIO

This scenario has been implemented using 6 personal
computers (PC controlling the whiteboard, PC cdlitig the
projector, PC controlling the Coordinator, PC colitng the
Translator) and one Nokia N810 Internet Tablet exting) the
user's mobile device. The other two user mobileicks/were
emulated on PCs. A proprietary M3/Piglet toolkitshiaeen
used for the prototype development. The knowledge
processors were implemented using Python programmin
language.

Figures 7-10 are the screenshots for different kedye
processors at different stages of the scenario, Eigure 7
shows work of the KP installed on the MAEMO devafehe
first meeting participant, which presentation wasigned to
the first time slot. Figure 8 reflects work of tk@ of the third
meeting participant. The presentation was assi¢gméue third
time slot. One can also see the translations opthsentation
keywords, which were translated into Finnish largguarhe
execution log of the Coordinator KP is shown inufgy9. It
lets the UKP of the first participant to occupy tivae slot TS
1, the second patrticipant to occupy the time sBtZT and the
third participant to occupy the time slot TS 3.

The result output for the whiteboard KP is showrrigure
10. One can see how the agenda is built based ers us
entering the room and occupying presentation tilots.sThen,
during the meeting the current presentation is Ifggted
(with three asterisks).
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168.0.103"

any key if you are bored to wait

Esc Pgup Pgbn Ctrl

10010)))

', u'check-insert-result’, u'failure'))
ry to occupy timeslot:
Result from coordinator: failure
‘Ts_2, is. uccup1ed by u3'
ry to occupy timeslot:
Result fr‘om coordinator: success
(True, (u'TS_3, is. occup1ed by u3’
y presentation: 10:
ry to translate (request to tr:ms'lator KP): apple, milk, maize ,
Keywords of current presentation: _omena, maito, maissi
ry to translate (request to translator KP): train, airplane , engine, tram ,
Keywords of current presentatwn juna, Tentokone , moottori, raitiovaunu
y presentation starte
Ty to translate (request to translator KP): fire, i11, hospital
[keywords of current presentation: rovio, sairas, sairaala

u'check-insert-result’, u'failure'))

u'check-insert-result’, u'success'))
language: fi

language: fi

, language: fi

Figure 8. The status window of KP on PC of thedmeeting participant.

€ : \W\Python26\SmartRoom>python coordinator.py
anual Discovery. Enter details:
>TestSpace

, (<class Node.TCPConnector at Ox00C38AEO>, ("192.168.0.103',
--- Member of SS: ['TestSpace']
Press any key if you are bored to wait
Request from user ul to timeslot TS_L success.
Request from user to timeslot TS_L failure
Request from user to timeslot TS_Z success.
Request from user to timeslot TS_L failure

10010)))

Request from user to timeslot TS 2 failure
Request from user to timeslot TS_3 success.

\w\Pythonzs\smartRnom>pythog[\ whiteboard.py
s

>TestSpace

estspnce 192.168.0.103 10010

(<class Node. TCPﬁtonnectnr at 0x00C36AEO>, ('192.168.0.103°, 10010)))
pa

('TestSpace’,
-~ Member of SS:

- 10: 20 - Alice Jackson presents: Accidents in modern world
ime: 10:20 - 10:40 - Jack Sparrow presents: Cars in modern life
ime: 10:40 - 11:00 - Lisa Simpson presents: Accidents in modern world

Figure 10. Log-output window of the Whiteboard kiedge processor.

As a result, nowadays we have full implementationdil
of the above described elements that allow perfogmi
anonymous agents’ coordination in Smart Spaces.

VI. CONCLUSIONS

The paper describes a solution for anonymous coation
of the agents, which allows addressing and soleityige set

Copyright (c) IARIA, 2010 ISBN: 978-1-61208-100-7

of problems arising from a possibility of simultans access
to the shared information.

The existing mechanisms for solving similar probdesuch
as transactions (used in database management system
semaphores and monitors (used in programming) auatidhe
applied directly. As a result an additional cooedor
knowledge processor implementing the required fanetity
was introduced and described in the paper.

The paper gives detailed description of this knolgée
processor work principles, which are also illugtdatising an
example implementation of the proposed principle the
reference case study scenario.
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