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Abstract—In this paper, we propose an equalization algoritm
for M-PSK constellations that greatly improves the convergemc
features and reduces steady-state error rate of theonventional
Constant Modulus Algorithm (CMA). The proposed algoithm
introduces a buffer and multiple step-size decisiotayers to the
existing Variable Step Size Modified Constant Moduls
Algorithm (VSS-MCMA) equalizer. The buffer is employed to
combat the convergence issue while the additionahyers have
been introduced to improve sensitivity of the stegize in both the
convergence state and the steady-state. Computenrsilations
reveal that the proposed algorithm has better convgence rate
than the VSS-MCMA and the CMA.
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I. INTRODUCTION

In wireless communications, one of the mospdnant
transmission problems is the channel distortion.ar®iel
distortion leads to InterSymbol Interference (I®gtween
transmitted symbols. There have been many blindlegion
techniques to combat this effect. Constant modalgsrithm,
originated by Godard [1] and Treichler and Agee j&]the
most popular equalization technique among all
equalization methods. As all blind equalizers, tamis
modulus algorithm works in absence of the trairsequence.
In the algorithm, step size is a crucial parameietetermine
the convergence speed and steady-state error Aasenall
chosen step size will result in a low steady-stt®r rate.
However, convergence will be slow. Conversely,rgdavalue
of step size will result in a faster convergenceé geéhigher
steady-state error rate. Therefore, the Constantdulis
Algorithm (CMA) has a trade-off between these twibecia.
Another drawback of the algorithm is that it is bleato
correct phase rotations induced by the channel [3].

changed between two values according to whethealizgu
output symbol is located inside an area or not.

Many other algorithms [5]-[17] have been prambsto
combat the problems encountered in CMA. Zarzoso and
Comon [5] suggested an algorithm that finds optistap size
in each update operation. Tugcu et al. [6] emplogss
correlation between channel output and the errgnadito
overcome the convergence problesonget al. [7] employ a
signal steering vector and its oblique projection dipdating
filter coefficients in order to avoid signal stewyi vector
mismatches. Lin and Lee [8] introduce an algorithat finds
a gain factor by the least-mean-squares method wpéating
filter coefficients to avoid gradient noise ampulétion
problem. Demir and Ozen [9] proposed a new algoriih
which autocorrelation of error signal is used fpdating filter
coefficients. Gao and Qiu [10] employ a momenturmtand
autocorrelation of error signal for updating filewefficients.
The additional momentum term improves the convergen
rate. Li et al. [11] utilize singular value decorsfimn of
input signal to obtain a new step size in ordeintprove the
convergence rate. A new update equation is propdsed
Abrar and Nandi [12] to improve the convergencee.rat

blindnonlinear estimate of error signal is used for tipdathe

equalizer coefficients, and a novel deterministitiraization
criterion is given. Ikhlef et al. [13] employ theepvhitening
technique and the complex Givens rotations to imprgignal

to noise and interference ratio performance. Yamale{14]
employ nonlinear transformation of error signalswgppress
the alpha-stable noise. Nassar and Nahal [15] tlcen
proposed Exponentially weighted step-size recurdieast
Squares Constant Modulus Algorithm (EXP-RLS-CMA),
which can be considered as the combination of the
conventional CMA and the exponentially weightedpsteze
recursive least squares algorithm. The EXP-RLS-CMA

Oh and Chin propose the Modified Constant Modulusprovides higher convergence rate than the conuegitGMA

Algorithm (MCMA), which resolves phase rotation plem

at minimum mean-squared-error. Liyi et al. [16]rantuce a

of the CMA. This is achieved by minimizing two cost new variable step size algorithm in which a nordinfinction
functions, which are separately computed for real a of error signal is employed to calculate the step & each

imaginary parts of input signal. The algorithm apglboth
equalization and phase correction.
Variable Step Size Modified Constant Modulus Algon

(VSS - MCMA) [4] is an algorithm that applies phase

correction and makes the step size more sensitivehis
algorithm, a circular area is defined around eai&ely-
transmitted symbol in the constellation and thep stize is
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symbol period. Baofeng et al. [17] employ crossrekation
between the input signal and the error signal totrob the
step size for a better convergence rate.

In this work, we have generalized the VSS-MCN@
multi-layered case in order to make the step sizaem
sensitive. Moreover, we have added a buffer teethealizer
to overcome the convergence problem.
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This paper is organized as follows. We haveidhiced the B. Modified Constant Modulus Algorithm

general transmission model and system models oCiid,

MCMA and VSS-MCMA equalizers in Section Il. In Siect MCMA blind equalization algorithm in [3] apptie
Ill, we have presented our Buffered Multi-layereddified modifications to CMA in calculation of cost funatio
Constant Modulus Algorithm (BML-MCMA). We have Computations are performed using real and the inaagiparts
examined the simulation results of the proposedrélgn and  of equalizer output separately. The purpose of ragipg the
the other two algorithms in Section IV. Finally, wewve real and imaginary parts is to correct phase mniati
drawn the conclusions in Section V. encountered in CMA. The cost function for MCMA hag th

form

Il. SYSTEMMODELS I = a0+ 3(1. (6)

Consider a baseband transmission model whereetieived

. . In (6), Jr(n) and J(n) are cost functions of real and
signal can be written as

imaginary parts of equalizer output, respectivalyd they are
L_l defined as
r(n) =3 HRsn-k)+u(n) @)
k=0 2

In( = | 20 - ) ™
whereh(n) is the channel’'s impulse response of lergtk(n) 5 2
is the transmitted complex baseband symbol at tiraedu(n) Jy(n) = (| z2(0" -4 ) :
is additive white noise. If the received signalfésl to the
equalizer, the output is

(8)

Here,yg andy, are two parameters for real and imaginary
parts of transmitted symbol respectively and they defined
— 4 2 — 4 2
@2 asrr=ElIsI7s«n)[} andyr = E{|s(M)[Is«()[}

z(n=R'"W D wheres(n) = sg(n) +jsi(n).

In the above equatioMy(n) is the equalizer tap vector of
lengthN, which is defined asMn) = [wg(n), wy(n), ... ,
wi.1(n)]". R(n) is the tapped delay line vector of received digna
r(n) and it is defined aB(n) = [r(n), r(n-1), ... ,r(n-N+1)]".

C.Variable Step Size Modified Constant Modulus
Algorithm

The VSS - MCMA algorithm proposed in [4] is an

A. Constant Modulus Algorithm improvement on MCMA. The algorithm employs stepesiz
adaptation to boost the performance in both thevexmence
The CMA developed by Godard [1] and Treich2} it a state and the steady state. The change of steglands on

stochastic gradient-based algorithm. The cost fands given  the regions defined in the signal space. ,
by Let the signal space contdih regions, namely, a circular

area with radiud is placed around each of toti®l likely
) transmitted symbols. One of two step size parametsr
J(n) = E[(y—| 7:{ |j|2) } (3) selected according to whether the equalizer outpincated
inside the circular area around the nearest syrabaiot. In
other words

where parameter is given byy = E{|s(n)[*|s(n)[}. Here,

E{.} denotes expectation. In this algorithm, equalizer _ Hysso » zIB ,i= 12,.M
coefficients are quated by minimizing the costtion in (3). H Hysst z)O B, i= 1,2,..]M )
The update rule is

Hysso = Hysg:

W(n+1) = W(n+ug 4)
The above equation indicates that if equal@meput is not

where is the step size parameteg,is the gradient vector located inside the ard, the algorithm selects the larger step

i . If not, the algorith lects th I .
defined asg=0J(n)= R’ (n). The error signak(n) is S128:Hvseo 11 NOL Ie AIGOTIEhm SEIECts the Smaller e

2
. 2 . . .
given by &1 = £ r)(y-l ) ) . Expanding right-hand side of lll. BUFFEREDMULTI-LAYERED MODIFIED
the expression in (4) using the above definiticietg CONSTANTMODULUS ALGORITHM

In the proposed system, existing VSS — MCMgodthm
_ 2\? is generalized to a multi-layered system and parduffer-
W(n+1)=W(n+u 1 ')(y_| 4 )1' ) ROx ©) delay elements are added before the equalizerpuitpose of
the changes is to overcome the convergence prabeintower

the steady state error rate. Block diagram of thpgsed
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system is shown in Fig. 1. In the system, initiaflgst S baud
segment of input signa(n) is used for updating the equalizer
coefficients only. At the end &baud periods, namely, at time
STs, thanks to the control element, the system tufiighe
counter and switches to delay output. This timput signal is
fed into the equalizer through the delay elemetithcigh a
delay ofSbaud periods is introduced to the signal, because t
equalizer coefficients are updated previously,dbevergence
problem is removed on a large scale.

To begin analysis of the system, let the digpace contain
D regions around every symbol, namely, around eswmbol,
D circular layers are constructed. This is depicted-ig. 2,
whereD has the value of 2. Herk; (i =1,2, ... ,D,j=1.2,...,
M) denotes the radius @h layer aroundth symbol. Let us
denote radius of the outmost layer byand the distance
between two nearest symbols jpyThen, the restriction to the
size of outmost layer i$<0.5. The step size is selected
according to whether the equalizer output is latatea layer
around nearest symbol or not. The general selentiercan be
expressed as

b <feg|<®

Moo l(D—l),j <HZ(ﬂ)—§H < LJ (10)
/j:

toy »  0<|zm)-s|<;.

In (10),s is thejth transmitted symbol in the constellation
andz(n) is the output signal of the equalizer at time insta
Relationship between the step size parameters

Ho> 1> ... >UD-1.

IV. NUMERICAL RESULTS

In this section, we explore the convergencde ra
performance of the proposed algorithm through cdepu
simulations. We also compare performance of thepgmed
algorithm with the conventional CMA and the VSS €MA.

In the simulations, we have used the 2-tapptexichannel
h(n) = [1 + 0.9(n-1)] + j[1 + 0.4(n-1)] [13] and the 3-tap
Proakis B-channeh(n) = 0.407 + 0.81&n-1) + 0.403(n-2)

Buffer

Sbaud

periods

. z(n)
r(n
& Counter N Control % Blind N
Te=Ts Element o EQ
Delay
Z—S
Fig. 1. Block diagram of the proposed BML — MCMAs3m
Im
‘ <
Re

Fig.2. Step-size decision layef3 € 2, QPSK).

is

simulations are performed, are chosen as 15 dBIB2(0 dB
and 40 dB respectively. Optimum valuesuadind| parameters
of the three equalizers are obtained heuristically.

In Fig. 3, it can be seen that BML-MCMA h&e tlowest
Mean-squared Error (MSE) by having less scatteyeabsls
than the two other. In the case of VSS-MCMA, a cle&SK
constellation is not visible. Therefore, the VSSMAE has the
highest MSE and Symbol Error Rate (SER).

From Fig. 4, one can note that the BML-MCMA
outperforms the two other. The employment of buffed

[18], whered(n) is the Kronecker delta function. The channel multiple step size layers results in a better outpastellation.

is normalized such that the total power is unittsvaEqualizer
tap number is selected as 11. For the 2-tap congilarnel,
all of the taps are initialized to zero except fiist tap is
initialized to one. For Proakis-B channel, all bkttaps are
initialized to zero except the center tap is ifited to one.
Additive noise is assumed to be zero-mean compleitew
Gaussian noise. Transmitted signal leniytis chosen as £0
symbols, which is assumed to be long enough to exathe
performance of the three systems. Number of bstenplesS

Because there is no buffer used in conventional CMA
VSS-MCMA, number of highly scattered symbols arecmu
greater than those of the BML-MCMA. The conventiona
CMA has a better constellation than VSS-MCMA.

Fig. 5 clearly indicates that BML-MCMA has the best
performance by having the clearest constellaticgreHagain,
there are large number of highly scattered symbals
constellations of CMA and VSS-MCMA. The BML-MCMA
overcomes this problem thanks to its buffer elemamd its

is chosen as fdor the 2-tap complex channel case and Bx10 output constellation yields better overall MSE thianse of the

for the Proakis B-channel case.

We present the performance of the three expralithrough
constellations of equalizer outputs. Constellatiohsutputs of
the three equalizers at QPSK, 8-PSK, 16-PSK an#3R-
under the 2-tap complex channel, are given in Bjdrig. 4,
Fig. 5 and Figs. 6 and 7, respectively. SNR vahiashich the
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other two.

Fig. 6 and Fig. 7 show that the BML-MCMA has thestbe
MSE performance and convergence rate. Conventioive
and the VSS-MCMA have many highly-scattered symbols
they cannot yield a clear constellation. Consedygiftese two
equalizers have much lower convergence rate.

10
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(©
Fig. 3. Constellation diagrams of first 20000 elatseof equalizer output at
QPSK modulation. (a) VSS-MCMA, (b) CMA, (c) BML-MCM

Fig. 4. Constellation diagrams of first 20000 elataeof equalizer output at 8-
PSK modulation. (a) VSS-MCMA, (b) CMA, (c) BML-MCMA
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Fig. 5. Constellation diagrams of first 20000 elatseof equalizer output at
16-PSK modulation. (a) VSS-MCMA, (b) CMA, (c) BML-G®MA
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(@ (b)
Fig. 6. Constellation diagrams of first 20000 elateeof equalizer output at
32-PSK modulation. (a) VSS-MCMA, (b) CMA

0.8
06
04
0.2
Imo
02
04
06

08

=1

1 1
-1 08 06 -04

0.2 0 02 04 06 08 g

Fig. 7. Constellation diagram of first 20000 eletserof BML-MCMA
equalizer output at 32-PSK modulation.

Fig. 8 shows the constellation of first 20@QA@put symbols
of equalizer at 8-PSK modulation under Proakis Bretel.
Since the Proakis B-channel is a harsh channel haee
increased the buffer size to 50000 symbols. Fragn &iit can
be observed that BML-MCMA outperforms the two otlier
convergence rate. Conventional CMA takes the seqback
and VSS-MCMA again has the lowest convergence rate.

In the second part of the simulations, we havestigated
the effect of buffer siz& on the convergence rate of the BML-
MCMA equalizer through the constellations obtainfmt
various buffer size values. Fig. 9 shows the cdlatitens of
first 20000 elements of equalizer outputs $er 10000, 25000
and 50000 symbols, respectively. The modulatio®-BSK
and we have used the Proakis B-channel. The SNi val
16 dB. Fig. 9 shows that using only the first 50@9ymbols of
the input, the BML-MCMA equalizer reduces the caigemnce
problem greatly and results in a clear constelatiBor a
buffer size of 25000 symbols, the equalizer sigaifily
reduces the convergence problem so it can resiodv8-PSK
symbols. Due to the harsh Proakis B-channel, aebgifze of
10000 symbols is not enough to eliminate the cayemce
problem.

11
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