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Abstract— In this paper, realistic performance of Digital Video This paper focuses on the design of a tesbed that performs
Broadcasting - Terrestrial (DVB-T) spectrum sensing are invest  the hardware architecture introduced in [7] that perfortres t
gated for cognitive radio applications. To this end, an implemen- detection of DVB-T signals for the TVWS scenario. Some

tation of a cyclostationarity detector is proposed as an efficient t ina testbeds h readv b develoned:
means for signal detection under low Signal to Noise Ratio (SNR) SPECtrum sensing teslbeds have aiready been developet. mos

conditions. This paper focuses on the design of a hardware testthe Of them concern the energy detection [10][11] or collabiveat
that performs the cyclostationarity detection, and introduces a sensing [10][12] and those that deal with cyclostatiogarit

measurement campaign that has been performed in order to detection are high level demonstration [13] or dedicated to

have a realistic validation of the proposed solution. Measurement ;
results show that SNR down to -6 dB could be detected by our other bands (802..11n [14] and 802.11g [15]), not dedicated t
the TVWS scenario.

hardware demonstrator. S . . . o
Keywords—TV White Spaces, Cyclostationarity detection, The other objective of this paper is to achieve realistic
FPGA, Measurement. performance of the cyclostationarity detector using the- pr

posed testbed. To this end, a measurement campaign has
|. INTRODUCTION been performed with the platform and results from these
measurements are given in this paper.

The performance of sensing algorithms is fundamental inThis paper consists of 5 parts. Following this introduction
establishing the opportunistic communication of a cogeiti section I introduces the cyclostationarity detector atel i
radio (CR) system [1]. Many scenarios have been investigatgardware implementation dedicated to DVB-T signals. In-Sec
in the context of CR network. The most likely to occur in thgign i1, the platform used for the demonstration is desetib
short term is the unlicensed usage of TV bands often referrgdction v details the experimental validation of the detec

to as the TV White Space (TVWS) scenario. This scenarfy giving some measurement results. Finally, conclusioas a

some restrictions which include high-sensitivity reqments
for primary user detection [2]. In the context of this scémar ||, CycLOSTATIONARITY DETECTOR FORDVB-T SIGNALS

standardization has been very active, especially under the ) ) ) )
IEEE802.22 banner [3]. This section derives the theoretical equation used by eyclo

In Europe, the TV bands primary user is the DVB-T tranStationarity Qetector _and introduced th_e hardware arctoite
mitters and cyclostationarity detector has been proposedea (Presented in [7]) suitable to DVB-T signals.
most promising technique for DVB-T signal sensing. By using ) ,
cyclostationary features induced by the Cyclic Prefix (ap), - Cyclostationarity based OFDM detector
allows OFDM (Orthogonal Frequency Division Multiplexing) For the DVB-T signal sensing, the proposed technique is
based signals detection at low SNR. based on thea priori knowledge of the OFDM modulation

If the theoretical aspect of this detector has bedyased DVB-T physical layer. The algorithm, described in [6]
thoughroughly addressed in literature [4][5][6], solusoneed aims at detecting the cyclostationarity of the DVB-T signal
to be proposed for its hardware implementation in order through the analysis of the Fourier decomposition of it®adc
achieve a good architecture-performance tradeoff. Indeed order momentum. It exploits the structure of the OFDM sym-
an operational system, the sensing block has to be impl®ls which contains the same pattern at its beginning and end
mented on a real hardware platform. Then, all theoreticile so called cyclic prefix. By computing the autocorrelatio
functions have to be expressed as logical blocks and arcéxplof the incoming signal with a lag corresponding to the symbol
dimensioning of all links between blocks and data formattmuguration, the cyclic prefix is emphasized while the rest ef th
be carefully performed. In [7], an efficient implementatioin correlation tends to zero. This is due to the fact that tha dat
a cyclostationarity detector was proposed by our team. Thertion of the OFDM symbols is uncorrelated over conseeutiv
a priori knowledge of the DVB-T signal nature helps avoidgymbols. Thus, the mathematical expectation of the cdioela
the implementation of a large FFT operator as used in the staignal is time periodic, also referred to as the cyclostetip
of the art architectures [8][9]. nature of the OFDM signad[n].
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Let us now consider the autocorrelation of this signal: s(m) AP .( CP,

Rs(u,m) = E {s[u+ m|s*[u]}. (1) s(n-N) CP, X CP, cp, X cp,

Under the condition that all subcarriers are used, the autE/fsm)sn-N)]
correlation of an OFDM signal is written as [6]:

A
4
A
4
y
A

N D N D
R (u,m) = Ry(u,0) + Ry(u, N)d(m — N) ...
4 Ry(u,—N)S(m+N), (2

Figure 1. Ideal autocorrelation signal of an OFDM symbol burs

. . . . . B. Hard hitect for DVB-T detect
with NV being the number of subcarriers afitheing the Dirac ardware architecture or_ etector )
function. The DVB-T standard defines three FFT size$=2048,
The first term of (2) is the power of the received signaft096 or 8192 for a channel bandwidii, of 8MHZ'_ The
Energy detectors, derived only from this term, provide po&Y/clic Prefix over FFT size ratid)/N can also vary: 1/32,

performance at low SNR. To increase the performance of the-6: 1/8, 1/4. Considering all the configurations leadsexy v
detector at low SNR, we focus on the last two terms of ( ighly complex hardware architecture. However, in pragtic

to build a cost function. The term&, (u, N) and R (u, —N) eployment considers a smaller set of parameters depending

correspond to the correlation induced by the cycle prefix. % the country. For instance, in France, the set of parameter
can be shown [16] thaR,(u, N) is a periodic function of used isN=8192 andD/N=1/32, only this set will be used to

u which characterizes the signal R.(u, N) has a period design our architecture. o _
0451 — N + D with D being the length of the cyclic prefix. A_ key characteristic that will be exploited in the arch|tm=_.'t
As this function depends o in a periodic way, the signal is design stems from the broadcast nature of the DVB-T signal.

not a stationary but a cyclostationary signal. Its autation This means that detector sensitivity can be increasedfsigni
function can be written as a Fourier series: cantly by very long integration time. This is a relevant teat

since sensitivity requirements for primary user detectoe
k=421 _ very challenging (typically SNR=-10dB [18]). It also chasy
Ry(u,N) = RJ + > RE(N)e* ™ 0u  (3)  the way that the reference signal is used to define the de-
k=—NED g2 cision variable. When undertaking this calibration phake, t
] ) o secondary system needs to consider a reference noise value
In (3), k¥ is the cycle correlation coefficient at cycleyhich is independent of the signal presence.
frequencykag and at time lagV. This term can be estimated \when considering long (ideally infinite) integration time,

as follows: the autocorrelation function defined in previous sectiordse
u—1 _ to a rectangular signal as depicted in Fig. 1, the cyclicorati
REo(N) = i > s(u+ N)s*(u)e >0 (4)  being 2. In this case, the Fourier coefficient is written as:
u=0
A 2wkD 2wkD
ko . .
whereU is the observation time. R*(N) = o {SIH(N n o)+ <1 —cos( n D)> } ,

The basic idea behind the cyclostationarity detector is to
analyze this Fourier decomposition and assess the presénc

the signal by setting a cost function related to one or morEeaCh coefficient power is given by:

2

of these cyclic frequencies. This cost function is compared AD " k=0,
to some reference value. This technique was introduced in| B (N)|* = NJ;D ) ip 7)
more general context in the early 90s by Gardner [17][16]. 2 (557 (1 - COS(]\/'T:_D))) k # 0.

Recent papers have applied this approach to the oppoftunigiacision variable computation
radio context [4][5][6]. They mainly differ in the way the st ~a reference noise level has to be computed from

harmonics are considered. In our study, the proposed cgg{ opservation in order to be compared with the signal
function exploits both the fundamental and several harg®niyost function J,(K,). It is obvious from equation (7) that

as expressed in (5): REeo(N) = 0 whenk = l(% +1), 1 ={1,2,--- + oo}
1 K. The Fourier harmonics(% + 1) are not impacted by the
Js(Ks) = 70— Z | REoo (N)]Q, (5) presence of the signal and can thus be used for calibration
2K, +1 k=—K, purpose to define the reference noise level. Similarly to (5)
a cost functionJ,, could be defined in order to compute the

where K, is the number of harmonics that are considered. . ;
- ) noise level:
It can be observed that the cost function is only built upon

2
Rs(u, N), while R, (u, —N) is omitted. Indeed, it is quite easy T K. = 1 / ‘Rl(g+1)ao N 8
to prove thf';1t|1w2(’§0‘°(N)|2 = |]~2(’§0‘0(7J\7)|2 [6]. n(Kn) 2K, 2 ° N @
Introduced in [7], the hardware integration of this algmmit l=-Ky,
is presented in the following chapter. L#0
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Figure 3. Platform overview.

of the filter. The integration ability of the filter depends thre
Figure 2. Cyclostationarity detector for DVB-T signals. length of the filter denoted.
The complexity of such a detector hardware implementation
is determined on a Xilinx Virtex 4 target technology using

with Ky, being the number of harmonics that are con5|dere§ie ISE XST synthesis tool. Results are provided in Table I.

Fngez(fggle, dcons@srmg ':Ee f.Fr,:TCh STth of pa}ramgtf%ﬁe complexity is compared with the total resource avadlabl
(D/N=1/32) and considering the first 4 signal harmonics -3:43 "\ "o A " Table | shows that 6% of the slices, 52%

\a/‘gga%?eevn?:gr? Qgrg(o?:ss('e'gg;:ioigsgnzl)’ the decision of the RAM blocks and 17% of the multipliers have been
P ' used to perform the detection. If the final implementatiot wi

J (K 3 Rkao (N |2 integrate this detector and a PHY layer for the opportunisti
V= o(Ks) _ 2 Die=mg [ B3 (V)] (9) communication, this complexity seems quite high (esplcial

 JW(K,) T | p—33a 2 33 2° ' piexity See quite hig P
n{Sn [R5 (N)|” + [RF*(N)] the memory blocks) and a new version of Xilinx FPGA should

) be used for the final implementation.
Hardware architecture P

Introduced in [7], the proposed cyclostationarity detecto |||. TESTBEDS DESCRIPTION AND SPECIFICATIONS
hardware architecture is shown in Fig. 2 for the parameteAs
K, =3 andK,=1. L _ _

First, the autocorrelation is computed on the I/Q complex Fig: 3 shows the testbed used to validate the detection of
samples. The IIR (Infinite Impulse Response) integraton th®VB-T signal. The testbed consists of two parts:
averages over a number of symbols tuned by setting thes The modulator is a standard TeamCast DVB-T prod-

Overview of the demonstator

integration time parameter to achieve the required seitgiti ucts [19]. A video stream is pulse shaped and transposed
The supervisor, a Finite State Machine (FSM), then triggers in the TV channel according to the DVB-T standard. It
the writing into a buffer that stores 8192 filter output sa@spl emulates a base station broadcast of the DVB-T network.

(equivalent to the length of an OFDM symbol). Then, using a « The receiver performs two functions: the "sensing block"
faster clock, the Fourier harmonics are computed sequigntia ~ and the "DVB-T demodulator"”. It then provides a video
The sine generator computes sequentially the required sine stream and the decision variable provided by the detector.
function of the Fourier taps of interest. The Multiply ACcu- A PC controls and supervises the testbeds using RS232
mulate (MAC) function enables the Fourier coefficient to benks. Three software Human-Machine interfaces have been
obtained for these taps. The sequence is as follows. Fiest Heveloped, one to control the setting of the DVB-T modulator
reference harmonics -33; +33 are generated to compute g for the DVB-T demodulator and one that controls the
noise reference power. Then the harmonics of interest ®r thetector characteristics and supervises the measurements
DVB-T signal 0;-1;+1;-2;+2;-3;+3 are calculated. The powe A measurement consists in scanning a 8MHz UHF channel
of each harmonic is summed up to obtain the cyclostationaréind then in detecting if this channel is vacant. The detectio
estimator value. Finally the decision engine gives the fing) based on the decision variable as defined by (9).
result by comparing the estimated value to the decison value
according to (9), which provides a hard decision output ef t. Hardware specification of the receiver
detector. Fig. 4 provides an overview of the architecture of the
This technique holds theoretically for infinite integratio receiver used to test the proposed architecture. The ®ceiv
time to guarantee the rectangular shape of the autocaorelatis composed of two parts: a RF board that performs the
estimator. Whenever a finite integration is performed, d&tec translation of the RF UHF signal to 1Q baseband signal and a
performance is improved by increasing the integrationitgbil digital board that executes the baseband algorithms.
The RF board is composed of an analog part and a digital
part. The analog Downconverter block allows the transposi-

Slices RAM%?(TCEISe);«tylgkb,ts MUl Latency tion of the UHF band (470 - 860MHz) to an Intermediate

Detector | 1600 122 23 | Dependsonn| Frequency (IF) of 240MHz. An Analog to Digital Converter
Total | 25280 232 128 (ADC) then converts the signal into samples. The sampling
TABLE |. COMPLEXITY EVALUATION OF THE DVB-T DETECTOR frequency is 73.4 Mhz corresponding to 8 times the symbol
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Figure 4. Receiver architecture. Figure 5. Mean of decision variable versBs, for different filter lengthn.

; P want level at the input of thA. Decision variable distribution
requencyF,. To ensure a constant level at the input of the _. o . .
q Y P First, we observed the distribution of the decision vagabl

ADC, two automatic gain control (AGC) loops are imple- . . T
mented, one at RF and one at IF. V' according to (9) as a function of the receiver input power

. . . P;,. In practice, the power of noise harmonic comes from
The digital IF signal is then processed by an FPGA thﬁ}i/o sources: the thermal noiser;,, which is constant, and

performs the basepand transposition. The d|fferent ele.me[h autocorrelation noise which is proportional to the inpu
are: a bandpass filter that attenuates the adjacent chan f%verPA — kA Ps,. The power of useful harmonics is also
an 1/Q demodulation, a Direct Digital Synthesizer (DDS)tthgoportional o thlg input power. Assuming that, in the ubefu

performs the baseband translation and finally decimators ﬁgrmonics, the power of the thermal noise is negligibletiasa

switch from8 £ to F. o _ to the power of the signal, the decision varialecan be
The IF and RF AGC guarantee the level of the digital signg}yitten:

into the range between -75 dBm and -35 dBm. The power is LP. k
computed using the outputs of the ADC. The gain of the AGC V= Iz ; J
is linear within this range, thus ensuring no distortion loé t ThtRalin gyg tha
input signal. The RF board also contains a specific chip thaith £ andk 4 constantSN R = P;,,/ Pry, andkP;,, >> Pry,.
performs the DVB-T decoding. Fig. 5 shows the mean of decision variableversusp;,
This I/Q stream is then transmitted to the Digital board vitor different filter lengthn= 4, 32, 64 and 128.
a high-speed serial link. The 1/Q samples are received at theAccording to the curves of Fig. 5, three ranges of receiver
frequencyF, of 64/7 MHz. The digital board is composed ofinput power can be distinguished:
an FPGA Xilinx Virtex-4 FX60 and memories (both SDRAM « Range 1: When the input received power is lower than
and flash). The hardware architecture of the detector detail -100 dBm, (10) is no longer valid, and the noise becomes
in Section Il is implemented on this board. dominant compared to the signal. The harmonics are only
An important remark is that the IF AGC has not been noise harmonics ani’=0 dB.
integrated in the platform reducing the range of the input e Range 2:P;, for between -100 dBm and -80 dBm, the
signal. Under this condition, the thermal noise of the nezrei curve is approximately linear, and is proportional to
Pr;, has been measured at -80 dBm. Py,.
« Range 3: For powers higher than -70 dB¥hjs constant
and only depends on.
Finally, we note the influence of the filter length The
largern is, the higher the decision variable is. For high input

] ) o powers (range 3)V is 11 dB forn=4 and 27 dB fom=128.
In this section, realistic performance results of the psmub

detector are given from a measurement campaign. In tfs Detection probability

campaign, the channel is considered to be an AWGN (Additive The detection probabilitypp is the probability that the
White Gaussian Noise) one as Line of Sight conditions asystem detects the DVB-T signal when it is present in the
performed. In our scenario, the primary system is the Frenchannel. These probabilities are obtained (leading to sefal
DVB-T (i.e., FFT size of 8192 and a cyclic prefix of 1/32)alarm probability of 10%) when the detector is matched with
First, the false alarm are induced by the thermal noise arlte transmitter (i.e., FFT size of 8192 and a cyclic prefix
then, by a secondary system that already communicates in ¢iiel/32). Measurements are performed for different reakive
channel. power levels of the primary signal ( -90 dBrf?s, < -70 dBm).

(10)

IV. EXPERIMENTAL MEASUREMENTS
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Figure 6. Detection probability versusN R for different filter lengthn. Figure 7. Detection probability versus false alarm proligbior different
sizes of cyclic prefix.

n=64 and Pin=-40 dBm

Fig. 6 shows the performance of the algorithm for different @o—qt
filter lengthn = 4, 32, 64 and 128. R - iw@%—O——C— o
Thus, for the detection of a DVB-T signal (8k, 1/32) and a
target of 95% of successful detection, the measurementsesu oz
show that the detection a$ NR down to 10 dB could be
achieved with a filter lengtlh=4, SN R down to -2 dB with 06
n=32, SN R down to -5 dB withn=32 andS N R down to -6 m
dB with n=128. 04 —-FFT =4k
——~FFT =2k
C. False alarm: Another DVB-T signals 03 T
So far, the false alarms correspond to the case where the g
detector detects a signal while no signal is present at the DDI o o o - -

receiver input. In this part, we analyse another kind ofefals - ’ T
alarms: when a secondary transmitter uses the same channel
with a DVB-T signal having different characteristics thdn@t Figure 8. Detection probability versus false alarm prolighbior different

Fa

primary transmitter DVB-T. sizes of FFT.
The detector is set on an FFT of 8192, a cyclic prefix of
1/32 and a filter siz&=64. To test the influence of the size of V. CONCLUSIONS AND FUTURE WORKS

the cyclic prefix, the false alarm probability is computeddo  Scenarios have a strong influence on architecture and its
secondary transmitter using cyclic prefix of 1/16, 1/8 anl 1performance tradeoffs. In the secondary spectrum usage of
(with a given FFT size of 8192). To test the influence of thgcensed TV bands, interference is not allowed, and much
size of the FFT, the false alarm probability is computed for &tention must be paid to sensitivity. In this paper, DVB-T
secondary transmitter using FFT sizes of 4096 and 2048 (Wiignal sensing has been addressed using the cyclostétjonar
a given cyclic prefix of 1/32). detector. The motivation of this study is to achieve reilist
The measurements are performed under high SNR conglerformance of this detector for the TVWS scenario. This pa-
tions (input powerP’;,, of -40 dBm). The detection probability per focuses on the design of a hardware testbed that performs
pp is plotted versus the false alarm probability-4 for the cyclostationarity detection and introduces a measemém
different sizes of cyclic prefix (Fig. 7) and for differenzes campaign.
of FFT (Fig. 8). The receiver could not reach very low sensitivity because
The measurement results show that the size of the cyalinly one AGC has been implemented. However, this limitation
prefix has more influence on the number of false alarm th&not prohibitive in the use of the algorithm. We have shown
the length of the FFT. Thus, when the secondary transmittbat, with a thermal noise of -80 dBm, the architecture could
uses an FFT of 8192 and a cyclic prefix different from thachieve the detection § N R down to -6 dB.
one of the detector, the detection probability is decregsin The influence of the filter length has been highlighted with
the detection being impossible for CP=1/16. However, if thee 16 dB sensitivity gain betweer4 andn=128. Finally, the
secondary transmitter uses an FFT size different than the dalse alarm and detection performance will help the setting
used by the detector, the number of false alarm is low and tbkethe detection threshold according to the desired styabég
detection is feasible. detection.
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Future work is to update the RF board of the receiver wifo] TeamCast, “Description of RF Channel Simulator,”available
the integration of the IF AGC and to perform measurements ];I.rgrg3h2t(}1p1: /'l ww. t eantast . cont en/ maj - e/ clazi 19493/,
with realistic broadcast channel conditions [20] with both e
multipaths and frequency dispersive characteristics.
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