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Abstract—Schema integration is a very complex task in which
several schemata are merged into one global concapt
schema. Due to its complexity, computer-based appitions
and tools are needed that support and automate pastof the
integration process. In our previous work, we haveshown that
schema integration on the predesign level allows rfdower
schema complexity, fewer conflicts and better end ser
feedback. In this paper, we focus on applied matchg
strategies, which are a central element of any serautomatic
integration process. We propose a set of matching ethods
that are suitable for the predesign level and dis@s how they
are intertwined and how their results regulate theintegration
process. As its main contribution, the paper offersan
integration of previously presented methods and desbes
exemplary findings from the corresponding prototype
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. INTRODUCTION

When designing and developing information systemes,
often have to deal with requirements, hereaftesrret to as
schemata, which are collected from different sosirddese
requirements are often divided into structural batavioral
schemata. In this paper, we focus on the strucaspkct,
meaning both what data should be stored in thebdataand
what data the information system needs for prongsks
functionality. The application area is schema irdéign, a
very complex task in which several conceptual scitarare
merged into one global conceptual schema. In [Bg t
authors define schema integration as “the activity
integrating the schemas of existing or proposechimses
into a global, unified schema” (p. 323). Due to pbewity,
computer-based applications and tools are needeithein
integration process to help users not only to ramybut
also to resolve similarities and differences betwé®o
source schemata.

In this paper, we mainly focus on the former ofséiethe
recognition of similarities and differences. In wgiso, we
propose a three-tier matching strategy for predesthema
elements starting with an element level matchingragach
followed by structural level matching and endingthwa
taxonomy-based matching strategy. Our approachtiser
unique since it is modeling-language independentichy
means that the matched schemata can be formulatzalyi
modeling language focusing on concepts and linkgéden
concepts. In our approach we focus on linguistitiéues
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to extract as much information as possible. Matghtin the
predesign level has various application areasydict

A. Integration of heterogeneous requirements during

the early phases of information system development
projects,

B. Consolidation of project schemata from a specific

domain during ontology engineering.
Generally speaking, predesign matching is best used
whenever natural language descriptions are availedther
than more formal specifications (e.g., during reguients
engineering), when semantic, project-overarchingchiag
is needed (e.g., during ontology engineering) oremvh
extensive user feedback by domain experts is ezgeat
required [10][1]. In [26], we describe an experinarstudy
that compared end user feedback for predesign model
compared to feedback for standard conceptual maaels
as Unified Modeling Language class diagrams.

The paper is structured as follows: in section twe,
address some related work and distinguish it fraimawn
approach. In section three, we present our there-ti
matching strategy consisting of element level matgh
structural level matching and taxonomy-based matthin
section four, we show how these three tiers are
interconnected and how the matching results alieadifor
the purpose of schema integration. Finally, theepajioses
with a summary and conclusions.

Il.  PREVIOUS AND RELATED WORK

Earlier work in the domain of schema integratiorginti
be roughly classified into three approaches [4]:nuad,
formal and semi-automatic approaches to schema
integration.Manual means that all tasks are performed by
hand,formal means in this context that a formal modeling
language is applied argkmi-automatianeans that at least
one computer-based application is used in the iatem
process. Looking at previous work, it can be codetiithat
much of that work has focused on the Entity-Refeiop
modeling language (ERML) [12] or some extensionitof
[25]. Lately, focus has shifted towards the Unifidddeling
Language (UML) [20]. Even so, it should be noteat thoth
the ERML and the UML are implementation-dependent
modeling languages. In our approach, we insteadk wor
towards a method for modeling-language independent
schema integration, meaning focus is on conternéaasof
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implementation. In the rest of this section we gixamples languages. Of course, this also means that outegira
of semi-automatic approaches and distinguish thesmf cannot depend on language specific modeling coadayt

our own approach. has to utilize other, e.g., linguistic, informatiém analyze
In [23], the authors present a survey of approathes the models.
automatic schema matching. They distinguish schieasad In our approach we first perform comparisons on the

and instance-based matching. Our work is classifisda element levefor gathering preliminary matching proposals.
schema-based approach, since it is applied earlthén Then structural level matchingis applied to identify
information system development process in whicteswta potential contradictions to the original assumpdiothat
are focused. In [23], the authors further state sthema- might hint at homonym or synonym conflicts. Finalilye
based matching can be performed on the element levase an optionaltaxonomy-based approacho identify
(concept) and on the structural level (neighborfcenatl it  previously undetected concept relationships. Thierlatep
can be either linguistic or constraint-based maighiOur is especially relevant when concepts are matchethén
approach is a composite schema-based matching aghpro context of ontology engineering, since it has thteptial of
since we apply element level matching, structueel detecting hidden, easily overlooked information.
matching and taxonomy-based matching. The work8j [ All of these strategies are applied on conceptspaith
was also adapted and refined in [24]. both members of the pair coming from one of thecimad
In [17], the authors present a method for strutturaschemata. Thus, in preparation for the matchingess, all
conflict resolution while applying the ERML. Thethars relevant concept pair permutations are generatddce the
pinpoint that in their method, structural conflicere pairs are symmetric, the order of the conceptfiénpair is
automatically resolved resulting in less manualomff irrelevant. In a further preprocessing step, listjaitools
Finally, in [17], the authors state that “the keyustural like stemmers and lemmatizers are used to redece/oinds
conflict is that between an entity type and anitaite” (p.  from the concept designations in the target scheteatheir
227). In our approach, we do not distinguish betwee base forms [8].
entities (classes) and attributes because we wogk lugher The following sections will describe the differdatels
level of abstraction compared with the ERML and théL. of the matching approach in more detalil.
In [14], the authors once again adopt the ERML &hil El t level matchi
addressing schematic discrepancy. The authors rﬂreséo" ement level maiching .
algorithms that resolve the problem. In the aldwnis, On the element level, concepts are directly contpame
meta-data are transformed into entities and thé’]mt eaCh Othel’ W|th0ut Considering the context. The nmai
pinpoint that the information and constraints givianthe — Matching criteria on this level are the names afcepts;
source schemata are kept. Similar to the work ptegein ~ element level matching therefore presupposes that t
[17], the work presented in [14] is classified asrkvon an ~ concept names are available in their linguisticebfsm.
implementation-dependent level. Other matching criteria on the element level artepially
Several algorithms for Calcu|ating Concept S|muar| available metadata such as deﬁnitions, indicatiasfs
have also been proposed such as the Wu and Paletec m quantity or data types, though the latter is immetation-
[30], the Hirst and St Onge metric [15] and theK esetric  dependent and thus typically not available on trezlesign
[2]. All three algorithms will be presented in matetail in  level.
section 3C, taxonomy-based matching. The eventual goal of element level matching iseoide
Finally, we have found that some techniques of ouWhether a concept pair matches. The process has the
matching strategy are similar to the ones usetiéenDIKE  following possible outcomes:
approach [21] and the GeRoMeSuite [16]. Howevee, th ¢  Equivalence/Synonymy,

DIKE approach is quite different compared to ounges in . Relatedness,
our approach we do not focus on any specific madeli . Independence.
language but instead only on concepts and linksvesst At first glance, equal words/definitions suggests

concepts. In the GeRoMESuite [16] the authors mteae equivalencealthough the concepts might be later identified
system for holistic generic model management beirth as homonymous. If the compared concept names dre no
approach focuses on implementation dependent medels  equivalent, but domain ontology is available andhbo
as SQL, XML and OWL, while our focus is on compared words describe known ontology concepen th
implementation independent conceptual schematanimga information about theelatednessf the compared concepts

the approaches are complementary rather than éxelys is queried. If they are not synonymous they maylibectly
related in another way, indirectly related via gale
Il MATCHING STRATEGIES intermediate concepts or completely unrelated.oleptial

An important aspect of our semi-automatic three-tie relatedness is detected in the ontology, this inédion is
matching approach is its independence from anyifipec incorporated in the integration proposal.
modeling language [9], meaning it can be used fer t If the compared concepts are classifiediraependent
integration of schemata that are available in diffi¢ source after the first matching steps (i.e., no potentelhtedness
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was found), but one or both of their names consfst element level matching. In structure level matchimg
compound words, then these names are deconstrieded. propose to use a set of “IF THEN” rules. Moreowartain
endocentric compounds — the most common ones in thafluence factors such apolysemy countvalency and
English language [11] — the right-most element bé& t domain weighimight be used to complement the rules. The
compound word is its head. Thus, the following p&ative  influence factors could even be used to decide henet
rules are applicable for identifying automatic tielaships  neighborhood comparison is necessary [8] at all.
between the words: Polysemy count gives the number of meanings a word
A. If the compared concept names are available in thbas in a given language, valency gives the number o
form of A and AB (i.e., A corresponds to the attribute slots a word has in a given language domain
compound AB minus the head B), then theweights can be manually assigned to concepts byaaom
relationship “AB belongs/related to A” can be experts [8].
assumed. We propose to use two types of “IF THEN" rulestes
B. If the compared concept names are available in thfr equivalent concept namesdrules for similar concept
form B and AB, where A is the head of the Names (see also [6][7]). As the rule names indicate,
compound AB, then the relationship “AB is a B can equivalentm_eans that two concept names are recogn_ized as
be assumed. equivalent in element level matchm_g, e.g., “Namm

To exemplify the first rule, the concept “car cdlas schema 1 andNamée' in sch_ema 25imilar means t_ha_t the
identified as a potential attribute of “car” (“camwlor” concept names are not_equwalenﬂt but r?gognlzenlnakar
belongs to “car’), and the concept “student nams” i!‘n element’ I_evel matching, e.g., “Order” in _scheﬂnmnd
identified as an attribute candidate for “studeffStudent Orderltent in sc_hema 2. In total, at least six rules should
name” belongs to “student”). Regarding the secael, the b.e ysed for equivalent concept names ?”d thres fole
exemplary concept “dialysis patient’ would be ipteted similar concept namesThe rules for equivalent concept
as a “patient” (“dialysis patient is a patient’yyda“blood namescan be_stated as. . .
pressure measurement” is a (specific form of) IF comparison of concept names ylglds equivalent an
“measurement”. comparison of concept neighborhoods yields:

On a related note, if no definition or ontology alas * Equivalent THEN equivalent concepts are most
available about a schema concept, semi-automatic likely recognized. _
disambiguation can be attempted, using genericcoms + Different THEN homonyms are most likely
such as WordNet [19] that contain word sense ddfims. recognized.

The word in question is looked up in the lexicorhiai +  Similar AND one concept in each schema is named

results in all possible word senses and their dfirs
being returned. The following four outcomes aresgus:
» exactly one definition is returned;

different, THEN synonyms are most likely
recognized.

Similar AND one concept name is a composite of
another concept name with a following addition,

* more than one definition is returned;

» no fitting definition are returned;

» the returned definition is on the wrong detail leve
If more than one meaning is returned, the sensesaaked
according to their likelihood of occurrence in tBaglish
language or the domain in question. If no meanigg i
returned, other searches are automatically attempiéh
linguistic decompositions or variants of the wottl.the
returned definition is on the right track, but dre twrong
detail level, the search is repeated for the candid
concept’s hypernyms or hyponyms respectively. Tiires
process is described in detail in [28].

AND cardinality is indicating 1:1, THEN an
associationbetween the two concepts is most likely
recognized.

Similar AND one concept name is a composite of
another concept name with a prior addition, THEN a
hypernym-hyponympair is most likely recognized.

« Similar AND one concept name is a composite of
another concept name with a following addition
AND cardinality is indicating 1:M with or without
uniqueness, THEN holonym-meronyrpair is most
likely recognized.

The rules for equivalent concept names verify alide

B. Structure level matching the result from the first part of element level g,

On the structural level, comparisons of the corgept while the rules for similar concept names verifydecline

neighborhoods are conducted, meaning that thoseept; the result from the second part in which the pertied rules

that are directly connected to concepts, which hasen are applied. Theules for similar concept namesan be
identified as equivalent or similar to conceptsainother stated as:

source schema, are compared. In doing so, several IF comparison of concept names yields:

similarities and differences might be recognizedhtth e Similar, one concept name is a composite of another

otherwise could pass unnoticed. Besides that, tsireitevel concept name with a following addition, AND

matching is also used to verify or decline the Itssof comparison of concept neighborhoods yields similar
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or equivalent with an indication to a 1:1 cardityali concepts in the taxonomy. The similarity score ésivabd
THEN an associationbetween the two concepts is from dividing the double of the taxonomy depth loé .CS
most likely recognized. (since two concepts are compared) by the sum of the
Similar, one concept name is a composite of anothelaxonomy depths of the compared concepts. Further
concept name with a following addition, AND separation of the concepts from their first comnfiatiner
comparison of concept neighborhoods yields similaiconcept means a lower similarity score.

or equivalent with or without an indication to a  TheHirst and St Onge metrifd5] allows measuring the
unique 1:M cardinality THEN #olonym-meronym similarity between two concepts by determining kiegth
(aggregation) pair is most likely recognized. of the taxonomy path between them. Three diffefemds
Similar, one concept name is a composite of anothe®f paths for connecting concepts can be distinguigtased
concept name with a prior addition, AND on their strengthextra-strong strong and mediumpaths.
comparison of concept neighborhoods yields similafExtra-strong paths exist between two equivalentcepts.

or equivalent THEN ahypernym-hyponynpair is

most likely recognized.
In [6] and [7] it was described how the rules colld
applied while applying the Karlstad Enterprise Miaue
approach [13]. However, in this paper we do noufon
any specific modeling language and therefore wee l@so
refined and adapted the rules to be useful forraogeling
language; in other words the rules are modelingdage
independent.

C. Taxonomy-based matching

The previous matching strategies for concept paese
all based on their names and context or the ustowfain
ontologies. Domain ontologies, however, are notasgkv
available, and concepts may have a sparse neightxbrh
which can make analysis of their context unreliaklsing
general-purpose taxonomies that are not restrittedne
domain, general assumptions about the relatiortstiyween
two words can be made: isolated words are compzaiedd
on their position in the taxonomy instead of onirthe
structure or context.

A particularly extensive domain-independent taxogom
for the English language is provided by the lexialabase
WordNet [19], which is freely available and thusdely
used in scientific research projects. It is impairted note
that using WordNet for calculating concept similaris
completely separate from using WordNet
disambiguation purposes as discussed on the eldmasit
In [18], the authors compared a number of differen
approaches for calculating semantic similarity mstbased
on WordNet. Perl-based
concept similarity measures from WordNet were als
presented in [22]. Among them, Wu and Palmer, tHirsd
St Onge and Lesk will be shortly discussed herealrse
they are three very different forms of WordNet-lshse
similarity measures.

The Wu and Palmer metrigvas first suggested in [30].
The similarity value is calculated using formula 1:

for

_2* depth(LCS (conceptl, concept 2))
depth(conceptl) + depth(concept2)

wup oy

In a first step, the least common subsumer (LCS)
determined, i.e., the first common parent of thenpared
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t

implementations _ for derIVIIﬁ'%both sides of the observed word is defined. Thdn al

Strong path are identified by a direct connecti@ween
two concepts. Medium-strong paths finally mean tad

concepts are indirectly connected. In the lattesecahe
number of path direction changes is relevant foemhaining

the concept similarity. Direction changes occurrgvane a
medium-strong connection switches between upwaatissp
(generalizations), downward-paths (specializatiores)d

horizontal paths (other relationships between cpis)e
Frequent direction changes lower the similarityrecas
shown by formula 2:

hso= C - pathLength- k* numberDirectionChangs 2

The calculation returns zero if no path at all &xis
between the concepts. In that case, the concems ar
interpreted as unrelated. C and k are constantd fwe
scaling the metric.

Finally, theLesk metric[2] is a context-based similarity
score that does not require taxonomic structurestedqd it
presupposes a lexicon, in which different word senare
distinguished and detailed definitions for each mieg are
available. Because the WordNet taxonomy contains
definitions and examples for each concept, it igopular
choice for this task. For determining Lesk similgrithe
definitions of both involved concepts must be pded;
then a numerical estimation of their degree of ssjmm is
calculated by counting the word overlap.

Traditionally, the Lesk algorithm is wused for
disambiguating words in full natural language texss
context window containing an equal number of woots

available definitions for the observed concept Hredother
content words in the context window are examined an
compared, ignoring non-content words such as pnoniou
articles. The word sense that has the greatestapverith
the definitions from the surrounding text is assdn@ be
the correct one.

In our use of the Lesk algorithm, already disambtgd
concept-pairs are presupposed and the Lesk metuiged to
calculate similarity scores for them. The scorescdbe the
concept pair’s relative similarity compared to athencept

.gairs and — if an according threshold value has loedined
' the conflict potential of the word pair. For exae using
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our optimized Lesk algorithm, the concept pair “"ear
“bicycle” has a similarity score of 198, “car’-“mamtcycle”
has a score of 321 and “car’-“bus” is assigned sbere
688, which indicates their relative similarity.

The algorithm and potential optimizations of thesk
algorithm for our purposes was described in deta[P8].
Lesk is the most relevant WordNet similarity meastor
the matching purpose since it is rather robust regai
inadequacies in the taxonomic structure and italiegan
be improved by relatively simple, light-weight
enhancements of the taxonomy, such as filling gaps
concept definitions.

The results of taxonomy-based concept matchingaare

starting point for future ontology extensions.ftf; instance,
a high matching score is identified between twoviongsly

unrelated concepts, then a relationship betwean tan be
assumed, which is a candidate to be incorporatethen
domain ontology.

IV. FURTHERUSE OF THEMATCHING RESULTS

Any integration attempt needs to follow a predeteed
workflow that combines the various techniques thave
previously been described. In [10], this process walled
Concept Determination Method (CDM), because athémet
of it is the disambiguation of concepts, which is
precondition for conflict recognition and resolutjavhich in
turn enables model consolidation. The followingtiearare
involved in the process: system designers, domgperes

In the first step of schema matching, all permatadiof
concept pairs from the two source schemata areaprdgdor
comparison. The eventual matching goal is to deeidether
the compared concepts are the same or differené Th
proposed workflow is as follows: every concept psifirst
matched on the element level using the direct coispa of
the base form and the application of linguisticesul This
step results in a preliminary matching decisiortht result
is “independent” and a domain ontology is availalthen
information about potential connections between the
concepts are looked up in the ontology. Technically
speaking, this is still a part of element level chirg,
because the concepts’ context is irrelevant far step.

Concept pairs that have been classified as “indibgh
or “equivalent” during element level matching thamergo
structural matching, which aims to identify potahti
homonym and synonym conflicts based on the neighbbr
the compared concepts. Additionally, structural ahig
should also recognize hypernym-hyponym pairs and
holoynm-meronym pairs. If such conflicts are idbed as
likely, a respective warning is added to the priglamy
matching decisions.

Finally, taxonomy-based matching (e.g., the Leskig)e
can be optionally performed for concept pairs, Wtace still
presumed “independent” after structural matchinige §oal
ais to detect potential hidden relatedness betwdsn t

concepts. This is especially recommended if attleas of
the compared concepts is yet unknown in the domain
ontology. The final matching proposals, includingya

and ontology supervisors. The process input tyyical warnings, are presented to domain experts, who liaee

consists of two schemata, which are to be intedrate
single schema is also a permitted input; in thiseaanly the
schema-preprocessing phase is traversed, whiclves/the
optimization of its modeling element designatiomsl ahe
resolution of any potential inner-schema conflidts. all

the chance to accept the proposals or override .th&m
instance they can decide if and how potential
homonymy/synonymy conflicts should be resolved.ndf
domain expert is available, the default proposadgarsued.
Based on the matching results, specific integration

cases, the output of the CDM consists of one singl@roposals are generated in the schema consolidpliase.

(integrated) schema. The integration process ipastgd by

In summary, the following strategies are applie@][Zor

a number of external repositories, namely the domaimatching concepts, the integration proposal is ¢éoge them

ontology  and an optional
taxonomy/lexicon. For the purpose of testing theM;an
integration prototype is currently under developmei
Alpen-Adria-Universitat Klagenfurt.

domain-overarchingand make sure that both concept names are stored in

repository otherwise this could result in semaifigs [5].
Unrelated concepts are transferred to the integrathema
independently. For (directly) related conceptshlmincepts

The CDM starts by choosing the source schemata thare transferred to the integrated schema and toredhip

should be consolidated, one of which is typicalg turrent
integrated schema. If more than two schemata nedskt
integrated, they are processed pair-wise one #fteother,
with the current integrated schema always beingroaenber
of the pair. In cases where only one schema iseches
input, it is preprocessed and returned in optimipech. The
integration process itself follows the typical péss(1)
schema preprocessing, (2) schema matching anai{gyra
consolidation.

between them is introduced. Concepts are indireelyted
when they have no direct connecting relationshiptha
domain but are connected via several other concéjuts
example two concepts might have a common concept wi
which they are connected via hypernym-hyponym and
holonym-meronym relationships. It is principallygsible to
also transfer such more complex relationships tudticg all
intermediate concepts — to the integrated schesna,paoper
connection for the indirectly related concepts.

In preprocessing, schemata are examined for irterna A central requirement regarding the integrationkflow

conflicts and prepared for the following phasegeAfards,
the matching phase begins, which consists itseKesferal
sub phases that were described earlier in thdeartiow the

states that the process should be automatized ab wami
possible. This means that domain experts should
supported by preferably accurate proposals andtdbé

be

several matching techniques are utilized in a commoshould generate a default integrated schema evem wh

workflow was first discussed in detail in [8].
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user input is made at all. The integration protetgpovides
the option to adjust the preferred degree of autizat#on.
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Currently,

However the preliminary results give reason to hibyae the
suggested workflow is a suitable default procegsnfiost
projects.

V. SUMMARY AND CONCLUSIONS

In this paper, we have presented a three-tier rimgfch
strategy for predesign schema elements. Our sjraiteg
modeling-language independent and should be appheg
in the information system development process. Mogle
language independent means that detailed implete@mnta
and design information is not dealt with at thegst and that
we only use the most essential modeling elementicapts
and links between concepts. Our approach shouiddvesd
as one step towards a semi-automatic method foelimgd
language independent schema integration. The pgessand
proposed multi-level matching strategy is composdéd
element level matchingfollowed by structural level
matchingand ending withtaxonomy-based matchingvhen
applied in schema integration, the three matchtrategies
should facilitate the recognition of similaritiesnca
differences between two source schemata.
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