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Abstract Named Data Networking (NDN) is a widely adopted because of the Data packet caching at rout€he window
future Internet architecture that focuses on large scale content based congestion control method needs tterdene a
retrieval. The congestion control is one of the hot research window size corresponding to the delay and bandwidth
topics in NDN, and the ratebased congestion controinethod is product, but the delay changes in NDN. Therefore, it is
considered to be well suited. From the viewpoint of  nointed that the ratbased method is more appropriate for
|mplt_ament§1t|on, ho_wever,_ the ratebased method has_ an issue  NDN congestion control.
tha_t it requwes‘the fine-grained clock managgment. This is hal From the viewpoint of implementatiohowever therate
s e ot et ners ey based congestion conirol method ha some preSince
cIocFl)< system We usethe Stateful Forwarding as a targe%which thetransmissiorspeedn re(_:endatgllnks becomes high, sugh
is a rate-based method proposed by the group proposing NDN. as 1_Gbp_s and 4 Gbrtheflne-gral_nedclock management is .
The simulation results show thata coarsegrained clock system required in theatgba;ed congesftlon Contro[. For exa’.“p'e’ i
increases congestion. This paper alsproposes a smooth the Data packet size is 10,000 bits and the !'nk spe_ed Is1 G_bps,
Interest sending scheme nder a coarsegrained clock systemp  the duration of one Data packet transmission is 10 micro
which relieves congestion. seconds. It is supposed that higher precision clock will be
requiredto controlthe Inteest packet sendirtgning. On the
Keywords NDN; Congestion Contragl Rate Controj Clock  other handthe fine-grained clock management is hard to
Management implement inoff-the-shef computers. TCP implementation
uses 200 msec and 500 mselocks for the delayed
. INTRODUCTION acknowledgement and retransmission, respectjiély So,
Named Data Networking (NDN) [i} widely adopted as it is considered that implementirgtebased mechanism with
a platform forthe future Internet architecture wellited for ~ micro second order clock is extremely hard.
large scale content retrievalThe fundamental adopted in  In this paper,we discuss how a @osegrained clock
NDN is the name of required content, not the address of hostysteminfluences the NDN ratbased congestion control.
containingthe content. NDN uses two types of packets in allWe adoptthe Stateful Forwarding[9] asa target system of
communications: Interest and Data. A consumer requestingeyaluation becausét is implemented in ndnSIM, which is a
content sends an Interest packet containing the content namidely used network simulator of NDN Moreover, we
A producer providing the corresponding content data returngropose a method to send Interest packets more smoothly even
a Data packet to the consumer. NDN routers transferring tH8 the coarsgrained clock environment. .
Data packet cache the packet for future redistribyfipn The rest of this pag is organized as followsSectionll
The congestionantrol is one of the hatsearchopicsin explainsthe related workon NDN congestion control and
NDN [3]. Itis also a hot topic in TCP, but the mechanisms irfliscusses clock managementSection Il describesthe
TCP congestion control are limited to the congestiordaw ~ Simulator baseperformance evaluation othe Stateful
management at end noded, [4nd the explicit congestion Forwardingoverthe coarseyrained clock systemSectionlV
notification, which is recentlintroduced [$. In contrast, the gives our proposal of smooth Intergsicketsendingeven if
NDN congestion control introduces a variety of techniquesthe coarsegrainedclock management issed In the end,
The receivedriven windowbased congestion control SectionV concludes this paper.
methodis similar to that in TCP. Here, corgjion is detected
by timeout B][7] or the congestion notificatior8], and the ll. RELATED WORK
window for Interest packets are managed heuristically, e.gA. Related work on NDN congestion control
through anAdditional Increase andultiplicative Decrease
(AIMD) mechanism In NDN, the ratebased congestion
control methods also studiedctively. Herea consumer and
routers maintain a rate, by which Interest packets are
transmitted contiguouslyT he rate is determined heuristically
by use of congestion notificatio®][[11] or by the explicit
rate reporting [2]-[14].

As described above, the congestion contnethodsin
NDN are categorizedsthe windowbased and the rateased
methods. The InterestControl Protocol (ICP) p] and the
Content Centric TCP (CCTCP) 7 are examples of the
traditional TCP like windowbased method, where a
consumer sends Interest packets with the limitation of window

In NDN, theRound-Trip Time (RTT) between an Interest size, and window size is changed according to the AIMD

. echanisntriggeredby Data packet reception and congestion
packet and the corresponding Data packet changes Iarg(%]]}-{)tected by tgijr?weout]yhe Chupnk-switchedeop Pull Con?rol
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Protocol (CHoPCoP){] is another windowbased method. It flows, the timeout values of those timers become small and
introduces explicit congestion notification with randoanlg  the timeout timing will be randomln order to implement
marking instead of timeotiased congestion detection, andthose timers over ofheshelf computers, the fingrained
the Interestsending control is done at a consumer with theclock mechanism and multiple timergalized by timer
window size changelly theAIMD mechanismAlthough the interrupt handler are required. However, thaély introduce
window-based methods are simple, the window size itself malarge processing overhead and reduce processing throughput
not be optimum when many Data packets are cached uirastically.
different routers. In order to avoid this problem, TCP protocol processing
On the other handhe ratebased methods are classified uses very rough clock mechanism, as descréiexve. The
into the nondeterministic seeme, which uses the AIMD AsynchronoudransferMode (ATM)[17], a legacy scheme
mechanism to determine the Interest sending rate, and tstandardizedin the framework of broadband integrated
explicit rate notification scheme, in which intermediateservices digital networkuses ratdased control for sendin
routers report the optimum rate to a consumiéne Stateful  ATM cells. However, they daot use clock mechanism but
Forwarding (SF) 9] is an example of the former schen®F  adopt a way that null cells areserted between cells thiuser
introduces a negative acknowledgment (NACK) packet as data in order to paagser data cell flow
response to an Interest packet, which is generated when a Yamamoto [18] tackled a similar issue for high speed TCP
router detects congestion. A consumer and a router managdata transfer.He pointed out that the TCP over Gigabit link
the Interest sendingte locally by AIMD and it decreases the requires the rate control as well as the window control but the
rate when anNACK packet is received. Thé&tateful clock-based rate control provides large processing overhead
Forwarding with NACK suppressind(] is a modificatiorof =~ for terminals. So, he introduced pause packets over Gigabit
SF. It resolves a problem that SF suffers from excessive rakthernet, corresponding tnull cells in ATM, that are used
reduction invoked by continuous NACK packets generatednly between end nodes and switching hubs. This approach
within one congestion event.The Practical Congéen  can be adopted only over the dedicated link and cannot be
Control (PCON) schem¢11] usesthe CoDel active queue applied to the shared media type link like high speed wireless
managemenscheme[16], which watchesut the delay of LAN.
packets in sending quesjeto detecting congestion. When Kato and Bandai mentioned the slari issue on the
congestion is detected,routersignalsthis to consumers and processing overhead of figgained clock management for
downstream routers by explicitly marking Data packets. Inthe ratebased congestion control, but they took an approach
respond to it, the alternative path forwauglior rate reducing that exploits a hofpy-hop window control [9].
is done bydownstream routers or consumers, respectively.

In contras with those nordeterministic methods, new Ill. PERFORMANCEEVALUATION WITH COARSEGRAINED
methods have emerged that enable routers to report a CLock
maximum allowed Interest sending rate.  In theplicit Based on thdiscussios inSectionll.B, we evaluatédow

CongestionNotification (ECN) based Interest sending ratethe ratebased NDN congestion control works when the clock
control method proposed indJl a consumeunses a minimum  granularity is large. We adopt SH9] as a targetatebase
rate among the reported rates from all intermediate routers. §theme because it is implemented by its proposer o
the Hop-By-Hop Interest 8aping (HoBHIS)[13], routers  ndnSIM version 1.070], which uses C++ as programming
decide the maximum allowed Interest sending ratgangiage. This section discusses the performance wthen

independently and accordingly shape Interest packet. Th&ock management becomes coagssined.
maximumallowed rate is also reported to a consumer and this

allow a consumer to send Interest packets without invoking- Experimental configuration

congestion. The Multipath-aware ICN Ratebased (1) Software implementation

CongestionControl (MIRCC) [H] introducesa similar per Currently, ndnSIM has several versions; 1dhd 2.0
link Interest shaper at every routerdarate reporting to through24. Although SF is proed by the research group
consumer. It takes account of the case that a flow us&gho is maintaining ndnSIM, we believe that SF is
multipath transfer. In those methods, the maximum alloweémplemented only in ndnSIM 1.0. Moreovénere are some
rate is calculated from the parameters including link capacitpugs and problems in ndnSIM 1.0. Fevaluating the
and utilization, queue size, inflated Interest rate artaage  influence by coarsgrained clock systemwe added the
RTT. They are able to control Interest transmission so as followings to he current ndnSIM software.

suppress congestion and to provide higher throughput Support ofAIMD like rate control

compared with other rafgased methods. SF mentions the rate control using AIMD as one
; ; ossible candidate, but ndnSIM does not implemergat.

B. Discussions on clockanagement \F/)ve have implemented it in the module mar?aging Interest
Although the ratéasedcongestion control methods are  gnd Data packetshe ForwardingStra  t egy class) in
capalbe toprovidebetter performance than the winddased the following way. The start value of Interest sending rate
method, theynave implementation issues. In order to control g given manually. When a router receives a Data packet, it

the timing to send Interest packets, timers need t0 De jncreases the rate by qnender the limitation that it does
implemented that expire when Interest packets are sent out. Ifyot exceed the link speed at the outgdirtgrface When
the link speed is gh and there are a lot of content refrieval  recejving a NACK packet, it halves the current rate, under
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Figure 2. Network configuration and conditions
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long term clock
“““““““““““ U  When the longer cloctick is invoked, all the queued
(2) Experimental setting

Interest packets are transmitted actually.
Interest packets Interest packets,
We conducted the performance evaluatiothe network
Figure 1. Implementatiorschemeof coarsegrained clock system Configuration shown in Figure 2, which is a linear
configuration where one consumer (C), two routers (R1 and

the limitation that the minimum value of Interest sendingRZ) and one producer (P) are connected via 10 Mbps link with

rate is 1 packet/s. . X
It should be noted that the intermediate routers do nozO msec propagation delaythe length of a Data packet

provide a shaping function that transmits Interest packets 220 PYtes. and the link specorresponds 00 packets/sec.
a fixed rate. Instead, firovides a policing function that s describechbove, a consumer and routers maintain leaky

checks whether the Interest sending rate exceeds the IirrtM‘Cket for pohc_mg the Interest packet flow. The arriving
or not. In orderto handle a variable sending rate, thelnterest packet is thrown into the leaky bucket conceptually,

C and, if the depth of the bucket becomesgér than the
potcs're]golfsclgirsf?;meb?t?Ztgs(%gf% It?/;l;yc%rﬁt?;er maximum value, a NACK packet is replied for the Interest

ndnSIM 1.0 provideghree types of consumers: rate packet. In our experiment, the maximum depth is set to 50

, packes.
té?;’;%rgqeivaagzldvmergggs)da:l?d W'Bg?c\?’] b?;sg :EZ Under these conditions, wevaluated the cases that the

h I decided h coarsegrained clock is 5sec, 100 msec, and 200 msét.
ConsumerBatches  class). We decided to use the 5 the evaluation runs, the consumer starts from 200

ConsumerCbr classand have added the AIMD like rate paciets/sec as the Interest sending rich evaluation run
control on it. This class uses &fected static variable zkes 10 sec.

m_frequency as the Interest sending rate. We changed )
the variable in the same way described above in thB- Perforamce evaluatioresults

OnData() and OnNack() methods which are the Figure 3 shows thBme variation of the sequence number
methods called when a Daiacketand an NACK packdés  contained in the name of requested content. It corresponds to
received, respectively the number of content request ioamtent retrieval flow. Each

s Emulationof coarsegrained clocksystem value is plotted when the corresponding Interest packet is sent.

In NDN, the rate controis implemented in the classes Figure 4shows the time variation dfie Interest sending rate
Consumer and ConsumerCbr; the Consumer class is at the consumern this figure, each value is plotted when the
the superclass @onsumerCbr . The sending of Interest consumer receives a Data or NACK packet and it changes the
packets with a specific rate is implemented in thevalue of Interest sending rate. N
ScheduleNextPacket() method of the Figures 3 (a) and 4 (a) show the resulttheforiginal SF

ConsumerCbhr  class. In  this method. the Implementation.The sequence number is increasstendily.
SendPacket()  method of theConsumer cla;ss is  The Interest sending rate starts from 200 packets/sec and goes

invoked periodically, everg.0/m_frequency  seconds. to 1,000 packets/sec, the maximum value corresponding to the

link speed. These results show that the-baiged ongestion
lszzﬁ/ndPacket() method sends one Interest paCketcontrol works well.

W lated ined clock " in th Figures 3 (b) and 4 (b) show the results when the coarse
€ emulaleda coursegrained clock system in the grained clock system is used and the clock tick is 50 msec.
Consumer class in the following wayseeFigure 1)

. ; . The sequence numberdkso increasing steadily, but there are

i A clock system with longetick, such as 100 ms, is geyeral drops in the Interest sending ratee rate starts from
|mp_Ierr_1ented_|n th€onsumer class. It calls itself oo packets/sec and goes to 1,000 packets/seit doops to
periodically with the Schedule()  method of the 500 packets/sec at 3.2 sec. This is triggered by a NACK
Simulator  class. packet generated locally inside the consum@hat is, the

U We also introduced a queue storing Interest packetonsumer also maintains the leaky bucket for policing the
temporarily. This queue is implemented usthg Interest packet flowWhen the Interest sending rate is 1,000
list class. packets/sec and the clock tick is 50 msec, fifty Interest packets

U IntheSendPacket() method, Interest packets are are generated in one moment by the application, andmigsh
stored in the queue, instead of being sent actually. the leaky bucket. Since the maximum depth of the bucket is

50 packets, all of them are stored in tlueket and leaked in
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Figure 3. Time variation of Interest sequence number
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TABLE |. SUMMARY OF RESULTS WITH COARSESRAINED F 1200
CLOCK. @
(0]
X
— Tick=50 | Tick =100 | Tick = 200 ¢ 1000
Original msec msec msec g 400
Data packet =
throughput(Mbps 8.75 7.72 312 150 g 600
Number of NACK| £
packets 0 7 20 27 2
&
7]
<)
Q
=

1,000 packts/sec (actually they are transmitted to R1 in a line
speed). But in some timing, fifty Interest packets are
generted in the situation that there are some packet 0 2 4 6 3 10
remaining in the bucket. Then, a NACK packet is generatec

o

time (sec)

Figures 3 (c) and 4 (c) and Figures 3 (d) and 4 (d) shoy (a) Coarsegrained clocktick = 50 msec)
the results when the clock tick is 100 msec and 200 mse
respectively. In these caseghe increase of the sequence
number is suppressed, and the Interest sending rate is limit
up to 600 and 300 packets/sec, respectively. This is becat
the number of Interest packets transmitted back to back
increasing. These results show that, wites clock tick
becomes large in the coargmined clock system, the rate
based congestion control does not work correctly.
Tablel gives a summary of thesults. The Data packet
throughput is the total content size transferred during a
evaluation run divided by ten seconds. In the case of the fin
grained clock (Original in the table), the throughput is 8.7t
Mbps and there are no NACK packets transferiadhe cae
of the coarsgyrained clock with 50 msec tick, the Data packet (b) Coarsegrained clocktick = 100 msec)
throughput decreaseslightly, because the rate goes to 1,000
packets/sec and there are no contiguous NACK receivin
However, the cases with 100 msec tick and 200 msec tick, tl
number of MCK packets increases and the Data packe
throughput decreases largely.

IV. PROPOSALTO SMOOTHEN INTERSTPACKET SENDING

A. Proposed method

In theSF mechanism with th@arsegrained clocksystem
describedn Section Il we supposed thétiterest packets are
transmitted only in response to clock ticks. As a result
Interest packets were sent in a burst and this triggered tl
overflow in a leaky bucket. _ _
Here, we propose an Interest contr@thod thattilizes (c) Coarsegrainedclock fick =200 msec)
the Data and NACK packet geiving timing. When a Figure5. Time variation of Interestending rate in proposed methoc
consumer receives a DataarNACK packet, the receiving
processing is triggered by a hardware interrupt mechanis .
and it does not give large overhead to computers, differert: Perforamce evaluatioresults
from the software based timeout mechanism. So, the We have conducted the performareealuationof the
reeeiving timing is a good chance to proceed the Interegoroposed method in the same configuration and conditions as
packet sendingSo, we have added thalowing mechanism the previous sectiorfigure5 shows the time variation of the
in the coarsgrained clock system described Bection Interest sending rate at the consumer implementing the
. A.(2). proposed method.
U  When a consumer receives a Data or an NACK Different from the results given in Figure 4, all the cases
packet, it processes the received @aekd then tries  when the clock tick is 50 msec, 100 msaud 200 msec give
to send the Interest packets stored in the Interegbe similar results with the firgrained clock system. That is,

queue. the Interest sending rate starts fr@d0 packets/sec, goes to
U This procedure is implemented in tnData() 1,000 packets/sec straightly, and keeps in this level. This
andOnNack() methods in th€onsumer class. means that there are no NACK packets generafBidese
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