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Abstract—In this work, we investigate the performance of durations and path absence durations, which would enable
Mobile Ad Hoc networks (MANETS) in terms of the throughput  ys to model the throughput achieved in transferring packets
achieved in transferring packets from source to destinatia. First, between source and destination. This model will be next val-

we study the relationship between mobility and routing and . . . S . o
define metrics that enable us to derive an analytical expreg&m idated through simulations by considering different miopil

for the throughput. Secondly, we validate this expressionyia Patterns and routing protocols. Eventually, and in the adse
simulations, as a function of several mobility patterns, aswvell poor throughput performance due to network fragmentation,

as routing protocols, for various nodes speeds. Eventuallywe we propose a new solution based on the deployment of
propose the use of additional fixed relays so as to enhance theyqgitional fixed relay nodes that would maintain mobilitydan
throughput performance in case of ill-behaved mobility sclemes. -

routing paths for longer and hence enhance the overall mtwo
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throughput model; additional relay proposal. The remainder of this work is organized as follows. In
Section 1l, we focus on the relationship between mobility
. INTRODUCTION and routing and derive an expression for the throughputbase

Data traffic transfer in Mobile Ad Hoc Networks (MANETs)on mobility and routing oriented metrics. In Section I, we
requires the existence of a path between source and destmaluate these metrics and validate our throughput model
tion. This path is established based on the use of interteediby means of comparison between analytical and simulation
nodes which act as relays. As these nodes are mobile, netw@sults. In Section IV, we present our proposal for addilon
connectivity can change at any time. And so, the performaniieed relay nodes deployment and quantify its impact on the
of the network, in terms of throughput for instance, is l&yge network performance. Section V concludes the paper.
dependent on the varying topology of the network, whicHfitse
depends on the nodes mobility pattern, as well as the used Il. MODEL
routing protocol. .

Sev%rr;l works studied the impact of mobility on MANET, In order to study the network pe_rformance, n terms.of
performance. For instance, Grossglauser and Tse [1] shot @ughput, one needs to cha.racf[erlse the paths establishe
that the mobility of nodes increases the throughput betwe ﬁtween the source gnd d_estma'uon. In or_c_ier to do S0, we
source and destination. N. Sadagopan, F. Bai, B. Krishng-St focus on the relationship between mobility and routing
machari and A. Helmy [2] defined a connectivity-oriente . . : .
metric, namely path du)r/at[io]n, to analyse the effect )(/)f niybil g‘ Mobility-Routing Relationship
on the connectivity graph between the mobile nodes. TheyWhen two nodes andj come within each other commu-
developed a simple first-order model that showed that théation range, a so-calledobility link, denoted byL,, (4, j),
throughput is in a strong linear relationship with the recgal is established. The path between the source and destirigtion
of the average path duration. As of its relationship to mgti a succession of such links, whose creation/destructiomnis-f
the same study showed how mobility impacts the performariten of nodes encounters/dis-encounters, and hence ryobili
of reactive routing protocols in MANETS. Once this mobility-based path is established between the

Despite the fact that these works focused on the relatipnsisburce and destination, and before the effective transfer o
between mobility and MANETs performance, they did nanhformation between them, the routing protocol exchanges
give explicit details on the relationship between mobittyd some information, such as routing table update, route re-
routing in this context. In the present work, we focus on thiguest/response, etc, so as to enable the source and destinat
relationship between mobility and routing, and define nighil nodes to learn about the existence of a path between them. A
and routing oriented metrics, namely mobility and routiagip routing link between nodes and j, denoted byL,.(, 7), will
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Fig. 1. Mobility-Routing relationship.

thus be created on top of the mobility link,,, (¢, j). Figure For an observation duration denoted By= [tsegin, tend]:

1 illustrates this situation. we define three sets. The first set, denotedRyys,d,T),
Both mobility and routing paths are composed of timezontains all of the paths betwesrandd observed during’;

varying sub-, or unitary, paths relating successive nodes HP,_ (s,d) = Py(s,d,tc_ ,ty,)ite.,to, € Tite, < te V2>

tween sources and destinationl pairs. 0}. The second set, denoted 4P, (s,d,T), contains all
The mobility and routing unitary paths, denoted by,, the absences of paths betweenand d observed during

andup,, respectively, between nodesandd, are composed T'; {AP, (s,d) = AP,(s,d,t; .ty )t ty. € T)t;, <

of k — 1 consecutive mobility or routing links, respectivelyt; ., Vz > 0}. The third set, denoted by/ Psp, contains all

and are defined in a similar fashion ag,(s,d,t.,t,) = source-destination pairs between which a mobility path wil

{La(s,m1), ..., La(ng—2,d)}, where indexa can be replaced be investigated.

by m for mobility andr for routing.t. is the establishmentor For the observation duratio and for the M Psp set,

discovery time of the mobility or routing unitary path, resp we derive the following average metrics. The average path

tively, andt, is the corresponding break or interruption timeduration,PD,, is equal to :

Also, we definevq, upqa, (s,d) = upa,(s,d,tc,, t,,). Then, the

mobility and routing paths, denoted b¥,, and P,, respec- Z(s,d)eMPSD PDa(s,d) 3
tively, between nodes and d, are composed of successive Card(M Psp) ®)
unitary paths:P,(s,d,tc,t,) = {upa,(s,d),...,upq,(s,d)}. = PD,. (s.d)

P,(s,d,t.,t,) is the mobility or routing path betweenand where PD,(s,d) = Pag e Delale 1) 227~ having

Card(Pq(s,d,T
d established at time. = t., and interrupted at time, = t,, PD,_(s,d) = PDgy(s,d,t.,,t,,) (an& wric)ere Card is the

with Vg € [|lg + 1,1|]; t., =~ ty,_, OFte, — tuq_,l <e. number of elements in the set.
The absence of mobility, as well as routing pathB,, and  The average path absence duratid®D,,, is equal to:
AP,, respectively, betweenandd corresponds to the absence

of successive mobility and routing links betweeandd for a Z(s,d)eMPSD APD,(s,d)
period of time larger tham. So, we haveAP,(s,d,t;,t;) = Card(M Psp) )
(upa,(s,d), upa,(s,d)) wheret., > t,,.

Do AP,, (s.d)e APg (s,d,1) APDa (s,d)
) A Card(AP,(s,d,T))

. . _ . APD,_(s,d) = APD,(s,d,t;_,tyr.).

To quantify the mobility and routing paths, we define, -(5,) (s -ots)

first, the Iink_ dur.ation,LDa(i,j,t)., obse_rved a't 'Fimet,. as ¢ Throughput Model

the longest time intervalt, t'], during which L, (i, j) exists. _

Based on the work of N. Sadagopan et al. [2], we define theWe assume a full buffer case wherein sousc@as con-
mobility and routing path duratio? D, (s, d, t1, t5), which is tinuously data to transfer to destinatidnduring observation

B. Metrics where APD,(s,d) =

having

equal to: duration_]_” at transmitting rate (t_raffic rat_ez)tmf Fice Whep
the mobility path between andd is established, the routing
> Join LDq(np,mht1:te,) (1) path can be set on top of it and hence data transfer can take
—=r="q

UPag (5,d)EPa(s,d te,ty) place. As the routing path constitutes the effective oppuoty

to exchange data between source and destination nodes, the
transfer of data is performed only during the routing path
period represented b D,.(s, d) and is interrupted during the
path absence duration accounted ford¥ D, (s, d). Figure 2

APD,(s,d, ti,tf) =ty —t; (2) illustrates this situation.

wherev up,, (s,d); n1 = s, ng, = d andk, is the number of
nodes of the unitary path.
The duration of the path absence is simply given by:
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Fig. 2. Relationship between the routing level and the patkasfer.

Hence, for the source-destination p@ird), the observation [1l. M ODEL VALIDATION AND PERFORMANCE
durationT is divided as follows: EVALUATION
T = Trransfer + TNoTransfer (5) In this section, we evaluate our metrics and throughput

) _ model using simulations.
whereT ryansfer aNAT N, Transfer are the total durations during

which a data transfer takes place and is interrupted, respaC Smulation Settings

tively. . . .
Following Figure 2, we have: In (_)rder to evaluate_the mobility and routing metnt_:s and
to validate our connection, throughput model, we consider t
TNoTransfer = APD,(s,d) * fr(s,d) * T (6) following mobility models, routing protocols and networts

tings. For the mobility models, we have chosen the following

where f,.(s, d) is the routing path discovery frequency Whicmvidely-used mobility patterns:

is equal to L . Hence, (6) becomes: _ .
PDy(s,d)+APDr(s,d) « Random Way Point (RWP), as described by D.B. Johnson
APD,(s,d) and D. A. Maltz [3], is the most widely used mobility
T'NoTransfer = «T (7) model for which the node movement is free of restric-
PDy(s,d) + APD, (s, d) tions, both temporal and spatial;
Based on (5) and (7), we obtain: « Smooth Random Mobility Model (SRMM), defined by
- C. Bettstetter [4], enhances RWP by adding a temporal
APD,(s,d) X . .
Trransfer = (1 — Y« T (8) dependency where speed is changed incrementally in a
PD,(s,d) + APD.(s,d) smooth fashion;

Now, we suppose that the total quantity of information « Graph Based Mobility Model (GBMM) which was pre-
transfered between nodes and d during T is D(s,d). sented by J. Tian, J. Hahner, C. Becker, |. Stepanov and
The connection throughput, denoted BY:(s, d), is equal to K. Rothermel [5] performs as RWP, but it constrains the
M. And so, node movement to a connected graph;

« Manhattan Mobility Model (MMM), evoked by F. Bai, N.
This,d) = (1 — APD,(s,d) . D(s,d) ©) Sadagopan and A. Helmy [6], includes all dependencies.
’ PD,(s,d)+ APD,(s,d)"  TTransfer It makes use of a map to confine movement to lanes.

Moreover, nodes move according to a temporal correla-
tion. The nodes speed is constrained by the speed of the
front node in the same lane.

In addition, we assume that the packet reception rate,
denoted byr,...,(s, d), is different from the packet generation
rate, denoted by, (s,d). This difference is due to many -
factors such as the number of links of the routing path, theFor RWP and SRMM mobility models, the value of the
transmission conditions, the inter-frame waiting timesyell Pause time is randomly chosen betweens Hnd 66. In

as the routing path repair duration. Hence, we have: addition, we use the maps shown in Figures 3 (a) and (b)
for GBMM and MMM, respectively.
D(s,d) _ Tgen (s, d) % Teraf fic (10) In addition, we consider the following widely referenced
Tlransfer  Treep(s,d) ' routing protocols:

The connection throughput is thus equal to: « Dynamic Source Routing (DSR) [7] is a reactive routing
APD.(5.d) ryon (5, d) protocol., Whe.re routes are created_on demand using two

(1- * *Tiraf fic (11) mechanisms: route discovery to find routes and route
PD,(s,d) + APD,(s,d)"  Trecp(s,d) maintenance to preserve them. It is based on source
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Fig. 4. Average path durations (a) and average path absemaéams (b) function of mobility models, nodes speed anding protocols.

B. Mobility and Routing Metrics Results

\ A A ) .
N \‘x\ / /) | : Figure 4 shows the average path durations and the average
N, ) ( TS path absence durations as a function of nodes speed for the
\ { \%/ § different mobility models and routing protocols stated o
e iy a First, we observe that both metrics decrease as speed in-
\ ‘gi — ///\, creases for all mobility models and routing protocols. lieet,
\I \ AL when the nodes speed increases, paths are established and

v S

broken more frequently and hence the path and absence of path
durations decrease. In addition, Figure 4 shows that fon hig
Fig. 3. Maps used for GBMM (a) and MMM (b) nodes speed, the best values for the metrics are obtained for
MMM followed by GBMM, RWP and finally SRMM. When
the nodes speed increases, the mobility models performance
. o . L rder changes and becomes GBMM, RWP, SRMM and MMM.
routing whereby all the routing information is maintaine : .
. . ) he reasons for these results are the following. First, the
and continually updated at mobile nodes;

. Ad-hoc On-demand Distance Vector (AODV) [8] Workéaerformance of MMM is due to the map shown in Figure 3(b)

i ) . ) where links are only formed if nodes move close to each other
similarly to DSR using route discovery and maintenance

. .~ 77in the same or opposite lanes or at intersections which are
mechanisms. It, however, uses hop by hop routing;

. Optimized Link State Routing (OLSR) [9] is a proactiveless probable situation when the nod_es speed is hlgh. As a
onsequence, the network fragmentation occurs which means

routing protocol, where the information about the networ&lalt some nodes become not reachable by other nodes of

topology is exchanged by control_pac_kets (Hello me he network which leads to large absence of path duration
sages). OLSR makes use of Multi-Point Relays (MP . -
nd small path duration. In addition, the performance of

nodes to retransmit broadcast messages and hence re rardom mobility models RWP and SRMM are similar as they
control packets. : L :
allow nodes to move in all directions, and so, links can be
We run simulations over NS-2 (Network Simulator versiofPrmed more frequently than for the MMM model. The good
2). Simulation duration is taken to be 100®peeds of 1m/s Performance of GBMM is due to the fact that it is a mix
and 20m/s (equal to 3,6km/h and 72km/h, respectively) dpgtween restricted and random mobility models. In effect,
used to mimic the mobility of both pedestrians (low speed)des positions are fixed on the graph as shown in Figure 3(a)
and cars (high speed). Transmission ranges are equédto. and the nodes destination positions are randomly chosen. As
The traff te is 32kbits/ d the dat Kets si a consequence, the probability of link and path establisitime
€ traflc rate 1s ItS/S and he data packets size iéshigh whatever the network parameters are.
96Bytes. Traffic is generated during all simulation dunatio " .
> . Moreover, we observe that the mobility path durations are
S0, let the set of the source-destination pair$Psp, be larger than the routing ones and, on the contrary, the albs#nc
{(¢,1+4 20) Vi € [1, N]} whereN is the number of nodes. g 9 ’ Y,

routing path durations are larger than the mobility onesafbr

We use the number of nodes and the simulation area @bpility models and nodes speed. The reason is that mobility
10 and 200nx200m, respectively to simulate a high nodegaths persist more and are less sensitive to interruptiears t

connectivity. the routing ones.

Finally, we generate 20 mobility scenarios for RWP, SRMM, Finally, we observe that AODV is the worst routing protocol
GBMM and MMM based on [10], [11] and [12] tools,as it has the lowest values of path durations and largest
respectively. absence of path durations. The best routing protocol foh suc

(a) (b)
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Fig. 5. Packet reception rate (a) and connection througfigufunction of mobility models, nodes speed and routingtgrols.

configuration is DSR. As OLSR is a proactive protocol, at IV. PROPOSAL FORENHANCING THROUGHPUT

each topology modification and/or periodically, messages a PERFORMANCE

broadcasted to update networ_k.mformauon. This fact iases As shown in the previous section, for MMM at high speed,

the knowledge about the validity of paths. However, as our, ST )
when network fragmentation is frequent, paths cannot bi¢-ava

network has a high nodes connectivity, less updates are Mable for a large duration and the network performs poorly. On

which allows OLSR to be more efficient. DSR and AODV arg o :
. ; : . e contrary, when mobility enables more path establistmen
reactive, and so, latencies characterize the routes disgov

mechanism. Due to the maintenance mechanism howe OéJpOI’tunl'[leS, as in the case of GBMM, throughput achieves a

I X .
path interruptions can be quickly detected. In particul8R Yetter performance. M. Abdelmoumen, I. Arfaoui, M. Frikha

uses MAC natification to detect link failure and AODV useéfjmd T. Chahed [13] proposed the use of additional fixed relay

periodic Hello messages which are broadcasted eachArd nhodes so as to improve the network performance by increasing

hence, DSR failure detection mechanism is more efficiemt thtéslz r?gzorretu?(I)ttljeu?:eO]ictseZiizziseilttgep:r;[zsit:?rg F;fcets(;?r:V;?]gﬁrT;
AODV's. As a result, DSR performs better. P b 9

throughput performance for the case of MMM mobility model.

A. Number and Position of Additional Relays

C. Throughput Results The number of these additional relay nodes must be large
enough so as to improve the network performance, but must
Figure 5 shows the average packet reception rate amst exceed a certain limit so as not to overload the network.
connection throughput as a function of nodes speed for tBg trial and error, we fix this number to around 20% of the
different mobility models and routing protocols obtaineoni total number of nodes in the network.
the analytical model (see 11) and from the simulations. As of their positions, they depend on the (instantaneous)
First, we observe that, in almost all cases, packet reaepti®@pology of the network. For the special case of MMM model
rate is close to packet generation rate. The reason is tBathigh speed, as the transmission range of the nodes is
as shown for the routing metrics, discovered paths lastskfficiently large compared to the simulation area (100m and
longer period of time before breaking. This allows a conistaB00mx200m, respectively) and with reference to the MMM
reception rate of packets at the destination. In additioa, wnap (see Figure 3(b)), we choose to fix relay nodes at the
observe from Figure 5(b) that the throughput performan@@sitions shown in Figure 6, so as to cover all possible nodes
follows the mobility and routing metrics as explained ahov@ositions and to have a continuous transmission link during
Moreover, as can be seen from Figure 5(b) throughput undge simulation duration.
GBMM is the largest among all routing protocols. AODV
and DSR work better than OLSR. Those observations dpe Performance of Proposal

due to the results obtained for mobility and routing metrics Figures 7 and 8 show the mobility and routing metrics and
discussed above. Furthermore, we observe that throughﬂﬂg average connection throughput, respective|y, befak a
reaches 32kbit/s peak and it is low for MMM at high speeggter the use of the additional relay nodes. For comparison,
These performances follow, again, the routing metrics:wheye also show the old values of the studied metrics.
the routing path duration is high compared to the absenceas shown in Figure 7, the mobility path duration increases
path duration, the network performance is at its best. Wh@Rq the absence of mobility path duration decreases a little
the nodes speed decreases, the MMM mobility model worligth the use of the additional relay nodes. In effect, at high
bad as the network fragmentation occurs. nodes speed, the mobility and routing metrics do not yield a
Last, but not least, we observe that our analytical conoectilarge improvement because nodes move fast enough to have
throughput model follows closely the values obtained by high connection/disconnection frequency despite of & u
simulations, as shown in Figure 5(b). of the fixed relay nodes.
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Fig. 6. Relay nodes position for MMM at high speed. Fig. 8. Network throughput for MMM at high nodes speed withanod with
fixed relay nodes.
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