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Forward

The eleventh edition of The International Conference on Advances in Computer-Human
Interactions (ACHI 2018) conference was held in Rome, Italy, March 25 - 29, 2018.

The conference on Advances in Computer-Human Interaction, ACHI 2018, was a result of a
paradigm shift in the most recent achievements and future trends in human interactions with
increasingly complex systems. Adaptive and knowledge-based user interfaces, universal
accessibility, human-robot interaction, agent-driven human computer interaction, and sharable
mobile devices are a few of these trends. ACHI 2018 brought also a suite of specific domain
applications, such as gaming, social, medicine, education and engineering.

The event was very competitive in its selection process and very well perceived by the
international scientific and industrial communities. As such, it is attracting excellent
contributions and active participation from all over the world. We were very pleased to receive
a large amount of top quality contributions.

The accepted papers covered a wide range of human-computer interaction related topics such
as graphical user interfaces, input methods, training, recognition, and applications.

We believe that the ACHI 2018 contributions offered a large panel of solutions to key problems
in all areas of human-computer interaction.

We take here the opportunity to warmly thank all the members of the ACHI 2018 technical
program committee as well as the numerous reviewers. The creation of such a broad and high
quality conference program would not have been possible without their involvement. We also
kindly thank all the authors that dedicated much of their time and efforts to contribute to the
ACHI 2018. We truly believe that thanks to all these efforts, the final conference program
consists of top quality contributions.

This event could also not have been a reality without the support of many individuals,
organizations and sponsors. In addition, we also gratefully thank the members of the ACHI 2018
organizing committee for their help in handling the logistics and for their work that is making
this professional meeting a success.

We hope the ACHI 2018 was a successful international forum for the exchange of ideas and
results between academia and industry and to promote further progress in the human-
computer interaction field.



We also hope that Rome provided a pleasant environment during the conference and everyone
saved some time for exploring this beautiful city.

ACHI 2018 Chairs

ACHI Steering Committee

Leslie Miller, lowa State University - Ames, USA

Alma Leora Culén, University of Oslo, Norway

Hermann Kaindl, Vienna University of Technology, Austria
Uttam Kokil, Kennesaw State University Marietta, USA
Flaminia Luccio, University Ca' Foscari of Venice, Italy
Jaehyun Park, Incheon National University (INU), South Korea

ACHI Industry/Research Advisory Committee

Jacki O'Neill, Microsoft Research, India

Weizhi Meng, Institute for Infocomm Research (I2R), Singapore

Harald Milchrahm, Institute for Softwaretechnology - Technical University Graz, Austria
Steffen Scholz, Karlsruhe Institute of Technology (KIT), Germany

Ryo Ishii, NTT Corporation, Japan

Zahen Malla Osman, The National Center for Scientific Research (CNRS), France
Mohammed Korayem, Careerbuilder.com, USA



ACHI 2018

COMMITTEE

ACHI Steering Committee

Leslie Miller, lowa State University - Ames, USA

Alma Leora Culén , University of Oslo, Norway

Hermann Kaindl, Vienna University of Technology, Austria
Uttam Kokil, Kennesaw State University Marietta, USA
Flaminia Luccio, University Ca' Foscari of Venice, Italy
Jaehyun Park, Incheon National University (INU), South Korea

ACHI Industry/Research Advisory Committee

Jacki O'Neill, Microsoft Research, India

Weizhi Meng, Institute for Infocomm Research (I12R), Singapore

Harald Milchrahm, Institute for Softwaretechnology - Technical University Graz, Austria
Steffen Scholz, Karlsruhe Institute of Technology (KIT), Germany

Ryo Ishii, NTT Corporation, Japan

Zahen Malla Osman, The National Center for Scientific Research (CNRS), France
Mohammed Korayem, Careerbuilder.com, USA

ACHI 2018 Technical Program Committee

Andrea F. Abate, University of Salerno, Italy

Majed Alshamari, King Faisal University, Saudi Arabia

Popi Anastasiou, Open University, UK

David Benyon, Edinburgh Napier University, UK

Tobias Blanke, King's College London, UK

Christos Bouras, University of Patras and Computer Technology Institute & Press «Diophantus», Greece
Christian Bourret, UPEM - Université Paris-Est Marne-la-Vallée, France

DanaKai Bradford, Australian eHealth Research Centre | Commonwealth Scientific and Industrial
Research Organisation, Australia

Jan Broer, ifib - Institut fur Informationsmanagement Bremen GmbH, Germany

Adrien Brunet, Karlsruhe Institute of Technology (KIT)/Institute for Applied Computer Science, Germany
Marcin Butlewski, Poznan University of Technology, Poland

Nan Cao, NYU Shanghai, China

Jacek Chmielewski, Poznan University of Economics, Poland

Andre Constantino da Silva, Federal Institute of Sdo Paulo — IFSP, Brazil

Patricia Cornelio, University of Sussex, UK

David Costa, Universidade de Lisboa, Portugal

André Magno Costa de Araujo, Federal University of Pernambuco, Brazil

Antonio Diaz Tula, University of Sdo Paulo, Brazil

Rolf Drechsler, University of Bremen/DFKI, Germany

Ahmed Elkaseer, Karlsruhe Institute of Technology (KIT)/Institute for Automation and Applied
Informatics (IAl), Germany

Larbi Esmahi, Athabasca University, Canada

Sascha Fagel, KV Telematik GmbH, Germany



Peter Forbrig, University of Rostock, Germany

Somchart Fugkeaw, Mahidol University - Nakhonpathom, Thailand

Bernard Grabot, LGP-ENIT, France

Denis Gracanin, Virginia Tech, USA

Andrina Granic¢, University of Split, Croatia

Toni Granollers, University of Lleida, Spain

John Alexis Guerra Gomez, Los Andes University, Colombia / UC Berkeley, USA
Celmar Guimaraes da Silva, University of Campinas, Brazil

Ido Guy, eBay, USA

Maki Habib, The American University in Cairo, Egypt

Till Halbach, Norwegian Computing Center, Oslo, Norway

Ibrahim A. Hameed, Norwegian University of Science and Technology (NTNU), Alesund, Norway
Sung H. Han, POSTECH, South Korea

José R. Hilera, University of Alcald, Spain

Olivier Hugues, MINES ParisTech - PSL Research University, France

Francisco Iniesto, Institute of Educational Technology - The Open University, UK
Jamshed Igbal, University of Jeddah, Saudi Arabia

Gokhan ince, Istanbul Technical University, Turkey

Ryo Ishii, NTT Corporation, Japan

Shahram Jalaliniya, Malmo University, Sweden

Suhas Govind Joshi, University of Oslo, Norway

Hanmin Jung, Korea Institute of Science & Technology Information, Korea

Katarzyna Kaczmarek, Systems Research Institute - Polish Academy of Sciences, Poland
Hermann Kaindl, Vienna University of Technology, Austria

Ahmed Kamel, Concordia College, Moorhead, USA

Mahmoud Kamel Mahmoud Abdalaziz, Digitex Corporation, Egypt / Fashion Libretto Corporation, Italy
Saras Karanam, Utrecht University, Netherlands

Ljilja (Lilia) Ruzic Kascak, Georgia Institute of Technology, USA

Jesuk Ko, Gwangju University, Korea

Uttam Kokil, Kennesaw State University Marietta, USA

Mohammed Korayem, Careerbuilder.com, USA

Nataliya Kosmyna, Inria Rennes, France

Yong Ming Kow, City University of Hong Kong, Hong Kong

Neha Kumar, Georgia Tech, USA

Jiyoung Kwahk, POSTECH, South Korea

Wen-Hsing Lai, National Kaohsiung First University of Science and Technology, Taiwan
Dagmawi Lemma, Addis Ababa University, Ethiopia

Alma Leora Culén , University of Oslo, Norway

Tsai-Yen Li, National Chengchi University, Taiwan

Wenjuan Li, City University of Hong Kong, Hong Kong

Flaminia Luccio, University Ca' Foscari of Venice, Italy

Sergio Lujan Mora, University of Alicante, Spain

Ameersing Luximon, Hong Kong Polytechnic University, Hong Kong

Yan Luximon, The Hong Kong Polytechnic University, Hong Kong

Zahen Malla Osman, The National Center for Scientific Research (CNRS), France
Weizhi Meng, Technical University of Denmark, Denmark

Daniel R. Mestre, CNRS Institute of Movement Sciences - Mediterranean Virtual Reality Center,
Marseilles, France



Harald Milchrahm, Institute for Softwaretechnology - Technical University Graz, Austria
Les Miller, lowa State University, USA

Yasser F. 0. Mohammad, Assiut University, Egypt / KDDI Laboratories, Japan
Nicholas H. Miiller, University of Applied Sciences Wiirzburg-Schweinfurt, Germany
Jaime Mufoz-Arteaga, Universidad Auténoma de Aguascalientes, Mexico

Minoru Nakayama, Tokyo Institute of Technology, Japan

Roger Ng, Hong Kong Polytechnic University, Hong Kong

Jacki O'Neill, Microsoft Research, India

Rita Oriji, Dalhousie University, Canada

Jaehyun Park, Incheon National University (INU), South Korea

Linda Pfeiffer, Chemnitz University of Technology, Germany

Marina Puyuelo, Universitat Politecnica de Valéncia, Spain

Didier Puzenat, LIRIS - University Lyon 2, France

Rafael Radkowski, lowa State University, USA

Andreas Riener, University of Applied Sciences Ingolstadt, Germany

Antonio M. Rinaldi, Universita degli Studi di Napoli Federico Il - Napoli, Italy
Cuauhtémoc Rivera-Loaiza, Universidad Michoacana de San Nicolas de Hidalgo, Mexico
Covadonga Rodrigo San Juan, E.T.S.I. Informatica - UNED, Spain

Paul Rosenthal, University of Rostock, Germany

Juan Rosso, University Grenoble Alpes | CNRS, France

Ljilja (Lilia) Ruzic Kascak, Georgia Institute of Technology, USA

Sandra Sanchez-Gordon, Escuela Politécnica Nacional, Ecuador

Antonio-Jose Sanchez-Salmeron, Universitat Politecnica de Valencia, Spain

Danielle Santos Alves, Universidade Federal de Pernambuco - UFPE, Brazil

Steffen Scholz, Karlsruhe Institute of Technology (KIT), Germany

Trenton W. Schulz, University of Oslo / Norsk Regnesentral, Norway

Preethi Srinivas, Indiana University Center for Aging Research | Regenstrief Institute Inc., USA
Cristian Stanciu, University Politehnica of Bucharest, Romania

Ana Tajadura-Jimenez, Universidad Carlos I, Spain / University College London, UK
Hilda Tellioglu, Vienna University of Technology, Austria

Azeemsha Thacham Poyil, University of Hertfordshire, UK

Tommaso Venturini, INRIA / Institut Rhénalpin des Systemes Complexes, France
Guri B. Verne, University of Oslo, Norway

Connie Veugen, Vrije Universiteit Amsterdam, Netherlands

Michael L. Walters, University of Hertfordshire, UK

Alexander Wachtel, Karlsruhe Institute of Technology, Germany

Pamela Wisniewski, University of Central Florida, USA

Y. Wayne Wu, University of lllinois at Urbana-Champaign, USA

Anbang Xu, IBM Research - Almaden, USA

Bin Xu, Cornell University, USA

Anja Zeising, ifib - Research Institute at the University of Bremen, Germany

Xiaoyi Zhang, University of Washington, USA

Ye Zhu, Cleveland State University, USA



Copyright Information

For your reference, this is the text governing the copyright release for material published by IARIA.

The copyright release is a transfer of publication rights, which allows IARIA and its partners to drive the
dissemination of the published material. This allows IARIA to give articles increased visibility via
distribution, inclusion in libraries, and arrangements for submission to indexes.

I, the undersigned, declare that the article is original, and that | represent the authors of this article in
the copyright release matters. If this work has been done as work-for-hire, | have obtained all necessary
clearances to execute a copyright release. | hereby irrevocably transfer exclusive copyright for this
material to IARIA. | give IARIA permission or reproduce the work in any media format such as, but not
limited to, print, digital, or electronic. | give IARIA permission to distribute the materials without
restriction to any institutions or individuals. | give IARIA permission to submit the work for inclusion in
article repositories as IARIA sees fit.

I, the undersigned, declare that to the best of my knowledge, the article is does not contain libelous or
otherwise unlawful contents or invading the right of privacy or infringing on a proprietary right.

Following the copyright release, any circulated version of the article must bear the copyright notice and
any header and footer information that IARIA applies to the published article.

IARIA grants royalty-free permission to the authors to disseminate the work, under the above
provisions, for any academic, commercial, or industrial use. IARIA grants royalty-free permission to any
individuals or institutions to make the article available electronically, online, or in print.

IARIA acknowledges that rights to any algorithm, process, procedure, apparatus, or articles of
manufacture remain with the authors and their employers.

I, the undersigned, understand that IARIA will not be liable, in contract, tort (including, without
limitation, negligence), pre-contract or other representations (other than fraudulent
misrepresentations) or otherwise in connection with the publication of my work.

Exception to the above is made for work-for-hire performed while employed by the government. In that
case, copyright to the material remains with the said government. The rightful owners (authors and
government entity) grant unlimited and unrestricted permission to IARIA, IARIA's contractors, and
IARIA's partners to further distribute the work.



Table of Contents

Facilitating Robots at Home: A Framework for Understanding Robot Facilitation
Rebekka Soma, Vegard Donnem Soyseth, Magnus Soyland, and Trenton Schulz

Storytelling at School with a Robot Playmate
Patrizia Marti and lolanda lacono

ThisisNot You! Identity Crisisin the 21st Century
Andrea Gasparini

Trandlation of Sign Language Into Text Using Kinect for Windows v2
Preeti Amatya, Kateryna Sergieieva, and Gerrit Meixner

Basic Study for aNew Analysis Method of Biological Signalsto Evaluate in Human Walking
Tatsuo Hisaoka, Naoki Hashimoto, Yusuke Kobayashi, Masaya Hori, Mayu Maeda, Hiroaki Inoue, and Shunji
Smizu

Fundamental Study for A Noise Reduction Method on Human Brain Activity Data of NIRS using AR Model
Toshiya Tsubota, Tomohiko Kuroiwa, Takuya Kiryu, Yu Kikuchi, Hiroaki Inoue, Fumikazu Miwakeichi, and
Shunji Shimizu

BrainSnake: Exploring Mode of Interaction in a Cooperative Multi-brain BCl Game Based on Alpha Activity
Marc van Almkerk, Lena Brandl, Rui Li, Pietro Romeo, and Mannes Poel

Real-time Shape-based Sensory Substitution for Object L ocalization and Recognition
Hossein Pourghaemi, Torkan Gholamalizadeh, Ahmad Mhaish, Gokhan Ince, and Damien Jade Duff

Programming in Natural Language: Building Algorithms from Human Descriptions
Alexander Wachtel, Felix Eurich, and Walter F. Tichy

Usability Evaluation with Heuristics, Beyond Nielsen’s List
Toni Granollers

What's Hot in Interaction Design? An International Survey of Practitioners' Views on Personas
Engie Bashir and Smon Attfield

Exploring the User Security Experience of Mobile Payment in China
Jiaxin Zhang and Yan Luximon

Cyber Security Awareness Training Provided by the Competence Developing Game GHOST
Johannes Alexander Konig and Martin R. Wolf

13

19

27

33

39

51

60

66

75

81



Proposal and Evaluation of Kinect-based Physical Training System for Special Needs Education
Hiroki Matsuda, Hidemi Yamachi, Fumihiro Kumeno, and Kotomi Shiota

Fiction Design of a 3D Tutor for and with School Children
Monica Landoni, Emiliana Murgia, Fabrizio Gramuglio, and Giorgio Mnafredi

The User-Focused Storybuilding Framework for Competence Devel oping Games
Johannes Alexander Konig, Veronika Volker, and Martin R. Wolf

TeamAR — Generic Interface for Cooperation Using Augmented Reality
Dawid Pacholczyk and Mariusz Trzaska

Real-Time Recognition of Human Postures for Human-Robot I nteraction
Zuhair Zafar, Rahul Venugopal, and Karsten Berns

Smart Home Resource Management based on Multi-Agent System Modeling Combined with SVM Machine

Learning for Prediction and Decision-Making
Kalthoum Zaouali, Mohamed Lassaad Ammari, Mhamed Tabka, Amine Choueib, and Ridha Bouallegue

Numerical Approach to Simulation of Nanoprinting Processes
Tatyana Kudryashova, Sergey Polyakov, and Vistoria Podryga

Workflow Representations for Human and Artificial Agent Collaborations
Christian Wogerer, Georg Weichhart, and Andreas Pichler

MMAssist_II- A Lighthouse Project for Industrial Assistance
Christian Wogerer, Matthias Plasch, Manfred Tscheligi, and Sebastian Egger_Lampl

Approaches to a Practical |mplementation of Industry 4.0
Ahmed Elkaseer, Hazem Ali, Mahmoud Salama, and Seffen Scholz

How Can a User-Centered Design Bring Innovation in a Business I ntelligence Platform?
Elodie Rival, Celine Mateev, and Nicolas Maranzana

How do User Experience Experts Organize Their Knowledge of User Experience Criteria?
Josefina Isabel Gil Urrutia, Eric Brangier, and Laurent Cessat

The Impact of Visual Aesthetic Quality on User Engagement during Gameplay
Uttam Kokil

Time Before Negative Emations Occur While Waiting for a Reply in Text Messaging with Read Receipt
Functionality
Shogo Kato, Yasuyuki Ozawa, and Yuuki Kato

88

94

98

107

114

120

128

132

136

141

147

153

159

165



Perceived Usefulness of Features of Stickersin Text Messaging: Effects of Gender and Text-Messaging
Dependency
Yuuki Kato, Shogo Kato, and Yasuyuki Ozawa

Fear, Feedback, Familiarity... How are These Connected? — Can familiarity as a design concept applied to digital
feedback reduce fear?
Diana Saplacan and Jo Herstad

A Study on Visualization of User Reviews
Eric Yang

Moving with Style: Classifying Human and Robot Movement at Home
Trenton Schulz, Jo Herstad, and Jim Torresen

Detection and Classification of RBCs and WBCsin Urine Analysis with Deep Network
Xingguo Zhang, Guoyue Chen, Kazuki Saruta, and Yuki Terata

Line-Drawing Presentation Strategies with an Active-Wheel Mouse
Yoshihiko Nomura, Yoshiaki Kashino, and Tokuhiro Sugiura

Depth Perception for Virtual Object Displayed in Optical See-Through HMD
Kazutake Uehira and Masahiro Suzuki

Classifying Daily Activities Regardless of Wearable Motion Sensor Orientation
Aras Yurtman and Billur Barshan

Extended Method to Alternate the Estimation of Global Purposes and Local Objectivesin Multiple Human-Agent
Interaction
Yoshimasa Ohmoto, Takashi Suyama, and Toyoaki Nishida

Picking Assistance System with MS-KINECT and Projection Mapping
Yuki Takehara, Yoshitoshi Murata, and Takamichi Yoshikawa

User Centered Design of a Knowledge Management System for Production Workers
Gianni Campatelli and Sandro Mehic

Activity Recognition With Multiple Wearable Sensors for Industrial Applications
Adrien Malaise, Pauline Maurice, Francis Colas, Francois Charpillet, and Serena Ivaldi

Orientation and Mobility Skills Consideration for Visually Impaired Persons Based on Brain Activity
Hiroaki Inoue, Masaya Hori, Kobayashi Takuya, Takuya Kiryu, Yoshikazu Seki, and Shunji Shimizu

168

171

180

188

194

199

204

206

212

218

224

229

235



ACHI 2018 : The Eleventh International Conference on Advances in Computer-Human Interactions

Facilitating Robots at Home

A Framework for Understanding Robot Facilitation

Rebekka Soma, Vegard Dgnnem Sgyseth, Magnus Sgyland, Trenton Schulz

Department of Informatics
University of Oslo
Oslo, Norway
e-mail: [rebsaurus|vegardds|magnusoyitrentonw]@ifi.uio.no

Abstract—One of the primary characteristics of robots is the
ability to move autonomously in the same space as humans. In
what ways does movement influence the interaction between
humans and robot? In this paper, we examine how work is
changed by the deployment of service robots. Through a mul-
tiple case study, the phenomenon is investigated, both in an
industrial and domestic context. Through analyzing our data,
we propose a framework for understanding the change of tasks
named the Robot Facilitation Framework.

Keywords-robots; facilitating; tasks; work; domestic; human-
robot interaction

l. INTRODUCTION

Robots have been used in factories, offices, and hospitals
for several decades. They have been cleaning floors, trans-
porting materials, keeping watch, and operating in dangerous
environments to reduce general labor and costs [1][2]. The
typical aim of introducing robots into workplaces is to in-
crease productivity by automating work, which will decrease
costs by reducing the amount of manual work [3]. But often
the result is not so much a reduction of manual work as a
redistribution of manual work. As robots are introduced into
work environments, the way work is performed in that envi-
ronment changes. For instance, Argote et al. [1] reported that
the work of the operators in their study shifted from primari-
ly manual lifting activities to cognitive monitoring activities.
Recently, the addition of robots in Amazon warehouses
changed the workers’ days from being centered around lift-
ing to keeping an eye on the robots [4].

Robots in the form of machines autonomously moving
around in space started making their way into homes in the
beginning of the 2000s with vacuum cleaning robots [5].
Household robots are qualitatively different from traditional
household appliances. Tools for home maintenance and
cleaning are often kept at specific locations in the home from
where they cannot move by themselves. An inherent quality
of something stationary is that you decide where it goes, and
it stays where you place it. Conversely, the mobile nature of
a domestic service robot as it autonomously navigates the
home gives the robot an element of ubiquity and sharing a
domestic space with them is not without problems [6].

Historically, the way humans perform work has always
evolved, from the very first technological advances such as
knives and spears, through wash buckets and steam engines,
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to present day laptops and kitchen appliances. However, one
common factor with technological advances is certain tasks
become easier, but work never really disappears [7]. The
work itself only changes forms as new technologies are
introduced into our lives. A new tool requires maintenance to
keep working and creates room for other tasks by allowing
higher speed and precision. A vacuum cleaning robot does
not create a void of work where you once had the traditional
vacuum cleaner; the work associated with keeping a clean
house merely changes form—just as it did when the tradi-
tional vacuum cleaner replaced the wash bucket and mop.

Because the human-robot relationship is different from
other human-computer relationships [8], we must develop a
different understanding of other technologies. As a technolo-
gy for keeping a clean house, the ubiquitous nature of the
technological space of domestic robots overlaps with the
entire physical and social space of the home. Much research
has been done on understanding how we accept robots as a
part of the household [8]-[11]. However, there is not much
research that examines how space is shared; what are the
changes in practices that will eventually lead to acceptance
or rejection of the robot. In this paper, we introduce a
framework for understanding how tasks and task distribu-
tions (practices) change as robots are introduced into an en-
vironment.

This paper’s contribution is to introduce the Robot Facili-
tation Framework to classify stages of facilitation of robots.
We introduce the framework and its components: pre-, peri-,
and post-facilitation that are the result of our analysis of our
case studies. We start by looking at related work (Section I1).
Then, we present our method and three case studies that
helped form our framework (Section I11). In Section IV, we
present our framework and its components. In Section V, we
apply the framework to the cases of robots being introduced
into homes from the studies in Section Il. We find that the
Robot Facilitation Framework does not replace other frame-
works in human-robot interaction, but provides a new way to
understand use of robots. We also discuss the relationship
between the different types of facilitation. In Section VI, we
provide our conclusion and opportunities for future work.

Il. RELATED WORK

There are a few long-term studies of service robots in
domestic settings. These focus on how and why people ac-
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cept robots into their homes over time and use different
frameworks for doing so.

Forlizzi and DiSalvo [8] use an ecological approach for
determining how mobile, autonomous robots might fit into
the domestic space, and how they differ from traditional vac-
uum cleaners. “The difference of physicality, autonomy, and
mobility calls for a re-thinking of the experience of technol-
ogies in the domestic environment” [9]. They emphasize that
robots and household members should be able to adapt to
each other.

Looking at the social experience people deveplop around
the use of a product (product ecology), Forlizzi [12] shows
how robots, like other technologies, become social products
as they are accepted into the home. In a product ecology, the
environment affects how the product is used, and in turn, the
use of the product itself changes the users and the context as
a result. The products in the ecology simultaneously shape
roles, social norms, human behavior, and how other products
are used. There are five dimensions to understand how a
product influences the product ecology: functionality, aes-
thetics, symbolism, sociality, and emotionality. These can in
combination or individually start a process of sense-making,
linking the familiar to the unfamiliar [12].

Forlizzi’s study [12] compared the adoption of a tradi-
tional vacuum cleaner and a robotic one and found that the
robotic vacuum cleaner caused a change in the product ecol-
ogies in the household while the traditional did not. The
Roomba had a substantial and lasting impact on people, ac-
tivities, and the use of other cleaning products within the
product ecology.

Inspired by Forlizzi’s use of the product ecology, Sung,
Guo, Grinter, and Christensen [8] developed the Domestic
Robot Ecology (DRE). This framework provides a holistic
view on long-term interactions with robots and thus people’s
long-term acceptance of them. It looks at how people’s atti-
tudes and interactions towards robots change over time, es-
pecially as the novelty of the robot wears off (the novelty
effect [13]).

The DRE has several dimensions. First, there are four
temporal steps householders experience during their robot
acceptance: (1) pre-adoption, (2) adoption, (3) adaption, and
(4) use and retention. Second, there are three roles for the
robots during this time: (1) a tool to complete tasks, (2) a
mediator to incur changes in the environments, and (3) an
actor to elicit social responses. Sung et al. combined these
and presented three key aspects for how robots interact
within all the four temporal steps, taking on one of the three
roles. These aspects are: (1) physical and social space, the
platform where the interactions can take place; (2) social
actors, the living members of the home, such as
householders, guests, and pets; and (3) tasks, the activity the
robot is designed to serve. Thus, five types of relationships
can occur, where the robot can be a tool to perform tasks, an
agent directly impacting the surrounding environment, a
mediator that motivates people to make changes to the envi-
ronment, a mediator that enhances the social relationships, or
an agent that engages with people in social events. With all
these dimensions, the DRE provides a holistic view of the
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relationships that robots shape in the home and how these
change over time.

Fink, Bauwens, Kaplan, and Dillenbourg [10] used the
DRE to understand long-term adoption and acceptance of
Roomba robots in the home.

I1l. METHOD

The study is based on multiple case studies [14]. We used
a set of qualitative inquiry sessions in the investigation of
robot facilitation. Each case consists of observations or mul-
tiple interviews. Case 1 is the Automated Ground Vehicles
(AGV) at the hospital (Section II1.A). In this case, we inter-
viewed an operating manager on two separate occasions.
Case 2 is the investigation of lawnmower robots (Sec-
tion I11.B). For this case, we interviewed two different own-
ers. Case 3 is an ongoing study with older adults who borrow
vacuum cleaning robots (Section I11.C). This case is based on
observations. The interview questions were open-ended and
different in each case. But the questions between the partici-
pants in a case are the same. The interviews and observations
was analyzed by coding interview transcriptions described in
detail in Sgyseth and Sgyland [15]. As this was qualitative
data, so statistics are unavailable.

A. AGV at a Hospital

There are numerous examples of robots within industry
and organizations, but they are often found in separate and
enclosed areas where only authorized personnel have access
[16]. However, our informant told us that multiple hospitals
have employed AGVs for several years to do most of the
heavy-lifting transport tasks and thus decrease the need for
human porters. These robots operate in the same areas as the
hospital staff and thereby create an arena for observing spa-
tial encounters between robots and humans.

Since 2008, a major Norwegian hospital has used an
AGYV system consisting of 22 robots. The robots have been
in service for nearly ten years. This allows us to disregard the
possibility of a novelty effect commonly caused by robots;
the staff would regard them as commonplace.

The AGV robots require building structure and infra-
structure to accommodate them. They follow magnetic
markers embedded in the floor throughout their operating
areas and use strategically placed charging stations. These
infrastructure requirements were part of the planning and
building process of the hospital. The robots operate mostly in
the hospital basement where there are no unattended patients.
A patient can only encounter a robot when it takes an eleva-
tor up to one of the hospital departments. Even then, the ro-
bots venture only a few meters into the departments to deliv-
er their goods at a dedicated delivery nook.

According to our informant, the hospital administration
initially assumed that the robots could operate almost entire-
ly without supervision, needing only occasional checks by an
operator. However, the hospital staff soon realized this was a
flawed assumption. “If you leave the screen for 10 to 20
minutes, there is a standstill somewhere,” said our informant.

Furthermore, he explained how a single standstill quickly
would result in cascading failure. This would eventually lead
to a total stop of the system since the AGVs cannot pass each
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Fiaure 1: (Left and center) makeshift sians to tell people to leave the robot’s nooks alone: (riaht) a more refined sian.

other. This highlights the importance of facilitating for seam-
less operation during the robot’s working time.

Standstills can occur due to technical problems in the
AGYV themselves, but often it is “human error.” Our inform-
ant described how the medical staff would leave all kinds of
objects in the magnetic path or the delivery nooks of the ro-
bot. As the AGV has no way to make its way around obsta-
cles, all obstacles are insurmountable. In these situations, the
only solution is for an operator to find and remove the obsta-
cle. To reduce the frequency of these standstills, signs had
been put up throughout the hospital to inform people that the
robots need a clear path to operate, reminding them not to
leave anything in the hallways. Some of these signs look
very professional and refined (Figure 1, right), while others
have more of a makeshift look (Figure 1, left and center).

The maintenance and ongoing facilitation for the AGVs
require three full-time employees. The employees’ main task
is ensuring the robots do not come to a standstill, working in
shifts to always be present for robot monitoring. As men-
tioned above, the hospital had not expected the level of robot
supervision required. The constant monitoring now carried
out was not in the initial plan of the deployment strategy.
Though the AGVs require a substantial amount of facilita-
tion, their deployments give a net positive amount of work;
they provide the same work as 15-25 full-time employees,
based on between 400-500 assignments every day.

During the first two to three years of using the AGV
within the hospital, three technicians from the AGV’s manu-
facturer worked full-time on the implementation and config-
uration of the system, after which they considered the system
stable enough for them to leave.

B. Robotic Lawnmower

In the case of the lawnmower robots, we interviewed two
different individuals owning a lawnmower robot. Both robots
were of the same brand and had the same functionality.

When the informants had set up the robot for their garden
environments, the amount of setup work required help from
family members. The preliminarily work of setting up the
perimeter fence and programming amounted to between two
to three days for each of the informants. This workload was
expected by the users: They were informed in advance about
what was needed to be done to set up the robots correctly.

However, both informants reported they needed to watch
the robot during its working hours to make sure that it was
not stuck somewhere. Moreover, they told us how they now
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kept their gardens clear of foreign objects, such as gardening
tools, flowerpots and other decorations.

One informant had a diverse garden with steep hills,
some steps making up a tiny stair, a sandpit from when her
children were younger, some berry bushes, a flowerbed, an
apple tree, and a large tree stump. Most of these obstacles
created more work in facilitating the robot’s work than she
and her husband had anticipated. For instance, during late
summer and early fall, apples fall from their apple tree, the
fallen apples often caused the robot to stop altogether. Our
informant reported picking apples off the lawn every morn-
ing to help the robot complete its job.

Furthermore, it was difficult for the robot to access all
parts of the garden. In most of the accessible places, it would
often get stuck. Our informant described an issue revolving
around her robot’s ability to get up the steep hill and the
placement of the tree stump. The stump sat just at the top of
the hill, right where the ground flattens out. To climb the hill,
the robot needs momentum. The robot cannot see, and it can
only detect obstacles by bumping into them. So, it can never
plan its trajectory with these obstacles in consideration and
simply moves in a randomized pattern. Thus, whenever it hit
the tree stump, it would lose momentum and get stuck. This
happened nearly every day and occurred more frequently on
rainy days.

Since the robot getting stuck and disabling it from carry-
ing out its task was inconvenient, the informant and her hus-
band decided to remove the tree stump (Figure 2). She was
uncertain whether she and her husband would have removed
the stump if they did not have the robot: She found the stump
charming, and had imagined placing flowerpots on it.

She had also contemplated removing the apple tree, but
so far, she has not taken this measure as she has some regrets
over removing the tree stump. Removing the apple tree, like
removing the stump, is an irreversible action.

> A 3‘.2._.\7,"
: (Left) the tree stub being chopped up and removed, and
(right) the robot going down the hill
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C. Robotic Vacuum Cleaner

Setting up a robotic vacuum cleaner is a smaller job than
setting up a robot lawnmower. Its navigational technology
does not require a perimeter fence to move within the do-
mestic environment. The process varies between brands and
is a little more complicated if the user decides to use the
smartphone application, but the only required set up by the
user is placing the robot’s docking station.

In our study, we provided a robotic vacuum cleaner to
five older adult participants living independently in their own
apartments. Most participants did not have wireless internet
or a smartphone, and could thus not use the smartphone app,
making set-up in their apartments easy.

While robotic vacuum cleaners can run without the
supervision of human operators, most participants did not
trust the robot to run while they were not home. They pre-
ferred to keep an eye on the robot during its operation time to
prevent it from getting stuck or accessing unwanted areas.

IV. FINDINGS

We have seen how all the robots we have investigated al-
tered existing tasks and added new ones for them to operate
properly. Further, we saw that the tasks varied widely; from
small alterations in the operational environment, through
continuous tidying tasks, to substantial infrastructure modifi-
cations. We call all such tasks facilitation. After examining
the tasks, we saw that the tasks begin to coalesce in some
categories: pre-facilitation, tasks done before the robot can
operate; peri-facilitation, tasks done while the robot is oper-
ating; and post-facilitation, larger tasks done after the robot
has been deployed a while that reduce peri-facilitating tasks.

A. The Robot Facilitation Framework

The Robot Facilitation Framework helps designers un-
derstand how work changes. Its central idea is understanding
how the introduction of robots change tasks and task distri-
bution. The framework describes how we share space with a
robot, rather than describing how we accept robots into our
space. The framework has three components.

1) Pre-facilitation

The first kind of facilitation in our framework takes place
right before the deployment of the robot. We call this pre-
facilitation. The user makes the changes both necessary for
the robot to start, as well as alterations they think will merit
the robot’s operations. Often, facilitation is required for start-
ing the robot, such as the placement of a docking station and
fence cable. Other changes to the environment are made be-
cause the user assumes the facilitation will accommodate the
robot, for example, removing power cords to avoid tangling.

2) Peri-facilitation

However, the changes made in pre-facilitation are rarely
sufficient. The technologies in today’s robots require an un-
cluttered operating area, which is rarely found in domestic
settings [17]. Consequently, to facilitate a smooth operation
period for the robots, humans need to continuously tidy. We
have discovered some required tasks might come as a sur-
prise to the user and are not easy to anticipate such as pick-
ing up apples. As robots today cannot take care of and repair
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themselves, users also need to perform maintenance on the
robot. Maintenance activities include changing the blade on
the robotic lawnmower and changing the brushes of the robot
vacuum cleaner, as well as larger maintenance tasks as done
by technicians from the manufacturer that delivers robots in
systems such as AGV found in the hospital.

We call this peri-facilitation because the tasks are re-
quired continuously during the robot’s operational time. The
bulk of time one used to spend doing the tasks now per-
formed by the robot is replaced with smaller tasks requiring a
few minutes every day. The tasks are performed by the user
to make sure the robot operations run smoothly, such as re-
moving clutter to prevent it from getting stuck, assisting it
should it get stuck in or under something, and all time spent
on robot maintenance. In other words, peri-facilitating tasks
are a form of everyday maintenance.

3) Post-facilitation

As the users find recurring patterns for facilitation re-
quired during the robot’s operations, they can decide to make
bigger changes to their environment—such as removing a
tree stump—as a way of reducing the need for peri-
facilitation. We call this post-facilitation. A thorough under-
standing of how the robot operates in the specific domestic
settings is required to make post-facilitation changes.

V. DISCUSSION

In Section 11, we briefly presented a few long-term stud-
ies of service robots in domestic settings. These studies fo-
cused mainly on how and why people accept these robots
into their homes over time. The product ecology and the
Domestic Robot Ecology have their focus on acceptance of
robot technology. Our framework is a supplement to other
frameworks on understanding use of robots.

In this section, we compare the Robot Facilitation
Framework to the Domestic Robot Ecology and product
ecology. The Robot Facilitation Framework looks at how
work changes with the introduction of a robot. The Domestic
Robot Ecology and product ecology look at adoption and
acceptance, but both possess elements that fit within the Ro-
bot Facilitation Framework. Finally, we discuss the interrela-
tionship between the three categories of robot facilitation.

A. Robot Facilitation Framework in Other Cases

Sung et al. [8] describe robot acceptance as happening in
four temporal phases. In the pre-adoption phase, the users
form their expectation of the robot. Because the Roomba
requires nothing but placing the docking station before it can
start, users with high expectations of the robot perform little
to no pre-facilitation. When little pre-facilitation has taken
place, the robots could cause accidents. Whenever the
Roomba caused accidents, the participants in their study
made changes to the environment necessary to prevent the
same accident from reoccurring: “Some of the actions in-
cluded casual and temporary changes that they needed to
repeat in each operation. Other changes were more perma-
nent” [8] The more temporary changes were things like fold-
ing area rugs, blocking Roomba with objects, and picking up
clutter. The changes considered more permanent included
things like placing books under lamps to prevent Roomba
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from climbing it, or removing rug fringe to prevent it from
getting stuck. These are good examples of both peri- and
post-facilitation.

Forlizzi and DiSalvo [9] point out that the Roomba’s
need of a clutter-free environment caused some participants
to engage in what they refer to as “pre-cleaning activities.”
By doing some pre-cleaning, the home environment was
ready for Roomba to do the cleaning without supervision.
They describe this as an “unusual dynamic between the
product, the physical environment, and the participant™ [9]
where the participants must decide when they should inter-
vene during the Roombas operational activities. Though
there are few concrete examples described here, the problem
area as described where the functionalities of the Roomba
lead users to accommodate the robot’s operations is the basis
for peri-facilitation and key to understanding the processes
around this type of facilitation.

Fink et al. [10] observed that their participants made
changes to the environment that was encouraged by the ro-
bot. They also describe how participants spent different
amounts of time on adjusting the space before turning
Roomba on, and that some households had to solve further
issues such as moving away delicate objects. In their study,
participants expressed not wanting to let the Roomba work
by itself at home while they were out, illustrating the need to
be there and peri-facilitate should Roomba crash, get stuck,
or other unforeseen peri-facilitating tasks. They further de-
scribe how participants, children especially, would assist the
robot by collecting crumbs and placing them directly in front
of the robot, or build walls out of obstacles.

Cesta, Cortellessa, Orlandini, and Tiberio [11] examined
a telepresence robot in the home of an elderly couple over a
year. The study had both pre-facilitation to prepare for the
robot’s arrival and peri-facilitation as the robot was in use.
Since the study had a known end, there was no post-
facilitation, but the suggestions from the couple about where
the robot should be placed when charging indicate that post-
facilitation would be needed for the robot to be used after the
study.

B. Interrelationship between the types of facilitation

Setting boundaries for categories based on qualitative da-
ta is rarely clear-cut. When analyzing human-robot observa-
tions through the Robot Facilitation Framework, we find that
some actions of facilitation are hard to place completely
within one of the three categories. Should the three catego-
ries be considered as types of facilitation, stages of facilita-
tion, or phases of facilitation?

In the following, we discuss the relationship between
these categories, as illustrated in Figure 3. The solid arrows
represent how the process of facilitating for a robot evolves.
A pre-facilitation task would be finding a spot for the dock-
ing station, and setting it up. As the robot works, emptying
out the robot’s dust bin would be a peri-facilitating task. Up-
grading the infrastructure to increase the usefulness of the
robot is a post-facilitation task, which leads back to peri-
facilitation as the robot works in the new environment.

However, some relations are more uncertain than others.
These are marked by dashed arrows and question marks.
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Figure 3: Interrelationship between the three facilitation categories

These uncertain relations raise questions such as “can one
move from peri- and post-facilitation to pre-facilitation, or
does pre-facilitation only happen once during the deploy-
ment of the service robot?” We need to decide what actions
should be considered pre-facilitation. For instance, can pre-
cleaning activities, as described by Forlizzi and DiSalvo [8]
take place after the deployment of the robot, but not during
its operational time? In the view of the Robot Facilitation
Framework, should activities performed during the deploy-
ment period of the robot, but not when it is currently active
be considered a pre- or a peri-facilitating task?

As we saw in the example of AGYV, the infrastructure of
the hospital tied to the deployment of the robots was planned
during the construction of the hospital itself. Ozkil et al. [18]
examined what was needed to implement service robots in a
Danish hospital, a process which can be understood as pre-
facilitation of robots.

This shows that pre-facilitation can be a huge process,
starting already when planning a building, or it can be next to
nothing should the user not feel the need to change anything
in their domestic environment before they start the robot.
Indeed, it seems that the extent of the pre-facilitation can
vary greatly, and to some degree depend on the complexity
of the environment it will be operating in, as well as its infra-
structure. From our analysis, pre-facilitation sets the founda-
tion for which new tasks arise as part of peri-facilitation
when the robot is operationally active. Next, depending on
how cumbersome the peri-facilitating tasks are, as well as
their persistence and recurrence, will determine what
measures will be taken to avoid these in the future. When
changes are done to avoid certain peri-facilitating tasks, the
users have post-facilitated their robot. What is unclear when
it comes to the relationship between the stages, is whether
the user after such a change finds themselves doing pre-
facilitation again, or if they find themselves right back doing
peri-facilitation.

Finally, how big is as post-facilitation change? Are only
irreversible changes eligible post-facilitating actions, or can
smaller one-time actions that could easily be reversed fit into
this category? Irreversible changes include hiring full-time
workers to look after the robot, removing a tree stump so the
lawnmower can get up the hill, or replacing a floor lamp with
a wall-mounted lamp so that vacuuming is easier. A reversi-
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ble change would be placing a book under a lamp to prevent
the robot from climbing it.

Tying all these questions together, we see that the answer
to one of them will have consequences for the others. If plac-
ing books underneath a lamp is not post-facilitation because
it is not irreversible, it must be either pre- or peri-facilitation.
If peri-facilitation can only take place while the robot is run-
ning (except whenever the user is doing maintenance on the
robot), then it must be pre-facilitation. However, if we define
pre-facilitation as something that only takes place before the
deployment, then it must be either post- or peri-facilitation
after all. Is it important for the framework that post-
facilitation actions are recognized as something big and irre-
versible? Similarly, is it important for the framework to rec-
ognize pre-facilitation actions as only taking place before the
deployment of the robot?

VI. CONCLUSION AND FUTURE WORK

Our study consisted of multiple case studies, considering
human-robot interactions at a Norwegian hospital, in the
gardens of two robotic lawnmower owners, and observations
of elderly deploying robotic vacuum cleaner for one month.
We found that work did not disappear, but that tasks were
redistributed. We presented the Robot Facilitation Frame-
work that divides facilitation into pre-, peri-, and post-
facilitation. Using this framework, data collected from other
studies can be understood in a different light, focusing on
how work changes when robots are deployed. The categori-
zation simplifies targeting challenges in the interaction be-
tween humans and robotic technologies. Moreover, it may
also indicate specific design implications for what tasks
should be put in which category. It also helps us to under-
stand the amount of work that is included in introducing and
keeping a robot in a location. This can help people to deter-
mine how best to introduce and use robots in new areas.

There is more that can be done with this framework.
There is no precise answer to which activities belong to
which categories. To make our categories and the relations
between them more precise, we will carry out more studies
of robots in use and analyze them. As a part of this, we will
explore how facilitation relates to maintenance, performativi-
ty, and mediation, and how robot users experience to share
their space with robots. This should make it easier for others
to apply the framework in future scenarios where robots are
introduced at work and at home.
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Abstract— The paper illustrates an exploratory case study on
the use of a toy robot at school to support storytelling in
children with cognitive disabilities. Play is a key factor in
children’s development, yet disabled children are often
prevented from playing because of their physical or cognitive
impairments. Robot toys might represent a suitable means of
favouring learning through play in inclusive activities at
school. The robot used in this study is designed to support
play scenarios addressing different educational goals for
children with specific needs. This paper describes a
storytelling scenario and the experiment conducted with the
robot in a primary school over four weeks. The activity
involved a group of students with typical development and a
child with a learning delay due to a mild cognitive disability.
The results of the study show that the performance of the
child with learning delay improved in terms of memorization
of the story elements, ability to focus attention and reduction
of exuberant motility when she played with the robot. The
results are supported by qualitative and quantitative
evidence, as well as by the comments of the teacher who
participated in the study.

Keywords-Children; Robot; Play; Learning; Disability;
Storytelling; Primary school.

I. INTRODUCTION

Play has a crucial role in a child’s development. The
International Classification of Functioning and Disabilities,
version for Children and Youth (ICF-CY) [1] published by
the World Health Organisation defines play as one of the
most important aspects of a child’s life to be considered
when assessing children’s quality of life. Through play,
children experiment and learn about themselves and the
environment around them. In childhood, skills related to
moving, exchanging, experimenting and learning mainly
develop through play [2].

Several studies demonstrated that the absence of play is
detrimental to the development of a healthy child, leading
to impairment in their learning potential. This causes
isolation and a compromises social life [3].

Disabled children are often prevented from playing due
to their cognitive or physical impairment.

In recent years, an increasing number of research
studies have revealed the benefit of using robots as a
playmate to support the development of different skills in
children with special needs. Robots support engaging and
rich interactions while exhibiting a repetitive and
controllable behaviour. This stimulates the child with a
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disability to try out the activity several times without
feeling unable or impaired.

However, in order to effectively use the robot and
achieve educational objectives, it is important to design
play scenarios suitable for the child with special needs.

In what follows, we first provide a literature review on
robot-assisted play based on storytelling activities, later we
present the robot and the experiment conducted at a
primary school with a child with mild cognitive
impairment and her peers. The case study provides a
detailed description on how to use the robot to engage
children with different abilities in playful activities based
on storytelling. Furthermore, it provides the results
obtained in terms of learning and understanding of the
dynamics of a story, and the social interactions enabled by
the robot.

The paper is structured as follows. In Section Il we
report a literature review on storytelling robots; in Section
Il we present IROMEC (Interactive RObotic Social
MEdiator as Companions), the robotic platform used in the
present study, in Sections V and IV we illustrate the
methodology and the experimental study carried out with
IROMEC in a primary school with a child with mild
cognitive disability and her classmates, in Sections VI and
VII we report and discuss the results of the study. We
conclude this work in Section VIII.

Il. STORYTELLING ROBOTS

Developing a narrative competence is for children the
privileged and primary way to begin to be part of the
culture [4]. Narrative is also a fundamental aspect of
meaning construction, which is a negotiation activity that
develops from early childhood through the whole human
life [4].

Narrative has three main functions [5]:

- Cognitive: as a way to learn.

- Social: stories allow us to identify ourselves with

a social and cultural group.

- Emotional: as a therapy.

Storytelling is key of children’s development. Through
it children learn to express themselves and make sense of
the external world. They develop logical thinking,
imagination and creativity, but also social skills.

Remembering and understanding a story, or using a
proper language are all competences that develop more
slowly in children with a cognitive disability [6][7].
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However, researches in schools revealed that if properly
stimulated, children with a cognitive disability may
improve in understanding and remembering a story, as well
as in meaning construction and communication [6].

Recently, robots and virtual agents have been designed
to promote interaction and communication through
storytelling in children’s development [8]. Lizeberg et al.
[9] found that students have better learning performances if
the interaction takes place with a physical agent rather than
with a virtual agent.

A recent survey conducted by Chen et al. [8] classified
storytelling robots in three categories based on who is the
user of the robot, what is the focus of the study, and what is
the outcome of the study:

- Users: children with typical development [10] and
children with disabilities [11];

- Focus of the study: robots used in the educational
context as learning companions, educational
material, and teaching assistants;

- Outcome of the study: prototype, learning
environment, authoring  environment, and
pedagogy experience.

In the context of disability, the robots are used with
different goals. Plaisant et al. [11] used a storytelling robot
to stimulate children in carrying out the rehabilitation
therapy. Probo robot was used to provide assistance during
the therapy with autistic children [12]. NAO robot was
used as story reader with expressive verbal and nonverbal
behaviours [13].

Storytelling robots are also used with children with
normal development. Fridin [14] designed Kindergarten
Social Assistive Robotics (KindSAR) a social assistive
technology for Kkindergarten educational staff which
provides assistance to the staff by engaging the children in
educational games.

I1l. ROBOT PLATFORM

IROMEC is a robotic platform that addresses play as a
medium for disabled children’s learning, development and
enjoyment [15].

The body displays graphic interface elements related to
different play scenarios on a 13 inch digital touchscreen.
For example, the body screen can represent the features of
an imaginary cartoon-like character, displaying digital fur
that moves according to the direction of the platform’s
movement. When the robot stops, fur clumps appear that
extend when it moves again. The head consists of an 8 inch
digital screen that displays the robot’s facial expressions.

The platform is composed of passive and interactive
hardware modules and configurable interfaces to enable the
creation of play scenarios adapted to fit the needs of
children with different kinds of disabilities [16].
Furthermore, the platform permits creation of new games
that can be implemented through the “play script”.

“Play scripts” allow implementation of Graphical User
Interfaces (GUIs) for different play scenarios, so that the
robot can turn from an imaginary animal covered with fur
into a creeping snake, an agile tiger or a quiet turtle (Figure
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1). The robot can show facial expressions incorporating the
mouth, nose, eyes and eyebrows, as well as different levels
of expressiveness and emotional states. Smooth transitions
are used to create a life-like impression.

\=1\ !

\®zy e

Figure 1. IROMEC imaginary animal-like character (left), IROMEC Tiger
(centre), IROMEC Tortoise (right)

The interfaces are enriched by original sounds to
structure and articulate the play experience. They have
been designed in collaboration with experts, therapists and
teachers to give the impression of a living entity without
any specific human or animal connotations.

IV. CASE STUDY IN A PRIMARY SCHOOL

The study was conducted for about one month at
“Giovanni Pascoli” elementary school in Siena, Italy.

The primary target of the study was an 8 year-old girl
with a generalized cognitive delay associated with
compromised ability to memorize, with limited verbal and
communicative skills and motoric hyperactivity.

Her disorder was linked with difficulties in her life
following removal from her family of origin at the age of 4.
The early years of her life had been characterized by the
presence of an environment providing little cognitive or
affective stimulation.

The child’s poor verbal skills had a negative impact on
her ability to communicate and interact with the rest of the
class. She was aware of this problem and felt frustrated by
it. Her teacher considered integration into the class a
priority goal.

The child had been included in the same curricular
program as her classmates, with the addition of
individualized activities with the support of a small group
so0 that she would not be isolated.

In agreement with the special needs teacher, we
decided to conduct the experimental sessions in a group,
using the teaching model normally used in class, with three
classmates involved in the study. The classmates’ role was
to facilitate the activity, promoting interaction, inclusion
and the dynamics of play and learning.

The key goals of the study were:

e to improve the attention;

e to improve spontaneous verbalization and
appropriate use of language;
to improve narrative skills;
to improve body awareness and coordination.
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V. METHODOLOGY CASE STUDY IN A PRIMARY SCHOOL

The study was broken down into three sequential
phases with the primary goal of ensuring understanding,
learning and recall of the story “The tortoise and the hare”
(Table 1).

TABLE I. EXPERIMENTAL PROCEDURE
Reading the story

PHASE I "The tortoise and the hare" in the classroom
First Second sub | Third sub Forth sub
sub session: session: session:
session: | learning learning learning
learning | and and and
and recalling recalling recalling

PHASE Il | recalling | the story the story the story
of the with use of | Withthe use | through
story the robot of the robot use of
through Images
use of
images

Follow up

PHASE 111 assessment of the acquired knowledge (learning,

understanding and recalling) through a questionnaire

The maximum duration of Phase Il was about 20
minutes, as suggested by the teacher in view of the girl’s
difficulty focusing her attention for a longer period of time.
The sessions using IROMEC had an average duration of
about 18 minutes, while the sessions in which images were
used as an aid lasted no longer than 12 minutes. The length
of individual sessions depended on the child’s behaviour
and response. If she appeared bored or refused to
participate in the game, she was not forced to do so; the
session was interrupted.

A. Experimental phases

Phase |: Reading the story “The tortoise and the hare”
in class

The teacher brings up the story of “The tortoise and the
hare” and reads it in class.

“Once upon a time there was a hare who, boasting how
he could run faster than anyone else, was forever teasing
tortoise for its slowness. Then one day, the irate tortoise
answered back: “Who do you think you are? even you can
be beaten!.. Beaten in a race? By whom? Not you, surely! |
bet, there’s nobody in the world that can win against me,
I'm so speedy. Now, why don’t you try?....” The hare is so
confident that it will win that it takes a nap midway
through the course. But when the hare awakes, he finds
that his competitor, crawling slowly but steadily, has
arrived before him.”

After the reading, the children are asked to tell the story
together. The teacher pays special attention to the little girl
in question in order to assess her comprehension and her
ability to recall the story.

Phase Il: Learning the story with the reinforcement of
images and with the IROMEC

The second phase was divided into four sub-sessions
characterized by use of pictures (in the first and fourth
sessions) and introduction of the IROMEC (in the second
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and third sessions), each focusing on comprehension,
learning and recall of the story.

The sessions were conducted twice a week over a two-
week time span.

- First session: analysis, comprehension and recall

of the story.

Images were used to aid comprehension of the story in
this activity. The teacher used the pictures to guide the
session and analyse the key character: the tortoise.

At the beginning of the session the teacher asked the
little girl a series of questions to judge her ability to recall
the story read in class. If she had difficulty, her classmates
were asked to help. Then the teacher asked a series of
questions about the tortoise that helped the children recall
specific elements: Where does it live? What does it eat?
How does it move? When does it hibernate?. The girl could
answer the questions while looking at the pictures (Figure

2).
ro ]

Figure 2. Images used to guide the session

- Second session: learning the story with the robot.

The interfaces used during the activity transformed the
robot in the “tortoise” of the story (see Figure 1).

In this specific configuration, the robot was intended to
look and behave like a tortoise. The robot’s mobile
configuration was used so that it could move about the
classroom alone or with remote control. The robot’s
movement simulated that of the tortoise, with rather slow
movements in follow-me mode. This is a coordination
game that consists of playing with the robot, which follows
the child. The other children can compete to attract the
attention of the robot in order to be followed. The primary
educational objectives of this scenario are related to energy
and drive functions and to improve motivation to act and to
feel in control. The scenario aims to develop the
understanding of cause and effect connections, and to
improve attention to mobility.

The teacher asked the girl the same series of questions
as in the previous session conducted with the use of
images: Where does the tortoise live? What does it eat?
How does it move? When does it hibernate?

In this session the teacher asked the girl and her
classmates to answer the questions while paying attention
to the robot’s behaviour and imitating it. In this session the
children acted out the story in a way, playing the roles of
the two characters and mimicking their behaviour.

- Third session: learning and recalling the story

with the robot

The third session was identical to the second.

- Fourth session: recalling the story with the use of

images

The fourth session was identical to the first.

Phase Il1: Follow-up
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Follow-up was performed a week later. Questionnaires
were given to assess the skills (learning, comprehension
and recall) acquired by the girl in relation to the story.

During follow-up the teacher asked the child to recall
what had been done during the other sessions, both in
sessions with images and in sessions with IROMEC, in
order to assess how described below:

e Cognitive area

Attention: the child’s ability to pay attention to visual
and spatial stimuli connected with the play activity,
expressed in terms of time. This indicator is continuous.

Recall of verbal and visual content: the child’s ability
to recall verbal and visual content previously presented and
use it to help answer questions. Recall also refers to
content presented in previous sessions. This indicator is
intended to assess the child’s ability to retain long-term
memory. It is a spot indicator.

e Motorial area

Exuberant motility unrelated to the activity: excessive
motorial activity of the entire body unrelated to the game
being played. This is a continuous indicator.

e Communication area

Spot naming of an object or action: the child’s ability to
verbally identify an object or action using precise,
appropriate language. The indicator refers to spontaneous
mentions, not repetition or completion of words
pronounced by the teacher or by classmates. This is a spot
indicator.

Spontaneous verbalization: the child’s ability to clearly
and comprehensibly spontaneously verbalize statements on
the activity underway. The indicator does not include cases
in which the statement is solicited by the teacher’s
questions or cases in which the spontaneous verbalization
is unrelated to the context of the activity underway. It is a
continuous indicator.

A written questionnaire was given to the children
during the follow-up phase, and included multiple choice
questions about the story and the character of the tortoise.

VI. RESULTS

A.  Phase I: Reading the story “The tortoise and the
hare” in class

Observation of Phase | in class session revealed that the
child had difficulty paying attention to multiple stimuli,
associated with difficulty in recalling concepts presented
not long ago.

For example, when the teacher asked “Do you know the
story of the tortoise and the hare?”, the child answered
“No”, but at the end of the reading she picked up the book
and said, “I know this story, because I have the cartoon at
home”. The girl spontaneously began telling the story in
very simple words:

“In the cartoon, there’s a tortoise and... the other
one... I don’t remember... what it’s called... and then they
have a race and ... the other one... I can’t remember what
the other one’s called.....” and when the teacher prompted
“the hare”, she seemed not to hear her but continued her
story: “Yes there was a hare and it ran very fast”.
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In response to the teacher’s question, “Who won the
race, the hare or the tortoise?” the child replied “the
hare” without hesitation. Though the teacher pointed out
that her answer was wrong, she continued to claim, “In my
cartoon it’s the hare that wins”.

The teacher had to remind her to pay attention
repeatedly while reading the story. The girl gave the
impression she was ‘“hearing” and “seeing” what was
happening around her, but not intentionally “listening” and
“watching”. Her attention seemed to be attracted primarily
by the pictures in the book shown by the teacher, not by the
story. She could not answer the questions asked of her
without the teacher’s help and the images. For example, in
response to the teacher’s question “Is the hare fast or
slow?” the child hesitated and the teacher had to show her
a picture of the two animals to elicit an answer.

The vocabulary she used was simple and very limited.
The answers she gave often repeated the teacher’s words.

During the reading, the child sat in a listening position
with her arms crossed and resting on her desk, but did not
seem to be at ease, and repeatedly moved her legs. She
often picked up objects on the table during the reading,
distracting herself.

B.  Phase II: Learning the story “The tortoise and the
hare” with the aid of images and with the IROMEC

The information obtained from video analysis of the
sessions with the aid of images and with the IROMEC
reveal the child’s growing ability to pay attention visually
(cognitive dimension) to the visual and spatial stimuli
connected with the activity.

Visual attention was constant and prolonged in the
sessions with the IROMEC, lasting almost the entire
session, 18 minutes and 90 seconds out of 19 minutes and
10 seconds in the first session with the IROMEC and 18
minutes out of 18 minutes and 20 seconds in the second
session. In both sessions, the child was only distracted
from the activity underway for about 20 seconds during the
first phase. In the sessions involving use of images, the
duration of her visual attention in relation to the total
duration of the session was significantly lower. The child
was distracted from the game for extended periods of time,
3 minutes and 44 seconds in the first session and 4 minutes
and 73 seconds in the last session. As noted above, the
sessions involving use of images did not last as long as
those involving use of the IROMEC, for the duration of the
sessions was strictly dependent on the child’s behaviour.
The total duration of sessions involving use of images was
11 minutes and 20 seconds for the first session and 13
minutes and 40 seconds for the second. The Figure 3 shows
the value in relation to total time, expressed in minutes and
seconds, of the child's ability to pay visual attention to the
visual and spatial stimuli presented.

These results are correlated with the results of
exuberant movement indicator (motorial dimension), which
tends to decrease during sessions conducted with the
IROMEC and increase in sessions using images.

During sessions conducted with images, this indicator
has a value of 3 minutes and 2 seconds, as compared to a
total of 11 minutes and 20 seconds in the first session, and
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7 minutes compared to a total of 13 minutes and 40
seconds in the second session. In sessions conducted with
the IROMEC, her motorial activity was reduced to 0.67
minutes out of a total of 19 minutes and 10 seconds in the
first session and 0.38 minutes out of a total duration of 18
minutes and 20 seconds in the second session.
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Figure 3. Results of: visual attention, exuberant motility and
spontaneous verbalization

Her exuberant motility, which the teacher repeatedly
had to contain in order to continue with the activity,
translated into inappropriate behaviour, such as pretending
to fall, rolling around, repeatedly tying her shoes or leaving
the scene of the activity (Figure 4).

. o

»

Figure 4. Session with the use of image

Spontaneous verbalization, as opposed to statements
solicited by the teacher’s questions but pertinent to the
activity underway, did not exceed one minute in any of the
sessions, as shown on the graph in Figure 3.

Spontaneous verbalization was lower in sessions
involving use of images, in which the child participated
verbally only when asked to do so by the teacher. In these
sessions she made statements primarily linked with
personal events and aspects unrelated to the activity
underway, which distracted her from what was at hand.
This form of communication is typical of her pathology
and her experience, as noted by the teacher, who explained
that the child used this technique in class to avoid tasks
which were difficult for her to perform.

In the sessions involving use of the IROMEC,
spontaneous verbalization was higher, though only by a
few seconds; the child used precise terminology consistent
with the context, interacted more frequently with the group
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and participated in the discussion, asking questions about
the IROMEC and pertinent to the activity underway.

Her ability to recall verbal and visual content presented
previously (cognitive dimension) improved significantly,
from 12 items of content recalled after the first session with
images to 21 items of content recalled in the first session
with the IROMEC a figure which remained constant in the
last session.

In sessions involving use of the IROMEC, the child
demonstrated a greater ability to use different verbal
content from that pronounced previously; she was, for
instance, capable of using synonyms. This did not occur in
the sessions conducted with images, where the teacher had
to repeatedly prompt verbal content to complete an
enunciation.

In the area of communication, the figures reveal that the
child acquired a growing ability to name objects and
actions narrated in the story with precision (Figure 5).

21 21
17
13
12 12
8
7

501 (Images) 502 (IROMEC) S03 (IROMEC) 504 (Images)

W Recall of Verbal and Visual
Content

W Precise naming of an
object/action

Figure 5. Results of: recall of verbal and visual content, precise
naming of an object/action.

The figure reveals a progressive increase from 7 items
of content named with precision in the first session to 17
items of content in the last session.

C. Phase IlI: Follow-up

A week after the end of the sessions, the child was
asked to answer two different sets of questions, about the
story and the characteristics of the tortoise.

The questionnaires were constructed according to
instructions provided by the teacher, who regularly uses
this type of test to assess acquisition of knowledge,
normally after two lessons on a specific topic. As the
teacher pointed out, in this kind of tests the child under
observation almost always demonstrated difficulty filling
in the questionnaire independently and needed help
choosing the right answer.

In this study, the girl was able to fill in the
questionnaires alone and answer the questions correctly
without any help.

After the questionnaires had been filled in the teacher
asked the children some questions about what they had
done. The discussion revealed that the child had less
difficulty recalling the content of sessions conducted with
the IROMEC than sessions conducted with images. The
girl specifically recalled activities involving motorial
activities, such as imitating the slow movement of the robot
representing the tortoise, and particularly the feedback on
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whether or not an activity had been performed correctly.
This was made explicit in the child’s words.

Teacher: Now can you tell me what you liked most
about all these things we did with the pictures and the little
robot?

Girl: That the tortoise laughed that | was slow.

VII. DISCUSSION

The data obtained from video analysis reveal that the
sessions conducted with the IROMEC favoured the child’s
ability to pay attention and her learning and memorization
of the story, decreasing the amount of behaviour
inappropriate to the activity.

The results were discussed with the teacher, who
expressed considerable satisfaction, particularly with the
child’s ability to remember the content between the two
sessions conducted with the robot, as compared to the
sessions with images. The teacher emphasised that
involvement of the motorial sphere in addition to the
cognitive sphere made a significant contribution to learning
and memorization of the story.

The results of the study reveal that the child’s ability to
concentrate changed depending on the type of aid used
(images/IROMEC). In sessions conducted with the
IROMEC she was able to focus her attention constantly for
a long time, focusing on the robot and on the feedback the
IROMEC sent, while in the sessions with images her
attention was attracted to her surroundings rather than
focused on the activity underway.

An interesting aspect which emerged in sessions with
the IROMEC as compared to sessions with images was the
climate in the group, which was inclusive and social,
revealing greater interest in the story.

VI1I1.CONCLUSIONS

The paper reports the outcomes of an exploratory study
on the use of a toy robot at school to support storytelling in
a girl with a mild cognitive disability. Results show that the
robot promoted active participation and involvement on the
part of the girl, reducing the inappropriate behaviour and
exuberant motility which was normally present when doing
schoolwork. Active involvement of the motorial sphere in
the learning process facilitated learning of abstract
concepts which are difficult to understand. The possibility
of mimicking the behaviour of the characters of the story
like the slowness of the tortoise and the speed of the hare
with her body allowed the child to understand concepts
which would otherwise have been difficult for her to learn.

IROMEC’s presence promoted  spontaneous
verbalization and communication among the disabled
child, the teacher and the other children. The child
repeatedly asked the teacher questions about the robot’s
behaviour, such as “What is it doing? Why is it turning
around?” referring to the robot turning around to face the
children.

This interaction with the teacher had not occurred in the
sessions conducted with images, where, to the contrary,
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there was practically no communication unless solicited by
the teacher’s questions.
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Abstract —Identity today has become a complex issue. An
average user of the Internet has accounts for a number of
services, and several traces of use are gathered by large
companies. However, the same companies are using Artificial
Intelligence in their services. This paper presents possible
impacts the new wave of Artificial intelligence will have on
users’ understanding of their own identity if they approach
services where this technology is active. Moreover, the effects
of having an Artificial Intelligence-based service as a coach or
advisor will be highlighted. A pragmatic stand will be applied
to address the importance of the context in which the Artificial
Intelligence will be used to understand the effects it may have
on users’ identity. As a case study, the paper presents the
result of two design workshops where the goal was to prototype
possible solutions and scenarios to support university students
entering the academic life when Artificial Intelligence-based
services are used.

Keywords- Artificial intelligence; pragmatism; education;
Design Thinking; service design.

1. INTRODUCTION

In the 21st century, the identity of humans has become an
issue. Not only is it highly contextualized when technology
is involved, but the way identity is used by technological
platforms is becoming a problem for some users.

In the first place, identity is difficult to define, as it has
many facets; it is highly sensible to many factors. For
instance, for a person, the social context is important and is
part of the task of defining their own identity [1]. Gender,
age, music preferences, or religion are some of the various
social categories persons may belong to, and are part of the
act of defining themselves. A good example of modern
social “tribe” offering an alternative identity to those
otherwise defined by social norms, are skaters [2]. Another
way for persons to define their own identity is the internal
process of self-verification [3]. The two stands (context and
internal processes) naturally influence each other [3].
Humans do search for ways of defining their own identity in
several ways; some have a nomadic identity, and they easily
adapt to different context, others have hidden identities that
can emerge in specific contexts. Nevertheless, when a person
interacts with a context, a continuous renegotiation and
definition of the latter does occur [4]. This situated activity
“is conceived as an ongoing process of establishing,
affirming, modifying, and sometimes destroying situated
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identities.” [5] One such example is the indigenous cultures
where, in many countries, their context is under constant
redefinition and their identity under pressure.

Another significant aspect of the human identity is when
technology has an active role in different contexts [4]. New
technologies, like Augmented Reality (AR) or Virtual
Reality (VR) act directly on the context, while the use of
smartphones, iPads, smart-clocks and computer discloses all
forms of activity and users’ habits on the Internet.

In the 21% century, the identity of a person is under
unprecedented scrutiny. Companies like Facebook, Google,
Amazon, and Netflix use the data that users produce by
gathering Big Data and then analyzing every aspect, so they
can use it later to come with possible future use of their
services. One can say they offer to us our own social
navigation [6]. Examples are Amazon and Netflix, as they
have recommendations for users to buy books or to see
movies based on prior use. The user’s voice in this context
has been not well accepted, and is often overwhelmed by
agreements with large companies which are very difficult to
understand in the first place. An answer to this issue is the
new European General Data Protection Regulation (GDPR)
giving the user rights to decide how their own data is used by
those companies [7]. One of the positive changes represents
a quantum change for users, since “It must be as easy to
withdraw consent as it is to give it.” [7] However, during the
last two years, an increased interest has been shown
regarding Artificial Intelligence (AI). Some of the same
companies not only are gathering Big Data on users, but they
are also at the frontline of innovation in the field of Al. The
dual role the Al can acquire is interesting as well. Firstly, it
has access to a huge amount of data about its users and
secondly, at the same time, it is able to understand the user in
a unique way. This dual role needs further analysis. This
paper presents possible effects and impacts the new wave of
Al will have on users’ understanding of their own identity
when they approach services where this technology is active.
Finally, the paper will look into how AI can abuse the
necessary trust the user gives to a service.

The paper is organized as follows: Section one is the
introduction; Section two is about the third wave in Al
research; Section three presents Identity, Artificial
Intelligence and pragmatism. The fourth section is a case
study aiming to dismantle the interaction between Al and
users in the context of student’s academic life on campus.
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The fifth section is a discussion. Finally, the sixth section
presents the conclusion, which also includes future works.

II.  THE THIRD WAVE OF ARTIFICIAL INTELLIGENCE

Al is not a new idea, as the approach used is to try to
mimic human cognition [8]. Until now, three waves have
occurred. The first during the 50s and 60s (cybernetics)
originated from the seminal paper written by Alan Turing [9]
and the famous Turing test; while the second wave can be
pointed out to be in the 80s where the main discussion was
around cyborgs, a hybrid of machine and organism, a
creature of social reality, also used in fiction [10]. The third
wave is now, as one of the elaborative advantages Al has is
the access to more or less open large quantities of user’s data
(termed Big Data). In addition, as mentioned before, during
the last few years this new wave of Al has been supported by
large companies like Google, Amazon, Tesla, and IBM,
where some of them are sharing the necessary technologies,
like the TensorFlow open-source software library [11], to be
used for programming Al. Machine learning, deep learning
and neural network, define some of the approaches used, all
aimed at knowledge architectures to perform analysis and
predict possible outcome, and tasks, allowing Al to learn and
therefore increase the possibility of a correct output. The
results so far have the capability to overcome what humans
can perform. For instance, IBM Watson [12] is able to read
millions of medical journals in oncology and give doctors
additional information about what and when to prescribe
cures and medicaments. In Norway, companies and
organizations are testing and implanting services offshore to
predict service maintenance on oil platforms. In Sweden, a
company has developed a small device that can monitor
small variations in domestic power supply and tell users
what is in use at home and how much energy each item uses
[13]. The car manufacturer Tesla is already selling cars with
ready-to-use self-driving hardware [14]. However, research
on the effects that this new wave of Al may have on users
when services are so clever, is still in its infancy. For
instance, issues with ethics, norms and lack of regulation
may have unpredicted effects on our society. For instance,
Google’s Al AlphaZero had to play in an aggressive way to
win chess games against a common chess computer
(Stockfish) [15]. The effects on a user when meeting an
aggressive Al-based service are still being uncovered.

Another relevant change in this new wave of Al is the
possibility to perform tests in vivo with functioning systems,
and not only theorizing about this type of interaction
between human and machine. For instance, during a series of
matches of the game GO between a variant of the AlphaZero
Al (AlphaGo) and a human [16], some strange forms of
behaviors from both sides were observable. In the award-
winning documentary about this series of matches [17] one
can get a first glimpse of this new landscape of interaction.
Among interesting observations to be made is the way
programmers defined the behavior of AlphaGo on some
occasions was “completely delusional”. It is also remarkable
how AlphaGo adapted and reacted to the way the human
opponent played, defined by the programmers as creative.
Finally, the sad reaction of the public and the press after the
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first game, when the human player lost, turned out to be
surprising and unpredicted.

Therefore, several questions are timely to ask: Is it okay
for an Al based service to become angry? Which identity has
an intelligent AI? What are the factors provoking bias in an
AI? And what is the right pedagogy to teach an AI? Who is
programming the algorithm and how the system is trained
may also produce bias. For instance, if the user data gathered
is only from a specific context, the support given by the
service can be erroneous.

For the user, a new endeavor is on the horizon, as Al
based services are using all the gathered data users
produces, and by analyzing every aspect they will present,
in the near future, services tailored for them. Moreover the
effects are unclear when the context is also under the
influence of Al and therefore can be adapted accordingly.
Next, we consider how services based on Al may influence
the users. The paper will look into how pragmatism can be
used to understand how the context, identity and Al
influence one another.

III. IDENTITY, ARTIFICIAL INTELLIGENCE AND
PRAGMATISM

The paper presents pragmatism [18] as a framework to
make sense of the context a user may find himself in when
using a service based on Al To start with, the notion of
“inquiry” in pragmatism is a way to approach a not-defined
situation (for example when approaching an Al-based
identity) and try to change it in such a way that it is
“thinkable”. “Inquiry 1is the controlled or directed
transformation of an indeterminate situation into one that is
so determinate in its constituents distinctions and relations as
to convert the elements of the original situation into a unified
whole” [18, p. 108]. This passage is interesting, as it shows
how a user may try to “redefine” an Al-based service by own
parameters so it makes sense to him, i.e., make it thinkable.
What fuels an inquiry for a human is then the necessity to
react and perform thinking in a situation that is uncommon,
out of place or difficult to understand (in our case making
sense of the identity of an AI). However, pragmatism
emphasizes the difference between thought and thinking.
Thinking of sugar when looking at the snow falling in
Norway is creative, however only a thought. Thinking
consecutive thoughts like: snow, then snow on the road, then
problems with traveling, then coming late to work, is a series
of activity ending in an educated guess. Dewey writes about
this line of thinking since humans “consider the possibility
and nature of the connection between the object seen and the
object suggested” [18]. A side effect of those subsequent
thoughts is a learning effect, grounded in a reflective act.
This learning activity is also relevant when making sense of
a situation a person is involved in, for instance, in our case,
when interacting with a brand new Al-based service. As
pointed by [19], one’s way of understanding a situation is
based on prior experiences. However, since there are very
few real situations where this can be tested, one can deduce a
difficulty for users to acquire experience of interaction with
an Al-based service, who may therefore be unprepared to
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tackle issues emerging from the interaction. A consequence
for the user of this insecurity is an emerging relevance of the
context where the activity is performed. In pragmatism the
“situatedness” is a way to explain that persons, objects and
phenomena are very contextually bounded, as they can only
exist in a given situation. An effect of this is a quid pro quo
between the context and its inhabitants: the situation cannot
exist without the others, and vice versa.

Dewey presents an indeterminate situation as one not so
stable and difficult to understand, in which the subjects, and
the surroundings do not play together [18]. They are not
aligned properly. An indeterminate situation, as described
above, fits well to explain a possible situation a user could
experience when approaching an Al-based service. This
indeterminate situation is also under the effects of the
continuous renegotiation and definition of the context done
by the user [4]. Simultaneously this activity has an impact on
the situated identity of the user. This process can support,
modify or even destroy an identity [5], since context and
internal processes of self-verification naturally influence
each other [3].

A possible scenario could describe a user encountering
an Al-based service so well informed about the user’s needs
and habits, able to exploit the user’s weakness so the user
cannot resist being pleased by the offer from the Al-
supported service.

Pragmatism helps understand the construction of this
specific context and why a person’s identity is under
pressure when approaching an Al-based service. The paper
will now present the results of two workshops where the goal
was to dismantle, using design methods, the interaction
between an Al-based service and the users, in the context of
students’ academic life on campus.

IV. THE CASE

A. A design process informed by Design Thinking and
Service Design

The University of Oslo Library received a grant from the
Norwegian National Library early in 2017, to find out
possible effects the use of Artificial Intelligence could have
on services the library provided and how the user will accept
using and interacting with this new type of services. Analysis
has found out that Al-based technology will be relevant in
academia and academic libraries over four to five years from
now [20].

Opting for using an academic library constrained the type
of users (e.g. students and researchers), and controlled the
context. One of the goals of the project was to inform the
process of developing and understanding Al-based services
using a user-centered perspective and not the technology
alone.

The theoretical foundation of the project stands on
Design Thinking [21]. The goal of this approach is to support
innovation where the output has the connotation of
desirability, viability, feasibility. Each of these takes care of
the user perspective, technical and business possibility. As
design method for the two workshops presented in this
paper, we opted for the use of Service Design [22], where the
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goal is to map out the whole journey of the user from the
very start of using an Al-based service to the end and beyond
(aftereffects). Each time a user is in contact with a service
provider, it is possible to design, re-design or remove the
contact points (touch-points). This design approach fits well
with Al-based services, giving the opportunity to look into
each touch-point.

The goal of the two workshops was to map out a user
journey for a university student when approaching on
campus an Al-based service for the first time. In the context
of a university library, possible services to be worked with in
the workshops could include, among others, help to find a
spot to read peacefully, get help to find relevant literature or
library courses, or to find out about other possibilities and
services the university library could give the student.

The set-up of the workshop was one previously used by
the author on several occasions [23]. The participants of the
two workshops had different backgrounds, like researcher,
IT-staff, directors of the library, and librarians, however all
were from academia.

Figure 1. The photo shows the user journey for an Al-based service
developed during the workshop. On top the actual user journey is mapped
out. The second row describes the competence needed in the organization to
complete each touch-points. The last row shows the activity needed to
achieve the goal of the touch-point.

The first workshop, was a daylong activity, and used a
design approach to sort out all aspects of Al in the context of
a student’s academic life on campus. Using Giga-mapping
[24], as many perspectives as possible were addressed. The
second phase of the workshop was rapid prototyping, where
the outcome was several ideas of future services using Al.
As mentioned, during this first workshop we used Service
Design to describe how a journey for a student could be, and
several of the ideas from the rapid prototyping act were used.
The second workshop, a half day long, was used to enrich
even more the user journey developed in the first workshop.
The participants added new perspectives and issues, allowing
for a redefinition of some of the touchpoints. For both
workshops, the design act provoked several unexpected
issues. Particularly interesting was the problem: the
participants had to envision a future use of an Al-based
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service. Additionally, the lack of arenas where it could be
possible to test and achieve more competence reinforced the
effect. The final result of the two workshops was a user
journey representing how a student approaching the service
for the first time, acted. Each touch point (see Fig. 1 and
redesigned excerpt Fig. 2) represented an interaction between
the user and the Al-based service. The user journey
highlights the need of in-depth analysis of each interaction.
For instance, already at the very start of the journey,
finalizing an agreement of data exchange is an obstacle for
both. From one side, the service provider needs to gather
relevant data, on the other side the user needs to decide to
which degree it is necessary to accommodate the request to
ensure the coaching is relevant. In the next phase, the Al-
based service will ask for some type of identification, like
ID-cards, or if allowed, to scan the face to recognize the
identity of the person. The user journey (see Fig. 1 and
redesigned excerpt Fig. 2) showed the possibility and
necessity which the Al-based service has to gather as much
as possible information about the context and the user, to be
able to deliver the service. The context gives information
about the place on campus, and possible services the user
could get access to. In addition, there is a need to update the
gathered data the Al-based services has, in case there are
recent changes.

Figure 2. Redesigned excerpt of the user journey where the goal is to use an
Al-based service. Privacy and stigmatization are critical points.

For instance, in the library it could be new books or, on
campus, relevant information about upcoming presentations
or seminars. After all, the main goal should be to
communicate information as correctly as possible. However,
to really help the users, the Al-service needs to gather
information about them. Information about university
courses the user is taking, and the curriculum needed, are all
valuable information. In addition, information of possible
disabilities, like dyslexia, is needed to avoid stigmatization,
and to reconfigure the service to match the user’s needs.
Nevertheless, to really tune in the right type of help,
additional user data should be monitored and saved for future
use during the interaction. Examples of the latter are for
instance, type of questions put and answers given, recording
of interaction and video of activity performed in the physical
space. Finally, the Al-based service should gather a lot of
information online to construct a profile, so the service is
tailored as well as possible.

The outcome of the workshops was a better
understanding of the implications of the invasiveness that the
user will be subject to, and the resulting effects. The user
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journey pointed out the exchange of data and communication
as a Critical Point (see the touch point identification in
Figure 2) since it is necessary for the service provider to
have routines reflecting the local legislation (Privacy) and
ensuring how the data will be used (for instance to avoid
stigmatization). This information needs to be part of the
agreement made at the beginning of the interaction. In
conclusion, after the workshops it was possible to observe
that the majority of the problems happened at the very start
of the constructed user journey. Prevalent was the need to
have empathy for user needs, tacit and otherwise, to avoid
giving the user less priority.

B. Issues with business-driven developing processes for
Artifical Intelligence-based services

The approach used in the presented case was a direct
reaction from the overwhelming activity in business
companies in Norway [25] aimed at reducing costs and
increasing earnings using Artificial Intelligence, while the
user perspectives in many cases seem to be absent. The
author has participated in several conferences and workshops
regarding the use of Al, and during a presentation in a major
consultant company in Norway the user perspective was
completely omitted from the development process. Using the
Waterfall method to develop a service, they presented the
following chain of activities:

Project plan for an Al-based service:

e  Understand the business problem area
Analytical approach to the problem area
Gather large silo of curated data
Use algorithms and modelling
Evaluation of the algorithm
Evaluation
Real use
Feedback

The user perspectives and his possibilities to inform the
process are clearly very few.

V. DISCUSSION

A. Identity and Artificial Intelligence

The identity of the user is under even greater pressure
when approaching and using Al-based services. The results
of the two presented workshops, and the observations from
the documentary, support this view and raise questions as
how users may react to this new type of technology. A
method to discuss the necessary reflectivity a human needs
to perform, named reflective thought, as a means to help
define his identity, is pragmatism. As mentioned, one of the
effects of the reflective act is learning. The problem is, as
mentioned, what happens when the self-learning mechanism
in the Al technology make its own predictions, supported by
accessing Big Data, contextualized information, and
simultaneously acts as a coach, in this case, a helping hand
for students in an academic setting during studies?
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This advantage may give unpredicted outcomes. What
happens when the user starts learning from an Al-based
service made to mimic humans? What if it is difficult to see
the difference between a real interaction and one with an Al-
based service? It may sound simplistic; however, one should
remember special moments or occasions occurring during
school. Some special events had a huge impact on how we
perceive the context (school) and the willingness to learn
later on. Therefore, when an Al-based service fits so
perfectly with the user, when it is so well informed of the
user’s needs and habits and at the same time is able to exploit
the user’s weakness in a way the user cannot resist, the
question to ask is: what kind of human identity will be the
outcome of an interaction over a long period of time. The
two workshops showed that the Al can perform this activity
and the information required is not so difficult to gather,
sometimes the users even give away that type of information
regardless of privacy issues. The user’s identity, especially in
the context of education, needs to be protected when
Artificial Intelligence is the driving force behind support
systems. Young students, in the beginning of their academic
life are eager for knowledge, and the faculty and other
university staff need to advise prudence.

As earlier described, Al-based services can be aggressive
in the way they try to solve problems [15], therefore
unforeseen issues may arise when they can be critical and
develop an opinion on their own. As the workshop showed,
there is a potential to help students with their academic life
by supporting research and study. Al-based services will
probably be a game changer as new forms of interaction will
develop new types of “hybrid selves” based on different
aspects the persons interacting with the service have.

B. Context and Artifical Intellingence

With fresh and unexpected insights, an Al-based service
may tune its identity and gain acceptance and legitimacy to
interact with users. However, the context has also a role in
defining the identity of the user. Section III explains how
pragmatism helps understand the construction of a context
since the “situatedness” explains why all the users, Al, and
the context are contextually bounded, as they can only exist
in a given situation. In addition, the “situatedness” is not
stable and requires a continuous renegotiation by the user,
which also affects his identity. In the documentary AlphaGo,
this was present as both the player and the public were
clearly sad about losing the game when the opponent was a
non-human, and therefore required a redefinition of their
own identity.

As pointed out by Dourish [4], so far there is some
difficulty in designing well-functioning systems that take the
context into account. Contextualized information, as
mentioned, gives opportunities to gain an advantage. Context
is also easy for an Al-based service to exploit, since users
leave many traces when they are using search engines, email,
and so on. For instance, the GPS, 4G and the Wi-Fi of the
mobile phone monitors all the user’s movement when
moving from place to place, with added time stamps.

One of the results of the workshop has pointed out
several touch-points relevant for the Al-based services to
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gather and adapt to the context, and in doing so support the
user. For instance, to help users with disabilities, one needs
to take into account physical issues when moving inside the
library, and at the same time try to avoid any forms of
stigmatization.

C. This is not you!

Finally the title, “This is not you!” has its own anecdotal
story and deserves to be mentioned in this paper. As the
author of this paper was in a University meeting in Spain, the
story to be told unfolds at the airport while heading back to
Norway. Unfortunately, the author had grown a large
mustache and had gained some weight. Therefore, during
check-in at the airport the author was denied a boarding card.
The lady from the flight company at the counter desk,
definitely did not believe the person in front of her was the
right owner of the passport; “This is not you!” The reaction
of the author was foremost surprise, since his identity is
available everywhere, from the biometrics information in the
passport, all the different physical cards, to all the accounts
he has online in so many platforms and services. How could
it be possible that his identity is so entangled?—Be so
present and invisible at the same time? Showing other
identity cards to the airline company did not help. After
several checks by supervisors from the flight company and
discussions, the author was finally allowed to travel. Being
the first person of the entourage from the University
participating at the meeting in Spain, it was a quite seldom
experience, one difficult to forget. The critical point in this
story was how the author experienced being mistaken for
another person, and in addition one not desiderated.
Considering this experience with an Al service the, outcome
could be worse. If the system does not show judicial
assessment, the only possibility the author had to react, was
to reshape and redefine the identity.

VI. CONCLUSION

The paper presents indications about how to proceed
when Artificial Intelligence, in the near future, will become
a standard supporting system. The user’s identity has
shown, in the context of academic life, a need to be cared
for when Al is the driving forces behind support systems.
Young students, in the beginning of their academic life are
eager for knowledge, and the faculty and other university
staff need to advise wisely. The design process aiming to
prepare users when encountering Al-based services may
result in a tension about the embodiment of knowledge as it
is able to gain opinions on its own using the user’s data The
offering of coaching and support will have an impact on the
user’s identity.

Unfortunately, several signs in the market show that new
services are developed by ignoring the user’s perspective, as
the main goal is to maximize company profit. The paper has
presented how difficult it is to be reflective and think in a
“correct” way when approaching Artificial Intelligence-
based systems and services. There are many companies
outside academia who are interested in or are developing
this type of platform, however, there is a lack of arena
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where this type of interaction and the effects can be
monitored over a longer period of time. The paper supports
an emerging necessity to make new legislations and new
regulations to defend the users, while the creativity and the
innovation emerging when using this new technology
should not be constrained.
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Abstract—This paper proposes methods to recognize and
translate dynamic gestures of the German Sign Language
(Deutsche Gebérdensprache, DGS) into text using Microsoft
Kinect for Windows v2. Two approaches were used for the
gesture recognition process: sequence matching using Dynamic
Time Warping algorithm and a combination of Visual Gesture
Builder along with Dynamic Time Warping. For
benchmarking purposes, eleven DGS gestures, which were
provided by an expert user from Germany, were taken as a
sample dataset. The proposed methods were compared on the
basis of computation cost and accuracy of these gestures. The
computation time for Dynamic Time Warping increased
steadily with increasing number of gestures in the dataset
whereas in case of Visual Gesture Builder with Dynamic Time
Warping, the computation time remained almost constant.
However, the accuracy of Visual Gesture Builder with
Dynamic Time Warping was only 20.42% whereas the
accuracy of Dynamic Time Warping was 65.45%. On the basis
of the results, we recommend Dynamic Time Warping
algorithm for small datasets and Visual Gesture Builder with
Dynamic Time Warping for large datasets.

Keywords-Sign Language; Deutsche Gebirdensprache;
DGS; German Sign Language; Dynamic Time Warping; Visual
Gesture Builder.

L INTRODUCTION

Sign language is a visual language [27] used by the deaf
people around the world. According to the World Federation
of the Deaf, there are about 70 million deaf people in the
world who use sign language as their mother tongue [1]. It is
often compared to spoken languages in terms of “modality
difference” [19]. A spoken language is perceived auditorily
whereas a sign language is perceived visually [19]. However,
sign languages are not based upon the spoken languages [8].
Instead, it has its own grammar, syntax, semantics, and
morphology [14][20], which makes it a highly structured
language [17]. It is not a universal language [8] and it differs
according to the deaf communities across the world. But,
most of the sign languages are named after a country, for
instance: in the USA — American Sign Language (ASL), in
Germany — German Sign Language or Deutsche
Gebérdensprache (DGS), in the UK — BSL (British Sign
Language), in Poland — Polish Sign Language (PSL), etc. It
involves the process of a gestural interaction where gestures
consist of signs, which differ from each other by minor
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changes [3]. These changes include a change in handshape,
motion, location, non-manual cues like facial expressions
[3], lip movements, and head movements, which complicates
the recognition process.

According to the Stokoe’s notation, a sign in a sign
language comprises of three different features, which are:
place where it is made, the distinctive configuration of the
hand or hands making it, the action of the hand or hands
[28]. In terms of gestures, motion and configuration can be
classified according to their positions, which may be static or
dynamic. Harling classified the hand gestures into four
categories, as follows [11]:

Static Hand Posture, Static Hand Location — SPSL:

1) SPSL includes the most of fingerspelling and numbers
of a sign language, which does not involve hand motions.
For instance, spelling ‘A’ in ASL (see Figure 1).

Figure 1. “A” fingerspelling in ASL [29]

2) Dynamic Hand Posture, Static Hand Location — DPSL:
DPSL includes sign gestures, which do not have real
meaning of a word. It can also be an acronym. For instance,
spelling “OK” in ASL. To spell “OK” first “O” is spelled
and then “K” (see Figure 2).

Figure 2. “OK” fingerspelling in ASL [29]

3) Static Hand Posture, Dynamic Hand Location —
SPDL: SPDL includes gestures like “Thank you” in ASL
(see Figure 3) where a hand posture is almost flat and
location changes from touching the chin to in-front of and
slightly below the chin.
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Figure 3. “Thank you” gesture in ASL [21]

4) Dynamic Hand Posture, Dynamic Hand Location —
DPDL: it includes gestures like “Hello” in ASL where the
hand posture (like the position of thumb in “Hello”) changes
along with the location (See Figure 4).

Figure 4. “Hello” gesture in ASL [21]

Signing words of sign language using fingerspelling is a
tedious task, and generally, deaf people do not prefer to use
it as the main form of communication [24]. Also, most sign
languages do not include fingerspelling but include gestures,
which represent whole words [26].

This paper is based on the whole word representation of
the German Sign Language (DGS) gestures, which are
dynamic in nature, i.e., it involves some hand motions.
Hence, SPDL and DPDL types of gestures were used for
recognition using Microsoft Kinect for Windows v2 [6].
These gestures are used as input to the sign language
translator application, which was built for this research.
Gesture recognition is done on the basis of two approaches:
using Dynamic Time Warping (DTW) algorithm (see
Section 4.5) and Visual Gesture Builder (VGB) along with
DTW (see Section 4.7). After a gesture is recognized, it is
translated into text.

The rest of this paper is structured as follows: Section 2
describes related work done in the field of recognizing sign
language. Section 3 describes the methodology used for the
project. Section 4 explains the implementation of the
approach in detail. Section 5 presents the performance
benchmarks and evaluations of both variations of the
application in terms of a central processing unit (CPU) cost
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and accuracy. The deductions made from the benchmarks
and results, as well as further work, are discussed in Section
6.

II.  RELATED WORK

A lot of research has been done in the field of sign
language recognition using various approaches. Oszust and
Wysocki recognized isolated words of PSL on the basis of
“features which include Kinect’s skeletal image” and
“features describing hands as skin colored regions” [18].
Cooper recognized sign language on the basis of linguistic
subunits using Markov Models and Sequential Pattern
Boosting based on openNI frameworks [3]. For learning
appearance based on subunits (location, motion, hand
arrangements), hand segmentation and the position of the
face required a user needs to wear data gloves [3].]

Starner recognized ASL sentences using single camera
based on Hidden Markov Model (HMM) with word accuracy
of 99.2% without modeling the fingers [26]. In his method, a
user needs to wear distinct hand gloves [26]. Videos were
captured at 5 frames per second with a 320x243 pixel
resolution [26]. Fang and Gao proposed Transition
Movement Model (TMM) for large vocabulary continuous
sign language recognition [9]. The devices used for
experimentation were Cybergloves and Pohelmus 3SPACE-
position trackers [9]. Zhang, Zhou, and Li recognized
sentences on the basis of Discrete HMM and DTW [30].
DTW was used for determining the end point of each sign
[30].

Another widely used approach to gesture recognition is
gesture classification with a help of machine learning
techniques. Neural networks [23], support vector machine
[25] or nearest neighbor [5] are often used for such purposes.
Although, these methods show high accuracy level, they
require not only determining the signing motion, but also
design, fine-tuning and training of algorithmic model for
classification.

In contrast to these approaches for sign language
recognition, the methods used in this paper do not use hand
segmentation approaches, and they do not use data gloves.
Since our methods do not consider hand posture and focus
on isolated words, only DTW algorithm was used for
determining the signing motions performed by a user. The
only constraint in DTW based approach is that a user has to
stay in standstill positions to make a gesture, whereas VGB
with DTW has no such constraints. The body joints tracking
feature provided by Microsoft Kinect SDK 2.0 was used for
sign language recognition, which does not require further
color segmentation. Furthermore, we use VGB, which was
released with Microsoft Kinect SDK 2.0 to recognize the
start and end positions. Our training sets for start and end
positions of a sign language is done by VGB application,
which provides more custom features for our datasets. For
instance: ignoring hands, ignoring lower body joints. Also,
the VGB datasets can be experimented prior to recognition
using VGB view to determine if the dataset is appropriate for
sign language recognition. Finally, this paper also
investigates the potential of DTW algorithm and VGB with
DTW to recognize sign language gestures.
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III

To provide gesture recognition for DGS and its
translation into the text, by means of DTW and VGB-with-
DTW-based Translators, both learning machines have to be
trained to perform this task. For these purposes, the system
should be developed which cover data collection, which
includes collecting data from the user, specifically filming
videos with DGS gestures; data preprocessing, that has to
transform video files into gesture dataset in a format
acceptable for the translators; and translators training.

For the sample dataset, 11 DSG gestures were selected
for recording. Video recording was decided to make with
Microsoft Kinect for Windows v2 with SDK 2.0. It was
chosen for this project because it can detect full body
movements [6] using raw color frames and depth images.
The sensors of Kinect include a color camera, a depth sensor,
and IR (Infra-Red) emitter. The depth sensor and IR emitter
of Kinect has a resolution of 512x424 pixels, and the camera
has 1080p resolution [6]. It can capture frames at the rate of
30 FPS [6].

In this research Kinect ability for capturing body joints
based on its depth images is used. The 2D body coordinates
above the hip region are chosen because most sign language
gestures include hand motions. For simplicity, hand postures
and non—manual cues were not used for recognition.

Figure 5 shows the overall architecture of the sign
language translator system.

METHODOLOGY

Kinect SDK 2.0 NUI tools

datastreams "W‘ xeffiles vGB
| [ L

xeffiles

Gesture Converter

xtfiles

Gesture Dataset l

DTW Dataset VGB Dataset

Axtfiles .ghdfiles

Sign Language Translator application
— ! |
data streams DTW-based—Translator ‘ VGB-with-DTW-based-Translator

Figure 5. Overall System Architecture

An expert user is allowed to sign DGS gestures in front
of the Microsoft Kinect for Windows v2. The Kinect
captures the data streams from the user, and these data
streams are recorded using Kinect Studio. The video files
from the Kinect Studio (.xef files) are used for training
datasets in VGB. These .xef files are processed using
Gesture Converter, which returns DTW dataset (.txt files)
after normalization (see Section 4.3). On the other hand,
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VGB datasets are created using the Visual Gesture Builder.
After training VGB datasets, the generated .gbd files are
used as a dataset in VGB-with-DTW-based Translator.

The .txt files from the DTW datasets are used in DTW-
based Translator (see Section 4.5) as well as VGB-with-
DTW-based Translator (see Section 4.7).

When a normal user signs a sign language gesture, the
data streams are captured by sign language translator
application (see Sections 4.5 and 4.7) and are translated into
text (see Section 4.6).

IV. IMPLEMENTATION

4.1 Input Data

As mentioned before, input data for the system is data
streams, which represents videos of gestures, filmed by
Kinect Studio.

Kinect Studio is a recording tool, which can record 2D
and 3D data captured by Kinect, along with the orientation of
the body. Kinect studio records the data in a .xef file format.
These files contain audio, video, depth information recorded
by a user.

Recording clips with Kinect Studio was done by starting
the Kinect service and user performing the gestures in front
of Kinect. The Kinect records the videos in .xef format.
These .xef files are used in VGB for training datasets.

4.2 Visual Gesture Builder

VGB is a tool, which was developed to recognize
custom gestures using Kinect. VGB uses a data-driven
solution for gesture recognition [8]. Gesture detection
through VGB is done by training the gestures provided by
users (content creation) rather than code writing [8]. The
processes in VGB are described below in detail.

At first, VGB was used to tag the start and end positions
of sign language gestures. A gesture in VGB is a posture in
our context. A gesture in VGB was created with its custom
features, which include “Body Side”, “Gesture Type” and
“Training Settings”. A body side in VGB is differentiated
into three categories, “Left”, “Right” and “Any”. “Any”-
body side was chosen for training gestures. Discrete gesture
type allows VGB to train gestures using AdaBoost, which is
a machine learning meta-algorithm to improve performance
[10]. “Ignore Lower Body” was chosen to train all the start
and end positions of the gestures, and lower body was
considered for training “Standstill” position.

After creating a gesture using VGB, start and end
positions of sign language gestures were tagged separately
(see Figure 6). The blue frames in Figure 6 represent a
positive training set of data, whereas, all other frames,
which are untagged, are referred to as negative training data.
These frames are weak classifiers for AdaBoost. For tagging
data, VGB provides custom input parameters. The custom
input parameters chosen for the start and end positions of
gestures are shown in Figure 6. Building gestures in VGB
result in .gbd files. These .gbd files are used in application
to detect gestures.
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Figure 6. Clips tagged for “Abend_start” gesture

VGB view can be used to find out whether the start and
end gestures of a sign language has been recognized
correctly. It consists of all the gestures, which were tagged
in VGB. When Microsoft Kinect SDK 2.0 captures the
input, VGB view shows the confidence of gestures based on
the input. A higher level of confidence shows more
accuracy of the gestures performed by the user. Figure 7 is
an example of a gesture performed using VGB view.

Figure 7. Custom parameters for abend_start gesture

In Figure 8, the “dick” (in English: thick) gesture in
DGS is performed. At first, a start position is detected
followed by the end position. A spike shows the confidence
of the start and end positions of the gesture.

Figure 8. An example of viewing .gbd file using VGB view
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The VGB view allows developers to verify if the
training is good enough to be used in an application. After
the .gbd file was viewed using VGB view, it was added in
our application to detect the start and end positions of
gestures.

4.3 Normalization of coordinates

Microsoft Kinect for Windows v2 SDK 2.0 can track 25
body joints using its depth images. To determine the hand
gesture motion, the following body joints in 2D -
HandRight, HandLeft, ElbowRight, ElbowLeft, WristRight,
WristLeft, ShoulderRight and ShoulderLeft were chosen as
the joints of interest because they contribute to identifying
hand gestures [2] in a sign language.

In this case, normalization is carried out by shifting the
origin from the Kinect to the user body position. It is done
to eliminate the variations in the joined coordinates due to
the height of a person or his position in the camera’s field of
view [2]. The distance between joints “ShoulderLeft” and
“ShoulderRight” are taken for the variations due to a
person’s size [2]. Thus, the joint “SpineShoulder” is
selected as the origin of the user body position.
Normalization is done by subtracting the shoulder elements
from joints coordinates when a user is not in the center of
depth image [2]. While normalizing, every frame is
separated by the delimiter “@” and consists of twelve X and
Y coordinates of joints of interest except “ShoulderRight”
and “ShoulderLeft”. While performing hand gestures,
“SpineShoulder” is considered as origin, which is
approximately the midpoint of “ShoulderRight” and
“ShoulderLeft”. These normalized coordinates are used as
sequence X in sequence matching using DTW (see Sections
4.5 and 4.7).

4.4 Gesture Dataset

4.4.1 DTW Dataset

DTW dataset consists of .txt files, which are resulted
from the Gesture Converter after Normalization of
coordinates (see Section 4.3). The .txt files consist of X and
Y coordinates of body joints for a gesture.

4.4.2 VGB Dataset

The VGB dataset consists of clips from Kinect Studio
recordings where start position and end position of each sign
language gesture were tagged separately and considered as
separate postures. While creating a gesture project, start or
end keyword was added as a suffix of the gesture. For
example: “gs Abend start”. The “Gesture Type” was chosen
as Discrete (AdaBoostTrigger). It allows VGB to train
gestures using AdaBoost machine learning technique. In
Figure 5, “Angestellter-false” in “Abend start” gesture
consists of “Angestellter” gesture, which was tagged as a
negative dataset. Unlike tagging start and end positions,
negative tagging includes tagging of motion of a gesture. For
every gesture, negative training of the gestures should be
done to reduce false positives. Figure 5 shows tagging of
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“Abend_start” gesture for training. Multiple portions of the
same gesture are tagged to improve accuracy.

4.5 DTW-based Translator

The body joints provided by Kinect can be used for
sequence matching using the Dynamic Time Warping
(DTW) algorithm.

DTW is a technique to find an optimal alignment
between two given sequences under certain restrictions [16].
A distance measurement between time series can be used to
find similarity between them [22]. It is used to cope up with
time deformation and different speeds of time-dependent
data [16]. The time and space complexity
of DTW is O(nm) [13], which means every point in a series
compares every other point in a time series.

For a given two sequences Q = (q1, qa, ---» Gi» ---» qn) OF
length n and C = (cy, ¢y, ..., Cj, . cm) of length m, a cost

matrix is constructed where the (1 , J ) element of the
matrix contains the distance d(q;, ¢;) between two points g;
and c;, i.e., d(q;, ¢j) = (q;- cJ) [13].

Each matrix element (i, j) corresponds to alignment
between the points g; and c; [13]. A warping path W is a set
of matrix elements, which defines the mapping between Q
and C [13]. The k™ element of element W is defined as w,(i,
1), where W = (w,, W, ..., Wy, ..., Wg) and where max(m, n)
< K <m+n-1 [13]. K is the length of warp path [13][22].
The minimum distance of a warp path is called an optimal
warp path [22]. Its distance can be calculated using [22]: if
wi=(i, j), wi+1lisequal (i"j "), where i <i'<i+1,and <
j'<j+1, then

le: Dist(W) = Dist(wy, wy; ). (D)

In (1) Dist(W) is the Euclidean distance of the warp path W

and Dist(w;, W) is the distance between two data points
[22]. The value of a cell in a cost matrix is given by [22]:
D(i, j)=Dist(i, j)+min[D(i —1, j),D(i, j —1),D(@i —1, j —1)] (2)

The warp path to D(i, j) must pass through one of those
three grid cells, and the least distance among the three
neighboring cells are added to the Euclidean distance
between the two points [22]. While filling the matrix, it is
filled one column at a time from the bottom up, from left to
right [22].

By using this approach, the cost matrix was plotted for
two-time series. The normalized input from Kinect was
captured in between standstill positions (sequence X in
Figure 9) versus gesture from the DTW dataset (sequence Y)
one at a time. The shortest distance (minimum cost) was
calculated from the top row of the cost matrix. It was divided
by the length of the gesture dataset sequence, with which it
was compared against [4].

This resulted value was compared with a threshold value
(t=2), which is defined manually. If the resulted value is less
than or equal to t, the gesture is recognized.
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4.6 Translation into Text

Since the gesture from Kinect (sequence X in Figure 9) is
compared against multiple gestures in DTW dataset, only
those gestures were chosen, which satisfies constraint (t less
or equals to 2). DTW-based Translator returns a list of
possible matches from the dataset for gesture input. Based
upon the DTW principle, less cost results in more similarity
in time series. Hence, the gesture, which has least cost was
chosen to be a recognized gesture. After a gesture is
recognized, the application gets the filename of the matched
gesture, which is printed as the recognized gesture.

4.7 VGB with DTW-based Translator

DTW-based Translator utilizes high CPU and a
significant amount of memory to compare the multiple
gestures. Also, the application has to compute any gesture
between standstill position even if they were not sign
language gestures. The concept behind VGB with DTW
approach is to avoid comparing every gesture in the DTW
dataset for gesture recognition. It can be done by identifying
the start position of the sign language gesture. If a start
position is detected, it is highly probable that a user has
signed a correct sign language gesture.

Filter 1 — Determining start and end points using VGB API

Kinect Determine start Collection of all
Input and end points of |— frames between
gesture start and end points
Filter 2 — Sequence matching using DTW
Gesture Normalization of

| | If d > threshold

recognized [ collected frames

- l Sequence X
Determine the

shortest distance (d)
from the cost matrix

Sequence Y

DTW algorithm for
sequence matching

le—

Gesture DB
for DTW

Figure 9. VGB-with-DTW-based Translator

In Figure 9, when the user body frame arrives as a Kinect
input, each of these frames are processed by using the VGB
API. It uses AdaBoost machine technique to recognize the
start or end position of the sign language gestures.
AdaBoost is a supervised machine learning algorithm [15],
which generates a strong classifier out of the set of weak
classifiers [10][12]. While training gesture datasets in VGB
using AdaBoost, weak classifiers, i.e., angles using inferred
joints, speed rejecting inferred joints, etc., are used to
generate the strong classifier along with a confidence level.
When a frame from Kinect is recognized as a gesture, VGB
API returns the gesture name. When the start position of a
gesture is detected, the application collects the body frames
unless the end position of the same gesture is found. In the
meantime, if it detects other gestures, the stored frames are
cleared, and the collection of frames begins as soon as start
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position is detected again. After the frames are collected
between start and end positions of the same gesture, they are
normalized and passed for sequence matching using DTW.
In this case, the application knows the gesture name and, by
using this gesture name as a reference, it compares with
only one gesture from DTW dataset, which matches the
gesture. It was done to find if the motion of the sign
language gestures were performed correctly. Using this
technique, false positives, which were observed using the
DTW-based Translator, can be significantly reduced.

V. RESULTS

The eleven gestures of DGS used in Germany: Abend,
Angestellter, Bayern, Danke, Dick, Gebéardensprache,
Information, Miinchen, Schlank, Un- méglich and Vater
were used to compute the cost of computation and accuracy.
These gestures, which were used as datasets for DTW and
VGB were provided by an expert user. To compute the cost
of computation and accuracy, “Abend”-gesture was chosen
against the varying number of gestures in the dataset. For
DTW-based Translator DTW threshold was chosen as 2,
whereas for VGB-with-DTW based translator DTW
threshold was chosen as 2.5.

In VGB-with-DTW based translator time taken to
compute a single gesture in dataset includes the sum of time
taken to compute start and end position of gesture from VGB
along with time taken to compute the gesture in DTW
dataset. Figure 10 shows time taken to compute the
“Abend”-gesture using both approaches.

Time Taken to Calculate Abend Gesture

500
450
400 /
350
300 /
Timein ms 250
0 /
150
100 //
et

0

Number of gestures

~4—Time Taken by DTW-Based Translator ~f=Time Taken by VGB-with-DTW-Based Translator

Figure 10. Time calculation for “Abend”-gesture using both approaches

5.1 Accuracy of DTW-based Translator

To compute the accuracy for DTW-based Translator,
every gesture was performed 10 times by a novice user.
Before performing the gestures, they were studied from the
recordings of an expert user. Table 1 shows the number of
detected, not detected, and false positives for the gestures
using DTW-based Translator. The accuracy column shows
accuracy in percentage for detected gestures. “Schlank™ had
90% accuracy whereas “Unméglich” had 40% accuracy.
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TABLE L ACCURACY OF DTW-BASED TRANSLATOR

Table 2 shows the gestures, which were recognized as
false positives for DTW- based Translator.

TABLE II. GESTURES WITH FALSE-POSITIVE RECOGNITION

Figure 11 is based on Table 1. For “Abend’-gesture, 6
gestures were detected, where one was false positive. The
highest number of false positives were observed in
“Unmoglich”-gesture, whereas the lowest number of false
positives were observed in “Angesteller”, “Bayern”,
“Gebardensprache”, “Miinchen” and “Schlank”. The least
detected gesture was “Unmdglich” whereas the most detected
gesture was “Schlank”.

Calculation of Accuracy for DTW-Based Translator

B Detected

H Not Detected

S =]

False Positives

Figure 11. Calculation of Accuracy for DTW-based Translator

5.2 Accuracy of VGB-with-DTW-based Translator

Table 3 was calculated by performing a gesture several
times by a novice user. “Abend” gesture was performed 15
times, but it was recognized only 4 times with no false
positives. Some gestures like “Information” and “Vater”
were not detected at all. The best-detected gesture was
“Bayern”, “Dick”, and “Miinchen”.
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TABLE IIL

Figure 12 shows the number of detected, not detected,
and false positives for the gestures for VGB-with-DTW-
based Translator recognized gesture.

Calculation of Accuracy for VGB-with-DTW-Based
Translator

W Detected
W Not Detected

False Positives

Figure 12. Calculation of accuracy for VGB-with-DTW-based Translator

5.3 Overall AccuraciesVGB with DTW-based Translator

DTW-based translator detected 65.45% of gestures with
10.91% false positives whereas VGB-with-DTW-based
Translator detected 20.42% of gestures with 1.57% of false
positives. More detections but also more false positives were
observed in DTW-based Translator.

VI. DISCUSSION AND FUTURE WORK

In Figure 10, the time, which was taken to compute
“Abend”-gesture using DTW-based translator, increased
with increasing number of gestures in the dataset whereas
VGB-with-DTW based translator almost remained same.
This behavior was expected because DTW-based translator
has to compare with more numbers of gestures on increasing
the gestures in the dataset whereas VGB-with-DTW based
translator has to compare with only one designated gesture.
The constant outcome was expected for the VGB-with-DTW
based translator, but some irregularities were observed in
Figure 10. One of the possible reasons might be VGB not
being able to detect the same frame as a start or end position
of gestures in each observation. The accuracy of detected
gestures of DTW-based Translator (see Table 1) was better
than VGB-with-DTW based translator (see Table 3),
although, some false positives were observed in DTW-based
translator. From the false positive recognition (see Table 2) it
can be inferred that:

e Usually, single-handed gestures have single-handed
gestures as false positives. Similarly, two-handed gestures
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ACCURACY OF VGB-WITH-DTW-BASED TRANSLATOR

have two-handed gestures as false positives (Exception:
“Dick”).

e Most of the false positives were caused by
“Bayern”-gesture. It was false positive for “Danke”,
“Unmoglich” and “Vater”. If we observe the right-hand
movement of “Bayern”-gesture, coordinates of right hand
differ slightly because it is signed by forming small circles
around the chest. The small variation in its coordinates might
have resulted in false positive gesture for many cases.

From the accuracy of DTW-based Translator, it can be
inferred that:

e Accuracy highly depended upon how user
performed the gesture.

e Gestures involving long motions were difficult to
recognize. For example, “Gebardensprache”, “Unmdglich”.

e Short Gestures that included wvariation in
coordinates were easier to recognize. For example: “Danke”.

e However, lengthy gestures involving a greater
variation of coordinates were difficult to recognize
(“Abend”, “Unméglich”).

e Long gestures affected Natural User Interaction of
the user. It was observed that, while performing a long
gesture like “Gebardensprache”, the gesture displayed in the
application did not synchronize with the user body
movement.

e When gestures were performed accurately, i.e., in
accordance with the expert user, it was easier to recognize.

e The accuracy of VGB-with-DTW based translator
was lower than DTW-based Translator. Some factors that
may have affected its accuracy are:

e Detected gestures from VGB, i.e., start and end
positions have very low confidence (<50%).

e The translator was not able to detect start and end
points precisely. One reason might be due to a number of
frames tagged in VGB. Several frames were considered for
tagging standstill position, but only a small portion of frames
was used for tagging start and end positions of gestures.

e “Angestellter start” was not detected precisely,
compared to “Angestellter end”. For example: the start
position of “Miinchen”, as well as the end position of
“Unmoglich”, were difficult to be detected. The reason
might be that the start and end positions of a gesture closely
resemble with other gestures.

e A single gesture “Bayern” was detected twice,
because of multiple start and end points in the gesture. In
such cases, the accuracy of this translator was even lower,
because the partially completed gesture is not considered as a
single gesture.

Nevertheless, this application is a proof of concept that
VGB and DTW can be used for sign language recognition.

VII. CONCLUSION

In this paper, two different methods — DTW and VGB
along with DTW were proposed to recognize dynamic sign
language gestures.

To reduce complexity in application development,
several constraints were taken into account, i.e., ignoring
non-manual cues, the configuration of hands and considering
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only the signs that involve some motion. Using DTW-based
translator-approach the input gesture was compared against
all available gestures in dataset whereas in VGB-with—
DTW-based translator, the concept of determining the start
position and end position of a sign language were used to
guess the correct gesture, which was then verified by DTW
computation. The DTW-based translator had some false
positive detections and the time computation increased with
the increasing number of the gestures in the dataset. Usually,
similar gestures were the false positives. Some latency was
observed using this approach, but the accuracy was
comparatively better than translator based on VGB-with—
DTW-based translator. The key factor for the increase in
accuracy was a small dataset, and the boundary condition
(standstill) for the gestures were easily recognized. However,
DTW-based translator is unrealistic for large numbers of the
dataset. In VGB-with-DTW-based translator, false positive
detections were significantly lower compared to that of
DTW-based translator. But, the accuracy decreased
significantly. The lower accuracy was mostly because of not
being able to precisely detect start and end points of similar
sign language gestures. This approach had less computation
time because of less noise in the gesture. However, the
accuracy also reduced significantly because of the low
detection rate of start and end gestures.

From benchmarks of the translator applications, it can be
concluded that the DTW-based Translator has higher
accuracy (65.45%) than that of VGB-with-DTW-based
Translator (20.42%). But, the VGB-with-DTW-based
Translator performed better regarding CPU consumption
than the DTW-based Translator.
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Abstract—Recently, in developed countries, especially in Japan,
the population of elderly people has grown. The care load for
elderly people has been steadily growing. Most important for
such care is to provide support for elderly people in walking.
There are many reports on analyses of Human Walking, but
there are few commercially available products that are able to
provide support for Human Walking. The utilization rate of
such support is 8.7% in Japan. Therefore, it is bionic, and the
development of expensive walk apparatus for such applications
is necessary. The purpose of this study is to propose a new
analysis method for biological signals to evaluate in human
walking. Concretely, in this experiment, a new measurement
system was developed for human walk movement analysis with
an embedded system including a microcomputer chip and a
motion tracking device. Using this measurement system,
electrical muscular potential and the acceleration of toe or
instep of foot. In our results, this measurement system was
found to clearly discriminate the difference in walking
movements when wearing a pair of sandal or not. We think
that these data are useful to design guidelines for a new
accessibility system for human walking.

Keywords-Human walking; Surface myoelectric potential;
Walk assisting apparatus; Analysis method; Biological signal.

L INTRODUCTION

Recently, in developed countries, especially in Japan, the
population of elderly people has grown. There is a high risk
of falling among elderly people, with about a 28 to 35%
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chance of falls in those over 65 years old [1]. In severe cases,
it may be a serious problem because their physical strength
may be lowered due to bed rest and being bedridden may
result. Especially preservation therapy is performed in 90%
of such cases as a cure for degenerative joint disease and
arthrogryposis. It is a serious problem in that chances of
healing and recovery to a self-reliant life are less than 50%
[2]. Methods for increasing functional base of support
(FBOS), such as a cane for walk assistance and stabilization
are effective for posture maintenance, but their rate of
dissemination is poor [3]. As a result, rehabilitation stations
are being expanded more frequently, and there seems to be a
demand for lower limb orthotic conservative therapy.
However, according to the research on age care payment
costs, it was 8.7% in 2017 and, considering the present
conditions of the diffusion rate of a walk aid being covered
by nursing care insurance, cannot be said to be spreading [4].
Accordingly, our laboratory, aimed for the development of a
walk aid which has a high bionic application level. In
addition, we developed a new measurement system and, for
walk movement analysis, introduced it and performed a
surface electromyography (EMG) of the group of muscles
being used in conjunction with the walk movement and
simultaneous measurement of the acceleration of the foot
part. Thus, the experiment extracts a quantitative index for
the development of the walk aid and could in this way
perform an analysis of the physical load and evaluation of
the lower limb orthotic in a walking motion. Therefore, we
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tested footwear in which the load of the foot bottom was
differentiated to be examined and reported [5].

The structure of this paper is Section 5. In Section 1, we
describe the background, necessity and purpose of this
research. In Section 2, we introduce a simple measurement
system and experiment method. In Section 3, we explain
using a figure how little foot subduction is taken. In Section
4, we will examine the results. Section 5 describes the
usefulness of this experiment and future tasks.

II.  EXPERIMENTAL METHOD

In this study, we tried to measure transformation of the
arch of foot. The transformation of minute joint was ignored
in the current measurement device such as force plate and
the Three-dimensional motion capture system. Therefore,
there are few examples that the transformation of the joints
is considered in the development of welfare device. In order
to measure the very small deviation of the foot during
walking, we developed measuring system by using
accelerometer and measured the walking movement.

1. Subjects

The subjects were five healthy men who had no history
of orthopedic disease or neurological disease. Age, heights,
weights, the average and standard deviation of age, height
and weight was 23.840.9, 168.8+£3.6cm, 66.5£9.9kg
respectively.

2. Informed consent

We carried out this experiment with sufficient informed
consent of the subjects after the approval of the Tokyo Univ.
of Science, Suwa Ethical Review Board.

3. Measurement system

The use apparatus used Raspberry Pi 3 and MPU6050.
The MPU6050 is a device that measures acceleration.
Specifications of the MPU-6050:

e  Digital-output triple-axis accelerometer with a
programmable full scale range of +2g, +4g, +8g and
+16g (Table 1).

e The MPU-6050 then communicates with a system
processor as a slave through an I2C serial interface.

®  Chip built-in 16 bit AD converter, and 16 bits data
output.

® A sampling rate that is programmable from 4 to
1,000Hz.

o  Two I2C addresses.

The measurement system connected two MPU6050 to
Raspberry Pi 3 and communicated using 12C. The program
used python and executed things with Raspberry Pi 3. The
range of measurement confirmed that +16g was not
necessary in a preliminary experiment. Therefore, the range
of measurement was set to +8g and had better precision. The
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sampling rate was measured at 1,000Hz. The data obtained
from the sensor was corrected to the physical value by the
following formula.

Acceleration = 16 bit value of sensor / LSB sensitivity
[6].

The measurement data were saved to a PC through
wireless communication of RaspberryPi3.

4.  Method

A. Arrangement of accelerometer on the instep
Acceleration measurement of the instep was made by
placing an accelerometer on the navicular bone to accord
with Acceleration measurement of the arch. The x axis, the
y axis and the z axis are of adduction direction, advancing
direction, and the height direction to plus respectively.

B. Measurement of accelerometer on the instep

An accelerometer is put under the navicular bone to
accord with the Acceleration measurement of the instep.
The x axis, the y axis and the z axis are each of adduction
direction, advancing direction, and the height direction to
plus respectively.

C. Measurement by accelerometer on the instep

Acceleration at the time when hallux was stepping
was measured. The accelerometer was adjusted to be placed

Table 1. The accelerometers sensitivity per LBS

Full Scale Range LSB Sensitivity
+2g 16384 LSB/g
+4g 8192 LSB/g
+8g 4096 LSB/g
+16g 2048 LSB/g

Figure 1. Surface EMG adhesion position
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under the rough surface of the first metatarsal bone. The x
axis, the y axis and the z axis are of adduction direction,
advancing direction, the height direction to plus
respectively.
D. Placement of surface electromyogram

The surface electromyogram (EMG) measured a
muscular group (Tibialis anterior muscle, Gastrocnemius
muscle) concerning the walk movement (Figure 1). In the
experiment, a sufficient amount of fat and keratin was

removed, and electrodes (Advance; LecTrode) were affixed.

E. The experiment method

The subjects attached two accelerometer and surface
EMG meters to the lower limbs, and walked straight for
approximately 10m indoors. During that time, we measured
each eight times walking bare foot and wearing sandals.

A) The subject stands by in the standing position,
starts measurement, and then starts to walk on
the measurement person's signal.

B) The subject walks about 10 m.

C) The subject stops walking on the signal of the
experimenter and waits in the standing position.

D) The subject keeps standing till there is a sign
that the experiment has ended.

In addition, subjects were asked to press the switch at
the time of heel contact and used as an indication of the
start of the walk cycle. The accelerometer was connected
with a microcomputer and saved acceleration data to the
personal computer with a wireless connection.

EMG derived data with a multi telemeter (Nihon
Kohden Tomioka Corp; Multi-telemeter), performed A / D
conversion (ADinstrulmental; PowerLab), and saved EMG
data to the personal computer (SONY; PCG-5M5N). The
trigger input used an LED circuit of 5V output to
synchronize with other data. While walking, the trigger was
given to the examinee and was pressed when the toes left
the ground and the heel made contact [7]. Furthermore,
rectification, Root Mean Square analysis and examination
was performed on the EMG data.

F.  Analysis method

We thought of my legs as a simple model (Figure 2).
From the motion picture at walking time, the angle from the
center of gravity to the foot which was measured in
advance from the front / side of the subject was
mathematically examined. Compare the extension and
deformation of the foot with the accelerometer and the
extension / deformation at the resting standing position.
Regarding the walking motion from terminal stance to
loading, the position change due to acceleration was
obtained by the following equation by integration. X is the
variable distance, a is the acceleration obtained from the
accelerometer, and g is the gravitational acceleration.

x= Z (T(0) = T(i — 1)} xaxg 1)
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III. EXPERIMETAL RESULTS

A.  Measurment

As for experimental results, the acceleration of instep,
arch and hallux was measured and a correspondence between
the Tibialis anterior muscle and Gastrocnemius muscle could
be confirmed.

Figure 3 shows the waveform of one subject
accelerometer as a representative example. It represents one
cycle from heel contact to heel contact. The vertical axis is
the gravitational acceleration applied in each direction, the
horizontal axis is time, X, y, z are the direction orthogonal to
the traveling direction, the traveling direction and the height
direction.

e  Figure 3-a shows the results when placing acceleration
on the instep and arch of the foot while walking with
bare feet.

o  Figure 3-b shows the results when placing acceleration
on the instep and arch of the foot while walking with
sandals.

o  Figure 3-c shows the results when placing acceleration
on the instep and the first toe while walking with bare
feet.

o  Figure 3-d shows the results when placing acceleration
on the instep and the first toe while walking with
sandals.

Figure 3 also shows the movement distance by one subject

from the loading to the terminal stance as a representative
example.

B.  Analysis method

From the equation (1), we compare the changes in the
long axis direction and the short axis direction of the foot
with the micro displacement distance between the stationary
state and the dynamic state. At that time, the area and norm
were examined using the micro displacement distance.

E(t)

Inner arch
deformed by load

A .
4= Siall deviation distance

Figure 2. Simple skeleton model: Load response to feet as viewed from
the side
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This seems to be related to foot changes due to
accelerometer load. In addition to not extending the
elongation of the foot in one direction, it tends to elongate in
the long axis direction due to individual differences and it
tends to stretch in the minor axis direction, so compare the
major axis direction, minor axis direction, area and norm.

accekeration of gravity (g)

Time (s)

Instep y Instep z
Archz

—switch

Arch x

Instep x
Archy

Figure 3-a. Walking with barefoot
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Figure 3-c. Walking with barefoot
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IV. DISCUSSION

A.  Measurement

In this research, we focused on the deformation of the
arch during walking by using an accelerometer at walking in
a force plate and a three - dimensional motion analyzer, and
measured a minute displacement of the biological motion
difficult to measure. We simulate a human body model that
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Figure 3-b. Walking with sandals
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Figure 3-d. Walking with sandals
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approximates a rigid body using a force plate and a
three-dimensional motion analysis device used for the
current gait analysis, and in many cases do not consider
joints of the forefoot part. Therefore, at this time, there are
no useful goods and welfare equipment. Thus, in order to
measure minute displacement of walking feet, walking
analysis was carried out using an accelerometer, and
advanced bioengineering application was developed. We will
explain experimental considerations on acceleration data,
addition average, standard deviation, simple skeleton model,
measurement deviation distance. Especially, consider area
and norm. Regarding the arch change in the direction of
travel and transverse direction by walking, norm and inner
product value are obtained, and as a result of comparing the
load change, the norm of the foot has a higher proportional
relationship, the arch variable has the norm, I Found a
possibility to be an indicator of the load evaluation on the
foot.

This experiment yields the results that the hallux
becomes the main axis from the moving distance of the
instep, plantar arch, and hallux of the foot, and the
possibility of center of gravity movement is considered.

According to Kanabe et al., "The hallux has supportive
action at the position in front of the center of gravity". We
think that the hallux also supports the center of gravity while
walking. We consider that it is important not only to support
the vertical direction but also to support the hallux, which is
thought to have the support function of the center of gravity
with respect to the horizontal force. The amount of change of

Table 2. Comparison with area

Barefoot change Acceleration of
biect Total load due to sandals and
subjects (mm?) acceleration change during use
(mm?) (mm?)
A 32.0 1.85 1.23
B 130.0 3.4%107* 0.09
C 16.0 1.8%107* 0.04
D 20.0 0.81 0.17
E 18.0 0.13 1.38
F 18.0 18.44 1.16
Table 3. Comparison with norm
Barefoot change Acceleration of
biect Total load due to sandals and
subjects (mm) acceleration change during use

(mm) (mm)
A 90.0 2.77 7.25
B 25.0 0.43 0.73
C 17.0 0.03 0.16
D 19.0 1.93 0.93
E 18.0 0.76 2.72
F 13.0 3.69 2.63
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the foot bottom is different from a bare foot in conjunction
with having an insole or not.

In conclusion, this study proposed a new gait analysis
method to measure microtremors of muscles and bones. In
order to develop the insole which enables easy posture
maintenance, we measured the parameters used as the index
of the insole. The deformation of the arch that is difficult to
measure with the method frequently used for biometric
measurement was able to be grasped as the area and norm
from the deviation distance. From this result, shock
absorption of walking can be seen, and it is possible to
quantitatively measure the change of the arch considering the
bow of the foot which is greatly involved in the walking
function. However, it is still inadequate to develop insole,
which is the object of this research, and it is necessary to
further improve the system, experiment and inspection, but it
is necessary to further improve system, experiment and
inspection by a simple and simple method suggesting the
possibility.

V. CONCLUSION AND FUTURE WORK

In this experiment, the subduction of the foot during
walking was measured using an accelerometer. I think that it
is the first step of a system which can analyze walking
anywhere, rather than using expensive equipment such as
force plates or 3-dimensional motion analysis equipment. It
can be used in limited space and is relatively inexpensive.
Moreover, it is possible to observe the subduction of the foot
and to estimate the subduction with the footwear. This study
is relatively simple and can capture minute fluctuations of
the foot. At the present stage, attention was focused on the
vertical component at the time of grounding, aiming for new
obstacles to the assistive devices by confirming minute
fluctuations of the feet, but also comparing and examining
the free legs and the horizontal component and further
concrete Try to become an indicator. For that purpose, we

will do further data analysis, discussion and proceed
with development of sole for practical use.

REFERENCES

[1] Orthopedics new patient investigation. Nonprofit foundation
Japan orthopedics society 2012. [Online]. Available from:
https://www joa.or.jp/media/comment/pdf/investigation 2012
.pdf2017.12.13

[2] M. Suzuki, “WHO Global Report on Falls Prevention in
Older Age,” Japan: QUALITY-CARE CO., Ltd. 2010.

[3] M. B. King, J. O. Judge, L. Wolfson, "Functional Base of
Support Decreases With Age,” Journal of Gerontoligy, vol. 49,
pp. 258-263, 1. 11. 1994

[4] K. Kanabe, K. Kurosawa, Y. Nishida, Y. Nakata, et al, “The
Study of Relationship between Toe and Dynamic Postural
Control,” Society of Physical Therapy Science (SPTS).,
Vol.17, No. 3, pp. 199-204, 2002

[5]1 U. B Rao, B. Joseph,” THE INFLUENCE OF FOOTWEAR
ON THE PREVALENCE OF FLAT FOOT,” Kasturba
Medical College, Manipal: India, 1991

31



ACHI 2018 : The Eleventh International Conference on Advances in Computer-Human Interactions

[6] InvenSense Inc, MPU-6000/MPU-6050 Register Map and
Descriptions. [Online]. Available from:
https://www.invensense.com/wp-content/uploads/2015/02/MPU-
6000-Register-Map1.pdf. 2018.2.2.

[71 N, Yamazaki. ASHI NO JITEN. Asakura Publishing Co., Ltd.
vol, 6. 2011

Copyright (c) IARIA, 2018. ISBN: 978-1-61208-616-3

32



ACHI 2018 : The Eleventh International Conference on Advances in Computer-Human Interactions

Fundamental Study for A Noise Reduction Method on Human Brain Activity Data
of NIRS using AR Model

Toshiya Tsubota, Tomohiko Kuroiwa, Takuya Kiryu

Tokyo Univ. of Science, Suwa
Engineering, Management Graduate Course
Chino-city, Japan
e-mail: {GH16606, GH16604, GH17605} @ed.tus.ac.jp

Fumikazu Miwakeichi

The Institute of Statistical Mathematics
Department of Statistical Modeling
Tachikawa-city, Japan
e-mail: miwakel@ism.ac.jp

Abstract—Currently, Near Infra-red Spectroscopy (NIRS) is
used as a diagnostic aid for mental illness in hospitals [1]. In
our previous study, we have already reported the relationship
between human brain activity change and turning the corner
while driving a car or carrying out human living motions,
using NIRS [2][3]. In that research, it was very difficult to
discriminate noise from measurement signals not only by using
NIRS but also by using Magnetoencephalography (MEG),
Electroencephalogram (EEG), and so on. In Particular, for a
study to measure the brain activity related to tasks of memory
or intention, the effects of the ratio of signal to noise are very
important. Our experimental results show that our model
removes the noise of the heartbeat and breathing motion from
the brain activity data of NIRS.

Keywords-Near Infra-Red Spectroscopy (NIRS); Auto
Regressive (AR) model; signal to noise ratio.

L INTRODUCTION

The study of brain science is being carried out on a
global scale now. In the future, brain science research is
expected to be applied to various fields, such as medical care
and Brain-Machine Interface (BMI). Near Infra-red
Spectroscopy (NIRS) is a device that can easily measure the
limited functions of the brain. Currently, NIRS is used in
hospitals as a diagnostic support device for depressive illness
and epilepsy [1]. In general, psychiatric disorders are
diagnosed by a doctor based on clinical symptoms and
medical history. However, multiple cases have been reported
in which it is extremely difficult for a doctor to make a
diagnosis. NIRS is a device for measuring hemoglobin
concentration contained in blood by using infra-red light.
The areas in the cerebrum related to specific psychological
phenomena and psychiatric disorders can be identified using
a NIRS system based on the theory of brain function
localization. We have been studying the quantitative
evaluation method of brain activity using NIRS. We
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confirmed a statistically significant difference in specific
areas of the brain related to movement. The following is an
overview of our previous study.

1) Basic Study for New Assistive Technology Based on
Brain Activity during Car Driving

In our previous study, we measured road sign recognition
while driving and brain activities during left and right turns.
In this experiment, we studied the cognitive mechanism of
human spatial cognition and road signs. As a result, it was
confirmed by statistical testing that brain activation signals
were activated at different areas at the time of right turns and
left turns [2].

2) Fundamental Study pn New Evaluation Method
Based on Physical and Psychological Load in Care

In our previous study, "Standing-up movement" and
"Sitting movement" which are essential for human life in
rehabilitation and nursing care workplaces were performed
multiple times, and changes in brain activity accompanying
exercise were evaluated by statistical verification method. As
a result, when the physical exercise load on the human body
increased, a change in activity was confirmed at a specific
brain area [3].

The above results are considered to have been
experiments on sufficient ratio of signal to noise. NIRS is
able to measure human brain activity under low physical
restriction without being restricted by posture, vocalization,
exercise, etc. NIRS has many advantages such as higher
temporal resolution than functional Magnetic Resonance
Imaging (fMRI). NIRS is suitable for the research on brain
activities associated with mental tasks and behaviors.
However, problems such as an accumulation of evidence and
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inadequate elucidation of mechanisms have been pointed
out. In addition, NIRS includes heartbeat, breathing motion,
and body movements as noise and is measured. This also
applies to other brain activity measuring devices such as
fMRI, MEG and, EEG. The problem influences studies
measuring the brain activity related to the task of memory or
intention.

In this study, the purpose of this paper, we attempt to
reduce the artifacts generated by the heartbeat and breathing
motion from the data of NIRS using the Auto Regressive
(AR) model [4].

In Section I, the necessity of this paper is explained. In
Section II, we report the method of this experiment and the
calculation formula of the AR model used in this study.
Section III reports the results obtained by applying the AR
model to the NIRS data and ECG data obtained in this
experiment. In Section IV, an FFT analysis was conducted to
examine the validity of the results compared with the
existing information. Section V summarizes the conclusion
of this research and then summarizes future research
subjects.

II. EXPERIMENTAL METHOD

In this study, we composed two experiments. In the first
experiment, we measured the brain activity data and
electrocardiogram (ECG) of the resting subjects using NIRS
and Multi-Telemeter. These data included artefacts of
heartbeat and breathing. In the second experiment, signal
components for NIRS data were analyzed based on the ECG.
Using the analysis results, we derived heartbeat artefact
components from the NIRS data. Therefore, we could reduce
the artefacts due to the heartbeats from NIRS data when we
used a heartbeat artefact component. Finally, the breathing
artefact components, presumed to be from the NIRS data,
made a reduction in the number of artefacts caused the by
breathing motion frequency.

1)  Near Infra-Red Spectroscopy (NIRS)

NIRS is a device for measuring the density change of
hemoglobin in cerebral neocortical blood flow at a depth of
about 20 to 30 mm from the scalp using near infrared light.
From the theory of localization of brain function, related
brain areas are activated by human thought. At this time, the
hemoglobin carries oxygen necessary for metabolism then,
and the oxygen density throughout the bloodstream of the
activated domain rises. The human body has characteristics
that make it is easy for near infrared light to pass through,
but the hemoglobin contained in the blood has the property
of absorbing near infrared light. NIRS can estimate brain
activity by measuring the difference between incident probe
and detection probe [1].

2)  Auto Regressive (AR) model

The AR model is a method to estimate future data from
past data in time series data. To predict future data in the
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time series m(t),t=1,...,S it is necessary to construct a
prediction model using information obtained from past data.
When only the most recent past data is used, we have:

nE =almt-1) + =0 1)
When using the past two data
e =a@nt-1D+aimE-D+e

The above formula is quoted as an example. Generalizing
this as a linear combination of past p-point data yields the
following model

n(t) =Z a(idn(t — ) + 2(8) (3)
i=1

Here, =(t) is the prediction error (noise according to the
normal distribution), p is the dimension of the model, and
ali)is the AR coefficient. The relationship between the AR
coefficient, the frequency f of the stationary vibration and the
sampling frequency Fs can be obtained by the following
equation.

all) = 2ycos (ETE;TSJ caf2) = 7 4)

Here, 7y is a constant which corresponds to the attenuation
factor. When using actual time series data, AR coefficients
can be optimized by the least squares method or Yule-
Walker method, and the dimension of the model can be
determined by Akaike's information criterion [4] [5].

3) Filtering using the AR model

From (3), the AR model can be deformed as follows.

et =nt) —Za{:‘]n{t— i) (5)

From (5) is a filter that inputs time series data and
outputs prediction error. This prediction error is called
innovation. When the frequency to be removed is
predetermined, the AR coefficient is determined from (4) [4]
[5]- The procedure for filtering using the AR model is shown
below. Figure 1 shows the filtering method using the AR
model.

1. Estimate the AR coefficient in the time series data of
a certain section.

Estimate the AR model from the AR coefficient.
Calculate prediction error using the AR model.

Filter time series data using prediction error.

Measure unpredictable signal

bl
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A. Measurement of rest state by NIRS

In our previous study, we confirmed that NIRS data
includes at least the effects of the heartbeat and breathing
motion as noise [2] [3]. In this experiment, we measured
brain activity and ECG of resting subjects with NIRS
(Shimadzu Corporation FOIRE-3000) and Multi-Telemeter
(NIHON KOHDEN CORPORATION WEB-5000). At this
time, we assumed that the brain activity change of the
subject was very small, and that NIRS data contained many
artefacts due to heart rate and breathing exercise. At this
time, we considered that the brain activity change of the
subject was very small, and that NIRS data contained many
artifacts due to heartbeat and breathing motion. The subjects
were 10 adult men aged 22-24 years, sitting in a chair 60 cm
away from the wall and gazing at the markers at eye height
for 1 minute. At this time, the sampling frequency of NIRS
was 20 Hz, and the sampling frequency of the ECG was 100
Hz. In addition, we did not give any special instructions to
the subjects other than gaze the markers. Figure 2 shows the
state of this experiment and NIRS.

B.  Artefact reduction of NIRS data using the AR method

We filtered the measured NIRS data with the AR model
[4]. At this time, the AR coefficient was obtained from NIRS
data and ECG data. We analyzed the frequency of the ECG
data and constructed a low pass filter. We reduced the
frequency component of the heartbeat from NIRS data using
a low pass filter. We extracted the artefact considered to be
an influence on heartbeat from processed NIRS data using
the AR model. We were later able to confirm the artefact
occurred under the influence of respiratory movement. In
order to remove this artefact, an AR model was created from
the formula (4) using the frequency considered as respiratory
motion from the FFT result of the NIRS data, and filtering
was performed.

We carried out this experiment with sufficient informed
consent of the subjects following the approval of the Tokyo
Univ. of Science, Suwa Ethical Review Board.

III. EXPERIMETAL RESULTS

A. Measurement of rest state by NIRS

Heartbeat and breathing are deeply related to oxygen
supply. In this experiment, we focused on the change of
oxygenated hemoglobin in the NIRS data. Figure 3 and 4
show the NIRS data and ECG data of a subject. Figure 5
shows the FFT analysis results of the ECG data and NIRS
data. In the ECG, a general waveform can be confirmed, and
a waveform called an R wave when the ventricle contracts is
recorded. From Figures 3 - 5, we confirmed the
correspondence between the R wave and oxygen
concentration change in NIRS data.

B.  Artifact reduction of NIRS data using the AR method

For each data measured in Experiment A, the AR
coefficient is calculated using the Yule-Walker method, and
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the data estimated from the AR model is compared with the
measurement data. Figures 6 and 7 compare the AR model
and measurement data for NIRS data and ECG data for 10
seconds to 20 seconds. Figures 8 and 9 show the prediction
errors of the AR model and measurement data. Figure 10
shows the result of reducing the frequency component of the
heartbeat from the NIRS data using the low-pass filter
constructed from the result of the FFT analysis of experiment
A. Figure 11 shows the result of extracting data considered
as the influence of heartbeat from the NIRS data using the
AR coefficient of the electrocardiogram data and the filtered
NIRS data. We calculated AR coefficients from formula (4)
using the frequency (0.2Hz) of the breathing motion of the
average man. We estimated the AR model of respiratory
motion using AR coefficient and filtered NIRS data. Figure
12 shows the AR model of breathing motion. In addition,
Figure 13 shows the NIRS data from which the AR model of
breathing motion and heart beat have been removed.

We were able to confirm the above results from the data
of all subjects. Figures 15 to 25 show the results of other
subjects.

Unpredictable signal
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Figure 1. Conceptual diagram of noise removal by AR model
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IV. DISCUSSION

A. Measurement of rest state by NIRS

From the experimental results, we confirmed that the
peaks of NIRS data and ECG data were nearly identical. In
particular, we confirmed a characteristic peak near 1.1 Hz,
which is considered as the period of the R wave in the ECG
data. Furthermore, we confirmed that the amplitude
component of the NIRS data is attenuated by the low pass
filter produced based on 1.1 Hz. The above results were
consistent with the frequency (0.85~1.5Hz [50~100 BPM])
of normal heartbeat of an average male in his twenties.
However, the low-pass filter attenuated frequencies of 1.1 Hz
or higher and had drawbacks such as not being able to
remove breathing motion. Therefore, in Experiment B,
filtering using the AR model was examined.

B.  Artefact reduction of NIRS data using the AR method

Figure 14 shows the results of the FFT analysis of
Figures 11 and 12. From Figure 14, the artefact due to
breathing motion and the artefact due to a decrease in
heartbeat from about 0.3 Hz as the difference in frequency
components increases. We thought that the above results
were related to the breathing frequency (0.2~0.3Hz
[12~18BPM]) of adult males. As a result, Figure 12 has a
very high possibility of being an artefact due to breathing
motion. Also, Figures 5, 14 and 11 show a very high
possibility of artefacts due to heartbeat. From the above
results, Figure 13 considers that respiratory motion and
heartbeat artefact could be removed from NIRS data. In this
study, we succeeded in removing artifacts due to respiratory
motion and heartbeat which could not be eliminated by a
low pass filter using a method based on the AR model.

Figures 15 to 25 show the results of applying the AR
method to NIRS data of other subjects. We confirmed the
removal of the noise ingredient by a heartbeat and
breathing motion from the NIRS data of all subjects. We
measured brain activity of resting subjects. This study
assumes that there is little change in brain activity. As a
result, by removing the noise component from the NIRS
data, the change of the NIRS signal was reduced.

V. CONCLUSION AND FUTURE WORK

In this experiment, we measured the brain activity of the
resting subjects. In other words, we supposed that a lot of
noise ingredients were included in the NIRS data than a brain
activity signal. We estimated the heartbeat artefacts and
breathing motion artefacts included in noise using the AR
model. We were able to estimate AR coefficients with high
precision from ECG data. In addition, we were able to
estimate the AR coefficient from the frequency that we set
optionally. In this study, we succeeded in removing specific
frequency components using the AR model estimated from
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AR coefficients. From these results, it is considered that high

accuracy filter processing is possible using this study method.

In the future, we will also consider ways to eliminate other
noise factors (such as movement of the body). Moreover, by
applying the proposed method to conventional studies, we
aim to improve brain region identification and statistical
accuracy which could not be clarified by conventional
experimental methods.
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Abstract—This paper describes the design, development and
evaluation of BrainSnake, a cooperative multi-brain closely-
coupled brain-computer interface (BCI) game based on alpha
activity. BrainSnake uses communication to address common
shortcomings of BCI as an interaction modality. A within-subject
study was performed to understand the value of communication
in a BCI setting by putting players in both a “co-present”
and “remote” condition. Results draw a complex picture of
player experience but indicate that participants attributed
more control over the snake character and less frustration to
the co-present condition. Moreover, there was a preference
for balancing communication and BCI input while playing
the game. Recommendations for future design of cooperative
multi-brain BCI games are derived.

Keywords—brain computer interface; game design; multimodal
interaction; user experience; communication.

[. INTRODUCTION

In recent years, Brain-Computer Interfaces (BCIs) have
been investigated as an input modality for user interfaces in
recreational human-computer interaction (HCI), such as art [1]
and games [2] [3]. At present, multi-brain BCI games enable
multiple users to work towards the completion of cooperative
or competitive tasks [4] [5]. However, BCI as an input
modality still comes with a number of issues preventing it from
becoming mainstream, such as delays in inputs, bad signal
recognition, long training time, and cumbersome hardware
[4]. Nevertheless, research on User Experience (UX) in games
provides cumulative evidence that the use of (multi-brain) BCI
as an interaction modality has considerable potential for the
gaming community [3]-[6].

Research suggests that multi-player game setups may be
preferred over single player mode with regard to fun and
motivation [5]. However, to the best of our knowledge,
no attention has been devoted to how people experience
communication in multi-brain BCI games and how in-game
communication should be implemented. This is due to the
fact that Electroencephalography (EEG) recordings are easily
disturbed by facial expressions, speech and bodily movements
[4], limiting the scope of efficient modes of communication.
This poses a challenge to BCI game designers.

We invite BCI researchers and game designers to view
shortcomings of BCI in a new light. [6] makes a case for con-
sidering shortcomings of BCI in traditional BCI applications
as in-game tasks and challenges from a game design point of
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view [6] [7]. One way to overcome these shortcomings is by
using BCI as a complementary control modality. An example
of such a BCI implementation is AlphaWoW, a variant of
the popular videogame World of Warcraft, which calculates
power in the alpha frequency (8-12 Hz) of the brain to control
the shape-shifting ability of certain playable characters: when
the user experiences stress, such as under in-game battle
conditions, there is little alpha activity, and the character
changes into a powerful bear form. Once the user starts to
relax, alpha activity increases and the character reverts back to
its natural elf shape [6]. However, such an implementation of a
BCl is passive, i.e., the user is not directly controlling the game
with brain activity. One of the easiest ways to control alpha
activity is by closure of the eyes, however this introduces a
counterintuitive control mechanism: alpha activity is increased
when the subject closes their eyes, and by doing so, they
give up visual feedback. Moreover, it takes a few seconds
to induce higher alpha activity and for the system to detect it
[4], preventing BCI players from playing fast-paced games.

Nonetheless, alpha activity is still worth exploring, since
retrieving alpha band frequency is comparably uncomplicated
without (extensive) training and it only requires a few elec-
trodes for signal acquisition. Hence, inspired by Nijholt et
al., we explore alternative ways of using BCI as a game
input modality aimed at overcoming common shortcomings
of alpha activity. For this, we propose “BrainSnake”, a game
with a novel design that uses both verbal player interaction
and eye closure as main gameplay mechanics. Additionally,
we investigate how the presence of direct communication, or
the lack thereof, may affect playability and user experience of
a multi-brain BCI game.

Section II of this article illustrates the design and imple-
mentation of BrainSnake and its novel interaction modality
based on alpha activity. Section III describes the design and
execution of a user study in which players evaluated Brain-
Snake under different inter-player communication conditions.
Results of the user studies are reported and discussed in
Section IV. Finally, in Section V, conclusions are drawn
and recommendations for future designs of (alpha-based) BCI
games are given.

II. GAME DESIGN

BrainSnake is based on the popular game “Snake”, in which
a snake character made up of dots has to collect pieces of
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Score: 50
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Deaths: 0

Figure 1. Screenshots from the final version of BrainSnake.

food on the screen whilst avoiding its own tail. The body of
the snake grows by one dot for each piece of food collected,
gradually increasing the difficulty of the game. Game over
occurs when the snake eats its own tail (or hits one of the
screen borders). BrainSnake adopts a similar gameplay in
which two players have to collect apples by sharing control
over the snake character. Both players control the snake
avatar using their brain activities to turn either left or right.
The complementarity-based control [8] was expected to elicit
cooperative activities typical of closely-coupled games (e.g.,
“working out strategies together”) which may be affected by
the presence of communication (or lack thereof) [9]. Fig. 1
shows the graphical interface of the game, showing the snake
avatar in yellow and collectable apples in red. Moreover, the
current score, high score and the amount of deaths is visible
in the bottom corners of the screen.

A. Gameplay and Interaction

The interaction of BrainSnake is designed to compensate
three main limitations of alpha activity as an input modality.
Firstly, alpha activity is most suitable for being used as a
binary input despite being measured on a continuous scale,
since it is difficult to regulate. Secondly, inducing and detect-
ing alpha activity requires time, which results in a delay of
a few seconds [4]. Thirdly, in order to induce alpha activity
effectively, the subject has to close their eyes.

In the classic Snake game, the player has to choose, real-
time, between “no action”, “turn left” and “turn right” in order
to direct the snake. This type of input combined with the
delay in detecting alpha activity and lack of visual feedback
over the game, would be likely to affect the playability of the
game negatively and make players frustrated. To overcome
this, BrainSnake featured a social component. Two players
played the game together so that, whenever one player closed
their eyes to induce alpha activity, the other player could act
as the feedback provider communicating the state of the game
to their partner. Game controls were designed such that, if
there is no input from either player, the snake will move
forward in its direction. One of the players can take ‘control’
over the snake by increasing their alpha activity. When this
happens, the snake stops moving and goes into a “rotation
mode”. Depending on which player took control, the snake’s
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head will rotate either left or right to a 90 degrees angle,
as visualized in Fig. 2, in steps of 0.5 degrees per frame.
When the controlling player opens their eyes - and reduces
their alpha activity - the snake will be “released” and move
forward again. When a player takes control over the snake, the
alpha activity of the other player will be neglected and will
have no influence on the gameplay. Additionally, the game
uses audio assistance as another modality to indicate when the
snake rotates, eats an apple, or when it dies. In contrast to the
classic snake games, when the snake hits one of the borders
of the screen, it bounces back instead of dying, reducing the
overall difficulty of the game.

This interaction mechanism overcomes the earlier men-
tioned limitations of alpha-based BCI as (i) the binary (high
or low) input is split over two players, (ii) the delay in
response can be corrected by the other player (in the form
of feedback) and (iii) there is an additional pair of eyes
for the players to help them keep track of the state of the
game. Additionally, this setup allowed to further stress the
complementarity cooperative game pattern of BrainSnake:
while it is possible to play the game without communication
and rely on acoustic feedback only, even when the player’s
eyes are closed, talking to each other is expected to make the
gaming experience more enjoyable [9].

B. Implementation

The implemented BCI system consisted of three subcompo-
nents for EEG-data acquisition, data pre-processing and game
visualization. For the data acquisition a BioSemi Active 2 [10]
was used to buffer the raw EEG signals of 7 channels [C3,
Cz, C4, P3, P4, Ol and O2] using a 7 to 12 Hz temporal
filter to record the alpha waves. OpenVibe [11] was used to
pre-process the data into a numeric representation of the alpha
activity of the player. Lastly, the binary classification of the
alpha activity (high or low) as well as the game visualization
were done with the Unity game engine [12].

High or low alpha activity is detected by means of the in-
coming data-signal from OpenVibe. The signal was duplicated
and filtered with an infinite impulse response filter to reduce

Player 2

__— Player 1

Figure 2. Players have joint control over the snake, one player rotates the
snake’s head left and the other player rotates it right. Rotation happens in steps
over time (A1) till a 90 degree angle is reached, after which the snake will
rotate back to its original position. Rotation continues till the player ‘releases’
the snake.
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noise; it was then analysed alongside with the raw samples to
determine high and low alpha activity according to a static,
pre-determined threshold. When the filtered signal reached the
threshold (for a certain amount of samples), the subject was
classified as having high alpha activity, triggering the rotation
mode in the game. By contrast, when the raw signals stayed
below the threshold for a certain amount of time, the alpha
activity was classified as low.

1. METHOD
A. Study Design

A within-subject experimental design was devised to in-
vestigate how players experienced different modes of com-
munication in a BCI setup. This included two experimental
conditions: (i) a “co-present setup”, in which the two players
were located next to each other, allowing them to communicate
face-to-face while playing; and (ii) a “remote” set-up, in which
the players were physically separated from each other by a
wall and prohibited from communication. Fig. 3 illustrates
the experimental setup of both conditions. Each participant
experienced both conditions. The order of completion was
counterbalanced. A within-subject design was chosen to allow
participants to make well-informed comparisons between both
modes of interaction. Player experience was assessed quan-
titatively using the Game Experience Questionnaire (GEQ)
[13] once after each condition. Next to this, a semistructured
interview was conducted at the end of the experiment to
capture player experience qualitatively. Topics discussed in
the interview included the seven core dimensions of the GEQ,
user experiences regarding the different modes of interaction,
difficulties encountered while playing BrainSnake, as well
as user suggestions regarding improvements of inter-player
communication.

B. Participants

A total of 12 participants (ten male, two female) aged 18 to
28 (M = 23.5, SD = 2.939) were recruited to take part in the
experiment. Participants were all students from the University
of Twente recruited through convenience sampling. Six pairs
were formed with the intention of pairing up participants who
did not know each other prior to the experiment. This was
done to prevent relationship bonds from biasing the game
experience of our participants.

C. Procedure

Prior to the experiment, participants were briefly introduced
to their partner and asked to fill in a demographic question-
naire, including questions about their previous experience with
games and BCIs. Moreover, participants were briefed on the
experiment and instructed what was required from them in
order to play the game. The participants were then equipped
with a BioSemi cap and set up for a short individual training
session. During training, the game is played in single-player
with the snake only able to rotate in one direction. Once
both participants reached enough confidence with the BCI, the
multiplayer version of the game was introduced in one of the
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two experimental settings. In the remote condition, a partition
wall was placed between the two players and earphones were
used to ensure that no verbal communication would occur
between the two players. Each game session lasted eight
minutes and was followed by an administration of the GEQ.
After both conditions were played, the BCI equipment was
removed from each participant who was then asked to take part
in an individual, audio recorded 20-minute interview aimed at
further investigating dimensions from the GEQ as well as their
personal experiences with the game in each condition.

D. Ethics

All participants were asked to sign an informed ethical
consent form prior to the experiment. Participants were in-
formed that they would be required to wear EEG equipment
and that the data collected would be anonymised and only be
used for research purposes. Moreover, participants were asked
for consent to have their interview sessions audio recorded.
This research was approved by the ethics committee of the
University of Twente. No funding is received for this research.

E. Measurements

The GEQ consists of three modules: a core module which
measures game experience on seven components calculated
from 33 items: Immersion, Flow, Control, Positive and Neg-
ative Affect, Frustration, and Challenge. The remaining two
modules, the social presence module (three components cal-
culated from 17 items: Psychological Involvement - Empathy,
Psychological Involvement - Negative Feelings, Behavioural
Involvement) and the post-game module, assess psychological
and behavioural involvement of the player with other social
entities, and how players felt after they stopped playing,
respectively. The post-game module was not included in this
study because it is targeted at assessing naturalistic, rather than
experimental gaming. All items of the GEQ are measured on a
five-point Likert scale with answers ranging from 0 to 4. The
GEQ was filled in by the participants after each condition. The
interview schedule was partly inspired by the GEQ, covering
six of the seven dimensions of the core module of the question-
naire. The dimension of Immersion was left out intentionally
because immersiveness was not an aim of the developed game.
Moreover, the interview schedule was targeted at exploring the
communication between players and the suitability of either
mode of communication for cooperative or competitive game
settings.

IV. RESULTS & DISCUSSION

Internal consistency reliability was assessed for the relevant
GEQ modules using Cronbach’s alpha, the core module (co-
present condition o = .807, remote condition « = .886) and
the social presence module (co-present condition a = .856,
remote condition o =.919). For the semi-structured interviews,
a coding scheme was developed following a grounded theory
approach to identify patterns, contrasts and similarities in par-
ticipants’ responses [14]. The coding scheme was informed by
the measured constructs of the GEQ. Pattern-based inspection
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was then performed based on the Cooperative Performance
Metrics (CPMs) proposed by El-Nasr et al. [8]. As BrainSnake
was designed following patterns typical of closely-coupled
games [9], it was expected to raise a need for communication
between the two players, reflected in CPMs such as “helping
one another” and “working out strategies together” [8].

Results suggest that mode of communication did influence
all the investigated aspects of player experience, although the
obtained results draw a complex picture: player experience
was affected, amongst other things, by individual differences
and the level of harmony between players. This is also re-
flected in the high standard deviations of the GEQ core scores
in Fig. 4. Similar results were obtained for the social presence
module, as shown in Fig. 5. In the co-present condition, where
direct verbal communication was allowed, participants tended
to feel more psychologically and behaviourally involved with
their partners. However, the obtained scores for the social pres-
ence components show great individual differences, whereas
the results obtained from the semi-structured interviews give a
more complete picture of how participants experienced playing
BrainSnake and the interaction with their partners. In the
remainder of this section, the results from the interviews are
discussed.

A. Control

Eight participants explicitly indicated that they had a higher
perceived control in the co-presence condition. Only one of
the participants felt more in control in the remote condition,
naming the lack of pressure from having to engage in com-
munication with an unfamiliar person as a potential factor for
this. P5-1: “I was doing my thing, and let him do his thing,
and it kinda worked better”. It should also be noted that three
of the participants felt that their partner was more in control
of the character than they were, and that they were feeling
overpowered by the other’s level of control on the snake. P5-
2: “I felt that’s because she kept turning, I could not turn...
somehow, because she kept doing it, it was overpowering”.
This could be accounted as an instance of the Got in each
other s way CPM [8] in which one player’s actions slow down
the other’s.
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Figure 3. Experimental setup for the co-present (a) and remote (b) condition.

B. Flow

Seven participants stated having experienced more flow in
the co-present condition. Participants attributed the experience
of flow to either i) the presence of their partner in the co-
present condition, ii) being able to focus more on themselves
and their actions in the remote condition, iii) the increasing
skills level in the second game session (regardless of the ex-
perimental condition). The flow of one participant was actually
compromised due to the increasing frustration throughout the
course of the experiment. Despite the fact that the same written
definition of flow was provided during each interview, the
variety of responses suggests that each participant provided
an answer according to their own mental model and personal
concept of flow. As it turns out, the concept of flow is
difficult to understand and might be more suitable for indirect
assessment in subsequent research.

C. Frustration

Nine participants felt more frustrated in the remote con-
dition. Two participants felt frustrated due to the absence of
communication options in the remote condition. P5-2: “I felt
more frustrated because I couldnt verbally communicate with
the other player”. However, lack of control over the game
character was named as the main source of frustration. P6-
1: “I felt like the system is just not picking up enough of
what I want to do”. This is in line with earlier research on
user frustration due to malfunctioning control systems in HCI.
For instance, Reuderink, Nijholt and Poel (2009) succeeded
in inducing frustration in players of an adapted Pacman game
by manipulating the user input and visual output of the game.
Results obtained from the current study confirm the paramount
importance of well-functioning game controls for minimising
user frustration in HCI in general, and for BCI games in
particular.

D. Challenge

A number of participants perceived both conditions as
equally challenging, albeit for different reasons. Lack of
communication in the remote condition added challenge for
some, as one could not rely on their partner for the timing of
the controls. P3-1: “You cant work with each other, you can't
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Figure 4. GEQ core component scores. High standard deviations are visible
due to the individual game experiences of the participants.

talk...”. For others, managing communication while playing
was regarded as more challenging since verbal communication
distracted participants from entering a state of relaxation. P1-
2: “I felt more challenged in the first round because you had
to communicate and actually motivate each other and talk to
each other”. One of the participants mentioned that having
to rely on communication added challenge because their
partner was not “in sync” with them. P5-2: “Because we had
completely different ways of planning, then the communication
made it really hard”. Others pointed out how not being able to
communicate added the challenge of having to rely on intuition
to anticipate the other player’s moves. P1-1: “The challenge
was understanding the other player”.

E. Positive & Negative Affect

Overall, BrainSnake was well-received by the participants.
Eight participants showed enthusiasm towards the BCI con-
trol mechanism, while four stated that they appreciated the
cooperative nature of the game. P1-2: “I liked the way you
could play the game with another player. So you actually
had to work together”. Two participants stated that they
enjoyed the added challenge of having to rely on intuition
to anticipate their partner’s move in the remote condition. P3-
2:“I preferred the one where we were not allowed to talk to
each other ‘cause I think that’s more challenging to get the
feeling of what the other is doing”. When asked what they did
not like about BrainSnake, five participants pointed out the
earlier mentioned delay in detecting alpha activity and three
participants indicated that they did not like having to close
their eyes to perform a game action. P4-2: “(_..) that is not
really what a player enjoys generally. You want to be able to
track what you're controlling.”

F. Effect of communication on alpha based BCI

Ultimately, responses from around half of the participants
suggest that there may have been a trade-off between com-
municating with a partner and being able to regulate levels of
relaxation and focus in order to control the character. These
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participants stated that either communication made it harder
for them to regulate their alpha activity, or that it would be
preferable to keep communication to a minimum in order
to keep one’s mental state stable. P1-2: “/ was a bit more
distracted in the first round, because you have to talk to each
other and you can't only concentrate on what you 're doing on
the screen”. This could be accounted as another instance of
the Got in each other’s way CPM, although this could likely
be influenced by individual differences. For instance, a few
players seemed concerned about getting a high score and even
the CPM of worked out strategies which involved keeping
communication with their partner to a minimum. P6-1: “We
spoke about strategies, how to achieve the most points in the
game. During the game, we tried to keep the communication to
a minimum. 1 tried it, to not distract my partner when he had to
go into relaxation”. Another participant, admittedly unfamiliar
with gaming, only enjoyed playing BrainSnake in the co-
present condition thanks to the communication component.

G. Limitations

One noteworthy limitation of the current study is the fact
that participants were exposed to a cooperative game while
being questioned about a hypothetical competitive game set-
ting in the subsequent interview. Similarly, participants were
offered only one form of communication during the game ses-
sions, namely direct verbal communication, but subsequently
they were asked about their preferences for hypothetical
alternative forms of communication. Participants’ statements
regarding their preferences for either mode of communica-
tion for a competitive or cooperative game setting and their
preferences for a specific form of communication have to be
interpreted with caution. The inspection of CPMs was also
performed based on user interviews rather than by analysing
recorded gaming sessions, which made it difficult to identify
metrics such as laughter or excitement together and got in
each others’ way. Future studies should consider investigating
the effect of communication modalities on players’ experience
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with novel BCI mechanisms in more detail, for instance by
analysing recorded gaming sessions.

V. CONCLUSION

The current study exemplifies how game design allows
users to play fast-paced BCI games using alpha activity,
addressing common limitations associated with this input
modality. Evaluation of the communication component of
BrainSnake shows that most participants attributed more con-
trol over the snake character and less frustration to the co-
present condition, albeit for different reasons. Moreover, most
participants found playing in co-presence more enjoyable,
while many felt that the lack of communication in remote
added frustration and/or challenge to the game. Nonetheless,
a few participants reported enjoying the extra challenge of not
being able to communicate in the remote condition. Multiple
participants suggested that there could be in fact a trade-off
between direct communication and alpha based BCI, and play-
ers who self-reportedly worked well with each other worked
out strategies which involved minimal use of communication
in order to maintain focus. After having played BrainSnake,
participants expressed their own ideas on alternative ways
of communication (e.g., in-game visual and auditory cues)
that could be implemented to enhance cooperation while
compromising alpha activity as little as possible. Conceivably,
the counterintuitive control mechanism of eye closure was
received with mixed feelings: despite the fact that a few
participants were intrigued by the interactive potential of this
game mechanism, many regarded it as a main source of
frustration.

Ultimately, BrainSnake was well-received and we suggest
that novel gameplay mechanisms and dynamics departing from
traditional gameplay should continue to draw genuine interest
in the BCI game community. While individual and contextual
differences in the way players experienced BrainSnake make
drawing general conclusions difficult, the development of
BrainSnake and insights from our participants’ responses are
of potential interest to those involved in the design and
development of BCI games. In conclusion, the following
recommendations are made:

o When using alpha waves or other BCI-paradigms as input
modality for games, it is worth to think about creative
compensations for its limitations as this can result in in-
teresting new interaction modalities. For example, future
work should look into assistive game mechanisms, such
as one player having control over the movement of a
character, while another player controls its speed or the
direction of the camera [15]. This may potentially lead to
improved game performance and enhanced immersion.

o Results indicate that closely-coupled cooperative BCI
games based on alpha activity benefit from subtle, less
intrusive ways of communication between players, while
face-to-face verbal communication may disrupt one’s
levels of focus or relaxation causing players to get in
each other’s way more often. Future work should focus
on extending this knowledge into other BCI-paradigms
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as well as exploring less intrusive ways of communica-
tion. For example, previous research shows that tactile
feedback can be useful when the visual channel is highly
loaded by a complex task [16] [17]. This may also benefit
communication in BCI games.

On the contrary, the use of direct verbal communica-
tion could be of potential interest for competitive BCI
games based on alpha activity as, for example, verbal
communication may allow for strategic manipulation of
the opponent. Novel interaction modalities that allow to
interfere with the opponent’s ability to control the game
are conceivable and worth investigating in the future.
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Abstract—In this paper, we present a new approach to real-
time tracking and sonification of 3D object shapes and test the
ability of blindfolded participants to learn to locate and recognize
objects using our system in a controlled physical environment.
In our sonification and sensory substitution system, a depth
camera accesses the 3D structure of objects in the form of point
clouds and objects are presented to users as spatial audio in
real time. We introduce a novel object tracking scheme, which
allows the system to be used in the wild, and a method for
sonification of objects which encodes the internal 3D contour
of objects. We compare the new sonfication method with our
previous object-outline based approach. We use an ABA/BAB
experimental protocol variant to test the effect of learning during
training and testing and to control for order effects with a small
group of participants. Results show that our system allows object
recognition and localization with short learning time and similar
performance between the two sonification methods.

Keywords—sensory substitution; sensory augmentation; point
clouds; depth camera; sonification; object tracking.

I. INTRODUCTION

Sensory substitution systems convert information from one
sensory modality into another. They are potentially of great
help for sense-impaired individuals, for example allowing
individuals to locate and grasp objects [1], to navigate [2] or
to appreciate visual patterns through sound [2][3]. They can
also be used to answer questions about human perception [1].

We present a visual to auditory sensory substitution system,
and we are concerned in particular with navigation, object
recognition and object manipulation tasks. We would like users
to be able to use the system to navigate with environmental
awareness in unstructured environments, interpret novel ob-
jects from a distance, eat meals, and so forth.

The challenge in building such systems is in presenting
sensory data to end users in a comfortable, learnable and un-
derstandable way. Until now, these systems have not reached a
wide enough audience to supplant more basic but non-intrusive
systems like the white cane or guide dog. We attempt to im-
prove on these systems by using time-of-light and structured-
light sensors which shortcut the problem of getting the depth
of objects in a scene, and work by first extracting perceptual
objects and spaces and then and generating meaningful sounds
to allow their localization and recognition.

As a first step, we enabled users to localize single objects
on a table top using simple spatial audio and tones to sonify
direction and distance of objects [4]; next, we investigated
different approaches to sonification of simulated 3D shapes
[5]. An open research question is whether such sonification
methods can be used in the real world; as such, in the current
paper, instead of only sonifying simulated shapes, we test
a new version of our system that enables localization and
recognition of objects on the floor in an empty room. We allow
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Figure 1. Left: Our system in use. Right: The data-flow pipeline of our
sensory substitution system. Frames from the depth sensor are received at
approximately 30H z and are processed into sound.

users to move around freely and interact with objects actively
using our system. The system in use during testing can be seen
on the left of Figure 1.

In order to enable more sophisticated, longer lasting sounds
to allow better discrimination of object parts, we build on
previously developed object/part segmentation and background
noise reduction techniques [4], implementing a scheme for
consistently tracking object parts from frame to frame. We also
realize a proto-object concept based on segmenting, tracking
and sonifying multiple parts of objects separately so that users
can understand the shape of objects as the assembly of their
sonified parts. Finally, we improve the sonification approach
to sonify not just the external contours (outlines) of objects,
as previously done [5], but to completely sonify all internal
contours of the object using a direct encoding of the full visible
3D shape of the object as sound waves. A summary of the
flow of data for each frame in our real-time system can be
seen on the right of Figure 1. We evaluated the performance
of our system as it was being learnt and used, using a variant
of an ABA/BAB test to capture the effect of learning, order
effects, and to compare our different sonification approaches
on a small sample of ten participants.

The rest of the paper is structured as follows. In Section
II, we discuss related work. In Section III, we describe
technical details, then experiments and results for localization
and recognition problems in Sections IV and V, respectively.
Finally, future work is discussed in Section VI.

II. RELATED WORK

A variety of sensory substitution systems exist, including
tactile-tactile, visual-tactile and visual-auditory; our work is a
visual-auditory sensory substitution system. As a system that
can create non-speech sound from data, ours may also be
considered a sonification system.
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The most well-known visual-auditory sensory substitu-
tion/sonification system is the vOICe [1][3] system, which
scans gray-scale image snapshots acquired from video left
to right over time, mapping vertical location and intensity
of pixels to frequency and amplitude of sound waves. It is
possible to use this system to sonify depth images; in contrast,
our system is built around the metric 3D structure of the
scene as embodied in its point cloud, spatial audio, and the
principle of real-time responsiveness. With respect to shape-
focused systems, Yoshida et al. [6] sonify 2D shapes on a
touch screen by allowing users to explore edges in the image
with a finger, producing a sound using the same scheme as
with the vOICe, but local to the finger. When the user loses
the edges, cues help them find their way back. In See ColOr
[2], a depth camera is used, and different instruments (like
piano, flute, trumpet) with different properties and in different
combination are used to represent different hues.

In the augmented reality work of Shelley et al. [7], users
can touch simulated 3D objects and manipulate them with
a visual-haptic interface with sound generated from the 3D
contours of the object. The local curvature and cross-sections
of objects are transmitted as frequency over a carrier wave that
is either sinusoidal, a cello wavetable or modally synthesized,
and with a haptic force feedback component.

Another close work in conception is the real-time navi-
gation aid of Dunai et al. [8], which uses a stereo system
to calculate depth images. After tracking and segmentation,
objects with high importance like cars, humans, buildings,
animals, and also free space 5 to 15 meters in range, are
determined, and the closest object and free space are sonified
with a synthetic instrument. Frequency, binaural cues and other
sound properties represent distance, direction, and speed. The
system is designed primarily as a salient hazard detector.

In our previous work [5], we presented two different
approaches to 3D shape sonification: a method based on object
recognition techniques commonly used in cognitive robotics
applications that first recognizes an object and then chooses
an instrument to sonify it accordingly, and a method in which
sound waves are directly generated based on objects’ outlines
in an image - no attempt is made to account for the internal
shape of objects. Moreover, that system was tested using
artificially generated 3D objects on the problem of object
recognition. In contrast, although using a simple sonification
scheme, mapping object size or distance to frequency, the ear-
lier incarnation of our system [4] was tested in real scenarios,
on the problem of object localization. Conversely, the current
paper proposes a scheme for sonifying the interior shape of
an object, and compares it to the outline contour approach
implemented previously [5]; moreover, here we also introduce
new object tracking capabilities to adapt the approaches to
real physical scenarios on both tasks - object localization and
recognition.

III. TECHNICAL DETAILS

Figure 1 shows the full data-flow of our system, from
acquisition of a point cloud from the depth sensor to its soni-
fication, and reflects at a high level our software architecture.

Our system was conceived as an application of the soni-
fication of shape in the context of sensory substitution, to
make use of depth cameras like the Asus Xtion used in the
current experiments, which can access the 3D structure of most
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Figure 2. Example of the best association between segments in two
consecutive frames (A and B). Letters show segment-ID, numbers show
track-ID and black dots show the centroid of the segments. Each matched
segment at frame ¢ gets its track-ID number from its match at time ¢ — 1. If
there is no match, it is given a new track-ID.

indoor environments directly, in the form of depth images and
point clouds. Indeed, advances in stereo vision, structure from
motion, and depth from monocular cues are rapidly making
the use of point clouds cheaper and more accessible.

A. Filtering and Segmentation

Our original aim was to segment the point-cloud scene
acquired by the camera into proto-objects based on structural
edges between relatively smooth surface parts; these proto-
objects we hereafter call segments. Segmenting objects in this
way provides proto-objects that are relatively simple in terms
of the local structure of their surface and as such suitable
for later mapping on to sound primitives. As this is the first
time this problem has been approached in the literature, in the
first instance we adapted a common segmenting trick used in
tabletop robotics [4] - removing the table from the scene and
finding connected segments in the remaining point cloud.

In the current work, we return to the proto-object concept
and segment and sonify multiple proto-objects in real-time
based on sharp changes in the orientation of surfaces in an
object, anticipating that their collective sound should help
identify the object from which they are made. However, we do
continue to filter out large planes, typically constituting walls
and floor, to enable users to focus on object understanding.

B. Segment Tracking

In previous work [4], we were able to sonify an object
by segmenting each new frame and playing a short sound
interpolated from the previous sound. Since frames are re-
ceived approximately every 3—105, and each frame is treated
independently, we could only play sounds with a structure
lasting %3. Moreover, because we sonified one segment/object
at a time, we did not face problems with segments being
confused with each other. However, in the present work we
use improved kinds of sonification, in which sounds can last
for several seconds, and we sonify multiple segments. We
need to keep track of the identity of correct segments over
multiple frames. Our approach is to keep the segmentation
part of our pipeline but to associate segments over time using
combinatorial optimization.

Figure 2 shows an ideal output of the tracker’s data
association. Due to noise, the sensitivity of camera to some
materials, and the sensitivity of the segmenter to thresholds,
objects might be segmented in different ways over time and
the order in which segments are output from segmenter can
change arbitrary from frame to frame. As can be seen in Figure
2 one segment (e.g., C) can split (into G and H) and two
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Figure 3. The proposed approach to shape sonification including internal
contours. Top: The 3D object face, and selected superimposed internal
contours from top to bottom (A,B,C). Bottom: corresponding waveforms;
combined, an entire waveform can be constructed.

segments (e.g., A and B), can merge (into F). Our tracker
handles merging and splitting by amalgamating close segments
if the amalgamated segment matches a previous segment well.
This is essential because appearing and disappearing segments
lead to ambiguous and confusing sound.

Our data association approach evaluates each set of asso-
ciations based on a cost function, which takes into account the
distance between centroids and the first moments of segments.
These features are simple, fast to compute and sufficient for the
task at hand. After generating possible associations and eval-
uating them, the association with best cost is selected, track-
IDs are allocated and segments are sent to the sonification
subsystem.

C. Sonification

The sonification subsystem takes as input the segments
extracted by the segmentation and their IDs as applied by
the tracking. It keeps track of which segments (IDs) are new,
which have previously been seen, and which have disappeared.
The cleanest sound was produced not by adjusting the sound
over time but instead reproducing the sound associated with
the segment as seen in the frame in which the sound started
playing. Once a sound is finished playing, the segment can
be sonified again. As long as an object is visible, the 3D
location of the sound is updated according to the present
centroid of the object and the initially calculated waveform is
fed incrementally to the sound rendering subsystem in such
a way as to minimize delay and artifacts, by tracking the
expected frame-rate. If an object stops being visible its sound
is faded out over the period of a frame (roughly%s).

We use two approaches to generating the waveforms used
in the sonification: “external” and “internal” contour.

1) External Contour: This approach [5] works on the 2D
organized point cloud extracted from each segment. This is
essentially a calibrated depth image containing a channel for
each of z, y and z coordinates. Point clouds remain organized
in a 2D array even after segmentation and tracking in order to
maintain our high frame-rate. The organized point cloud for
each segment is a cropped window around the segment with
a mask defining the segment shape.

The external contour approach works by tracing the outline
(external contour) of the object in the organized point cloud
to create a carrier wave which is subsequently frequency and
amplitude modulated; the modulation is done by scanning the
object top-to-bottom and using the width of the object at each
vertical location to modulate the carrier [5].

2) Internal Contour: Gholamalizadeh et al. [5] discovered
that the lack of interior shape information (inside the ex-
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ternal contour) was one drawback of the direct sonification
method compared to the indirect (recognition-based) method.
We attempt to rectify that by extracting information about
both external and interior contours of the segment/object to
be sonified. The new method is visualized in Figure 3. The
object is scanned top to bottom, and for each row of points
(essentially a row of pixels), the object depth at each point
becomes a sample in a waveform. Interpolation is done to
increase and decrease the frequency/speed of the wave. Thus,
the frequency of the sound will depend on the width of the
object as it is scanned top-bottom and the exact shape of
the waveform produced will depend on the horizontal cross-
sectional shape of the object.

Important caveats are attached to the current instantiation
of this approach. Firstly, it was planned that depths in the
object be produced relative to the average depth of the object.
However, for an object with no significant internal contours,
such as a flat surface facing the camera, this produces no
sound. We could normalize the amplitude of the wave but
this then vastly amplifies noise. So instead of relative depth
of each point, we use the depth from the camera center to the
point. However, the depth to the camera greatly overwhelms
any other value and produces essentially a square wave no
matter the shape of the object. Thus, in order to transmit
internal contours to the user, in addition to the above-described
scheme, we average multiple rows of the object and use the
resulting averaged 1D array to do amplitude modulation of the
object while the relevant part of the object is being sonified.
This results in a consciously discernible oscillation in the wave
that serves to encode cross-sectional shape.

IV. TRAINING AND EXPERIMENTS

We investigated the ability of users to localize and recog-
nize objects in a restricted indoor physical scenario, comparing
internal and external contour shape sonification approaches.
For this purpose, we designed an experiment involving both lo-
calization and recognition tasks, where each of 10 participants
(mean age 25, 9:1 male/female ratio) participated in either an
ABA or BAB experiment. Due to the experimental nature of
the prototype, we only worked with sighted individuals. 50%
of participants had experience with a previous iteration of the
system. Half of participants used the system with internal
contour sonification (A), followed by the external contour
sonification (B), and again the internal contour sonification
(A). The other half of participants used the external (B) then
internal (A) then external contour based sonification (B).

The main idea behind conducting ABA/BAB experiments
is to investigate the order effect of conditions [9]. Since we
have limited time with each participant as well as a limited
number of participants, we wanted to evaluate both conditions
with each participant - moreover, random-sample based ex-
periments require an order of magnitude greater sample size
compared to matched experiments. We also want to analyze
the effect of experience with the system on performance.
Before conducting each of the three tests in the ABA or BAB
sequence, an independent training session was conducted. In
each test, participants are asked to first localize a single object
in their near environment and then recognize it.

For the localization task, blindfolded users were asked to
localize an object placed in one of six possible locations by
walking and pointing. A map of the environment and possible
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Figure 4. Map of the experiment room with six possible object positions.
LN: left near, LF: left fat, CN: center near, CF: center far, RN: right near,
RF: right far, H: Home location of the participant.

locations for objects is in Figure 4. After the localization task,
users were asked to use the system to recognize the object.

Six arbitrary objects with disparate shape, size and com-
plexity were chosen as an initial challenge to the capability of
our sonification method. The objects and output of segmenter
for each object are illustrated in Figures 5 and 6, respectively.

Next, training and test protocols are described.

A. Training sessions

The training protocol was exactly same for both encoding
approaches (internal and external). First, a short verbal expla-
nation of the system, encoding approaches, and the rules for
experiments were given by the experimenter; this took five

Figure 5. Set of objects used in experiments.

Figure 6. Segmented 3D images obtained from the objects in Figure 5.
Top-left: plant, Top-middle: box, Top-right: drawer, Bottom-left: stool,
Bottom-middle: ball, Bottom-right: bucket.
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minutes. Then, three objects, namely box, drawer and bucket
were placed in locations LF, CF and RF and participants were
allowed to familiarize themselves with the system with open
eyes, look at the objects from different view points, and listen
to the sounds on the headphones; this took 12 minutes. Then,
five minutes of training were allocated to learning about the
localization task, where users were instructed to stay in the
home location, scan the environment from left to right and
down to up, walk towards objects and localize them. During
all training sessions, users were allowed to move the camera
freely with their hand, which was more comfortable for all
users. They could see the output of the tracker on the computer
display (as with Figure 6) and were suggested to also listen
to the sound with closed eyes. After the first set of objects, a
second set of objects - plant, stool and ball - were provided
in locations LF, CF and RF, respectively. After learning with
both sets of objects, users were allowed to interact freely with
all objects placed at locations that they requested, for up to
six minutes. As such, the maximum allowed training time for
each test was 5+ 12454 12 4+ 5 4 6 = 45 minutes. These
durations were selected considering the trade-off between our
unpaid participants’ time and the need to test our system with
experienced users. The amount of time used to train with the
system in these experiments is low compared to that which
would be expected if the system were to be used day-to-day.

B. Test sessions

In test sessions, one randomly selected object was placed
in a randomly selected location and blindfolded participants
located at the home location were given three minutes to
walk towards the object and localize it by pointing. Here,
six trials with six different objects were conducted with each
participant, plus an extra unrecorded trial with a random object,
conducted to prevent the participant from guessing the object.
Localization performance was evaluated as precise, poor or
failed and participants were informed about the correctness of
their answer. Precise localization meant the participant was
able to point to the center of the object, poor localization
meant the participant could point to the boundary of the object,
and a failed localization meant the participant was unable to
find the object. In the case of poor localization or failure, the
experimenter helped the participant to precisely localize the
object for the recognition phase of the test.

After localization of each object, participants were given
two minutes to move the depth camera around the same object,
listen to its sound and identify it. The experimenter then gave
the correct answer, as participants were invariably curious
considering their limited experience with the system during
the training. The use of our ABA/BAB protocol controlled for
the effect of experience during testing.

V. RESULTS

A. Localization performance

Figure 7 illustrates results of ABA and BAB experiments
on the localization task for all participants. The internal
approach with 73.3% precise localizations, 23.3% poor local-
izations and 3.3% failed localizations showed a similar per-
formance to the external approach with 66.6% precise, 26.6%
poor and 6.6% failed localizations (unpaired T-test, N = 15,
p = 0.31). Localization performance for internal-external-
internal and external-internal-external experiments increased
by 22% and 30%, from the first to third test, respectively.
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Figure 7. Results of ABA and BAB experiments for localization
performance of all participants. Top: internal-external-internal order. Bottom:
external-internal-external order. The black regions specify percentage of
precise localizations and the shaded regions specify poor localizations.

For some objects, like plant, stool and bucket, the system
had difficulty in detecting the objects when in distant locations
like LF, CF or RF and when the user was at H. In these
cases, participants tried to take a step forward and scan the
environment again until they could find something. On the
other hand, our system could detect the ball, drawer and
box from the home position without a problem. For both
approaches, participants reported that they had difficulty in
localizing the drawer, because the large size of drawer created
confusion. Therefore, the average localization time of drawer
in both approaches was more than the average localization time
for other objects. Moreover, among all experiments participants
hit the object three times (1.6% of experiments); in two cases
the object was the drawer and in one case bucket.

The system generated noisy sounds when the camera
pointed at the walls and windows surrounding the test envi-
ronment. In first training and then testing sessions, participants
were confused when the system sonified segments related to
part of the wall or window. Later, in the second and specially
third tests, most participants showed that they can distinguish
those noises, and they tried to change camera view to eliminate
the noises and focus on the object.

B. Recognition performance

Results of ABA and BAB experiments for recognition
performance of all participants can be seen in Figure 8. For the
recognition task, results are independent of the order of condi-
tions, with 4.7% improvement for internal-external-internal ex-
periment and 8.3% deterioration for external-internal-external
experiment, from the first to third test.

The internal contour approach, with an overall accuracy of
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Figure 8. Results of ABA and BAB experiments for recognition performance
of all participants (Pn: participant number n). Top: internal-external-internal
order. Bottom: external-internal-external order.

73%, did not show a significantly different performance from
the external approach, with overall accuracy of 77% (unpaired
T-test, N = 15, p = 0.58). Recognition accuracy showed
individual differences. For example, one of the participants,
who was a musician, obtained an accuracy of 100%, 83% and
100% on external, internal and external tests, respectively.

Participants, for both approaches, were encouraged to try to
understand the logic of the encoding of object sounds. One of
the strategies that participants were using for recognition was
rotating the camera or going to other sides of the object to see it
from different view points. These movements lead to different
sounds for some objects due to the orientation-dependent top
to bottom encoding in both approaches. It was observed that
this cue helped users to distinguish between box and bucket in
both approaches, and ball and stool in the external approach.
Additionally, the other cue that was used heavily by users was
the number of played sounds. By viewing some objects from
different views, a different number of sounds could be heard.
For example, by viewing a box from the front, just two sounds
could be heard (one for the top segment and one for the side
segment), whereas by viewing the same box from the side,
three sounds could be heard (one for the top segment and two
for side segments). On the other hand, for the ball and stool,
just one sound could be heard. In the internal approach, some
participants reported occasional interference of sounds of an
object with multiple segments like box and bucket, making it
hard for participants to distinguish number of segments. This
led participants to confuse the stool with box and bucket. We
attribute this effect to the square-wave nature of the internal
contour encoding method we currently use.

For both approaches and for all objects, participants were
able to successfully identify objects most of the time, as can
be seen from the bold numbers in Table I. The two objects
with the best recognition accuracy in both approaches were
plant and ball, with 93% and 100% accuracy, respectively.
The plant is distinctive because of a high number of segments
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TABLE I. CONFUSION MATRICES FOR OBJECT RECOGNITION
EXPERIMENTS. NUMBERS ARE PERCENTAGES (N = 15).

Internal Response
approach plant box | drawer stool ball | bucket
- 1 2
plant 933 65
2 2 2
box 60 635 635 2635
— | drawer 20 662 133
<
E} 1 1 1
£ stool 333 40 135 135
< ball 100
. 2 2 2
bucket 65 65 8635
External Response
approach plant box drawer stool ball | bucket
plant | 931 62
box 40 332 62 20
. 2 2 2
= drawer 65 8635 65
El . 1 2
2 stool 733 265
< ball 100
2 2 2 2 1
bucket 63 63 65 65 733

and the ball because of its size and recognizable contour. As
expected, confusion is seen between objects similar in shape
like box, drawer and bucket, the most confusions occurring
between box and bucket, and also drawer and box in both
approaches. Confusion between stool and ball also arises
because of similarity of the contour of the two objects.

C. Learning and testing duration

Although we allocated a maximum of 45 minutes for
training for each test, results shows that learning and using our
system is possible in a shorter time. In both internal-external-
internal and external-internal-external orders, the training time
of participants decreased from the first test to the third test.
In the internal-external-internal sequence (N = 15), the
average training time for the first test was 23.5 minutes, which
decreased by 47% for the third test; similarly, for the external-
internal-external order (N = 15), time in the first test was
18.8 minutes, decreasing by 64% to the third test. Furthermore,
the average time spent localizing and recognizing each object
decreased from 181s by 22% and from 139s by 26%, from
the first to third test. However, an unpaired T-test (N = 15,
p = 0.48) verifies that there is no significant difference
between internal and external contour in training and testing
time.

D. Questionnaire

After the experiment, users were given a three-question
questionnaire asking them to rate on a scale of one to five
the quality of sound in each approach and the usability of
our system. Most participants reported that they found the
generated sound of the external contour approach (average
score of 3.3 out of 5) more pleasant than the sound of the
internal approach (average 2.6 from 5), most likely due to
the fact that the internal approach always generated roughly
a square wave (see the description of the method above),
though participants acknowledged the suitability of the internal
approach for sonifying the curvature of objects like a ball.
With respect to usability, the average score was 3.2 out of
5, along with feedback that users considered that the system
has usefulness in the current simplified scenario but cannot
guess how it might be used with more objects and in more
unstructured scenarios.
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VI. CONCLUSION

This is the first time that sensory substitution from 3D
shape has been attempted. An internal contour based encoding
method for sonification of 3D objects was presented. This
method is able to encode depth and curvature of objects, and is
compared with our previous external contour based approach.
A data-association based tracking system was introduced to
enable the use of these sonifications in real interactive physical
scenarios.

An ABA/BAB experiment was performed to evaluate the
ability of blindfolded participants in localization and recogni-
tion of different objects, and to investigate order effects and the
effect of experience. Results show similar performance of users
in localization and recognition of objects in both approaches
and quick mastery of the system. The internal approach was
expected to show a better performance in recognition due to
encoding more information but in its current iteration suffers
from an inability to represent a variety of contours and produce
harmonious sounds at the level of carrier wave.

The next steps in this work are developing the internal
encoding to produce more pleasant and informative sound and
exploring more approaches for dealing with background noises
to make our system work in more general scenarios.
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Abstract—Our work is where the Software Engineering meets the
Human Computer Interaction and the End User Programming
to aim for a major breakthrough by making machines pro-
grammable in ordinary and unrestricted language. In this paper,
we provide a solution on how new algorithms can be recognized
and learned from human descriptions. Our focus is to improve
the interaction between humans and machines and enable the end
user to instruct programmable devices, without having to learn a
programming language. In a test-driven development, we created
a platform that allows users to manipulate spreadsheet data by
using natural language. Therefore, the system (i) enables end
users to give instructions step-by-step, to avoid the complexity
in full descriptions and give directly feedback of success (ii)
creates an abstract meta model for user input during the linguistic
analysis and (iii) independently interprets the meta model to
code sequences that contain loops, conditionals, and statements.
The context then places the recognized program component
in the history. In this way, an algorithm is generated in an
interactive process. One of the result can be the code sequence
for algorithm, like well-known selection sort. We present a
series of ontology structures for matching instructions to declare
variables, loop, make decisions, etc. Furthermore, our system
asks clarification questions when the human user is ambiguous.
During the evaluation, 11 undergraduate students were asked to
solve tasks by using natural language, and describe algorithms
in three classes of complexity. Overall, the system was able to
transform 60% of the user statements into code. Far from perfect,
this research might lead to fundamental changes in computer
use. Rather than merely consuming software, end users of the
ever-increasing variety of digital devices could develop their own
programs, potentially leading to novel, highly personalized, and
plentiful solutions.

Keywords—Natural Language Processing; End User Program-

ming; Natural Language Interfaces; Human Computer Interaction;
Programming In Natural Language; Dialog Systems.

I. INTRODUCTION

Since their invention, digital computers have been pro-
grammed using specialized, artificial notations, called pro-
gramming languages. Programming requires years of training.
However, only a tiny fraction of human computer users can
actually work with those notations. With natural language and
end-user development methods, programming would become
available to everyone and enable end-users to program their
systems or extend them without any knowledge of program-
ming languages. Programming languages assist with repetitive
tasks that involve use of loops and conditionals. This is what
is often challenging for users. Our vision should enable users
to describe algorithms in their natural language and provides
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a valid output by the dialog system for a given description,
e.g., selection sort of a set (See Algorithm 1). This vision
forms the basis for our natural language user interface [1].
Already in 1987, Tichy discussed that Artificial Intelligence
(AD) techniques are useful for software engineering, pointing
out the potential of natural language processing [2] and natural-
language help systems [3].

According to Liberman [4], the main question in the End
User Development area of research is, how to allow non-
programming users who have no access to source code, to
program a computer system or extend the functionality of
an existing system. In our prototype, we decided to address
spreadsheets for several reasons:

e alot of open data available, e.g. Eurostat [5] provides
statistics for European Union that allow comparisons.

e well-known and well-distributed: Microsoft [6] an-
nounced the distribution of Office with 1.2 billion
users worldwide. Furthermore, for humans the data in
a table is easy to understand, complete and manipulate.

In general, spreadsheets have been used for at least 7000
years [7]. Myers [8] and Scaffidi [9] compared the number of
end users and professional programmers in the United States.
Nearly 90 million people use computers at work and 50 million
of them use spreadsheets. In a self-assessment, 12 million
considered themselves as programmers, but only 3 million
people are professional programmers. The created spreadsheets
are not only the traditional tabular representation of relational
data that convey information space efficiently, but also allow a
continuous revision and formula-based data manipulation. It is
estimated that each year hundreds of millions of spreadsheets
are created [10]. Our system consists of two main components:
a user interface that gets natural language expressions from the
user and a linguistic analysis framework. These components
are explained below. This paper is structured as follows.
Section II gives the overview of the current research and
describes our goals. This is followed by the Section III, which
presents the linguistic analysis that generates the meta model
for given descriptions. In Section IV, the interpreter transforms
the meta model to the control flows, conditional and loop
statements. Section V evaluates the prototype and describes
the setup and the results of a user study. Section VI presents
related work in the research areas of programming in natural
language, End User Programming and natural language dialog
systems. Finally, Section VII presents a conclusion of our topic
and future work.
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Figure 1. End user instructions of an algorithm are transformed to the code sequences and executed on a given set of numbers

II. CURRENT WORK AND RESEARCH GOALS

Our work is based on a dialog component implemented
by [11] in 2015. It enables users to interact with our system
and manipulate spreadsheet data via natural language. In
early 2016, the system has been extended with an active
ontology [1][12]. The idea of active ontology was first pre-
sented by Guzzoni [13]. In general, an ontology is a formal
representation of knowledge. By adding a rule evaluation
system, a fact store and sensor nodes to an ontology it
becomes an execution environment rather than just a formal
representation of knowledge. In late 2016, the natural language
dialog system has been extended with a machine learning
component, called Interactive Spreadsheet Processing Module
(ISPM) [14]. It is an active dialog management system that
uses machine learning techniques for context interpretation
within spreadsheets and connects natural language to the data
in the spreadsheets. First, the rows of a spreadsheet are divided
into different classes and the table’s schema is made searchable
for the dialog system. In the case of a user input, it searches
for headers, data values from the table and key phrases for
operations. Implicit cell references like ’people of age 18 are
then resolved to explicit references using the schema. Using the
ISPM, end users are able to search for values in the schema of
the table and to address the data in spreadsheets implicitly, e.g.,
What is the average age of people in group A?. Furthermore,
it enables them to select and sort the spreadsheet data by
using natural language for end user software engineering, to
overcome the present bottleneck of professional developers. In
December 2017, we presented an overview about our current
work in [15]. Therefore, we provided more details for the
achieved design and implementation steps of our prototype.

In our current work, users describe algorithms (cf. [16])
in their natural language and get a valid output by the dialog
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system for a given description, e.g., selection sort of a set
(See Figure 1). The functionality is aimed at users with
no programming knowledge, as the system enables simple
routines to be programmed without prior knowledge. This
makes it easier for users to get started with programming.
The system also illustrates the relationship between a natural
statement and its code representation (See Figure 1), so it can
also help to understand and learn a programming language.

Task : To sort a sequence of n numbers (ay, ..., an)

1

User Input: the result is a vector. Initially it is empty. Find
the minimal element of the set and append it to the vector.
Remove the element form the set. Then, repeatedly find the
minimum of the remaining elements and move them to the
result in order, until there are no more elements in the set.

1

Algorithm 1 Pseudo code of selection sort.

1: procedure SELECTIONSORT( input as a set of numbers )
2 result <— empty set
3 while input IsNotEmpty do
4: n < length (input) - 1
5: tmpMin < 0
6 for i <~ 0 —n do
7 if input[i] < input[tmpMin] then
8 tmpMin < i
9: Add input[tmpMin] at the end of result.
10: Remove element at index tmpMin from input.

I

Output : A permutation (by,bs, ...,b,) with by < ... < b,
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III. LINGUISTIC ANALYSIS

In early 2017, we have done first steps on loops and
conditionals [1]. In this work, we extend these active on-
tologies [1] that represent knowledge about the structure of
natural language in the context of programming instructions
and implementing a meta model layer, our system recognizes
various programming concepts in user input and converts them
into a meta language. The result of the analysis is a tree
structure consisting of objects, whereby an object represents a
recognized concept. These trees are built during the analysis
from bottom up. The object structure contains three parts:
whilelndicator, loopAction, and condition. The following sec-
tions describe the different steps on how our system creates
shown WhileLoop object. Overall, it identifies the routines of
the supported concepts, like statements, conditionals and loops,
and provides functional overview of the linguistic analysis.

A. Reference Detection

The first step of the analysis is reference resolution. End
users can provide the reference to variable as an individual
pseudonym like the word “minimum” in use 5 as minimum.
Furthermore, an implicit reference can be used such as initial-
ize it with 5 (See Figure 2). Dotted lines indicate sensor nodes
which react if one of the attached word or word class [17]
was detected in the input. A red mark around a node points
to a key node which occurrence is essential for the parent
node to trigger. The two inner node types: collect and select
nodes, are marked with ”’C” and ”’S”, respectively. The different
types of nodes have different prerequisites for triggering.
Leaf nodes unleash when a particular word is found in the
input. Collecting nodes trigger when all required child nodes
have been triggered and selection nodes trigger as soon as at
least one child node triggers. When triggered, the recognized
concept is passed on to the parent node as a new object [1].

variableReference (S)

implicitDefinedName | explicitDefinedName (C) | implicitReference

noun, verb, adjectiv {it, its, ...}

i namelndicator name

all words

{called, named}

Figure 2. Ontology structure for variable references.

Detecting references to a quantity builds on the previ-
ous structure. Decisive for the recognition are descriptions
of characteristics (setIndicator) which are linked to a
variable reference. The simplest indicator is the occurrence
of a size reference like the word length. In connection with
a variable reference the presence of a reference to a quantity
can be assumed. Another indicator is the detection of index
referral. It’s based on the identification of the explicit index as
a constant number or reference (See Figure 3).
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setReference
| setIndicator

indexReference

firstElement

firstWord = first”
valuelndicator = ,value”

—-I indexNameConnector = ,,of“ |

variableReference
implicitDefinedName = ,,input” |

Figure 3. Result of “set the first element of the input to 0”.

B. Statements

Built on the of reference recognition, declarations and
actions are recognized by the linguistic analysis.

1) Declarations: In general, a new variable is defined
explicitly by its name and a type. It is important to know that
the type is not describing the data type, but the type of the
variable, i.e., whether it’s a simple variable or a set. In order
to deal with formulations of the form “create a new set”, the
specification of a name is optional. If no name is found for
the new variable, the system assigns one.

2) Actions: The current version of the system supports
three types of actions, namely assignments, remove and add
operations. All actions have the commonality that they have a
direction. This is determined by the preposition and the verb
used. On the basis of this information, the analysis can indicate
which reference is the target and which is the parameter of the
action. The set-up is the same for all actions and should be
displayed on the basis of the assignment A possible entry for
an assignment is the following “take the first value from the
input as minimum”. By the preposition “as” in combination
with the verb "take” the analysis assumes that the target of the
allocation is on the right side of the preposition. Therefore, the
tree in Figure 4 is the output of the analysis. The other actions
are also recognized according to this procedure.

allocation

—vl lestAsRightIndicator = , take” |

setReference

valuelndicator = ,value”

—-l indicatorNameConnector = ,from* |

variableReference
lestToRightDirection = ,as” implicitDefinedName =, input”

allocationTarget
variableReference

implicitDefinedName = ,,minimum* |

Figure 4. Result of the node allocation after the analysis of the entry
“take the first value from the input as minimum”.
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C. Conditionals

Control structures such as looping and branching are essen-
tial elements of algorithms. By considering such concepts in
the linguistic analysis, more complex algorithms like selection
sort can be implemented with the system. As some control
structures require the recognition of conditions, the logic used
for this purpose should be briefly presented here. In general,
a condition defies a property of a reference. Depending on
the type of reference, different conditions can be set. In
this work, a condition can be set for a simple value, a
quantity of values and a quantity reference. Figure 5 shows
the classification of the conditions. In a first subdivision,
a distinction is made between conditions which relate to a
single reference (singleValueCondition) and the com-
posite condition (multipleValueCondition) which is
the combination of several conditions by a conjunction such
as ”and” in ”’x is less than 3 and y is equal to 5. Furthermore,
the individual conditions differentiate between statements that
assign a condition to a value (singleCondition) and
those with several premises for a value (conditionChain).
The child nodes of singleCondition represent the three
supported types of a condition. 1imitedValueCondition
recognizes statements that compare two values. Conditions
which relate to a quantity, e.g., ”If the result is empty” are
identified by setConstrain. setCondition recognizes
the requirements of a property for certain elements of a set,
such as ”if all elements of the result are greater than 4”.

condition (S)

multipleValueCondition (C) |

| singleValueCondition (S) |

| conditionConnector (S) |

singleValueCondition (S) |

| singleCondition (S) | | conditionChain (C) |

setCondition (C) | | setConstrain (C) | | limitedValueCondition (C) |

Figure 5. Ontology structure for the different conditions.

1) Single Value Condition: Assuming the input is “check
if the result is less than 5”. It is obvious that the user
wants to check whether the value of the field “result” is
less than the constant value 5. Analogously, it would also
be conceivable to require equivalence or greater than 5. Of
course, negated expressions such as “when the result at least
3 is not equal to minimum” must be recognized. For this
purpose, a negative prefix, like “not”, is searched for in the
input. The constantValueOrReference node is repre-
sented a all previously discussed ways to reference a single
value or a variable. Because of its identical structure, the
containRelation is also part of this type of condition.
The only difference is that a keyword such as “contain” is
searched instead of the requested comparison operator.

2) Quantifier Condition: With these kind of conditions,
formulations such as “check if all elements in the input
are greater than 5” or ”if any element of the input is
smaller than 0” are correctly recognized Since the set ref-
erence to be checked is identified by the setCondition
node, only the value has to be found in the subtree of
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singleValueConditionWithoutLoop instead of the
value and the reference to be checked for the comparison.
The already known structure of possibleRelation and
valueLimit remains unchanged.

3) Constraint Condition: Entries such as ”if the input
contains any element” are handled by the setConstrain
node. It is thus possible to check whether a quantity reference
contains elements or not.

4) Condition Chain: The condition chain is a special
compound condition, which requires several properties from
a single reference. The decisive factor here is that only the
first requirement has an explicit reference to the field to be
examined. A possible input would be “if x is less than 5 or
equal to 10”. Instead of whole conditions, operators can also
be linked. An example of this is the input ”if x is smaller or
equal to 4”. In contrast to the linking of several conditions,
only the last operator has an explicit reference to the limit.

D. Loops

In order to repeat an action, the user can link it to a
condition or specify that it should be executed for each element
of a set. Hence the analysis detects both for and while
loops. The result of the ontology for a recognized for loop
can be seen in Figure 6. Similarly, the result for the input
“repeat all steps until the input is empty” will be computed.

forLooplIndicator

foreach
eachWord = ,,all”

iteratingField

valuesindicator = ,elements” |

prefixReferenceConnection =, from“ |

variableReference =, input” |

Figure 6. Result of the node forLoop after the analysis of the entry “visit
all elements from the input”.

E. Branches

Analogous to the branching in programming, the input is
checked for conditional actions and possible alternatives. In
fact, the system is able to trace and identify such user input
like ”if there is a value less than the minimum in the input use
it as minimum”.

F. Temporal Actions

Temporal actions are actions with an individual desired
location. Both explicit position data and the definition of a
temporal relationship to another action are taken into account
during the analysis. As an explicit position, the start and
end of the description is currently supported such as “at the
beginning initialize the output with 0”. The assignment of a
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temporal relationship requires, in addition to the action to be
placed (action), the specification of a conjunction (after,
while, before) and an anchor point (anchor). As an action or
anchor point, the analysis allows both action descriptions, as
well as concrete actions or references to earlier instructions.
To identify the described component, the analysis looks for
matching verbs and adds the corresponding section in the input
as a description. It does not matter which action is already
present in the program sequence and which is to be rearranged.
This task is done by the interpreter. A possible entry for a
temporal action would be “add minimum to the result after
removing it from the input”.

IV. INTERPRETER

In the following, the further processing of the object struc-
ture outputted by the ontology will be presented. The abstract
process is shown in Figure 7. The successive processing steps
are now to be considered in more detail.

| Objectstucture from AO |

!

| Assign to a service |

!

| Resolve references |

l

Create a new object from the type
of the detected programming action

l

Insert into program flow

Figure 7. Abstract process in the Interpreter.

A. Interpreter Services

The transformation of the recognized concept was imple-
mented with a micro service architecture. Every recognized
programming concept has its own service, which knows what
information is necessary for the transformation. In Figure 7, the
result of the ontology is passed to the appropriate service on the
basis of the detected action. The purpose of the services is to
transform the existing information into an executable action.
Regardless of the recognized statement, the main task is to
resolve the specified references. After that they have to be
linked to the action. For this purpose, a new object of the type
of the action is generated and the resolved references are used
(Section IV-D).

B. Reference Resolving

Similar to the organization of the detected actions, the
references are also assigned to a service according to the
recognized type. From the description of the linguistic analysis,
three types are possible: constants, quantity references, and
simple variable references. When searching for references,
different information can be provided. Basically, the name of
the reference or the indication that it is an implicit reference
and the allowed field type must be given. Optionally, the
required data type can be transferred. This is determined by
the datatype of the first resolved reference. In the event of a
directed action, this takes the assigned value. In addition to
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the data type, information can also be given as to whether
the target is an action. All information is then processed by
the context. This searches all currently available variables in
the program code and returns the most likely reference. The
distance to the current position in the code is taken into account
as an additional quality criterion if the name is not explicitly
mentioned. In these cases, if no existing reference can be
assigned, it creates a new field with the data type of the
assigned value. The procedure of resolving a target reference
is shown in Figure 8.

| Field type + Reference word + Data type |

-

| Ask context for existing variable

No existing object found

| Existing object

| Create new field with provided informations found

Return object as the result of the reference
resolution

Figure 8. A reference resolution specified as the target of a directed action.

C. Context

The context module is the brain of the system and knows
both the program sequence as well as the current position in
it and offers functions to search for elements in it. Similar
to [18], we solve an ordering problem that arises in natural-
language programming. End users provide expressions involv-
ing “before”, “after”, while”, at the end”, and others. Our
module represents the interface to the current excel document
and thus allows the access to cells or area therein. It also knows
the statement history and has a semantic understanding of the
program code. This means that it knows at which position
something was inserted last and what consequences this has
on the accessible variables. Therefore, assigning an existing
object in the program to a specified reference is an important
task of the context. The procedure for resolving field references
is shown in Figure 9. This function is called by the respective
services as required.

reference is name N
Reference Word + Field Type Search reachable field
with given name and type
Return founded object

reference is implicit

Search recently used field no hit or not reachable Search reachable field
with given type with given type

Figure 9. Sequence for resolving a reference in the context.

D. Data structure

The foundation on which both the context and the service
structure work is a data structure which represents an object-
oriented illustration of a programming language. Program
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sequences, actions, control structures and fields are imple-
mented as classes. Functions are implemented as program
sequences and contain references to the instructions placed
in them. Analogous to this, control structures are constructed,
which, depending on the type, additionally have a condition
(branches or while-1loop) or a reference to a quantity
(for—1loop). Actions define a processing rule and have appro-
priate references to fields that are necessary for execution. Ac-
cording to this concept, a program sequence can be represented
as an object tree. The advantage of this implementation is
the simple management and expansion of a resulting program
sequence. Finally, in order to display the program code of the
detected algorithm, each of the classes defines a method which
dynamically generates the pseudo code of it. The execution is
implemented in the same way. Each program component can
be executed atomically. As a result of the structure as a tree, the
entire program sequence can be drawn or executed by calling
the respective method of the root object.

V. EVALUATION

In order to be able to make a statement about the quality
of the system, the user study should be considered in addition
to the unit tests carried out during the implementation.

A. Unit Tests

Due to the high complexity and complex dependencies,
the active ontology was implemented with the process of test-
driven development. The identification of individual concepts
is ensured by a total of 132 defined entries. This results in a
test coverage of 86%. The tests check whether the ontology
delivers the expected output to an input. 57 test cases verify
easy to recognize instructions, such as definitions, actions
and unconditioned loops. 39 tests check the identification of
various conditions. 36 defined inputs test the ontology for the
detection of more complex instructions such as linking an
action to a loop or condition.

In addition to the assurance of the functionality of individ-
ual concepts, complete algorithm descriptions are also tested
by unit test. The following description of the switching sort
algorithm shown in Algorithm 2 is tested.

Algorithm 2 Pseudo code of switching sort.

1: procedure SWITCHINGSORT(input)

2 n < length(input) — 1

3 for : < 0 — n do

4 for j < 0—ndo

5: if input[j] > input[j+1] then
6: tmp « input|[j)

7 input[j] < input[j + 1]
8 input[j + 1] < tmp

In contrast to the above mentioned tests, the result of the
ontology is not checked here, but the algorithm developed
in the description has to sort a quantity of positive natural
numbers. Thus, the function of the long-term memory and its
interaction with ontology is ensured. In summary, the basic
functionality is assured with the unit tests and at the same
time it is shown that the system is able to process defined
natural inputs correctly.
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1. check if any element of the input is higher than the
next element”

2. save it in an auxiliary variable”

3. ’then the actual value should be set to the value of
the next element”

4. 7set the next element to the value of the auxiliary
variable”

5. 7do this for each element of the input”

B. User Study

In order to gain an impression of the reliability of the
system in relation to unknown and unrestricted formulations,
a user study with a total of 11 participants was carried out.
The participants were undergraduate computer science students
and non-native English speakers. With six people, more than
half of the participants described themselves as beginners in
programming skills. Five participants described their skills
at least as advanced. Seven of them have never used our
system before. Four of the participants have already used
previous version of our prototype in evaluations earlier. We
were afraid that the prototype experts could sophisticate our
evaluation results. At the end, they struggled the most during
the evaluation trying to use our system in the old way, with
old natural language structures.

1) Setup: The tasks of the study cover both the recognition
of individual concepts as well as the processing of whole
algorithm descriptions. In the first part the participants were
asked to submit atomic descriptions of the supported pro-
gramming elements. These includes definitions, assignments,
conditions and loops. The second part again contained two
tasks. In the first, the users should construct a process to find
the largest element in a set of numbers and then write a step-
by-step description of this on paper. The second task involved
the pseudo code of a switching sort algorithm and claims
the realization of this with the system. The reason for this
subdivision is the insights that can be gained later. Interesting
questionnaires are, for example, what influence the answer
and the preview of the algorithm have on the course of the
description and the achievement of the target.

2) Results: For a better overview of the results, the sup-
ported concepts were divided into three complexity classes.
The tasks below are listed and assigned to the respective
classes. Instructions describing a class three action are most
difficult to detect.

1. Declarations, actions and for-loops:
o  Assigning a cell reference to a variable
o Remove a value from a quantity
o  Save the value of a reference into a cell refer-
ence
o Iterate over all elements of a quantity
2. Conditions and while-loops:
o Check whether the value at a given position of
a quantity is equal to 5
o  Check whether the value of a variable is al-
ready contained in a set
o Do something until a given quantity is empty
o  Check if the value of a variable is less than
three or greater or equal to five
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3. Conditioned actions and conditioned loop action:

o If the value of a variable is smaller than five
write it to A3 otherwise store it into B3.

o Remove all elements less than three from a
quantity

Most of the tasks listed are code excerpts which have to
be described. Figure 10 shows how reliable descriptions in the
respective complexity classes have been correctly recognized.
On average, the rate of detection of individual descriptions is
60%. It was noticeable in the analysis of the unrecognized
inputs that many of the description could not be recognized
due to the use of an unknown synonyms. For this reason,
the descriptions were re-evaluated, this time replacing one
word with a synonym. This time, a detection rate of 74% was
achieved. A comparison of the individual classes is shown in
Figure 10. The reason for the, in comparison to the other,

o - 59% 59%

Complexity Class 1 Complexity Class 2 Complexity Class 3

M Current success rate Success rate after adding synonyms

Figure 10. Result of the study for the individual complexity classes
with and without synonyms

bad recognition rate in class three was that at the current time
side additions are not considered. Therefore, no improvement
could be achieved by taking synonyms into account. An input
of complicity class three that could not be detected in the
evaluation is “remove all elements from input which are
smaller than 3”. The condition is placed in a clause by using
the phrase “which are”. For the ontology, the distance between
the referenced field name “input” and the condition is too large
and therefore no relationship is detected. If the condition would
be listed without a clause, as in “remove all elements from
input smaller than 37, the input would have been correctly
recognized.

In evaluating the results of a maximum-finding procedure
given on paper, only two could be processed and executed
correctly. Amazing after this modest success rate was that
in implementing a switching sort algorithm with the system,
seven out of eleven descriptions could be correctly processed
and executed. From this contrast, the advantages of a dialog
system and user feedback can be inferred. While this result
demonstrate that our system is far from perfect it also shows
that it is possible to correctly recognize programming instruc-
tions in natural language without restricting them beforehand.
Knowing that nearly half of the unsolved tasks stemmed from
unknown synonyms which are easy to fix the results we
achieved are auspicious.
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VI. RELATED WORK

The idea of programming in natural language was first
proposed by Sammet in 1966 [19], but enormous difficul-
ties have resulted in disappointingly slow progress. One of
the difficulties is that natural language programming re-
quires a domain-aware counterpart that asks for clarification,
thereby overcoming the chief disadvantages of natural lan-
guage, namely ambiguity and imprecision. In recent years,
significant advances in natural language techniques have been
made, leading, for instance, to IBM’s Watson [20] computer
winning against the two Jeopardy! world champions, Apple’s
Siri routinely answering wide-ranging, spoken queries, and
automated translation services such as Google’s becoming
usable [21][22]. In 1979, Ballard et al. [23][24][25] introduced
their Natural Language Computer (NLC) that enables users to
program simple arithmetic calculations using natural language.
Although NLC resolves references as well, there is no dialog
system. Metafor introduced by Liu et al. [26] has a different
orientation. Based on user stories the system tries to derive
program structures to support software design. A different
approach regarding software design via natural language is
taken by RECAA [27]. RECAA can automatically derive UML
models from the text and also keep model and specification
consistent through an automatic feedback component. A lim-
ited domain end-to-end programming is introduced by Le.
SmartSynth [28] allows synthesizing smartphone automation
scripts from natural language description. However, there is
no dialog interaction besides the results output and error
messages. One of the last research results have been presented
by Wang [29]. They created a convenient natural language
interface to perform user tasks. The system uses grammar rules
that format natural language into a formal language. However,
it is familiar with the pattern matching prototype that we have
presented in late 2015 [11].

Paterno [30] introduces the motivations behind end user
programming defined by Liberman [4] and discusses its basic
concepts, and reviews the current state of art. Various ap-
proaches are discussed and classified in terms of their main
features and the technologies and platforms for which they
have been developed. In 2006, Myers [8] provides an overview
of the research in the area of End-User Programming. As he
summarized, many different systems for End User Develop-
ment have already been realized [31][32][33]. However, there
is no system such as our prototype that can be controlled with
natural language. During a study in 2006, Ko [31] identi-
fies six learning barriers in End User Programming: design,
selection, coordination, use, understanding and information
barriers. In 2008, Dorner [34] describes and classifies End
User Development approaches taken from the literature, which
are suitable approaches for different groups of end users.
Implementing the right mixture of these approaches leads
to embedded design environments, having a gentle slope of
complexity. Such environments enable differently skilled end
users to perform system adaptations on their own. Sestoft [35]
increases expressiveness and emphasizing execution speed of
the functions thus defined by supporting recursive and higher-
order functions, and fast execution by a careful choice of
data representation and compiler technology. Cunha [36] real-
izes techniques for model-driven spreadsheet engineering that
employs bidirectional transformations to maintain spreadsheet
models and synchronized instances. Begel [37] introduces
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voice recognition to the software development process. His
approach uses program analysis to dictate code in natural
language, thereby enabling the creation of a program editor
that supports voice-based programming.

NLyze [38], an Add-In for Microsoft Excel that has been
developed by Gulwani, Microsoft Research, at the same time as
our system. It enables end users to manipulate spreadsheet data
by using natural language. It uses a separate domain-specific
language for logical interpretation of the user input. Instead of
recognizing the tables automatically, it uses canonical tables
which should be marked by the end user. Another Gulwani’s
tool QuickCode [39] deals with the production of the program
code in spreadsheets through input-output examples provided
by the end user [33]. It automates string processing in spread-
sheets using input-output examples and splits the manipula-
tions in spreadsheet by entering examples. The focus of his
work is on the synthesizing of programs that consist of text
operations. Furthermore, many dialog systems have already
been developed. Commercially successful systems, such as
Apple’s Siri, actually based on active ontology [13], and
Google’s Voice Search [40][41] cover many domains. Refer-
ence resolution makes the systems act natural. However, there
is no dialog interaction. The Mercury system [42] designed by
the MIT research group is a telephone hotline for automated
booking of airline tickets. Mercury guides the user through
a mixed initiative dialog towards the selection of a suitable
flight based on date, time and preferred airline. Furthermore,
Allen [43] describes a system called PLOW developed at
Stanford University. As a collaborative task agent PLOW can
learn to perform certain tasks, such as extracting specific
information from the internet, by demonstration, explanation,
and dialog.

VII. CONCLUSION AND FUTURE WORK

In this paper, we presented our work on a natural user
interface which enables the end users to program in natural
language. Based on active ontologies, programming concepts
such as loops, conditionals and statements can be recognized
in the analysis of the natural input. A meta model of the
recognized concept, which contains relevant information, is
then forwarded to the interpreter service provider. Here, the
meta model is transformed into the target data structure with
the help of a contextual knowledge. This corresponds to
the object-oriented representation of a simple programming
language. The context finally places the recognized program
component in the history and informs the user of the detected
action by updating the pseudo code. In this way, an algorithm
is generated in an interactive process step for step, which can
also be executed at the user’s request.

In the evaluation of the prototype it was shown that the
system is able to perform the required tasks. However, there
is still a lot of work on our system needs to be done. The goal
is the independent expansion of the language domain based
on the basic vocabulary by means of a dialog system. In the
following, such functions, algorithms, control structures and
definitions to be recognized are summarized under description.
The aim of this work is to ensure that system recognizes
the synonyms entered by the user from a known description,
learns it, assigns it to the known descriptions and saves it in a
user-specific dictionary. This is intended as a local long-term
memory for future input. Current work enables end users to
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describe algorithms and create code sequences as functions.
Next step is to enable object-oriented programming [44].
Based on this, end users will also be able to interact with
already existing objects, e.g., Excel tables, images, graphs, but
also external connections, such as connecting to SQL tables.
Such objects should be addressed directly and manipulated by
natural-language input. In this case, our system analyzes big
data and allows requests from different resources like tables,
charts, and databases. End users could ask for information in
their natural language that cannot be looked up in one step by
the human.

Ordinary, natural language would enable almost anyone
to program and would thus cause a fundamental shift in the
way computers are used. Rather than being a mere consumer
of programs written by others, each user could write his or
her own programs [45]. However, programming in natural
language remains an open challenge [22]. With natural lan-
guage, programming would become available to everyone. We
believe that it is a reasonable approach for end user software
engineering and will therefore overcome the present bottleneck
of IT proficients.
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Abstract— The work presented here is born of our extensive
experience evaluating the usability of user interfaces and
observing that some traditional methods need to be updated
and improved. Here, we focus on the Heuristic Evaluation
(HE) technique. It is one of the important topics in Human-
Computer Interaction (HCI) when talking about usability
evaluation. Different research works have been discussing the
effectiveness of the current HE, but it is important to improve
its effectiveness. A substantial improvement is presented,
consisting of: (i) a new list of principles for evaluating any
interface, (ii) a set of specific questions to be answered when
analysing every principle, (iii) an easy rating scale for each
question, and finally, (iv) a method to obtain a quantitative
value, called the Usability Percentage. It gives a numeric idea
about how usable the evaluated interface is. An experiment by
a group of experts helped to validate the implications of the
proposed solution.

Keywords-usability; evaluation; heuristics; principles; user
interface; human-computer interaction.

L INTRODUCTION

Heuristic Evaluation (HE) is one of the most widely used
methods for evaluating the usability of an interactive system.
This technique became the most popular user-centred design
approach in the 1990s but has become less prominent with
the move away from desktop applications [3]. It is an
effective method to assess User Interfaces (UI) by taking the
recommendations based on User Centred Design (UCD)
principles. These recommendations come in terms of design
principles, heuristics, guidelines, best practices or user
interface design patterns and standards [1] that are supposed
to serve interface designers and evaluators.

Nevertheless, this technique has some aspects that, if
improved, will increase its efficiency. For example, having
to be concerned with the need for adapting the heuristic set
to the specific features of each interactive system represents
a drawback. Thus, evaluators must combine different
recommendation sources to review the specific application
domain. This involves either choosing Nielsen’s list [10] (the
most well-known and widely used), or a long reviewing
process of guideline collections that inevitably causes
conflicts between various resources [6]. In addition, each set
uses different scoring systems to score the recommendations,
so it is necessary to adjust it in the resulting set.

The process of combining different heuristic sets usually
finishes up with an extensive list of duplicated
recommendations, similar statements using different terms
and potentially conflicting guidelines. A clean-up and
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selection process is then required to provide a reliable,
consistent and easy to use heuristic set [1].

Furthermore, our experience reveals that, when someone
uses Nielsen’s list [10], it is often due to a lack of deep
knowledge about it and, possibly, about the technique itself.
This assertion is based on Nielsen’s statement: “these
principles are broad rules of thumb and not specific usability
guidelines” [10], making the list itself impossible to be used
to evaluate.

Another important aspect to be improved resides in the
qualification method of the principles, providing very
subjective and sometimes confusing final reports; HE
combines the qualitative and quantitative results [12], but the
qualitative results usually take on greater relevance.
Attempts to improve quantitative outputs have been done in
[11[2][9][14][20], among others. Other more ambitious
works, such as work done by Masip et al. [6][7], offered a
full framework that enables a semi-automatic process to
provide the most adequate set of heuristics for each specific
situation. It also classifies the heuristics (defining a User
eXperience degree, UX-degree) in terms of different
constraints and enables an automatic classification of the
problems found (removing the post-evaluation meeting held
by the evaluators) for a better, fuller process. Nevertheless,
the rigorousness of this process makes it so complex that it is
not widely used. Therefore, in this paper, we propose a
substantial improvement in evaluating the usability of user
interfaces, in the form of a new set of heuristics with a new
evaluation method.

The article is organized as follows: Section 2 explains the
sources of information consulted and the revision
methodology. In Section 3, the new set of heuristics proposal
is explained as well the new methodology for evaluating
using it. Section 4 explains the experimentation carried out
for validating the proposals. Section 5 presents our
discussion and Section 6 concludes the article and provides
future work plans.

II.  COMBINING COMMON HEURISTIC SETS

A. Sources consulted

Since Schneiderman, in 1987, established his well-known
Eight Golden Rules of Interface Design [18], and going via
the no less well-known Nielsen's Ten general principles for
interaction design [10] or Tognazzini’s First Principles of
Interaction Design [21], several authors have designed new
sets (usually modifying Nielsen's list and/or adding new
principles to evaluate specific aspects not covered) to help
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user interface designers and/or experts in their goal of
enhancing usability. A complete review of several sets of
usability heuristics created for specific domains by different
authors can be found in [14] (specifically in the appendix A
of this reference).

Nevertheless, the reality (mainly in private companies) is
that when almost everybody refers to evaluate usability or
UX with heuristics they refer to Nielsen's list.

In our case, after more than twenty years of experience
involved in evaluation of interfaces, we decided to take
Nielsen’s and Tognazzini’s lists to do this present work. We
selected only these two because they are well-known
references with unquestionable quality. So, there is no need
to spend much time refining other sets or providing specific
new ones. Moreover, as mentioned before (and confirmed by
our own experience), Nielsen’s list needed something more
specific to be useful. Hence, we decided to complete it by
combining both.

B. Methodology

Inspired by the recommendations found in Rusu et al.’s
[14] and Quifiones’s [13] works, the process followed for
deciding our list of proposal principles was as follows:

1) Revision of the two chosen lists. The first step is to
read carefully all the principles of Nielsen’s and
Tognazzini’s lists. The revision has been done in terms
of understanding the deep meaning of each principle.

2) Compare similarities. As the intention is to get a
compact and complete solution for evaluating all kinds
of user interfaces, we compared all the similarities in
order to merge principles as much as possible.

3) Integrate these similarities. Previous comparison
showed that some principles from both lists are
identical while others are technically the same. The
reader can identify these cases in marked cells (with the
symbol “¢”) in the 2" column in Table 1 TABLE 1.
Also, in this step, we identified some cases from
Tognazzini’s list that can also be joined. The intention
is not to question his proposal, only to have the shortest
list possible without losing its efficiency. These cases
are marked with the symbol “+” in the 4™ column in

Table 1;
reasoning:

the following paragraphs explain the

- “Use of Metaphors” and “Human Interface Objects”
can be considered as a single principle because both
have the objective of creating a mental connection
between the user and an object. The user uses this
object in his/her daily life that is associated with a
functionality of the system.

- “Learnability” and “Anticipation”. In Tognazzini’s

own words, anticipation tries to “bring to the user all

the information and tools needed for each step of the
process”, a characteristic that is directly related with
the learning curve, which defines learnability.
Additionally, both concepts can be understood with

the capacity for minimizing the user's memory load
by making objects, actions, and options visible.
Hence, our decision of proposing the 5™ principle
“Recognition, rather than memory, learning and
anticipation”.
Protecting the work and Saving the user's status can
be grouped together as the purpose is for the user to
continue working from where he was previously
without losing his job. Regardless of whether there
has been an unexpected failure of the system or the
user who has closed the application. The main
difference lies in how to prevent these errors,
depending on whether an application is installed on
the device or is consulted online. The 11" principle
“Save the state and protect the work™ serves to group
these concepts together.
Finally, Readability and Colour principles have been
grouped together because both deal with design
features to be easily seen and understood by every
user. In fact, readability includes not only colour but
fonts, typography or the text contrast with the
background.

As a result, a final list with 15 general principles (or
heuristics) resulting from mixing Nielsen’s and Tognazzini’s
lists was created (see the far-right column of Table 1); this
part is explained and expanded in [4].

TABLE L RESULTING LIST OF PRINCIPLES. THE READER CAN OBSERVE THE CORRESPONDING PREDECESSORS.
Nielsen Tognazzini Resulting Principles
Visibility of system status <] Visible Navigation + | Discoverability 1.- Visibility and system state
Match between system and the o Human Interface +| M 2.- Connection between the system and the real world,
. etaphors, Use of R
real world Objects metaphor usage and human objects
User control and freedom | Explorable Interfaces 3.- User control and freedom
Consistency and standards <] Consistency 4.- Consistency and standards
Recognition rather than recall | Anticipation + | Learnability S Bfecog.mtlon rather than memory, learning and
anticipation
Flexibility and efficiency of use || Efficiency of the User Efficiency of the User 6.- Flexibility and efficiency of use
Help users recognize, diagnose, 7.- Help users recognize, diagnose and recover from
and recover from errors errors
Error prevention 8.- Preventing errors
Aesthetic and minimalist design |<>] Aesthetics = | Simplicity 9.- Aesthetic and minimalist design
Help and documentation 10.- Help and documentation
Protect Users’ Work + | State 11.- Save the state and protect the work
Colour + | Readability 12.- Colour and readability
Autonomy 13.- Autonomy
Defaults 14.- Defaults
Latency Reduction 15.- Latency reduction
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III. NEW SET AND EVALUATION PROPOSAL

A. Resulting set

As we have seen in the introductory section, to
effectively use them for UI evaluations, we need “something
more specific”. This is also what every experienced
usability/UX evaluator agrees upon. This “something more
specific” are precise questions to be answered by the
evaluators to assess every principle. Then, beyond the list of
principles, a set of questions to evaluate every heuristic was
created. In this case, 60 questions cover all the principles
(Table 2 shows all the principles and their corresponding
questions).

At this point, it is important to know two aspects: first,
the list of questions arises directly from the analysis of our
referents, mainly Tognazzini’s, which is more expressive in
this aspect, and second, the final list presented here is not the
initial one. As it will be presented in Section IV, the
experiment also served for testing the principles and their
corresponding questions. The final list has the enhancements
provided by the evaluator’s feedback

TABLE IL HEURISTIC LIST PROPOSED WITH THEIR
CORRESPONDING EVALUATION QUESTIONS

1.- Visibility and system state

- Does the application include a visible title page, section or site?

- Does the user always know where it is located?

- Does the user always know what the system or application is doing?
- Are the links clearly defined?

- Can all actions be visualized directly? (No other actions are required)
2.- Connection between the system and the real world, metaphor
usage and human objects

- Does information appear in a logical order for the user?

- Does the design of the icons correspond to everyday objects?

- Does every icon do the action that you expect?

- Does the system use phrases and concepts familiar to the user?

3.- User control and freedom

- Is there a link to come back to initial state or homepage?

- Are the functions “undo” and “re-do” implemented?

- Is it easy to come back to an earlier state of the application?

4.- Consistency and standards

- Do link labels have the same names as their destinations?

- Do the same actions always have the same results?

- Do the icons have the same meaning everywhere?

- Is the information displayed consistently on every page?

- Are the colours of the links standard? If not, are they suitable for its
use?

- Do navigation elements follow the standards? (Buttons, check box, ...)

5.- Recognition rather than memory, learning and anticipation

- Is it easy to use the system for the first time?

- Is it easy to locate information that has already been searched for
before?

- Can you use the system at all times without remembering previous
screens?

- Is all content needed for navigation or task found in the “current
screen”?

- Is the information organized according to logic familiar to the end
user?

6.- Flexibility and efficiency of use

- Are there keyboard shortcuts for common actions?

- If there are, is it clear how to use them?

- Is it possible to easily perform an action done earlier?

- Does the design adapt to the changes of screen resolution?
- Is the use of accelerators visible to the normal user?
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- Does it always keep the user busy? (without unnecessary delays)

7.- Help users recognize, diagnose and recover from errors

- Does it display a message before taking irreversible actions?
- Are errors shown in real time?

- Is the error message that appears easily interpretable?

- Is some code also used to reference the error?

8.- Preventing errors

- Does a confirmation message appear before taking the action?
- Is it clear what information needs to be entered in each box on a form?
- Does the search engine tolerate typos and spelling errors?

9.- Aesthetic and minimalist design

- Is used a design without redundancy of information?

- Is the information short, concise and accurate?

- Is each item of information different from the rest and not confused?
- Is the text well organized, with short sentences and quick to interpret?

10.- Help and documentation

- Is there the "help" option?

- If so, is it visible and easy to access?

- Is the help section aimed at solving problems?

- Is there a section of frequently asked questions (FAQ)?
- Is the help documentation clear, with examples?

11.- Save the state and protect the work

- Can users continue from a previous state (where they had previously
been or from another device)?

- Is "Autosave" implemented?

- Does the system have a good response to external failures? (Power cut,
internet not working, ...)

12.- Colour and readability

- Do the fonts have an adequate size?

- Do the fonts use colours with sufficient contrast with the background?
- Do background images or patterns allow the content to be read?

- Does it consider people with reduced vision?

13.- Autonomy

- Does it keep the user informed of system status?
- Moreover, is the system status visible and updated?
- Can the user take their own decisions? (Personalization)

14.- Defaults

- Does the system or device give the option to return to factory settings?
- If so, does it clearly indicate the consequences of the action?
- Is the term "Default" used?

15.- Latency reduction

- Is the execution of heavy work transparent to the user?
- While running heavy tasks, is remaining time or some animation
shown?

B. Evaluation method

Formally, the HE method where evaluators rate every
question to deliver a final report is considered. The intention
is to combine the qualitative and quantitative findings, but
usually the reports are mainly qualitative. So, some efforts
have been made to improve the qualitative answer to the
client.

For example, Nielsen [11] proposed a combination of
three factors (frequency, impact and persistence) each of
which must be rated on a scale of 5 values to assess the
market impact of the problem according to its severity. Or,
Rubin and Chisnell [10] whose problem severity’s scale in a
single parameter had 4 possible values (unusable, severe,
moderate and irritant).

The previous examples, together with others that are not
mentioned and our own experience, support the idea that
existing quantitative proposals are not good enough. Nielsen
himself declares that his proposal is a good measure but “/t is
difficult to get good severity estimates from the evaluators
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during a heuristic evaluation session” [11]. An idea also
shared by UX professionals and researchers, such as Sauro
[18], who argues that it is usually difficult to distinguish
easily between too many rating levels.

In this research, we propose a simple but effective rating

method. Our proposal has three main characteristics:

* A 4-option rating scale: “Yes”, “Neither”, “No”, and
“Not applicable”

Our experience demonstrates that evaluators find it
exhausting when they must choose from a long list of
values. This feature worsens as the evaluation time
progresses, giving unreliable answers as the evaluators
reach the last principles. We believe that by reducing
the answers, as is proposed, this characteristic is
minimized.

Obviously, for each question, the evaluator can
write as many qualitative comments as needed. They
will reinforce the chosen selection and will provide
hints to argue with other evaluators and for the
programmers responsible to solve them.

* Questions for the principles are interrogative
questions written in a way that is favourable to
usability

Literature and examples present design principles
written in several forms: affirmative, negative, a mix of
both or with and without question form, making
(sometimes) confusion in the evaluator’s work. A study
presented by Masip et al. [7] revealed that evaluators
prefer interrogative sentences because they are more
intuitive, direct and easy for the evaluation job.
Adopting this recommendation, all the principles in this
proposal are written in question form.

Moreover, all these questions are formulated in the
way that when the answer is “Yes” it means that this
feature represents good usability. Consequently, “No”
represents the opposite, and “Neither” represents some
value in between. The last possible answer, ‘“Not
applicable” is needed for those cases where this
question has no meaning to the case.

In fact, this is because we “do not have to obsess
too much over whether higher severity problems should
have higher numbers or lower ones. It’s the order that
has meaning” [18], what is really important is to find
the mistakes.

+ A final usability value, called “Usability percentage”,
UP.

Apart from the qualitative insights, as we have seen
in the introduction, some works [1][2][9][14][20] have
been looking to complement them with a number to
quantify how usable the evaluated interface is. This
responds to one characteristic of human nature, always
looking to quantify everything.

In our case, it is important to know that there is no
intention of giving a deterministic value with a hard
meaning. Our aim is to give a kind of orientation about
the level of usability of this interface.

For this purpose, we will make use of the
evaluators’ answers to provide a final number. This is
too simple, and we assign a numeric value to each
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possible answer. Thus, “Yes” is weighted with 1 point,
“Neither” with 0.5 points and “No” with 0 points. “Not
applicable” answers will not be taken into
consideration, as if they do not exist.

TABLE III. 3 shows an example corresponding to
the evaluation of the “Consistency and standards”
principle. Here, one can observe how the values are
taken in each case.

TABLE IIL. PUNCTUATION EXAMPLE WITH THE PRESENTED
PROPOSAL.

4 - Consistency and standards
Do'hnk lqbel§ have the same names as Neither 05
their destinations?
Do the same actions always have the same

Yes 1
results?
Do the icons have the same meaning Not
everywhere? applicable )
Is the information displayed consistently No 0
on every page?
Are the colours of the links standard? If Yes 1
not, are they suitable for its use?
Do navigation elements follow the Yes 1
standards? (Buttons, check box, ..)

Finally, we add up all the values to obtain the final
number.

With this, the maximum value is 60, corresponding
with the case that all the questions have been answered
with a “Yes”. Nevertheless, as the “Not applicable”
answer makes it impossible to know the maximum
number for every evaluation, we translate this value to
a percentage value, taking into consideration only the
“Yes”, “Neither” and “No” answers. It provides a
number (a percentage) that enables the comparison
among the assessments done by the other evaluators.

The value for the case of Table 3 is 3.5 that will be
added to the final evaluation number. One should
consider that, when translating to the percentage value,
only 5 of the 6 questions will be taken into account (the
3" answer is “Not applicable”).

IV. EXPERIMENTATION

To validate our proposal, we designed an experiment that
has a multipurpose goal. On the one hand, we want to obtain
feedback from experienced evaluators to wvalidate the
heuristic list, the corresponding questions (see Table 1), the
rating scale and the Usability Percentage (UP) final value.
Secondly, we also wanted feedback about the questions to be
answered by the evaluators when assessing every principle.
And, finally, we wanted to have a real evaluation scenario
that tests all the proposals. All together it should provide us
with helpful comments and critiques.

For this, we planned a real evaluation. By that time, the
faculty where we work had launched a completely
redesigned website (http://www.eps.udl.cat) and the dean
asked us about its usability. So, it was a perfect exercise to
do. We could meet the request of our dean while being able
to test the heuristic validation proposal.
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We have recruited 7 evaluators, all them with valuable
experience doing evaluations with heuristics: three with
more than 10 years of experience, two with more than 5
years, one of whom developed her PhD completely in this
specific field, and a PhD student that follows the previous
one. The last student has less experienced, but is supervised
by one of the seniors.

The evaluation process was very simple. Every evaluator
received a spreadsheet file containing: a sheet for the project
description and the evaluator data, 15 sheets (one for each
principle) containing the principle and its questions, and a
last sheet with the global calculation (blocked for the
evaluator).

The questions on the principles sheets had to be answered
with the score (one of the four available options) and with an
additional cell for comments to describe the evaluator’s
feedback.

Table 4 shows the final scores of all the evaluators for
every principle (this is what is shown in the last sheet). In
this table, the important values are those along the bottom
row, corresponding with the Usability Percentages.

Analysing these results, we can observe that, in general
terms, the website evaluated has a good usability level.
Figure 1 summarizes all the evaluations, the mean of all the
evaluations is 77.5%, that means (or, could mean) a
reasonably good usability level.

Figure 1. Usability percentage.

Moreover, if we want to be more precise, we can analyse
the evaluation by each principle. Then, principles “/0 - Help
and documentation”, “11 - Save the state and protect the
work”, “14 — Defaults” and “15 - Latency reduction” show
the lowest; then, it is very easy to see what aspects are to be
enhanced.

V. DISCUSSION

Once this work was presented, the discussion was
focused on what we learned from the experiment to validate
the proposal presented here.

The first aspect to comment refers to the principles list.
We are convinced that the new list is certainly an
improvement on its predecessors. This position relies on (i)
the basis of it is the result of shaking the most well-used list,
Nielsen’s, and another not so-well used, but more precise
and complete list, Tognazzini’s, and, (ii) on the comments
provided by the evaluators who took part in the experiment.
For example, the sentence “this new list is a bit larger than
Nielsen’s, but it is much more complete” had a unanimous
consensus.

The second aspect is about the questions. Here, we must
note that it is impossible to assess any single principle
without the questions, hence their need. In our case, we
delivered a list that also comes from the analysis of the two
references used. We believe that these questions cover all the
aspects to carry out a proper Ul analysis. Certainly, they can
be enhanced, but it is a reasoned and well-balanced list, with
an appropriate number of questions for each principle.

The next characteristic refers to the rating method. Here,
the first good decision was to write all the questions in
question form and describe them with the same usability
direction, the affirmative answer always representing good
usability. This may seem unimportant, even trivial, but it is
not usual to find it in the previous works. At the same time, it
is a determinant for our score method. The second good
decision was to simplify the rating scale. We know that
larger scales allow evaluators to be more precise, but we also
know that as the evaluation advances, the ratings for the last
principles are less precise.

Both previous characteristics, i.e., the form of the
questions and the rating method, enable us to quantify every
evaluation done by the evaluators. It gives a global

TABLE IV. RESULTS FORM ALL THE EVALUATORS
Evall Eval2 Eval3 Eval4 Eval5 Eval6 Eval7
1- Visibility and system state 3 5 4 4.5 4 3 4
2 - Connection between the system and the real world, metaphor 3 2 4 4 35 4 2
usage and human objects '
3 - User control and freedom 3 2 3 2 2 1 1.5
4 - Consistency and standards 5 4 5 5.5 4 4 3.5
5 - Recognition rather than memory, learning and anticipation 5 4 4 5 5 5 4
6 - Flexibility and efficiency of use 5 3 3 6 3 5 3
7 - Help users recognize, diagnose and recover from errors 3 3 0 0 2 2 4
8 - Preventing errors 2 2 2 0 2 2 1
9 - Aesthetic and minimalist design 4 3 4 3 4 4 1
10 - Help and documentation 0 0 0 0 0.5 0 0
11 - Save the state and protect the work 2 0 0 1 1 0 0
12 - Colour and readability 4 3 2.5 4 4 2 2
13 - Autonomy 2 2.5 2 3 3 3 2
14 - Defaults 0 0 0 2 1 0 2
15 - Latency reduction 1 1 0 0 1 0 0
Usability Percentage (UP) 77.2% 69.0% 83.8% 87.0% 72.7% 86.0% 66.7%
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evaluation point of view that we called the Usability
Percentage (UP). This value must not be taken strictly as a
full usability meaning, but as an orientation.

About this aspect, from the analysis of the experiment,
beyond the result, we obtained the need to find the way to
compare not only the UP, but the results of every single
principle. Let us explain it: in Table 4, we see a lot of
numbers that, at this moment, are slightly insignificant.
These are the values obtained at every principle by every
evaluator. They are used to calculate the UP, so are
significant. But, we must find a way for comparing these
values principle by principle. This will allow us to identify
strengths and weaknesses and, then, to orientate the efforts
for improving the usability of the interface. Certainly, this
will be the next step to enhance our methodology.

VL

A new set of design principles has been presented with
the intention to be wused in Heuristic Evaluations.
Additionally, a new methodology for evaluating completes
the proposal, providing a quantitative rate named Usability
percentage which complements the usual qualitative data
provided by this type of evaluations. An experiment
demonstrated how useful HE is and how easy it was to put
our proposal into practise.

This is a work in progress in the sense that finding the
specific strengths and weaknesses will make the system
better and more useful. The proposed evaluation system is a
potential candidate to replace existing methods. It is the
simplification of the evaluation and the final value that make
our system attractive.

CONCLUSION AND FUTURE WORK
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Abstract— We report on findings from a ‘state-of-practice’
survey conducted with Interaction Design (IxD)/User
Experience (UX) professionals called ‘What’s Hot in Interaction
Design’. We focus on 20 items from the survey which elicited
practitioners’ usage of and attitudes towards personas. The
survey items were derived from a review of academic and
professional literature sources. The results show that
practitioners think that personas have benefits, but come with
associated resource demands and pitfalls, which we enumerate.
We organize the results in terms of strength of opinion and
discuss implications for methods, tools and curricula.

Keywords-personas; interaction design; persona usage;
prioritising persona attitudes; theory and practice; tools and
curricula.

I INTRODUCTION

A persona is a user-model intended to support the design
of a software product by anchoring design within a vision of
intended users. Advocates argue that personas promote
empathy and help focus design on the goals and characteristics
of users. They are, however, not without detractors and
although it has been 18 years since the publication of The
Inmates are Running the Asylum [1], there has been little
research to systematically elicit practitioners’ attitudes about
them.

In 1999, Cooper [1] introduced the idea of personas as a
way of anchoring design within a vision of intended users. A
persona is a kind of user-model—a composite archetype [2]
drawn from behavioral data from users of an existing or
intended digital product. A set of personas can be created
where each represents a group of users with similar behaviors,
attitudes, aptitudes, and needs. Methods for creating personas
have been suggested by Cooper [2], Pruitt and Adlin [3], and
Nielsen [4][5] with semi-automated methods also being
proposed [6]-[8]. Personas have a role in the three phases of
the User Centered Design (UCD): User Research &
Requirements, Designing & Prototyping and Evaluation.

Despite the enthusiasm that some hold for personas,
concerns have been raised about the resources required to
create them [3][9]-[12] and their value to the design process
[11]-[15]. A review of practitioners’ attitudes towards
personas via a selection of articles on professional websites
revealed views ranging from strong advocacy to skepticism.
To our knowledge, there has been little systematic research on
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attitudes towards personas held by the people who might use
them—Interaction Design and User Experience professionals.

We conducted an online survey called ‘What’s Hot in
Interaction Design’ in order to elicit details of the current
practices and attitudes of industry professionals. The survey
spanned many topics of which personas was one. Our
motivation was as a stimulus for considering new methods and
tools, to inform university syllabus development, and simply
to record current trends. The survey was in two parts: (1) an
initial part about Interaction Design/User Experience practice
in general (‘main survey’) which included 4 questions about
personas, (2) an optional additional part (‘persona survey’)
that had an additional 16 items (hereafter referred to ‘Al’ to
‘Al16’ see TABLE 1) which went into more detail about
personas. Items were derived from a review of issues raised in
the academic literature. The main survey was completed by
173 practitioners. 76 practitioners went on to complete the
persona survey.

In this paper, we report results relating to persona use from
both the main survey and the persona survey. We report an
analysis of each item using significance testing and prioritize
significant items using effect size (odds ratio) as a measure of
relative strength of feeling.

In the next section (Section Il), we review background
literature which provided the basis for the persona survey
items. In Section I, we discuss the survey and analysis
method, and in Section 1V we report the findings. In the final
section, we summarize the results and discuss implications of
our findings for interaction design practice.

Il.  LITERATURE REVIEW

A. Overview on Personas

Cooper introduced the idea of personas in 1999 [1].
Although a method for creating personas was not clearly
articulated at that point, the idea attracted a good deal of
attention. According to Cooper, personas offer a balance
between formality and informality that carries more nuance
than diagrammatic models through capturing users' goals,
tasks, characteristics, and environments. The belief was that
they could allow design teams from different disciplines and
stakeholders to communicate about and empathize with the
users and develop more focused designs. Methods for creating
personas were subsequently offered that provided a structured
approached to the development of personas. These included
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Pruitt, Grudin and Adlins’ ‘role-based perspective’ [3, 9];
Cooper, Reimann and Cronin’s ‘goal-directed perspective’
[1]; and Nielsen’s ‘engaging perspective’ [4]. Cooper,
Reimann and Cronins’ [1] method is a 7-step approach
representing user-goals and including activities, attitudes,
aptitudes, motivations, and skills towards a product. Pruitt,
Grudin, and Adlin [3, 9] agreed on the benefits of personas
suggested earlier, but propose personas as a complementary
tool. Their method is a 5-step approach that looks into massive
data and attempts to verify the quality and adequacy of
persona representation. Nielsen [4][5], who observed
variations in persona use, criticized some practitioners for
failing to fully appreciate the potential of personas and for
adopting marketing archetypes as personas. She offered the
‘Engaging Persona’ process, which is a 10-step approach
aimed at establishing common ground on gathering data
related to user needs, attitudes and aptitudes and includes
details such as social background, psychological
characteristics, and emotional relationship to invoke empathy
and avoid stereotyping [16]. The method also included some
steps that focus on how to make personas accepted and used
by team members.

B. Studies on Personas

Some studies have explored experiences and outcomes of
persona creation and use. Blomquist and Arvola [13], for
example, observed a design team’s first experience with
personas. Methods for creating personas were relatively
under-developed at that time and the authors found designers
lacked confidence in using them for communication or design,
concluding a need for expertise and integrating personas
within existing knowledge and practice. Chang et al. [17]
reported a small study with practitioners comparing attitudes
of'some who used personas and some of who didn’t. The study
found more positive attitudes towards personas from those
who use personas who found it an essential tool for design.
The study also found practitioners experimenting with new
approaches. Later, Miaskiewicz and Kozar [18] elicited
perceived benefits of personas from 19 experts (practitioners
who created and used them) and derived a ranked list of 22
benefits, including: providing audience focus, helping to
guide decisions, supporting collaboration, acting as a
communication aid and guiding evaluation. Mathews et al.
[15] reported a study of 14 practitioners and observed that
those trained on Cooper’s method tended to champion
personas, whereas those trained in Engineering and Computer
Science were ‘moderate’ persona users, and those trained in
HCI and Design were pessimistic. The study also indicated
benefits of personas in helping understand users' needs and
context and establishing common ground.

A number of literature sources draw attention to the cost
implications of personas creation. LeRouge [19] argued that
despite their cost implications, when personas are successfully
integrated into a design process by trained team members, the
benefits outweigh the costs. Billestrup et al. [20] designed a
questionnaire survey to investigate the knowledge and use of
personas across 60 software development companies within a
specific geographical region . The results revealed that more
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than half of the respondents had not heard of personas while
the other respondents stated that personas were not well
integrated into the development process. In addition, some
problems related to time and budget constraints, limited
knowledge with persona methods and inadequacy/
shallowness of persona descriptions were reported.

Based on an observational study of design team
conversations, Friess [11] questioned the benefits of personas
as a tool for communication. Fries’ study showed that despite
time and resources spent on developing and refining personas,
they were only referred to briefly in designers’ conversations.
Fries, however, resists the conclusion that personas are not
useful with the observation that members of the design team
who created personas invoked them in conversations much
more often than other team members and stakeholders. Tharon
[12] commented on the result that, “Leaving the development
of the personas to a select few on the team seems likely to
ensure that those few are the only members of your team who
will benefit from the time and money invested in the personas
development.”

C. Personas and Empirical Methods of User Research

It is agreed across the several methods of creating personas
[2]-[4]1[6]-8][10] that personas should be derived from user
research. The approach suggested by Cooper [1][2] was solely
qualitative, involving informal manual clustering of users
(based on ‘behavioral variables'). Such an approach has raised
questions about possibilities of exploiting quantitative data
[31[8]-[10], as well as issues of sample size [3][6][8]-
[10][14], adequacy of personas in terms of validity and human
bias[7][8][10][14], and time and budget implications
[31[61[8]-[10][12][14][15][21]. In response to such issues,
some have proposed the integration of quantitative research
and/or automating clustering methods.

Pruitt, Adlin, and Grudin [3][9] were the first to combine
quantitative and qualitative methods based on existing data
about users. Their clustering method remained manual and
was performed by experts in user research. They suggested
validating personas through “sanity checks” and “foundation
documents” to link them with the original gathered data.
Later, Chapman’s and Milham’s [14] discussed the
unexplored limitations of the former persona methods in terms
of significance, accuracy, validity, human bias, and relation to
the design of the product. The subsequent authors focused on
bringing some automation to the process to increase
objectivity, improve validity by increasing sample size, whilst
also improving the efficiency of the method and making it less
dependent on research expertise.

Mulder and Yaar [10] proposed a mixed method for web
design personas starting with a quantitative analysis of large-
scale market research and website log data and using semi-
automated clustering techniques to create market
segmentation/user profiles, followed by qualitative analysis
such as interviews, field studies or usability tests. Following
this, McGinn and Kotamraju [8] suggested designing a survey
with agreed attributes to collect large-samples of customer
data. Factor Analysis (FA) was used from the initial
groupings, followed by interviews with selected users to
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reveal the goals and motivation and to validate group
membership.

Maikenzie et al. [7] proposed Latent Semantic Analysis
(LSA) for semi-automated clustering of qualitative interview
transcripts data, proposing this method to be “more efficient,
less subjective, and less reliant on specialized skills”. Brikey,
Walczak, and Burgess [6] reported a study that classified the
methods of creating personas in terms of manual qualitative
techniques and semi-automated techniques (LSA, FA,
principal component analysis (PCA) and multivariate cluster
analysis (CA)). The findings indicated that LSA semi-
automated method, when compared to the manual qualitative
method, is not affected by the quantity of data, requires less
expertise in clustering, is faster and cheaper, and minimizes
human bias. The study also showed that the three automated
clustering techniques didn't agree with the cluster assignment
done by experts.

In her 10-step approach, Nielsen [4] applies quantitative
and qualitative research methods and considers manual
clustering techniques (affinity diagrams and empathy maps)
to be performed by qualified team members. These
approaches each in its own capacity have exploited at least one
of the following: sample size, adequacy of persona, time and
budget; yet all of them need the expertise in
quantitative/qualitative data analysis for clustering users.

D. Professional Literature

We also conducted a review of professional magazines
and association websites for articles on personas. Here, mixed
opinions can be found along with specific concerns which in
many cases echo those expressed in the academic literature.
For example, Sholmo G. [22][23], an interaction designer
intern at Cooper design agency, remarks, “For every designer
who uses personas, | have found even more who strongly
oppose the technique.” He reflects on his own conversion
from negative attitude to positive once he started to develop
and use personas “properly” in his work. He attempts to
convince detractors to change their perceptions and promotes
the use of personas for those who are unfamiliar with the
process. Similarly Kellingley [24], another advocate for the
development of personas, agreed with many of the criticisms
under three headings: “Personas are time-consuming”,
“Personas are expensive”, and “Personas need time to show
ROI”. However, he argues that more time and money would
be spent on building and rebuilding products without
considering user requirements and personas. Accordingly, the
attempt to reduce cost and time by cutting back on user
research and abandoning the use of personas does not hold. In
the same way, Paul B. [25] discusses three reasons that lead
some peers to adverse personas as design tools. First, the use
of “Analytics”, which he argues can reveal many insights
about the design components based on users’ interactions,
overlooks how UX designers work and merely specifies user
behaviors which is essential to the UX strategy. Second, A/B
and multivariate testing assesses alternative designs in terms
of quantitative results, but do not suggest how to reach the best
design. Third, in an agile environment UX practitioners feel a
burden when creating and designing personas because of time
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constraints, which again reveals that there is a need for better
ways of fitting personas in the UX process.

Il.  METHODS

A. Survey Design

The main survey contained 29 questions distributed across
sections on: (1) demographics; (2) user research; (3) design
and prototyping; (4) product development; and (5) evaluation.
Section (1) contained questions asking the areas in which
respondents had professional experience, the answers to
which determined subsequent sections they were asked to
complete. There were four questions about personas in the
main survey across the remaining sections.

The persona survey contained 16 items. Each elicited
agreement with a series of propositions on a five-point Likert
scale. Each proposition represents a possible attitude towards
personas. They were derived by collating reported findings
and opinions (explicitly expressed or apparently assumed)
appearing in a range of relevant academic sources (most
appear in the literature review above) and a selection of
industry blogs. The propositions are itemized in TABLE I. and
each is mapped against its multiple sources.

Findings from previous studies were included because
such studies were typically qualitative and/or longitudinal and
based a small sample drawn from one specific contexts. In this
sense, the survey can be seen as corroborating findings as well
as opinions against a larger and more widely drawn sample.
In some cases, sources contradicted each other. Here the
survey can be seen as helping to resolve such conflicts. Thus,
we believed we converged on a set of concerns that were
relevant and might be profitably tested with reference to the
experience of a larger sample of practitioners.

It is not uncommon for surveys to use both forward and
reverse-keyed versions of items to control for possible
acquiescence bias. However, Sonderen et al. [26] and
Schriesheim & Hill [27] argue that there is little empirical
evidence to support this recommendation and also
demonstrate that it can increase respondent confusion and
introduce difficulties in interpretation. In addition, including
reverse-keyed items double the size of a survey which
presumably can negatively affect completions and hence
sample size. Hence, we opted for one item per proposition.

B. Participants and recruitment

The target population for the survey was UX/IXD
practitioners. Respondents were recruited by non-
probabilistic convenience sampling via invitations to online
interest groups, and by snowball sampling via the researchers’
professional networks. The requirement of working as a
UX/IXD practitioner was included in invitations. Respondents
were asked to give job titles as part of the survey and these
were subsequently reviewed for relevance prior to analysis.

C. Data Analysis

Responses to each Likert item were coded on a scale of 1
to 5 where 1 = strongly disagree, 2 = disagree, 3 = neutral, 4
=agree, 5 =strongly agree. For each item, a lower bound one-
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sample, one-tailed sign test was performed to assess
agreement according to the following hypotheses:

HO: The population median response is equal to or
less than neutral (n<=3) (i.e., non-agreement)

H1: The population median response is greater than
neutral (n> 3) (i.e., agreement)

Given the multiple tests, Benjamini and Hochberg [28]
method was used to control for inflated type | error rate
(oadjusted  =.040625). The odds ratio (OR) -an
unstandardized effect size statistic- was also computed for
each item and to ultimately organize the responses in terms of
strength of expressed opinion.

TABLE I. THE 16 STATEMENTS USED AS ATTITUDINAL MEASURES

TOWARDS PERSONAS

Al: Personas are time consuming to create/use. Agree:
[3]1[8]-[10][12][19][20].Disagree: [6][7]

AZ2: Personas are expensive to create/use. Agree: [3][8]-
[10][19][20]Disagree: [6][7]

A3: Representative personas require a lot of data. Agree:
[31[8]-[10][19].Disagree:[17][29]

A4: Personas require expertise in qualitative research to
create. Agree: [2][3][9][10][13][17][19]. Disagree:
[61[7]

A5: Personas require training in persona methods.
Agree: [2]-[4][8]-[10][15][19]

AG6: Collaborating around personas is difficult. Agree:
[3][9][13]. Disagree: [13]

AT: Personas are often not properly used by teams.
Agree: [11][12]. Disagree: [3][7][13]

AB8: Personas often represent extreme archetypes Agree:
[2][10][21]

AQ9: Personas often lack important information related to
goals, needs, behaviors, and attitudes. Agree: [20].
Disagree:[1]-[5]]9][10]

A10: Persona sets often incorporate
(multiple  personas  referring  to
characteristics).Agree: [2][3]

Al11: Personas are helpful for understanding users' needs
and context. Agree: [1]-[6][9][10][19][21]. Disagree:
[13]

A12: Personas are helpful for making design decisions.
Agree: [2][3][5][71[9][10][21]. Disagree: [13]-[15]
Al13: Personas are helpful for implementing and
building Agree:[2][3][51[9]1[10][19][21]

Al4: Personas are helpful for evaluation. Agree:
[10][18][19][21].Disagree:[20]

Al5: Personas are helpful for communicating with
stakeholders and team members. Agree: [1]-
[51171[9]]10]]19]]21].Disagree: [11]-[13]

A16: The personas | use are usually well formed and
adequate. Disagree: [20]

redundancy
the  same
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IV. RESULTS

A. Demographics

The main survey and the persona survey were completed
by 173 and 76 practitioners, respectively, with the following
self-reported demographics (number in main survey/number
in persona survey):

e Job Titles: UX Designers (52/21), UX Researchers

(27/13), Senior User Experience Designers (23/13),
User Interface Designer / Information Architect (7/2),
and others (64/27);

e Years of experience: > 5 yrs (79/36), 3 -5 yrs(45/17),
1-2yrs (26/11), < 1 year (23/12);

e Countries: UK (56/30), USA (35/13), Sweden (12/7),
India (11/2), Norway (8/3), UAE (8/3) and 43/18
others;

e Organization size: 20-99 employees (34/14), 1000-
4999 employees (31/13), 10000+ employees (24/13),
100-499 employees (24/6), 5000-9999 employees
(20/8), 1-4 employees (12/3), 10-19 employees (9/5),
500-999 employees (8/8), 5-9 employees (6/6).

Respondents worked with digital products in the areas:
websites (134/63), mobile solutions /applications (121/52),
consumer technology (73/35), enterprise solutions (67/33),
accessibility (62/24), visualization of big data (44/25), smart
objects/devices (I0T)(31/10) and, tabletops/multi-touch
surfaces (24/8), wearable technology (19/5), Robotics & Al
(16/4), AIR (14/3), VR (11/2), others (35/14)

B. Persona Use

Of the 173 practitioners who completed the main survey
111(64%) reported using personas in some capacity. Of 105
respondents involved in user research, 78 (74%) reported
using personas to represent/communicate user needs based on
research studies. Of 109 respondents involved in design and
prototyping, 69 (63%) reported using personas for motivating
design ideas/decisions and 44 (40%) reported using persona-
based inspection for creating/refining the concepts of design.
Of 113 respondents involved in evaluation, 34 (30%) reported
using persona-based inspection methods.

C. Results from the Personas Survey

We report responses to the items in the persona survey,
including results of a one-sample sign test used to assess
agreement with each proposition. In each of the bar charts
(Fig. 1—16), the left end of the red arrow indicates the lower
bound of the 95% confidence interval and the dot indicates the
estimated population median. Note that in a number of cases
these values are the same.

Al: Personas are time-consuming to create/use

Fig. 1 shows that the attitudes to this item were mostly
positive with median and mode of 4. 62% responded on the
‘agree’ side of neutral (4 or 5) and 25% responded on the
'disagree’ side of neutral (1 or 2). A one-tailed sign test was
highly significant (p=.0004 and p-adjusted=0.03125)
supporting H1 (agreement). The odds ratio was 2.5.
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Frequency
i

1 2 4 s

Figure 1. Personas are time-consuming to create/use

Conclusion: Practitioners tend to agree that personas are
time-consuming to create/use.

AZ2: Personas are expensive to create/use

Fig. 2 shows that the attitudes to this item were fairly even
around neutral with a median of 3 and mode of 4. 34%
responded on the 'agree' side of neutral (4 or 5) and 25%
responded on the 'disagree’ side of neutral (1 or 2). A one-
tailed sign test was non-significant (1-tailed p=.7052 and p-
adjusted=0.046875) supporting HO (non-agreement). The
odds ratio was 0.9.

1 2 a 4 5

Figure 2. Personas are expensive to create/use

Conclusion: Practitioners tend not to agree that personas
are expensive to create/use.

A3: Representative personas require a lot of data

Fig. 3 shows that the attitudes to this item had a median
and mode of 4. 54% responded on the ‘agree’ side of neutral
(4 or 5) and 16% responded on the 'disagree’ side (1 or 2). A
one-tailed sign test was highly significant (1-tailed p <.0001
and p-adjusted=.003125) supporting H1 (agreement). The
odds ratio was 3.4.

Frequency

1 2 a 4 [

Figure 3. Representative personas require a lot of data
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Conclusion: Practitioners tend to agree that representative
personas require a lot of data.

A4: Personas require expertise in_qualitative research to
Create.

Fig. 4 shows that the attitudes to this item had a median
and mode of 4. 72% responded on the 'agree’ side of neutral
(4 or 5) and 14% responded on the 'disagree’ side (1 or 2). A
one-tailed sign test was highly significant (1-tailed p <.0001
and p-adjusted=.00625) supporting H1 (agreement). The odds
ratio was 5.

40

1 5

Figure 4. Personas require expertise in qualitative research to
create

Conclusion: Practitioners tend to agree that personas
require expertise in qualitative research to create.

Ab: Personas require training in personas methods

Fig. 5 shows that the attitudes to this item had a median
and mode of 4. 66% responded on the ‘agree’ side of neutral
(4 or 5) and 13% responded on the 'disagree’ side (1 or 2). A
one-tailed sign test was highly significant (Z = 3.846, 1-tailed
p<.0001 and p-adjusted =.00937) supporting H1 (agreement).
The odds ratio was 5.

1 2 a 4 s

Figure 5. Personas require training in personas methods

Conclusion: Practitioners tend to agree that personas
require training in personas methods.

AB: Collaborating around personas is difficult

Fig. 6 shows that the attitudes to this item had a median of
3 and mode of 2. 34% responded on the 'agree’ side of neutral
(i.e., 4 or 5) and 39% responded on the 'disagree’ side (1 or 2).
A one-tailed sign test was non-significant (1-tailed p=.748 and
p-adjusted=.05) supporting HO (neutral or disagree) with an
odds ratio (OR=~0.9).
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Figure 6. Collaborating around personas is difficult

Conclusion: Practitioners tend not to agree that
collaborating around personas is difficult.

AT: Personas are often not properly used by teams

Fig. 7 shows that the attitudes to this item had a median of
4 and mode of 5. 78% responded on the 'agree’ side of neutral
(i.e., 4 or 5) and 4% responded on the 'disagree’ side (1 or 2).
A one-tailed sign test was highly significant (1- tailed p<.0001
and p-adjusted=.00125) supporting H1 (agreement). The odds
ratio was 19.7.

Figure 7. Personas are often not properly used by teams

Conclusion: Practitioners tend to agree that personas are
often not properly used by teams.

AB8: Personas often represent extreme archetypes

Fig. 8 shows that the attitudes to this item had a median
and mode of 3. 43% responded on the 'agree’ side of neutral
(4 or 5) and 22% responded on the 'disagree’ side (1 or 2). A
one-tailed sign test was found to be significant (1-tailed
p=.025 and p-adjusted=.0344) supporting H1 (agreement)
with an odds ratio of 1.9.

Figure 8. Personas often represent extreme archetypes
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Conclusion: Practitioners tend to agree that personas often
represent extreme archetypes.

A9: Personas often lack important information related to
goals, needs, behaviors, and attitudes.

Fig. 9 shows that the attitudes to item had a median and
mode of 3. 42% responded on the 'agree' side of neutral (4
or 5) and 26% responded on the 'disagree’ side (1 or 2). A one-
tailed sign test was found to be non-significant (1-tailed
p=.064 and p-adjusted=.0438) supporting HO (neutral or
disagree) with an odds ratio of 1.6.

1 2 2 4 5

Figure 9. Personas often lack important information related to
goals, needs, behaviors, and attitudes.

Conclusion: Practitioners tend not to agree that personas
often lack important information related to goals, needs,
behaviors, attitudes.

A10: Persona sets often incorporate redundancy

Fig. 10 shows that the attitudes to this item had a median
and mode of 3. 42% responded on the 'agree’ side of neutral
(4 or 5) and 26% responded on the 'disagree’ side (1 or 2). A
one-tailed sign test was found to be significant (1-tailed
p=.064 and p-adjusted=.0438) supporting H1 (agreement).
The odds ratio was 1.8.

2 a a 5

Figure 10. Persona sets often incorporate redundancy

Conclusion: Practitioners tend to agree that personas often
incorporate redundancy.

Al1l: Personas are helpful for understanding users' needs and
context

Fig. 11 shows that the attitudes to this item had a median
and mode of 4. 83% responded on the ‘agree’ side of neutral
(i.e., 4 or 5) and 8% responded on the 'disagree’ side. A one-
tailed sign test was highly significant (1- tailed p<.0001 and
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p-adjusted=.015625) supporting H1 (agreement). The odds
ratio was 10.5.
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Figure 11. Personas are helpful for understanding users' needs and
context

Conclusion: Practitioners tend to agree that personas are
helpful for understanding users’ needs and context.

Al12: Personas are helpful for making design decisions

Fig. 12 shows that the attitudes to this item had a median
and mode of 4. 72% responded on the ‘agree’ side of neutral
(i.e., 4 or 5) and 11% responded on the 'disagree’ side (1 or 2).
A one-tailed sign test was highly significant (1-tailed p<.0001
and p-adjusted=.01875) supporting H1 (agreement). The odds
ratio was 6.9.
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Figure 12. Personas are helpful for making design decisions

Conclusion: Practitioners tend to agree that personas are
helpful for making design decisions.

A13: Personas are helpful for implementing and building
Fig. 13 shows that the attitudes to this item had a median
of 3 and mode of 4. 47% responded on the ‘agree’ side of
neutral (4 or 5) and 28% responded on the 'disagree’ side (1 or
2). A one-tailed sign test was highly significant (1-tailed p=

1 2] a 4 5

Figure 13. Personas are helpful for implementing and building
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.0318 and p-adjusted= .040625) supporting H1 (agreement).
The odds ratio was 1.7.

Conclusion: Practitioners tend to agree that personas are
helpful for implementing and building.

Al4: Personas are helpful for evaluation

Fig. 14 shows that the attitudes to this item had a median
and mode of 4. 68% responded on the 'agree’ side of neutral
(i.e., 4 or 5) and 12% responded on the 'disagree’ side (1 or 2).
A one-tailed sign test was highly significant (1-tailed p=.0318
and p-adjusted= .021875) supporting H1 (agreement). The
odds ratio was 5.8.

5

Figure 14. Personas are helpful for evaluation

Conclusion: Practitioners tend to agree that personas are
helpful for evaluation.
Al15: Personas are helpful for communicating with
stakeholders and team members

Fig. 15 shows that the attitudes to this item had a median
and mode of 4. 75% responded on the ‘agree’ side of neutral
(4 or 5) whilst 11% responded on the 'disagree’ side (1 or 2).
A one-tailed sign test was highly significant (1- tailed p<0.001
and p-adjusted= .025) supporting H1 (agreement). The odds
ratio was 7.1.
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Figure 15. Personas are helpful for communicating with
stakeholders and team members

Conclusion: Practitioners tend to agree that personas are
helpful for communicating with stakeholders and team
members.

A16: Personas | use are usually well formed and adequate
Fig. 16 shows that the attitudes to this item had a median

of 3 and mode of 4. 49% responded on the ‘agree' side of

neutral (4 or 5) and 16% responded on the 'disagree’ side (1 or
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2). A one-tailed sign test was highly significant (1-tailed
p=0.003 and p-adjusted= .028125) supporting H1
(agreement). The odds ratio was 3.
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The personas | use are usually well formed and adequate

Figure 16. Personas | use are usually well formed and adequate.

Conclusion: Practitioners tend to agree that the personas
they use are usually well formed and adequate.

We use the odds ratio to judge relative strength of opinion.
TABLE Il shows the items ordered by odds ratio. We use
descending order (most strongly held view at the top). The 13
significant items are displayed first followed by the 3 non-
significant items (A9, A2, AB).

V. CONCLUSION

Existing persona studies are typically
qualitative/ethnographic or case studies. They tend to involve
small samples of practitioners with findings developed
inductively. These studies are valuable for raising issues, but
any generalization is problematic. Also, the claims in the
literature are also diffused, uncorroborated and cannot be
prioritized.

The ‘What’s Hot in Interaction Design’ survey, with the
additional persona survey component, represents one of the
largest studies of personas that we know of to-date. It allows
a quantitative analysis of the views of a large number of
practitioners in relation to issues previously raised in the
literature and which in many cases were a source of
disagreement. It does this in a way that allows generalization
and comparison between issues (i.e., prioritization). The
results show that persona use is quite prevalent amongst
IXD/UX practitioners, particularly to capture the results of
user research but also to support design activities and to some
extent, to support evaluation.

Practitioners revealed strong opinions relating to
challenges that are faced with personas such as the need for
expertise in persona methods and expertise in qualitative
research, as well as questions of user sample size and the
amount of data required to create personas. However, the main
challenge (high OR) turns out to be that, in the practitioners’
views, personas are not properly used by teams.

Although previous research (TABLE 1) included an
agreement about financial costs (A2) and collaboration effort
(A6), our findings show that practitioners had an overall
neutral opinion towards them. The former might be explained
by the fact that practitioners are more affected by time
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implications than they are by implications for budgets. The
latter might be explained, not by a lack of collaboration
difficulties, but by a lack of collaboration. On the other hand,
our findings and literature tend to disagree on the question of
personas lacking important information related to goals,
needs, behaviors, and attitudes.

TABLE II. PRIORITY OF ATTITUDES TOWARDS PERSONAS BASED ON
THE DESCENDING ORDER OF OR RATIOS.
Priority Attitude OR

1 AT: Personas are often not properly

19.6
used by teams.

2 All: Personas are helpful for
understanding users' needs and
context 10.5

3 Al15: Personas are helpful  for
communicating with stakeholders
and team members 7.1

4 Al12: Personas are helpful for making
design decisions 6.9

5 Al4: Personas are helpful for
evaluation 5.8

6 Ab5: Personas require training in
persona methods. 5

7 A4: Personas require expertise in
qualitative research to create. 5

8 A3: Representative personas require
a lot of data. 34

9 Al6: The personas | use are usually
well formed and adequate. 3.1

10 Al: Personas are time consuming to
create/use. 25

11 AB8: Personas often represent extreme
archetypes 1.9

12 A10: Persona sets often incorporate
redundancy  (multiple  personas
referring to the same characteristics) | 1.8

13 Al13: Personas are helpful for
implementing and building 1.7

14 A9: Personas often lack important
information related to goals, needs,
behaviors, and attitudes 1.6

15 A2: Personas are expensive to
create/use. 0.9

16 AG6: Collaborating around personas
is difficult. 0.9

Our overall findings also provide an indication for the
need for persona methods and tools that address the problem
of using personas by teams and other challenges whilst
maintaining personas benefits. It elicits the requirements for a
personas tool that can support practitioners in their work and
target the reported practitioners’ issues.

In future work, we plan to follow up on the findings
reported here by exploring them more deeply in an interview
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study with IxD/UX practitioners and which will be helping
further in the design/development of a persona tool. And as
educators, given that personas are usually perceived as
beneficial in the UCD, we would do well to include personas
in our university syllabi but to find approaches that overcome
or at least educate students about the challenges of resources
and common pitfalls.
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Abstract— Mobile payment services are in widespread use in
China, but with them come growing concerns about security.
Although the security of mobile payment has been
demonstrated, a sample of user experience derived from real
world data must be collected to understand the complex use
context. This study aims to contribute to the current research
by providing qualitative data through in-depth semi-structured
interviews. The research explores the user security experience
in a variety of use contexts by investigating mobile payment
services in a mature market. The findings showed that users
view their security experience as composed both financial and
privacy aspects. The key user experience for mobile payment
security was divided into five components: online mobile
transaction, in-store payment, peer-to-peer payment, payment
interaction in the physical world, and the network environment.
Useful elements were also identified for enhancing security
experience for mobile payment. Investigating security
experience and user needs when designing mobile payment
systems in context will provide a more holistic picture of the
security needs surrounding mobile payment.

Keywords-mobile payment; security; user experience; use
context.

. INTRODUCTION

Advances in mobile technology have led to the increased
popularity of mobile services in recent years. Mobile payment
is vital to the development of mobile services, allowing for
numerous diverse electronic transactions, such as online and
offline purchasing, payment of bills and peer-to-peer transfer
[1][2]. As China is one of the largest mobile payment markets
in the world, it has drawn a great deal of attention from both
practitioners and researchers [3]. According to the 40th China
Statistical Report on Internet Development [4], there are 502
million mobile payment users in China. 90% of users (463
million) use mobile payment in offline situations, resulting in
a variety of use contexts; these include payments made at
physical stores, large retailers, vending machines, restaurants,
hotels and public transportation. Mobile payment platforms,
such as Alipay and WeChat Pay [5] have not only reduced the
use of cash, but have also provided other supporting functions,
including account and money management, location
information and financial services, which enhance user
experience while using mobile payment [2]. It is not surprising
that mobile payment has become a part of everyday life in
China. However, this widespread adoption has created
multiple transaction scenes, leading to increasing security
concerns in both the financial and privacy aspects [6][7].
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This paper focuses on the security experience of mobile
payment in a well-developed mobile services market, where
various mobile payment scenarios can be identified and
discussed. The purpose of this study is to investigate the
specific user experiences of mobile payment to explore the
associated factors and use contexts related to specific security
experience. The study also tried to determine the user
perspective of mobile payment security. The findings of this
research could provide a comprehensive understanding of
users’ security needs in different mobile payment scenarios
and past experiences of the users in a mature market of mobile
payment. The following sections of this article are organized
as follows: Section Il introduces the state of the art in mobile
payment and security research. Section Il describes the
method applied for the study. Section IV outlines the
participants’ demographic information and results of the
interview. Section V compares the current results with
previous research outcomes. Section VI presents the
conclusion of the main findings and indicates the possible
fields for future research.

Il.  STATE OF THE ART

Previous studies have found a strong relationship between
perceived security of electronic commerce and user attitudes
toward its adoption [7]-[9]. Research studies have reported
that security risks have been an important factor influencing
customer’s willingness in using mobile payment in China
[10]. Although this consumer “adoption” study has
demonstrated the importance of mobile payment security,
simply using “adoption” research to investigate the impact of
mobile payment security might not be effective enough for
evaluating the overall situation and gaining broader insights
about this area [11].

With the increasing adoption of mobile services,
researchers have emphasized on the importance of studying
the relationship between use context and security of mobile
payment. For instance, Figge [12] is concerned about
information  confidentiality  regarding the  context
computation. Since consumer information is sent out for
improving mobile services in different use contexts, service
providers could access to a lot of personal information.
Dahlberg et al. [11] have mentioned the research value of
understanding use context and security in mobile payment,
and suggested the need to map the use context of mobile
payment with security methods, which can be regarded as a
promising research area.
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Today, the use context of mobile payment in China is more
and more complex, as the platforms such as Alipay and
WeChat Pay have created a mobile lifestyle rather than simply
providing a service. This calls for studies to understand of
security experience of mobile payment usage in a particular
situation. As compared to provious empirical studies,
interviews can help in collecting data regarding user attitude
and experience regarding the daily use of mobile payment
services in use contexts. This contributes to an overall
understanding of the formation of security experience
depending on the scenarios and provides insights for
enhancing mobile payment interaction.

I1l.  METHOD

Semi-structured in-depth interviews were adopted for this
research to investigate the user security experience of mobile
payment in order to form a holistic understanding of the
phenomenon.

A. Participants

In order to identify the most cases across various payment
scenarios, we conducted the research in a mature market to
collect as much user experience as possible. We recruited 10
participants (5 male and 5 female users) in Guangdong
province in China, where mobile payment services are widely
used.

B. Interview Design

A semi-structured in-depth interview was conducted for
each participant individually. Each interview ranged from 25
to 45 minutes, depending on the participant’s experience in
the topic. The interview was conducted either in person or by
phone. Before the interview, each participant completed a
questionnaire on their demographic information as well as
their experience with using mobile payment, including the
platforms they had used, the frequency and duration of use and
the transaction amount per month. At the beginning of the
interview, all participants were asked if they believe mobile
payment is secure. Next, we asked participants about their
security concerns when using mobile payment. The purpose
of these two questions was to determine what users want to
protect most when using mobile payment, thus allowing us to
identify user concerns regarding mobile payment security
more accurately. Participants were then required to think
about previous secure or insecure experiences in different use
contexts of mobile payment. Finally, the interviewer asked
participants what factors they believed to influence their
perception of security in mobile payment, and to identify their
reasons. All interviews were recorded for data analysis.

C. Data Analysis

The coding method applied in this study is that of Strauss,
which requires grounding to the data [13]. First, the voice data
were transcribed to text. We examined the data, made notes
and coded according to three themes: security concerns in
mobile payment, security experience and use context and
other elements related security experience. Labels and themes
were developed based on each topic to create categories and
generate theory.
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IV. RESULTS

The findings that emerged from the interview are as
shown. The results section presents a detailed explanation of
how user security experience is formed, as well as the
important elements that influence it.

A. General Information

The average age for participants is 25.6 years (SD=2.12;
age range: 21-29). All participants had experience using
mobile payment, such as WeChat Pay, Alipay, UnionPay
Online, Apple Pay, Baidu Wallet, JD Pay, Tenpay, 99 Bill or
Mobile Banking. 70% are customers with more than 3 years’
experience using mobile payment; 20% are users with 1-3
years’ experience; and 10% have less than 1 year of
experience. The percentage of monthly expenditure through
mobile payment ranges from 7.5% to 100% of their monthly
income.

B. Security Concerns in Mobile Payment

All participants were asked at the beginning “Do you think
it is secure to adopt mobile payment service and what are your
security concerns with it?” 5 participants (50%) responded
that they believe it is secure, while 4 participants (40%)
believe itis insecure. 1 participant (10%) stated that it depends
on the reputation of the service provider. 8 participants (80%)
said that they considered both financial and privacy aspects;
of these, 3 participants concluded that financial security was
more important, 2 participants stated that information security
was more essential, and 3 participants thought that financial
and information security are equally important. 2 participants
considered only one or the other of financial or information
security. Surprisingly, 2 participants (20%) stated that they
had few worries regarding potential financial loss, due to the
small amounts of their transactions and high popularity of the
mobile payment platform.

TABLE I. PRIVACY INFORMATION CONCERNS
Privacy Information concerns

Privacy information Frequency
Phone number 7
ID number 5
Consumption record 3
Address 2
Cookies 2
Account 1
Job information 1
Name 1
Financial information 1

According to the above responses, most participants
emphasized the importance of their privacy. We explored the
reasons for this with further questions, and 3 participants said
it was because relationships can be traced through
information. For example, they believe that a person’s mobile
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payment account could reflect a behavior pattern, or a
dishonest browsing history might have a negative influence on
their personal credit. Participants also mentioned the specific
privacy information they would be reluctant to disclose, as
shown in Table I.

C. Security experience and use context

This section describes the security experience mentioned
by participants in the interview process in order to present a
comprehensive picture of security in daily life. We explored
the security experience of our participants mainly by asking
“In what situation do you use mobile payment service” and
requiring them to “describe secure and insecure use contexts
of mobile payment usage according to your own experience”.
In the case of mobile payment platforms, such as WeChat Pay
and Alipay, participants in our study indicated a variety of
user experiences that structured their perception of the
security of these systems. Based on our analysis, user
experience can be divided into five payment situations: online
mobile transaction, in-store payment, peer-to-peer payment,
payment interaction in the physical world and network
environment. Online transaction focuses on payment
scenarios made entirely on a mobile device. In-store payment
involves a face-to-face transaction between merchants and
consumers, while peer-to-peer payment describes a transfer
made between parties with relatively strong ties. Payment
interaction in the physical world involves payment between
users and machines in the public space, and the final category
refers to users’ selection of network environment for mobile
payment.

1) Online mobile transaction: The major experiences
with online mobile transaction are associated with online
shopping. In this situation, participants responded with two
security considerations. The first relates to payment system
usability. A system that runs smoothly and can provide
efficient feedback during a transaction is necessary to ensure
a positive user security experience. The second user security
experience derives from the reputation of the merchant or
payment service developer. In the case of developer
reputation (with 70% of participants’ concern), participants
mainly worried about the security of their information. In
terms of merchant reputation (with 50% of participants’
concern), most of participants worried about the quality of
goods bought online. Of note, 2 participants stated that
insurance for account security was provided by certain
platforms, such as WeChat Pay, Alipay and JD Pay, which
enhanced their perception of the security of the system.

We also asked our participants to compare the platforms
they have used in order to further understand the relationship
between user experience and reputation. Alipay and WeChat
Pay are the most popular mobile payment platforms in China.
5 respondents (50%) stated their belief that both of them are
secure, while 5 respondents (50%) perceived that their
security levels are different. 3 respondents indicated that
frequency of use of a platform influenced their perception of
security, which could lead to their belief that either Alipay or
WeChat Pay is securer. Another factor is the different brand
images of Alipay and WeChat Pay. U2 participant explained,
“Alipay looks like a large platform with various kinds of
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merchants in it. | am afraid that my privacy will be stolen and
my money is insecure... Compared with Alipay, WeChat Pay
is a platform for transferring between friends...Also, [
usually use WeChat to keep in touch with my friends. I prefer
to use WeChat Pay in my daily life since it is convenient and
secure.”

2) In-store payment: In the context of the physical store,
mobile payment systems enable consumers to pay by
scanning a merchant’s QR code or by having their account’s
QR code scanned by a merchant. In the first case, users scan
a QR code provided by the merchant, then input the charge
as well as a password to settle the payment (Figure 1). In the
second case, merchants input the amount of money first,
while the consumer provides their account’s QR code for the
merchants to scan (Figure 2). This second transaction can be
settled without the user inputting a password. The security
experience is formed through the interaction between
merchant and customer, as well as the physical environment.
2 participants (20%) said they felt insecure when paying by
having their QR code scanned by merchants. They worried
that merchants would charge them an amount of money
higher than the actual price; in addition, this method of
payment does not require their password to pay. These factors
decrease their perception of security.

In addition, 2 participants (20%) felt the physical
environment could be a risk for mobile payment users. Since
surveillance cameras are installed in public places, users
cannot avoid being recorded every time they input their
password. U9 gave a detailed description of the situation:
“There are surveillance cameras in supermarkets or banks.
When | use mobile payment to pay in these places, | input my
passwords in a hurry sometimes. The charging process needs
to be quick, so I am not able to use my hand to cover it, or my
phone screen is too large to cover. My password would be
easy to record.”

Figure 2. Merchant scanning customer’s QR code for payment

3) Peer-to-peer payment: One particular advantage of
mobile payment is that it supports peer-to-peer transfer,
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leading to the convenience of transaction between
individuals. Peer-to-peer payment can occur between
strangers, such as buying food at a kiosk or paying a taxi bill,
or between friends, such as sharing a dining fee or sending
“gift money” [14]. Specifically, 1 participant (10%)
mentioned their belief that the method of transferring money
within a chat group is secure, where sender and recipient
already know each other. This method allows immediate
feedback, as well. U2 added that transactions among friends
provide a much more secure experience in terms of mobile
payment. For this reason, the participant prefers to use
WeChat Pay rather than Alipay for peer-to-peer payment, as
WecChat is also a chat application. In the case of payment
between strangers, the participant stated that it is better to pay
using paper money than to use mobile payment at a kiosk,
because this might avoid the privacy being stolen.

4) Payment interaction in the physical world: The
adoption of mobile payment has encouraged the development
of self-service equipment, such as ticket machines, vending
machines and bike sharing. This allows transactions not only
from person to person, but also between man and machine. In
this study, however, we found particular concerns when
participants interacted with these machines in the physical
world, as the transaction context has become more complex.

This consideration is not only restricted to the user
interface, but also applies to the physical environment.
Mobile payment for bike sharing was mentioned by several
participants. Currently, users can pay to share bikes in the city
by scanning a QR code using a mobile payment system.
Unlike the QR code scanning that happens between users in
person, self-service payment in public places may pose more
risks. One concern is about the legitimacy of QR codes
(Figure 3). When a QR code is used for payment in a public
place, itis possible for users to become involved in fraudulent
activities. For example, 2 participants stated they cannot tell
whether a QR code is the original or one pasted on by
criminals in order to steal the users’ money.

&

Scan the OR code In a sharing Lack the bike and click the

Figure 4. Payment settled in Mobike system
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Figure 5. Payment settled in OfO system

Another concern is usability. Users have less experience
when adopting a mobile payment system in a new context.
The various payment processes across different services can
cause an insecure experience. For example, in the bike-
sharing system OfO, users must manually stop the charges
after they return a bike, while Mobike (another bike-sharing
system) stops charging the user automatically after returning
a bike (Figure 4 and Figure 5). One participant worried that
the manual system (OfO) might overcharge them if they
forget to stop the charges after returning a bike. However,
another participant thought the automatic system (Mobike)
might secretly charge more than it should, as the system does
not allow users to confirm the amount before payment is
settled. This inconsistent process is likely to create an
insecure experience, as users need more time to adapt to
various payment processes despite the similar use context.

5) Network environment: Our research showed that
participants are also concerned about the network
environment when using mobile payment. 70% of
participants emphasized that they would not use mobile
payment on public Wi-Fi networks to avoid risk, while 5
participants (50%) said they would not connect to public Wi-
Fi at all. It is clear that the mobile wireless network is a
necessary trusted context for mobile transactions.

D. Other elements that relate to the security experience

In addition to user security experience, participants also
mentioned other possible elements that influence the
perceived security of mobile payment. 5 participants (50%)
expressed the need for the customization of mobile payment
platforms in order to improve their security experience.
Different use contexts should be tailored to the particular user
in terms of authentication methods for mobile payment. For
instance, users require more complicate authentication
methods (multi-factor authentication) to protect the payment
of large transaction amount, while they want simpler methods
to facilitate the payment of a small transaction amount.
Participants also revealed that they are not being told what
personal information is being disclosed by mobile payment
platforms, but that they need to be made aware so that they
can make choices that avoid disclosures of privacy. Another
consideration is that designers need to think about users’
capability of customizing the user interface. One participant
said, “If there are too many user settings, it will be a mess. I
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would be afraid that the device cannot run smoothly. Also, |
will forget my settings.”

What is interesting to note is that participants developed
certain self-directed approaches to help themselves “feel more
secure” when using mobile payment, such as hiding
unfamiliar functions in the platform, regularly deleting
records of mobile payment usage on their device, linking a
credit card to their mobile payment user account or using two-
step authentication on two different devices.

V. DISCUSSION

A. Security concerns

We investigated user concerns about security in mobile
payment in both the financial and privacy aspect. As users
connect with various kinds of services, including food take-
out or delivery services, DiDi taxi, online and offline
purchasing and social media, personal data is collected by
mobile payment platforms to understand the particular user’s
behavior pattern and provide a more efficient service. A
previous study revealed that social network services can
expose user behavior patterns, known as privacy disclosure
patterns [15]; our research found that users believe mobile
payment platforms pose a similar risk to user privacy [16].
Based on the responses of our participants, a focus on intent
to disclose private information through mobile payment,
rather than concerns about financial losses, might have a more
effective impact on user security experience. While some
participants discussed the personal information they provided
on mobile payment platforms, future research could
investigate the importance of different types of personal data
accessed by mobile payment systems and the possible
consequence of privacy disclosure in mobile payment.

B. Weakening or strengthening user security experience

In examining the use context of mobile payment, we
identified experiences that could strengthen or weaken
perceived user security in particular situations. According to
our participants’ responses as well as the previous research
[17], reputation is an important factor in the adoption of
mobile commerce, especially in online shopping. A good
reputation guarantees the security of possession and privacy.
A readily available payment record will enhance the user’s
security experience, while delayed feedback or lack of
information will weaken it. Regarding the payment process,
participants added that when they pay without a password or
have their codes scanned by a merchant to pay, they felt
insecure. This is because they cannot confirm the transaction
amount before the payment settled. These scenarios indicate
that users expect to have better control over managing their
accounts or the transaction process in order to enhance their
security experience when using mobile payment. Unlike
actual control, which refers to the capability of changing a
situation, perceived control emphasizes the user’s feeling of
their ability to maintain a coming event [18]. Previous studies
have demonstrated the importance of perceived control on
security problems in other contexts [18][19]. The results
presented in this study lead us to recommend more studies to
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investigate the influence of perceived control in mobile
payment.

In addition, users felt more secure when money was
transferred to their friends, rather than to strangers or
merchants. Similar to the findings of a previous study [20],
participants perceived the social relations in WeChat to be
based on real life, while the social relations in Alipay are
mostly based on virtual situations. The strong ties built in a
user’s actual life develop a sense of trustworthiness in mobile
payment. According to previous studies [21], social influence
can not only affect the user’s intention of adopting mobile
payment by enhancing its perceived usefulness, but also
reducing user’s perceived risk of mobile payment. The
responses in this study reveal a relationship between social
influence and perceived security in mobile payment.

C. The need for customization in the security experience

The interviews revealed the need for customization to
enhance the security experience of mobile payment. Based on
our results, setting authentication methods according to the
use context holds the greatest attraction for participants.
Authentication methods are a vital issue when it comes to the
tradeoff between convenience and security in technology
usage [22]. While customization of authentication methods is
crucial for a positive security experience, use context is an
important element. In this case, tailoring would occur
according to “location, time or resources” [23]. The complex
nature of mobile payment usage means designers must
consider the extent to which users be given permission to
customize the platform, in terms of the user’s cognitive
capabilities and the limitations of the mobile device. The
creation of self-directed approaches in order to feel secure as
reported by participants in the interviews may present possible
solutions to this problem. Under this approach, a method of
participatory design could be created to study the details for
customization. Designers could learn from users’ experience
and knowledge, formed within the use context, in order to
develop a comprehensive understanding of the users’ needs
[24].

VI. CONCLUSION AND FUTURE WORK

Although mobile payment has been adopted across many
aspects of life in China, users have security concerns in
different use contexts. In this study, we explored users’
perspectives of mobile payment security in various use
contexts, and discussed factors that could enhance user
security experience. Through the interview process, we
identified five use contexts for mobile payment to present a
more holistic picture of mobile payment in China The study
finding also recognized the need of design customization for
improving the security. The result of this research could
provide a reference to enhance security experience design
according to users’ needs and different use contexts in mature
markets of mobile payment, while its effectiveness in
developing markets of mobile payment will still require to be
verified.

Future research on the user security experience of mobile
payment can be focusing on determining what can be user
security concerns in various payment scenarios and
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categorizing their security experience for better experience
design.
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Abstract—This paper introduces a Competence Developing
Game (CDG) for the purpose of a cybersecurity awareness
training for businesses. The target audience will be discussed
in detail to understand their requirements. It will be explained
why and how a mix of business simulation and serious game
meets these stakeholder requirements. It will be shown that a
tablet and touchscreen based approach is the most suitable
solution. In addition, an empirical study will be briefly
presented. The study was carried out to examine how an
interaction system for a 3D-tablet based CDG has to be
designed, to be manageable for non-game experienced
employees. Furthermore, it will be explained which serious
content is necessary for a Cybersecurity awareness training
CDG and how this content is wrapped in the game.

Keywords-Cybersecurity; Awareness; CDG; Serious Game;
tablet game; business simulation.

L INTRODUCTION

The wuse of digital systems is crucial in modern
companies and one effort of digitization is to use these
digital systems more efficiently. Through these efforts, more
and more analog processes are no longer available. By that,
nowadays almost all relevant records are stored in databases
or on cloud based file servers. Accordingly, the analog data
management will be reduced to minimum, if that has not
already happened.

Of course, a well functioning digital working
environment is required to ensure that the data are always
available. If data are accessible everywhere and always for
employees, then assailants are able to wuse these
infrastructure, too. This issue is getting worse because
nowadays, in modern digitalized systems, employees are
owners of the keys necessary for data access. Consequently,
it is no longer necessary for an assailant to attack the IT-
infrastructure (IT = Information technology) or the IT-
department. He can focus his attack directly on the data-
using persons, e.g., with fishing-mails, social attacks,
manipulated flash drives, etc. Despite this issue, this kind of
always available data management is indispensable for
modern companies.

As a result, it is essential to train non-IT personnel how
to avoid cybersecurity risks arising within their daily
digitalized work [1]. Already today, employees are often the
biggest threat in the cybersecurity chain [2]. To offer an
effective cybersecurity awareness training, it is important to
establish a continuous training cycle to establish a long term
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behavior change (req. 7 (see Section II)). It should be noted
that too many topics in too short time increase the risk to
overwhelm the exercisers which is also a reason for a long
training cycle. Basically, a successful cybersecurity
awareness training has to solve two tasks. On one hand, it
has to attract the attention of the participants for a defined
time period. On the other hand it has to convey the training
content as efficiently as possible. Unfortunately, most of
today’s trainings solutions show weaknesses in dealing with
both aspects. A very suitable solutions to address both
aspects is the use of interactive computer based training
methods (req. 6 (see Section II)) [1]. The use of gaming
concepts in serious situations provides the possibility to
transfer the motivation of a gaming situation into a serious
learning context. In addition, games provide an environment
which allows to choose risky or intentional wrong strategies
just to figure out what will happen. Generally, there are three
major kinds of games with a serious approach: Serious
Games, Business Simulation/Games and the approach of
Gamification. Further, there are different gradations of, e.g.,
serious games, which are not consistently defined [3].

However, instead of questioning ‘What defines a
particular game kind?’ Koénig and Wolf suggest to focus on
the question ‘What characteristics of which game kind are
well suited for a specific application’ [4]. For this, they
provide the umbrella term Competence Developing Game
that encompasses all ‘serious’ game types (digital and
analog): ‘A Competence Developing Game (CDGQG) is a game
that has the primary purpose to teach knowledge, skills and
personal, social and/or methodological abilities, in work or
study situations and in professional and personal
development of the game player, by retaining the motivation
of a gaming situation’ [3].

Accordingly, this paper examines what features a digital
CDG must have in order to enable a cybersecurity awareness
training for (German) business users. Further, it shows how a
specific CDG, in which these features have been realized,
looks like. The game is called GHOST: Gamified Hacking
Offence Simulation-based Training (see [18]).

In Section II, the target audience will be determined in
more detail, to understand their preferences and
requirements. Section III addresses these requirements to
determine a suitable CDG game kind. In Section IV, it will
be explained how a game interaction interface design for a
huge audience group like, ‘business users’, could look like.
In addition, in Section V, a study that examines game
interaction systems will be briefly presented. Section VI
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describes the CDG GHOST which results from all previous
considerations. Section VII offers a conclusion and an
overview about future work and use.

II.  FINDING REQUIREMENTS BY UNDERSTANDING THE
AUDIENCE

A study in German enterprises determined that the three
most common reasons for employee related trainings are:
the development of employee skills, increasing employee
motivation and job satisfaction, and strengthening the
employee-company relation (req. 1). The study also
determined the obstacles that inhibit employee trainings.
The identified top-two reasons not to train although there is
a need are: no time available to dispense employees (43,8%)
and missing internal capacity to organize a training (42,6%)
[5]- A second study in German companies identified training
costs and also the time issue as main reasons not to train
employees. The three most common training methods are
learning at the place of work (46%), external courses (28%)
and in-house courses (<28%) [6].

In the case of learning at the place of work, the time an
employee needs to be dispensed is limited to the actual
duration of the training, because there is no traveling time
(obstacle: no dispense time available) (req. 2.a.). The
absence of traveling time is linked to the absence of
traveling costs (obstacle: training costs) (req. 2.c.). By that,
the organizational complexity of the training is also reduced,
as employees must be covered shorter, and they are more
easily accessible in crisis situations, etc. (obstacle:
organizational capacity) (req. 2.b.). Accordingly in the case
of a continuous training cycle, as needed for a cybersecurity
awareness training and therefore for GHOST, learning at the
place of work seems particularly advantageous. These
considerations clarify why learning at the place of work is
the most popular training method and therefore it should be
the method of choice for GHOST (req. 2).

In addition to these employer-focused considerations,
the CDG GHOST is after all played by employees. As
explained in Section I, more or less every employee who
uses digital systems for work reasons should participate in a
cybersecurity awareness training. By that, the target
audience is broad (req. 3). Since the GHOST-Research-
Project is granted by a German ministry (Federal Ministry
of Education and Research), the German employee sector
was considered in first place. According to a report by the
Federal Institute for Vocational Education and Training, the
average German trainee is 19.7 years old. The report shows
the first grouping called "16-year-olds and younger". The
average age of all employees was 43 years in 2016, with a
relatively balanced distribution between women (~ 47%)
and men (~ 53%) [7]. In summary, it can be stated that the
vast majority of the target group is> = 16 years and <67
years old, the average age is 43, and women and men are
similarly distributed.

As already mentioned, the use of a CDG as a training
instrument has the advantage that the motivation of a game
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situation can be transferred in a serious context. In order to
use this advantage a CDG must entertain players in a fun
way while keeping the serious content in focus. This aspect
requires a CDG that matches the tastes and abilities of the
target audience. But because of the diversified target group,
it is nearly impossible to construct a CDG that fulfills the
individual game taste of each subject. On the other hand, the
development of many games that meet the individual taste
of each player would be expensive and it would stand in
opposite to the obstacle: ‘costs’. Following these remarks, a
CDG that addresses a broad audience always represents a
compromise in game design.

To find the major common denominator of each CDG-
Player the ‘Pyramid Assessment Framework for
‘Competence Developing Games’ ('PACDG-Framework')
was studied with this objective. The PACDG-Framework
represents a tool that delivers the capability to analyze
different game kinds in a standardized way. To do so, the
framework covers, among other things, the entire player
perspective of a CDG [4], as it was proposed (also) in the
well-known MDA -framework for conventional
entertainment games [8]. However, the PACDG-Framework
covers the CDG-Player perspective in the three steps:
“Experience”, “Aftereffect” and “Impact”. The last two
steps refer to the same idea: A CDG should lead to
competence acquisition, where the competences should help
to solve at least one real life problem (req. 4). The step
“Experience” is all about the player’s claim to participate in
an emphatic and positive gaming experience. In order to
meet this claim, a high, entertainment game equivalent,
quality must be delivered (req. 5).

Therefore, a CDG-based training that is accessible for all
employees who use digital systems for work reasons
should...:

Req. 1. ...develop skills, increasing motivation /
satisfaction, strengthening the job relation.
Req. 2. ...take place at the place of work to reduce
a. time expense and release time,
b. organizational overhead and by that
C. costs.
Req. 3. ...be accessible for every target group member.
Req.4. ...help to solve a real life problem.
Req.5. ...be similar in quality to an entertainment

game.

Additionally a CDG for a cybersecurity awareness training
should...: (see Section I)

Req. 6. ...use interactive computer based training
methods.
Req. 7. ...occur in a continuous training cycle.

III. GAME TYPE SELECTION

As discussed in Section I and II, the use of interactive
computer based training methods is suitable for a
cybersecurity awareness training. By that, a serious game, a
business simulation (supported by a computer based
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simulation model) or a gamified work environment could be
used (fulfill req. 6). Furthermore it is of course possible to
develop a CDG in one of the named kinds with an
entertainment game comparable quality (fulfill req. 5).

However, every well designed cybersecurity awareness
training will match the requirements 1 and 4 too. It is
because the main CDG purpose would be to lead to
competence acquisition, where these competence acquisition
refers to the ability to perceive possible IT-Security threats
(fulfill req. 1). As IT-Security issues are a real life problem,
of course, such competences would support to solve a real
life problem (fulfill req. 4). Therefore it can be assumed,
that a capable development team has the ability to develop a
CDG from one of the named game kinds that has the
potential to fulfill the requirements 1, 4, 5 and 6.

So to choose the most suitable CDG game kind it is
necessary to determine whether the requirements 2, 3 and 7
can be fulfilled.

,,» Gamification’ is the use of game design elements in
non-game contexts“[9]. As a result, for the gamification
solution a deeply integration of game elements into the
computer environment of the employees would be necessary.
Based on such integration, e.g., correct behavior such as
scanning a flash drive or locking the screen during a longer
period of inactivity could be rewarded with points (fulfill
req. 2a-b). This solution would enable a permanent and time
neutral training without the need of learning to handle the
training instrument (fulfill req. 3 and 7). However, the
necessary development effort would be high (game element
integration in every used program and operating system) and
the privacy protection question would need clarification (not
fulfill req. 2¢). In addition, the extensive system intervention
could have unforeseeable consequences on the IT security of
the manipulated operating systems and programs. For these
reasons a gamification solutions does not seem suitable for a
cybersecurity awareness training.

A closed ‘Business Simulation’ is characterized by the
participants being placed into a well-defined and prepared
action situation. A model calculation (the simulation)
assesses the decision effects on the game environment.
Further the model communicates the success of each action
to the players [10]. Since a business simulation is similar to a
board game the majority of the employees should not have
any problem to handle the game (fulfill req. 3). In addition,
many simulation games are turn-based anyway and thus
predestined for a long continuous game cycle (fulfill req. 7).
The problem here is that even if it is possible to organize
multiple business game session at the work (fulfill req. 2a),
fixed dates have to be coordinated between different
employees plus the necessary setup and dismantling of the
business game have to be organized in time (not fulfill req.
2b-c). That means, a business simulation can also not fulfill
all requirements.

The third alternative are ‘Serious Games’. Serious Games
are video games where the primary purpose is not
entertainment, enjoyment or fun, which does not mean that
Serious Games are not entertaining. They just have another
primary purpose, in kind of an ulterior motive [11]. A video
game has the advantage of being fully flexible in terms of
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time. Further no coordination is required between employees
nor an organization of the game setup and it can also take
place at work (fulfill req. 2a-c) However, it is difficult to
realize a continuous training cycle without a turn-based
design and such a design is not intended for Serious Games
(not fulfill req. 7). But indeed it is the only approach that has
the potential to fulfill requirement 2.

At this point, a CDG reveals its strength. The solution is
to mix up the game kinds. Serious Games are the only game
type that fulfills the requirements 2a-c, but the turn-based
design of business simulations supports a continuous game
cycle. Accordingly the solution is to develop a Serious Game
with Business Simulation (turn-based) game mechanics (see
Section VI). Therefore, only the mix out of a Serious Game
and a Business Simulation has the potential to fulfill
requirements 1 to 7.

Due to this design choice, the biggest problem with
meeting the requirements will be requirement 3 in which a
CDG is demanded that is playable for every target group
member. In requirement 5, the demand for a quality which is
similar to an entertainment game is formulated. It needs to be
kept in mind that not all members of the target group have
experience with video games. It must therefore be ensured
that requirement 3 can be met without losing number 5.
Therefore, it is necessary to find an interaction-interface for a
high quality video game that does not require any video
game experience. Section V will introduce a case study that
was performed to evaluate how a game interface has to be
designed to meet requirement 3 even when the game uses a
3D-Environment to fulfill requirement 5. Section I'V explains
the game interface development and the case study design.

Iv.

Germany is the largest video game market in Europe with
sales of 2.8 billion euros in 2015. Overall, the video game
players are distributed as follows: PC / laptop 18.4 million
players, smartphone 17.2 million players, console 15.6
million players, tablet 11.5 million players, handheld 8.3
million players. It should be noted that smartphones and
tablets both use gaming apps, which means gaming apps
with 23 million players in total have the largest player
community [12]. Accordingly to that information even in the
aimed target group the amount of people who have
experience with gaming apps should be higher than with
other video game mediums.

In addition, it can be stated that touchscreens as used in
smartphones and tablets have significantly changed the
world of games in a short period of time. Modern
touchscreen devices show a very intuitive interaction design
that allows even children to use such a device successfully.

To explain why touchscreen devices are intuitive to such
strong extend, a look at the three-layered brain model is
helpful. To use a tool (in a computer context a tool means a
device like a keyboard, a mouse, a game controller, etc.)
humans have to make use of their neocortex. The cerebrum
represents the highest layer in the brain model. In contrast,
for ‘touches’, as needed during the use of a touchscreen
device, humans only need to use the reptilian brain, which is
represented in the lowest layer in the three-layered brain

DEALING WITH THE GAME INTERACTION ISSUE
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model [13]. Both aspects, (a) the widely use of gaming apps
and (b) the intuitive aspect of modern touchscreen devices
lead to the conclusion that a gaming app based CDG is the
right choice for GHOST. Considering the broad target
audience it is further reasonable to use a tablet based gaming
app because of the larger screen size compared to a
smartphone.

According to the last Section, a CDG should be similar in
quality to an entertainment game (req. 5). Modern gaming
apps with the scope to be played over a longer period of time
(as it is planned in GHOST) implement a three-dimensional,
high quality looking game environment regardless of the
genre (see e.g. Lara Croft Go, Lego Star Wars, Jam League,
Modern Combat, Asphalt, Bothers: a tale of two sons, etc.).
By that, GHOST has to be a three-dimensional tablet based
CDG. On the other hand, GHOST has to be accessible for
every target group member (req. 3). Thus, an appropriate
game interaction system has to be found, that allows three-
dimensional tablet based playing even for people who have
never played a video game in their live. However, there are
well established interaction systems for videogames that are
also adapted for touchscreen devices.

The three most common used are 1st-Person, 3rd-Person
and God view. The idea behind the 1st-Person perspective is
that the player sees through the eyes of his player-character
(PC) [14]. In conventional video games, the player controls
the PC with mouse and keyboard [15]. Touchscreen based
Ist-Person games are usually implemented in landscape
mode. To control the PC the left and right thumb are used.
The left thumb is used in the lower left area of the screen to
control the movement of the PC. The right thumb is used in
the lower right area of the screen to control the viewing
direction [16].

In games that implement a 3rd-person perspective, a
camera is used, which is aligned to the top of the PC to show
him completely. Sometimes 3rd-person is implemented with
,,Irailing” option, then the camera is anchored at head height
behind the PC. In classic video games, the control is similar
to 1st-person games [15] the same applies to the touch screen
control.

A God View perspective, also referred to by the terms
'overhead', 'top down' and 'God Eye', provides a perspective
in which the game map is shown from above. Usually the
control is realized with the mouse [14]. Touchscreen-based
God View games are often implemented by touching directly
on the device. In such case the 'touch' on the device is
equivalent to a mouse click. Additionally manipulations of
the camera perspective are done by the usual multi-touch
gestures (e.g., two-finger zoom). Consequently, any 3D
gaming interaction system known from the Computer/Laptop
can be adapted for touch screen based games.

It has to be noted, that the 1st-person and 3rd-person
solution only replace mouse and keyboard through two
equivalent virtual generated tools. By that, according to
Schell [13], neocortex participation is still needed and
whereby the advantage of a touchscreen solution is not
exploited. Only the 'God View' interaction systems provide a
solution that’s natively transforms touch into interaction. As
a result, this kind of game interaction should be manageable
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for inexperienced players and therefore is the right solutions
for a touchscreen based CDG and GHOST.

However, this question cannot be clarified for the
intended target audience based on the state of scientific
research. There is a lack of empirical research that
investigates the suitability of existing touch screen-based
control and camera tracking paradigms for 3D serious
games. However, since a well-functioning interaction system
is elemental for the CDG success, a corresponding study has
been carried out that will be briefly discussed in the next
Section.

V. INTERACTION SYSTEM FOR A TOUCHSCREEN BASED
CDG

A. Discussion of possible interaction systems

The main objective of the study is to investigate wheatear
it is possible to find an interaction-interface for a high quality
tablet based video games that does not require any video
game experience. Such an interaction-interface would
connect requirements 3 and 5 that seem as if they exclude
each other. The presence of such an interface would open the
possibility to develop a cybersecurity awareness training that
fulfills all seven requirements in the first place.

From a theoretical point of view, a game that responds as
intuitive as possible on touch screen input should be
advantageous for the players. As shown in the last Section
even the ‘God View’ interaction system relies on not
intuitive multi-touch gestures for camera control. For that
reason, a new interaction system for the GHOST prototype
was designed.

These ‘optimized’ called interaction system provides the
PC control via finger touch. The PC automatically moves to
the location of the map where the map was touched. Even
the interaction with game objects or non-player characters
(NPC) works this way. If a player, e.g., touches a game
object his PC will automatically move to the point next to the
object. After arriving at this point an interaction dialog opens
automatically. To remove the maybe not intuitive camera
control the whole game map is divided in different camera
zones (partly multiple zones in one room). Each zone
provides its own static camera perspective. If the player
controls his avatar from one camera zone to another, the
camera angle changes automatically. The player is not aware
of where the zone boundaries are, the camera angle change
just happens. To help the CDG-Player’s orientation, there is
also a second ‘optimized+’ called interaction system where
the camera change from one position to the next one appears
in a smooth move.

Additionally to the three mentioned interactions systems
(1st-Person, 3rd-Person, God View) both versions were
examined in a blind study. For this purpose, a small game
was designed where the participant had to find six game
objects or NPCs to interact with. At the beginning of the test
a participant is set in a game environment (a space ship) with
six rooms and two corridors. The participant does not get any
map because the study also refers to the orientation ability.
Finally the time needed to complete the interaction tasks was
measured.
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A total of five mini games, called ‘demo versions’,
because they based on the GHOST source code, were
developed:

e Demol: Ist-Person
e Demo2: 3rd-Person
e Demo3: God View
e Demo4: optimized+
e Demo5: optimized

Deviating from the previous explanation of 3rd-Person
interaction-systems the 3rd-Person PC control was changed.
Usually the PC is controlled with the left and right thumb as
in a 1st-Person tablet game.

Indeed, the interaction system in Demo2 uses a touch
based PC movement control as in the ‘optimized’ demo
versions. In addition, camera rotation was enabled by
integrating a two-finger-rotate gesture for camera rotation.
The classic two thumb control is still used in Demo1. Figures
1 to 4 are screenshots made of each demo version,
respectively.

Figure 1. 1st-Person interaction system with dynamic appearing

‘activate’-button for object interaction (Demol).

Figure 2. 3rd-Person interaction system before and after two-finger-rotate
(Demo2).

Figure 3. Good-View before and after gesture based camera rotation
(Demo3).
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Figure 4. Adjacent camera zones in the optimized (+) interaction system

(Demo4&5).
B. Summary of Study Results
TABLE L SUBJECT DISTRIBUTION
subject distribution
Demol Demo2 Demo3 Demo4 Demo5
age<=37 7 7 7 7 6
age>37 6 6 6 6 6
X age 39 38 40 41 41
SD age 17 16 16 15 15
n woman 6 6 6 6 6
n men 7 7 7 7 6
n 13 13 13 13 12
average play time
14
12
10 % 10,46 % 11,00
s 8 % 8,08
é 6 LR ® 6,00
4
2
0
Demo1l Demo2 Demo3 Demo4 DemoS

demo version

Figure 5. Average play time and 95% confidence interval.

In total 64 participants participated in the study. Table I
provides information about the exact distribution of the test
subjects to the individual demo versions.

An ANOVA was calculated and, by that, proved that the
playtime differences are statistically significant (a =
.05; Fiu59) = 4,26; p < 0,0011) . Figure 5 shows the
average playtime for each demo version. It can be seen, that
the playing time of the demo version 4 and 5 are the shortest
ones. As a result, the assumption that an intuitive interaction
system simplifies the access to the game can be confirmed.
By that, the ‘optimized’ or ‘optimized+’ interaction systems
are the most suitable solutions for the GHOST-Prototype.
Moreover the results show that there are performance
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differences between the groups <=37 and >37 and that demo
version 4 and 5 minimize these differences.

VI. GHOST: A CDG BASED CYBERSECURITY AWARENESS
TRAINING

Following the remarks of this paper, GHOST is a turn-
based, tablet-based, serious game like, Competence
Developing Game, which provides a cybersecurity
awareness training for end users in companies. Furthermore,
in GHOST a new intuitive interaction systems was
implemented. By that, it has the potential to fulfill the seven
requirements which were derived in chapter two.

Whether GHOST meets these requirements depends on
the game design. First of all the game design tracks two
aspects. It creates the space to experience which personal
actions are positive respectively negative for the
cybersecurity. Second, it demonstrates which and why IT-
department activities are necessary and meaningful. By that,
it allows the end user to notice missing activities in his/her
company and in addition it will increase the employee’s
acceptance for such activities.

In case of a cybersecurity training too many topics in a
short time period increase the risk to overwhelm the
exercisers [1]. Therefore in the beginning each game round
(playtime 30 to 60 min) treats only one serious topic. The IT
risks are hidden between other tasks and rarely occur, as in
reality. In order to evaluate which serious content should find
its way into the GHOST CDG, Annex ‘A’ of ISO 27001 was
analyzed (ISO/IEC 27001: Information technology —
Security techniques — Information security management
systems — requirements, see [17]). In Table II, the serious
topic of each game round is presented.

The idea behind GHOST’s game design is to minimize
the organizational effort. By a trick, GHOST still provides
player the illusion of playing together. Every GHOST
training is designed for 8 players in two groups at the same
time. The training consists of 16 units (game rounds) in total.
However, each round gets a specific time period in which the
round is active and ready for play. In this period each player
can choose the moment to play the round individually. At the
end of the time period the GHOST-System calculates, based
on each individual result in a group, a common group result
which is the starting point for the next round. If, e.g., a
player misses to participate in one round the whole group
result will be weakened. This kind of game design uses the
business simulation advantages like group motivation and
the enforcing of a specific continuous training cycle without
the disadvantages of complicated appointment organization.
Nevertheless GHOST allows even real multiplayer
experience. The Round 7&8 as 15&16 require all 8 players
to participate the training at the same time. Each group has to
be in one physical room, the merging of the groups takes
place via internet. These real multiplayer rounds serve as
highlights of the complete training cycle. However, since
two multiplayer rounds are played at one appointment,
accordingly only two appointments must be arranged. As a
result GHOST provides 16 play rounds and only requires the
coordination of two appointments, which results in a huge
reduction of the organizational effort compared to business
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simulations. Table II shows the assignment between serious
content and game rounds.

As already mentioned, the serious content in GHOST is
hidden between other tasks. To assure a simple knowledge
transfer between the game environment and the real world it
seems to be obvious to build an office environment inside
the game. Accordingly, the player would solve everyday
work tasks inside the game world to come across serious
content from time to time. This would result in a game that
simulates an office for a game player whose position is
currently an office, means playing-office in the office.

TABLE II. GAME ROUNDS
Round Serious topic

1 Screen lock

2 Handling of foreign flash drives

3 Phishing-Mails

4 Backups

5 Mobile Devices (especially Smartphones)

6 Websites, software installation, own IT infrastructure
7&8 Passwords, Information encoding, Emergency response,
(MP) Environmental Security, Backups

9 Access rights

10 Environmental Security, safe workplace

11 Virus prevention, Keylogger, Work delegation

12 Network Devices, Audits,

13 Log files, Access Right Management

14 Quiz Round

15&16 Flash drive, Information encoding, Phishing-Mails, Malware,
(MP) Passwords, Emergency response

MP = Multiplayer

This would most likely ruin the fun aspect of the game,
what would gamble away the main advantage of a CDG, the
transfer of the motivation of a game situation to a serious
context. For this reason, the game was moved 50 years into
the future. The players find themselves in a science fiction
scenario on a space ship named GHOST. They experience a
journey of sixteen laps (one lap one round) and figure out
quickly that someone tries to sabotage the mission by
infiltrating the ship's computer systems.

As a crew member each player has to handle a lot of day-
to-day tasks, which are intentionally similar to 2017 tasks in
a normal office. Nevertheless, a player has to be constantly
on guard while interacting with the computer systems or
other aspects in his environment. The assailant could start the
next cyber-attack in any moment, with any strategy.

VIIL

GHOST is a novel approach to perform a cybersecurity
awareness training for end users in companies. As shown in
Section II such a training should fulfill at least seven
requirements to match employer and employee expectations.
However, this paper shows that the exploitation of the CDG
concept provides the necessary resources to develop a

CONCLUSION
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suitable game design. It turns out, however, that the game
control, due to the large target group, requires a closer
examination. Therefore a study was carried out that solving
this issue (evaluate req. 3). How the serious game content
was systematically developed out of the well-known ISO
27001 is also explained.

Summarized a GHOST training can take place at the
place of work to reduce the time expense. Since an extensive
preparation is not needed the organizational overhead is
reduced. Both aspects also reduce the training costs (req. 2a-
c). Because of its sophisticated empirical evaluated (see
Section V) interaction systems even employees without any
game experience can participate the training (req. 3). In
addition, this interaction system helps GHOST to have an
entertainment game look and feel (req. 5). The turn-based,
business game inspired, game design allows further a
continuous training cycle, that is made possible with a
computer-based training (req. 6 and 7). Moreover, the social
significance of - and the increased attacks on- IT systems
leave no doubt on the real life relevance of the underlying
problem (req. 4).

In this discussion, only requirement 1 was left
unmentioned. Requirement 1 demands a CDG to help an
employee to develop skills, to increase his motivation and
satisfaction and to strength the job relation. As already
shown requirement 1 aspects have been taken into account
throughout the GHOST development. Nevertheless
requirement 1 can only be substantiated by field studies.
However, the GHOST prototype will be ready for use in
short future. Accordingly, for the experimental verification
of the GHOST aftereffect a field study is already planned
and will be performed in April 2018. The study will provide
the possibility to validate the GHOST aftereffect and, by
that, to prove the fulfillment of requirement 1 that is not
addressed in this paper. After the evaluation of the GHOST
aftereffect GHOST will be used for cybersecurity awareness
trainings in real life.
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Abstract- Microsoft Kinect is a motion sensing device for
video games with potential applications in rehabilitation or
physical training systems. Many studies have shown the
effectiveness of Kinect-based physical training systems,
particularly for promeoting concentration and movement in
special needs education. However, the availability of such systems
in the special needs education field in Japan is currently very
limited. We developed a Kinect-based physical training system
for special needs education and provided it to schools for
evaluation. To clearly estimate the system efficacy, we developed
a motion analyzer utilizing the open-source software OpenPose.
Using the motion analyzer, we were able to evaluate the system's
efficacy. In this paper, we report an overview of the system and
the results of the evaluation.

Keywords-motion sensor; Kinect; physical training system; special
needs education; OpenPose.

1. INTRODUCTION

Recently, several motion sensor device types have been
developed for use in video game systems, such as the Nintendo
Wii Fit, Microsoft Kinect, and Leap Motion. These devices are
also useful for rehabilitation or physical training assistance
systems, and many research reports have been published on the
efficacy of such motion sensor devices.

Lange et al. reported that Kinect’s high accuracy of
tracking and feedback on performance was important in games
developed as rehabilitation tools for adults with neurological
injuries [1]. Kayama et al. focused on decreasing elderly adults'
dual-task ability as a risk factor for falls [2]. They developed a
game based on tai chi exercises using Kinect to improve dual-
task ability and evaluated the game over a 12-week period in
41 elderly individuals. They reported that the exercise was
effective in improving cognitive functions. Chang et al
reported that the Kinect-based rehabilitation system
significantly improved motivation for physical training and
exercise performance among young adults with motor
disabilities [3]. Bartoli et al. adapted an on-the-market, motion-
based touchless game for use with Kinect to assist the
education of five children with autism and confirmed the
efficacy of this teaching tool using standardized therapeutic
tests [4]. Fu et al. evaluated the efficacy of a Kinect-based
game system for the rehabilitation of 112 children with mental
disorders. They compared the children’s’ pediatric evaluation
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of disability inventory scores before and after training [5] and
found significantly improved results.

Few studies have specifically studied the use of such tools
in the special needs education fields. Chang et al. compared the
effectiveness of the Kinect system and the high fidelity
OptiTrack optical system [6] and showed that Kinect was
effective enough as a rehabilitation tool for use in both clinical
and home environments. Altanis et al. also found that a Kinect
learning game was effective for children with gross motor skill
problems and motor impairments [7]. Boutiska et al.
successfully used a game called “Kinect Adventures” as an
auxiliary learning tool for teaching “Mnemonic Techniques” in
children with autism [8]. Freitas et al. developed a Kinect-
based motor rehabilitation game to analyze the evaluation
feedback from users to repeatedly inform appropriate upgrades

[9].

Kinect is most often used as a motion sensor device in such
studies because of its low cost and usage possibility without
extra attachment devices or markers. However, developing
effective Kinect-based rehabilitation systems is not easy. This
has led some researchers to use on-the-market games that
might discourage continued use by individuals with special
needs. Greef et al. discussed the efficacy of Kinect-based
games as rehabilitation tools for children with motor skill
problems [10], emphasizing that on-the-market games usually
revolve around competitions based on mastery skills. Hence,
on-the-market games for children with special needs may result
in feelings of exclusion. To provide interesting games for such
individuals, they recommend developing Kinect games
designed according to user requirements. Contrarily, a
commercial suite of Kinect-based educational games known as
Kinems [11] already exists. These games are targeted at not
only typically-developing children, but also at children with
learning disabilities. Some researchers have already
investigated the efficacy of these games. Kosmas et al.
provided empirical evidence that Kinems games enhance
motor performance in children with learning disabilities and
motor impairments [12]. Kourakli et al. conducted analyses in
inclusive classrooms at two primary schools with 20 children
having special educational needs. They concluded that these
games have a positive impact on children's academic
performances and improve their cognitive, motor, and
academic skills [13]. Tsiakalou et al. also showed that Kinems
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games can improve academic performance, motor skills, and
executive functions like short-term memory, problem solving,
concentration, and attention in children with special needs [14].
Some Kinems games have an embedded monitoring and
reporting system that provides teachers the ability to enrich the
quantity and quality of information about the children's specific
needs. Retalis et al. used Kinems in a study involving children
with ADHD learning disabilities [15] and found a statistically
significant pre- to post game improvement in their nonverbal
intelligence scores. Additionally, an in-depth examination of
learning and kinetics showed an improvement in the children’s
executive functions and cognitive skills.

The Japanese Ministry of Education (MEXT) actively
promotes the use of Information and Communication
Technology (ICT) devices as educational tools [16]. Several
studies related to special needs education have reported an
excessive use of notebook and tablet PCs for communication
training or rehabilitation; however, there is a limited mention
of motion sensor devices such as Kinect. On the National
Institute of Special Needs Education website [17], the
discussion about ICT devices and their applications in special
needs education does not include any information on motion
sensors [11]. In 2013, Microsoft Japan and Tokyo University’s
Research Center of Advanced Science and Technology
collaboratively developed the observation and access with
Kinect (OAK) [12], a software that aims at supporting children
with severe disabilities by identifying their tiniest movements
and utilizing those as switches for electronic devices or
communication needs. Although OAK can also be used for
rehabilitation, it does not provide it's software development kit;
therefore, it is impossible to adapt its function to other
applications.

We developed a Kinect-based physical training system and
provided it to special needs education teachers in seven
classrooms of three schools for evaluation. Comments were
gathered from the teachers and users, and the system was
accordingly revised. Most comments were highly positive, and
many teachers reported that the system promoted unusual
physical movements that had not been previously seen among
the children.

Besides such positive evaluations, numerical data is still
required for evaluating the objective of the system. Numerical
data was obtained by comparing the player's skeleton positions
and the angles formed by connecting skeletons of two video
images presented with or without the system. For this analysis,
we developed a motion analyzer utilizing OpenPose [18], an
open-source software that provides human skeleton position
data from video images. We applied the system to a child with
motor skill problems and evaluated the data obtained from the
system.

Our design goals of this system is as follows.
For trainees (children with disabilities):
1. Inducing a trainee's motivation to move their body as
much as they can.
2. Making the training with the system enjoyable for
trainees.
3. Developing a trainee's potential ability of their
physical body motormovements.
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Figure 1. Application outlook

For trainers (special needs education teachers):
1. Easy to use - no need for training before use the
system.
2. Easy to customize the system for each trainee
condition.
3. Easy to recognize the effect of the training.
Based on these goals, we evaluate our system and specify
the effectiveness and problems to be solved of the system.

The structure of this paper is as follows. In Section 2, we
provide an overview of the physical training system. In
Section 3, evaluations and suggestions from several teachers
who have used the system are presented. In Section 4, we
describe an outline of the motion analyzer and the results
applied to a child with motor skill problems. Finally, we
provide concluding remarks and suggestions for future
prospects in Section 5.

II.  SYSTEM SPECIFICATIONS

The Kinect-based system was developed to motivate
movement in children with autism and mental disorders who
are able to independently move around. The system displays a
video image of the player captured by the Kinect camera with
randomly allocated graphical targets, such as balls, other
shapes or animals, superimposed on the screen. When the
player touches a target, it disappears with a sound and a point
is awarded. The game lasts until all the targets have been
eliminated (Figure 1). To clearly identify the relationship
between the touching motion and target elimination, the target
changes its shape before disappearing. When Kinect recognizes
the player, red circles appear on the players hands. The game
can also be used without a finish point. For example, by
selecting the target-manipulate mode, players can hit targets
with a rock-shaped hand, break them with scissors, and catch
them with paper. In this mode, recognizable pictures, instead of
red circles, are displayed on the player’s hand (Figure 2(g)).

The game can be customized according to the training
purpose or the child’s needs. The customizable parameters are
listed below:

®  Number of targets (Figure 2(a))

Finish point

Target size (Figure 2(b))

Touch-area size (Figure 2(c))

Type of targets (Figure 2(d))

Size and position of target area (Figure2(e))

Body parts used for touching (head, right or left hand,
and right or left foot; Figure 2(f))
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(a) Number of targets

(b) Target size

(d) Touch-area size

(e) Types of targets

(e) Size and position of target area

(f) Parts of body used for touching

(g)Target manipulation modes
Rock: catch, Scissors: break, Paper: hit

Figure 2. System specifications

As shown in Figure 2(e), the user can change the size and
position of the area where the targets will appear. This function
allows the player to concentrate on a specific area and move
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toward the area. The last parameter (Figure 2(f)) allows the
player to use only the left or right hand or all body parts to
touch the targets. These settings are saved as a text file for each
player and are retained for the next time they play.

III. TEACHERS’ EVALUATION AND SUGGESTIONS

The Kinect-based physical training system was provided to
seven classes in three Japanese special education schools and
reports were gathered on its usefulness and popularity. There
were no questionnaires used because the evaluation criteria
were expected to be different depending on the disability
situation of each child, the aim of the session, and the
education method of each teacher. The collected comments are
given in the Appendix.

The teachers used large monitors, 50 inches or more, and
each practice was 10 to 15 minutes depending on children's
situation. The disability situations of the children of these
classes were as follows.

- Case 1 contained two children: Child A, aged 10 years, with
autism spectrum disorders and mild intellectual disability;
Child B with cerebral palsy.

Case 2 contained five children aged 15 years, four with

developmental disability and one with autism

* Case 3 included five classes.

Class (1) contained .three children aged 15 years, with

intellectual and physical disability.

Class (2) contained three 3 children aged 3with cerebral

palsy.

Class (3) contained three 3 children aged 7 years with

severe multiple disabilities.

Class (4) contained one child aged 8 years with cerebral

palsy.

Class (5) contained one child aged 14years with muscular

dystrophy.

Here, we describe the teachers’ comments.

According to the comments in the cases 1, 2 and (1), (2),
(4), (5) of Case 3, children, who could move around by
themselves and recognize that the targets disappeared when
they touched them enjoyed the game intensely by extending
their arms, lifting them over their heads, or jumping. All
teachers commented that the children seldom used those
movements. In class 3 (2), there was one child who was so
energetic that he became exhausted. These comments show
that the game system successfully induced children's
motivation to move their body and most of them seemed to
enjoy the training.

However, the comment of Case 3 (4) (see Appendix)
identifies the difficulty of recognition of the target for a child
with milder disability. In Case 2 and Case 3 (3), there was also
recognition difficulty for children with severe disabilities. This
explains the suggestion of making the targets static and
showing them one at a time.

The first suggestion of Case 2 arises from the issue of
Kinect sensor. The first version of Kinect recognized two
people and the second version recognized six. But neither
could distinguish each person. In order to distinguish each
person frame by frame, we need to use markers of some kind.

90



ACHI 2018 : The Eleventh International Conference on Advances in Computer-Human Interactions

The second suggestion of Case 2 pointed out that for hand
shapes to be recognized by Kinect, it is necessary to have the
hands face toward Kinect. This movement was one of the
difficulties faced by most of the children. Even if they can fold
their wrists, intellectual disability makes it hard to understand
the function of Kinect. Some children were unable to make the
scissor shape.

IV. RESULTS ANALYSIS

It is challenging to compare motions made with or without
the system for evaluating the system performance. Although
Kinect can easily recognize the position of human skeleton
data, most special needs education schools and classes are not
in a situation to use Kinect anytime they want. Thus, in some
cases, we must use a video footage of the children's motion for
comparison of motions made with and without the system. To
help evaluate the system, we developed a motion analyzer that
can compare differences in motion between two videos. The
motion analyzer uses OpenPose, an open-source software that
recognizes human poses and reports skeleton position data.
OpenPose obtains position data from the base of the neck and
both sides of the hips in each video, and superimposes the
points by zooming from one to the other. Through this process,
OpenPose can calculate the motion angles of the shoulders,
elbows, or other joints and compare the difference in angles
between the two videos (Figure 3).

We used motion videos of a child with limb and trunk
dysfunction caused by cerebral palsy and hydrocephaly. He
also suffered from paralysis on the right half of his body. The

Step 1:
Original videos

Step 2:
OpenPose Output

Step 3:
Motion Analyzer

Figure 3. Analysis process

TABLE 1. ANGLES OF SHOULDERS AND ELBOWS
DURING EACH MOTION

child underwent a calisthenics training with a teacher for a year.
This calisthenics training is very popular in Japanese
compulsory education and it includes whole body basic
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(a) Exercise Pattern A:
Raise arms next to the ears

(b) Exercise Pattern B:
Arms at shoulder level

(c) Exercise Pattern C:
Arms swinging above the shoulders

(d) Exercises Pattern D:
Raising arms and standing on toes
Left: before, Center: after, Right: standard

Figure 4. Motions with and without the system

motions with familiar thythm and the words. At the beginning
of the training, he could not move his body to the rhythm.
After training, he was able to move to the rhythm; however, his
ability to move his muscles showed no improvement,
according to the teacher. The teacher used the Kinect system
with the child for 15 minutes per week from April to July 2017.
The two videos, with and without the system, were recorded in
July 2017. Based on the rhythm of the calisthenics training, we
fit the same timing of both video scenes. The motions with and
without the system that were compared are listed in Figure 4
(a)-(d), and the angles of the shoulders and elbows for each
motion are shown in TABLE 1. The “Standard” in TABLE 1
indicates the ideal angle for each motion and each percentage
indicates the standard angle.

Figure 4 (a) depicts that the child showed great
improvement in extending his arms upward. As observed in
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Figure 4 (b), his motion also considerably improved, except for
his left elbow. However, as observed in Figure 4 (c) and (d),
better results were obtained with the system.

The results support that the system induced the child’s
active movements and performance. The teacher informed that
the child had never shown such extending actions before. In
this study, we focused only on the upper half of the child’s
body. In future studies, it will be necessary to expand the
analysis to whole body motion and to observe more number of
children. We also need to revise the system to record the
motion video and data directly.

V. CONCLUSION AND FUTURE WORK

We developed a Kinect-based rehabilitation system for
special -needs education and provided it to schools for
evaluation. In order to clearly estimate the system efficacy, we
also developed a motion analyzer utilizing the open-source
software, OpenPose. We then evaluated the effectiveness of the
system efficacy using this motion analyzer.

The Kinect-based physical training system was provided to
seven classes in three Japanese special education schools and
reports were gathered on its usefulness and popularity. Many
teachers rated the system as highly valuable for children with
disabilities. The feedback and suggestions offered by the
teachers provided insights into ways the system could be made
more effective and more popular.

We also developed a motion analyzer using the open-
source software OpenPose, which recognizes human poses and
reports their skeleton position data. Using the analyzer, we
analyzed videos of motions performed by a child with limb and
trunk dysfunction, with and without the rehabilitation system.
In most cases, the child’s motions improved upon Kinect-based
system usage. The child’s teacher reported never having seen
him make such movements before. It is clear that the system
induced these active movements in the child.

In this research, we only analyzed the upper part of the
body. In the future, we will need to analyze whole body
motion. Additionally, we applied and analyzed the system to
data for only one child. However, we have provided several
schools with the Kinect systems as we mentioned in Section 3.
We are going to request the teachers for gathering motion datas
and share the analysis results for improving the system better
and developing the best way of utilizing it.
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APPENDIX

® (Case l:

Child A: Aged 10 years; with autism spectrum disorders and
mild intellectual disability.

Child B: Aged 10 years; with cerebral palsy.

Teacher’s evaluation: Child A actively moved his body. While
aiming at targets, he checked his body position and
tried to touch them by his extending arms or jumping.
Because child B had palsy affecting his left arm, which
he usually does not use, his movement for touching
was limited. He enjoyed the game a lot.

Suggestions: To reduce clumsy body motion because of
disability, the children need synergetic motion
trainings for their hands and legs, for example, by
letting them touch static targets in turn.

® (Case2:
Five children, four with developmental disability and one with
autism
Teacher’s evaluation:

» It was clear that the child had visual field constrictions,
which was evident from his movement during the
game.

» By projecting the large screen (120 inches), children
were well motivated.

»  Trying to touch targets made children careful about

their body positions.

Using animal picture targets drew more attention.

Children showed unusual motions like crouching down

or taking long strides toward left and right.

They played with more intention and for longer than

other activities.

Many children can play at the same time.

Suggestions:

When Kinect does not recognize a child, he is

confused.

For some children, making a rock, scissor or paper

hand is difficult, particularly the scissor hand.

Too many targets make it difficult for children to

concentrate on a specific one.

» It would be useful to designate the positions and the
turns of the targets as they appear.

»  System preparation takes lot of time.

Y A\

YV VYVYV

Y
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Case 3: Comments were obtained from 5 classes.

(1) Three children aged 15 years, with intellectual and physical
disability
Teacher’s evaluation:

»  Usually they tend to be inactive, but the game induced
them to move independently, extending their arms or
crouching down.

»  One child could not understand the causal relationship
between touching and disappearing targets; however,
when the animal picture targets were shown, he
understood the relation.

Suggestions:

» By fully showing targets on the screen, we may be able
to find the child's gazing point and their visibility
range.

(2) Three children aged 3with cerebral palsy
Teacher’s evaluation:

»  They very eagerly played the game and one child got
exhausted.

»  The game was used once a week for 5 weeks. Children
became more active than before.

Suggestions:

»  No suggestions.

(3) Three children aged 7 years with severe multiple disabilities
Teacher’s evaluation:

»  They could not recognize the targets and just slightly
moved their hands.

» It was difficult for them to notice whether they touched
the target or not.

Suggestions:

»  In order to make the targets easier to recognize, make
the targets blink or develop other strategies.

»  Itis difficult for the children to concentrate on the
game if there are many things on the backdrop.

»  Making the targets appear one by one would help
children recognize each target.

(4) One child aged 8 years with cerebral palsy
Teacher’s evaluation:
»  The child actively played at first, but lost interest later.
»  Recognizing the target did not seem easy for her.
Suggestions:
»  Many such games should be developed.

(5) One child aged 14years with muscular dystrophy
Teacher’s evaluation:

»  He usually does not lift his arm above his shoulder, but
here, he lifted his arm over his head.

»  Changing the target site helps train children to move
their arms in various directions.

Suggestions:

»  No suggestions.
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Abstract—In this paper, we describe the fiction design approach
we are using in collaboration with school children and teachers
in order to produce a 3D Tutor. We introduce the actors and
procedure we are following with particular emphasis on the
activities devised to engage children in the various stages of
design and produce the necessary output for each of the facets
of the 3D Tutor. Our assumption is that making learning more
fun will increase the overall level of children’s engagement and
their motivation towards it. Thus, we describe how children are
helping us to design a 3D Tutor able to cater for individual
learning styles as well as being fun to work with. Finally, we
discuss how this ongoing experience with collaborative fiction
design is providing us with directions towards the first
prototype of our 3D Tutor.

Keyword-E-learning Interaction; 3D Tutor; Collaborative
Design; User Requirements; Fiction Design.

L. INTRODUCTION

Technology is used to support teaching and learning in
many ways. Here, we are exploring the design of a 3D Tutor
to act as a teachable agent to engage primary school children.
Teachable agents are defined by Biswas et al. [1] as a
“...computer agents that students teach, and in the process,
learn themselves”. Children asked to teach them are forced to
structure their knowledge, take responsibility for its delivery
and reflect upon it. All essential steps in the learning process.
Both the social and emotional dimensions of teachable tutors
are still under study, and our work contributes to this research
by exploring the impact of one of its possible manifestations,
that in the shape of 3D holographic tutor.

Our assumption is that, by involving children in the
definition of the look and feel of their teaching tutor-agent,
they could help us design one that better satisfies their needs.
Besides, given that our tutor will learn from children, we
would start our exploration by revisiting the list of qualities
proposed by Buskin et al. [2] and focusing on few of the most
highly ranked in that study. Thus, we wanted to find out
whether for our pupils, as for the older students in that study,
it is important that their 3D Tutor should be enthusiastic about
learning, promotes crucial thinking, approachable,
respectful, creative, has realistic expectations. By engaging
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children and teachers as co-designers, we came up with the
first set of user requirements for a prototype of a 3D Tutor
together with a list of desirable qualities for making it an ideal
teaching agent. We start by providing a very brief account of
previous works on co-design with children and explorations
of the social and emotional dimensions of teachable agents.
We then provide a description of our study, and finally draw
some initial conclusions based on the evidence gathered.

II.  RELATED WORK

In the literature describing how co-design can help the
design of effective digital tutors for children, we found
inspiration from the work by Herberg et al. [3] involving
children in the identification of qualities for an ideal robot
tutor. Among the many approaches to collaborative design,
particularly suitable for young children is fiction design,
where “something that creates a story world... has something
being prototyped within that story world, ... does so in order
to create a discursive space.” [4].

Moving on to consider research on the design of teachable
tutors [1], Ogan et al. [5] go on to explore the social dimension
of teachable agents and report on how having a friendly, equal
approach, where the tutor and the child align themselves to be
peers, together with being able to use informal interactions,
including mutual teasing, is conducive to successful learning
experiences. On the contrary, keeping a formal distance has a
negative effect on the overall experience. While most of the
available literature reports on pro and cons of having robots to
play the role of the tutor, we set out to explore an alternative,
that of a 3D holographic entity.

The 3D Tutor is a 3D character animated in real-time, able
to interact through different senses (touch, voice, vision) and
to convey dialog, emotions and lessons. It is responsive and
adaptive: it can diagnose end users’ conditions (e.g., he/she
may be tired), preferences, needs and peculiarities/
environment conditions (e.g., preferred language, currently
available bandwidth, etc.) in real time. In this way, we
separate the content of the lesson to be taught (Knowledge)
from the means used to convey this content (Teaching
methodology) and interact with students. Using Artificial
Intelligence, the 3D Tutor can choose the right question/topic;
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using Artificial Empathy, the 3D Tutor has the ability to
recognise users’ emotional state and engagement to react in
the proper way. Thus, the content is adapted to both the
conditions of the student and the particular device used
(mobile device, web, classroom). With the 3D Tutors,
teachers can explore new ways to present subjects to students,
as well as encourage students to find the learning style that
suits them including the adoption of the teaching agent
paradigm. The concept of a 3D Tutor is based on that of
Human-like Interaction (HLI) [3]. HLI implies the use of all
dimensions of human language, not only written or verbal
communication but also gestures, postures and expressions.
Starting from the concept that transmitted messages between
humans contain both an informative (rational) value and an
emotional value, the human form is the best way to synthesize
them.

III. OURSTUDY

Here, we describe our experience in involving children in
the design of a 3D Tutor to assist them in their learning as
teaching agent. We included in our study 154 children in
primary 2, aged 7 to 8, from two schools, one in Italy and one
in the Italian speaking part of Switzerland, and 9 teachers. One
of them, playing the role of digital creative, worked very
closely with the researchers when proposing procedures and
protocols for engaging the children. We applied a make-
believe approach, where we created a fictional world
supported by narrative and acting. This helped to generate
intrinsic motivation in pupils to take part in the various
activities necessary to inform our design process, and provide
us with the necessary insights to define the look and feel of
our 3D Tutor. While the design process is still ongoing, by
having completed the first two phases: the meeting the Alien
and the Looking and Feeling like a Human Being, both
described below, we have gathered a wealth of data and
experience to share with our community.

The use of an alien in anthropomorphic form has made it
easier to encode a series of messages that, otherwise would
have been very complex to transmit to our co-designers. For
example, the message of non-aggression was conveyed to the
children in an intuitive way by having the alien assume the
posture of a timid person: it often looked down at its feet,
rocking slightly on its heels.

Iv.

Our design scenario includes an unusually large number
of children, more than 150. Teachers behaved as co-designers
and proposed, adapted and conducted the various design
related activities. Researchers acted as facilitators and made
sure teachers had all the technological support for the make-
believe approach. Head-teachers and parents in both schools
were informed and asked to keep up with the fictional setting,
without revealing what was really happening. Our main
assumption was that children as young as 7 to 8 had the
necessary flexibility towards reality, yet still had the ability to
embrace mystery and magic.

FICTION DESIGN WITH CHILDREN
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V.  MEETING THE ALIEN

The first meeting was staged in a theatre (Fig. 1) and
resulted in a memorable event for children, as reflected in the
quality and quantity of their comments. Children had received
an email via their school head-teacher, wherein a group of
scientists was asking for their help to make sense of a
mysterious message from space. On reading it, children
immediately accepted to take part in the adventure. They had
also been invited by their teachers to prepare questions
beforehand to ask the alien, in the assumption the children
could understand the answers. This was the beginning of the
make-believe narrative adopted in the study.

Figure 1. Meeting the Alien

The second step was the encounter with Olo-Disk, as the
name of the alien was finally revealed ("discolo" is an Italian
old fashioned term for naughty child).

The event was carefully staged, with a couple of
researchers playing the role of lab scientists, wearing white
coats in a dark room. Finally, in a surreal silence, Olo-Disk
appeared, remote, and different but intentionally never
dangerous, (see Fig. 2). Looking often down to his/her feet,
with a subdued attitude and using a never heard concoction of
Italian, Finnish and Cantonese with a prevalence of “a:”
sounds, s/he had clearly a non-threatening appearance.

Figure 2. Our friendly Alien

S/he started to explain that, while travelling in space s/he
was attracted by a blue planet (Earth), but s/he was aware that
his/her physical features were not adequate to come and visit
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it. That was why s/he was trying to communicate with
scientists: s’/he needed their help to know how to transform
her/himself to be like humans. Immediately after the meeting,
children were asked to engage with some simple exercises,
individually and in groups, in order to explore how they felt
and reflect on their experience. They were invited to select
one single word that, summarised the experience of meeting
Olo-Disk and then, as group, to put forward some more
words linked with the event. These were then copied on a
poster size paper, to be shared with others.

Pupils were asked to make a drawing, to represent the most
important element of the day (Fig. 3). The purpose of these
exercises was to make children reflect and fix their memories
of the day.

Their artifacts were then analysed by teachers and
researchers, looking for signs of engagement and
participation. We searched for expressions of surprise,
curiosity, fear and excitement, between those used in the two
word based exercises.

Figure 3: The experience in one drawing — English for “In un disegno”

For drawings as in Fig. 3 we adopted and adapted a coding
scheme from Xu at al [2], see Table 1.

TABLE 1: CODING SCHEME FOR DRAWINGS

Element Evidence Score
Participation | Children, self Score:
portraits Absent (0) or
Present (1)
Visual Portrait of the Not evident (0),
Magic Alien: size, color, Possibly Evident (1)
appearance, lights Evident (2)
Highly Evident (3)
Interactive Questions and Not Evident (0)
Magic answers, Possibly Evident (1)
communication, Evident(2)
sound, gestures Highly Evident (3)

VL

It is worth noticing how all activities were designed to be
in line with existing curriculum. Even if the stimulus was
coming from a request issued by Olo-Disk, it was up to the
teachers to interpret it and guide the children in a process of
problematisation of the request to result in a stronger form of
engagement with the new learning activity. After the first

ACTIVITIES
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meeting, a new message came directly to the children. Olo-
Disk needed their help to look and behave like a human being.

A. Looking and Feeling like a Human Being

In order to answer this new request, a series of activities
were elaborated by the different teachers and proposed to the
children.

The teachers and children from the Italian Swiss school
devised a variety of multidisciplinary exercises. As there was
only one class engaged in the process, all children were
involved in all activities that spanned across disciplines.
Children worked on emotions and prepared drawings
portraying those they felt stronger, as in Fig. 4 (“I am Leone,
and [ am happy”; “I am Valeria and I am happy” is written in
Italian in the picture). These drawings were analysed in terms
of dominant emotions, and assisted in the definition of the
look and feel of the interface for our 3D Tutor. During their
art class, they also prepared outfits for Olo-Disk to look like a
human being, different ones in case Olo-Disk were a female
or a male being. These artifacts contributed to define the
appearance of our 3D Tutor.

Figure 4: Emotions

The English teachers wanted to contribute to the project,
by discussing with children what kind of information would
be useful to Olo-Disk. They decided to share with Olo-Disk
their knowledge of the solar system in English, given that they
had to use the universal translator to communicate anyway. In
order to make it more fun and engaging for Olo-Disk, children
and teachers decided to organize a play where each pair of
pupils would act as one planet and describe it to Olo-Disk, by
using a mixture of words and gestures. Teachers reported on
how committed children were, as they felt this task would help
Olo-Disk in his/her quest. In particular, knowing that their
play was being recorded and sent to Olo-Disk, made them
learn their lines faster and each put as much effort as possible
in order to share their newly acquired knowledge with their
friend.

In Italy, the six classes were teamed in pairs. In order to
answer the main question, about what makes us human, each
pair fully explored one of the three facets of our 3D Tutor:
corpus (physical facet), indoles (emotional facet) and societas
(social facet). Children in every class worked first in small
groups, each focusing on a specific sub-facet. All
contributions were then combined. To give Olo-Disk enough
information for becoming similar to a human being. The
indoles team worked to sort out which emotions Olo-Disk had
to learn, detailing in which conditions they are generated.
Finally, the classes who worked on societas, identified
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conventional relationships and related behaviours among
people.

During the activities, the teachers let children free and
encouraged them to consider every possible solution. Thus,
few members of the “corpus” team- wrote an email to Olo-
Disk asking if he/she really wanted agree to transform
him/herself, explaining that they didn’t mind if he/she was so
peculiar, adding also that they were available to help her/him
to travel the world without transforming him/herself.

All the 154 children, across the two schools, were invited
to work using the same tools: drawings, content tables and
text, to organize and summarize in writing the conclusions
reached and their achievements for each activity. Desktop
computers and interactive whiteboard where part of the
resources available to them, when helping their friend Olo-
Disk.

VIL

In the immediate future, we will complete the analyses of
all data gathered and use that output to inform the production
of the first prototype of our 3D Tutor. This will be presented
to the children by the end of the current school year, 2017-
2018, when they will meet Olo-Disk with his/her new look
and behavior. Children will also be sent a message from the
scientists, thanking them for all the work done and showing
them how, this was used to help Olo-disk to answer his/her
quest on how to become human. In the new autumn semester,
2018-2019, we will then involve the same children as
assessors in its evaluation and proceed toward the production
of incremental prototypes. These will expand the 3D Tutor in
three directions:

- by providing an authoring tool for teachers and
children to add educational material;

- by expanding on the sensorial experience with Olo-
disk, acquiring the ability to see and touch.

- by enhancing Olo-disk’s ability to master the use of
language and rhetoric.

NEXT STEPS

VIIL

The introduction of artificial tutors in education is still
under debate and presents many open issues. We believe that
by following an appropriate design approach, we can deliver
a 3D Tutor to enhance the learning experience, starting from
primary school. We tested our hypothesis by involving seven
classes of primary school 2n grade children and their teachers
across two countries, in a collaborative fiction driven design
process. Even if the process is still ongoing, its outlook is
encouraging. Usually, the introduction of new technology in
educational activities brings high levels of engagement. Thus,
it was not a surprise that children reacted with vibrant
enthusiasm from the very beginning of the project. Guided by
an effective make-believe narrative, the children immediately
adopted the tutor as one of them. By analyzing the discourse
in class and interviewing the teachers, it was clear that Olo-

CONCLUSIONS
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Disk was never perceived as a “teacher” but a companion or a
friend, a truly approachable teachable agent. One of the
teachers commented on the fact that Olo-Disk had become
such an important member of the class, so much so that
children were asking her to find more time during the day for
activities linked to him/her, as these stimulated their
creativity. Children felt Olo-Disk was enthusiastic about
learning as s/he valued and respected them. They never felt
under pressure for his/her requests, as these responded to
realistic expectations, while at the same time, promoted
crucial thinking, as when children pondered whether the
transformation was really necessary.

Besides, the combination of the HLI approach with fiction
design, in a collaborative setting involving children, has
proved successful in keeping a high level of motivation and
producing a large number of artifacts. These will serve as
input for the user requirement phase of our project. The
analysis and interpretation of all the heterogeneous data
gathered from drawings to acting, from word chains to
discussions in focus groups and teachers’ interviews is
proving to be a stimulating activity too. Our 2n grade children
have fully engaged with all the proposed activities and we are
looking forward to them moving on to next step, and acting as
evaluators for our project.
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Abstract—During the development of a Competence
Developing Game’s (CDG) story it is indispensable to
understand the target audience. Thereby, CDGs stories
represent more than just the plot. The Story is about the
Setting, the Characters and the Plot. As a toolkit to support the
development of such a story, this paper introduces the User-
Focused Storybuilding (short UFoS) Framework for CDGs.
The Framework and its utilization will be explained, followed
by a description of its development and derivation, including
an empirical study. In addition, to simplify the Framework use
regarding the CDG?’s target audience, a new concept of Nine
Psychographic Player Types will be explained. This concept of
Player Types provides an approach to handle the differences in
between players during the UFoS Framework use. Thereby,
this article presents a unique approach to the development of
target group-differentiated CDGs stories.

Keywords-CDG; Competence Developing Game; Serious
Game; Video Game; Story; Narrative; Player Types;
Player-Types; User-Focused Storybuilding Framework; UFoS.

l. INTRODUCTION

Recently, games have become more and more important
for serious education in private or business situations.
Entertaining gaming situations are inherently motivating and,
as such, could be utilized to deliver a specific message to
their audience in an entertaining way [1]. For this purpose,
not only business simulations (often board game based) are
in use, also video game based solutions (e.g., serious games)
are common. Every game with a serious intention, regardless
if it is a video game or a board game, can be described as a
Competence Developing Game (CDG). In detail, a CDG is
characterized by the endeavor to teach its players a
competence and utilize the motivational and entertaining
nature of games to do so [2].

Zyda [3] refers to “Bing Gordon, chief creative officer of
video and computer games developer Electronic Arts [...]
[who] defines video games as ‘story, art, and software’” [3].
The first aspect ‘story” distinguishes between a board game
or a business simulation compared to a video game based
CDG. Here, a video game tells a complex continuous and
sometimes changing story presented by technology.
Meanwhile, a board game or a business simulation presents
an often minimalistic story using printed game material or a
facilitator. Nevertheless, Ritterfeld explains that the quality
of a game with a serious intention has to be similar to an
entertainment game to be successful [4]. The other two
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aspects ‘art’ and ‘software’ are comparable in their roots.
Art, for instance, includes the visuals of a game. Software
may pertain to executable files, but for board games it can be
understood as resource to create the cards, board, etc. Art
and software need to be implemented by a development
team. To do so, the team needs tools. In the case of video
games, the team uses programming languages to produce a
new piece of executable software. Board game developers
use physical materials to create a touchable and playable
game. Consequently, only the game’s story differentiates
deeply between analog and digital games. By that, story is
one of three main game components and the only component
that differs greatly between the game types under the CDG
umbrella term. Because of that, an explicit CDG story
Framework is useful. There are different approaches for
story development (see e.g.: [8][14][16][18]), but there is no
approach that was developed specifically for CDG story
design so far.

Story, in fact, is one of the key components of video
games [3]. It creates background information and context for
many of the actions taken within a game. It can also serve as
a motivator and a means of maintaining interest in the game
and understanding of the sequence of events occurring
within it. Therefore, story should be crafted to compliment
the rest of the game. Also, in CDGs, it supports and
underlines the serious intention and connects with the
audience. To support a CDG’s developer to design a story in
a standardized way, this paper presents the User-Focused
Storybuilding (short UFoS) Framework for CDGs.

The Framework thus supports the development of the
game story on paper. By that, the UFoS Framework has to be
applied before using game engines like Unity [23], Unreal
[24] or their board game equivalents. The result of this
application can even support to decide whether a video game
based CDG, a board game based CDG or a mix up will be
the best choice.

The structure of this paper will be as follows: In Section
Il of this paper, the Framework itself with all its components
will be explained, elaborating its content and visual
representation. Section Ill will provide an overview and
explanation of the Nine Psychographic Player Types, placing
a focus on the psychographical attributes of a Player. Section
IV explains how to apply the Framework as a development
tool for the basic elements of a story. In Section V, the
derivation of the Framework will be discussed, examining
how its components were chosen and designed and why
those particular components belong to the Framework.
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Section VI seeks to explain the origin of the Player Types,
including the taxonomies used to craft the different
categories and the process of developing them. Section VII
concludes the paper by examining the need for further
research and the possibilities and advantages of the UFoS
Framework.

Il. THE UFOS FRAMEWORK

The UFoS Framework serves as a guideline to create the
basics of a CDG’s story that can motivate players. It entails
six components (Serious Content, Plot, Characters, Setting,
Presentation, and Player), which are examined individually
in the process of story creation. Therefore, these six
components cover all aspects of a video game-based CDG’s
story. In the following paragraphs the components are briefly
described (for the Framework derivation see Section V).

The first story component is the ‘Serious Content’,
based on the word 'Serious' in the 'Serious Game’ term. This
aspect deals with the intention behind the game. It is usually
one of the first elements to be described in the process of
developing a CDG [5]. The Serious Content describes the
real life problem that the game is attempting to solve. The
competence the game is aiming to teach is derived from this.
The Serious Content is the game’s purpose and its primary
focus and, as such, other components of a CDG have the
objective of underlining it. The next story component is the
‘Player’. This component covers the audience of the game.
It is different from the other components, as it is the only
element that the designer cannot create but merely describe.
The Players exist independently from the game, whereas
every other element does not. The Player is defined by two
different parts: ‘Demographics’ and ‘Psychographics’.
Demographics describe external attributes, such as age and
gender [6]. Psychographics describe inner attributes, such as
preferences or life styles [6].

Demographics

Player

Psychographics

Figure 1. The UFoS — Framework for CDGs
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Both parts need to be considered when describing the
Player as both influence how a game story is designed.
Additionally, understanding and describing the Player will
enable the developer to craft a powerful gaming experience
for their specific target audience. The whole story of a digital
CDG serves as a bridge between the components ‘Serious
Content” and ‘Player’.

The three components in between are the Plot, the
Characters and the Setting. These components are the heart
of every digital CDG’s story. The amount of influence they
have on the whole story varies depending on the nature of
the components ‘Player’ and ‘Serious Content’, as will be
discussed later (see Section 1V).

The “Plot’ describes the sequence of events happening in
the game. It starts with the beginning of the game and ends
with its conclusion. As seen in [7] and [8], the Plot has an
overall ‘Structure’, as well as three parts: The ‘Beginning’,
the ‘Middle’ and the ‘End’ [7][8].

The ‘Characters’ are the entities living within the game.
These are separated into the ‘Player Character’ (PC), an
entity controlled by the player to navigate through the game;
and the ‘Non-Player Characters’ (NPCs), entities controlled
by an Artificial Intelligence [7][9]

The “Setting’ describes the ‘Time & Space’ of the game.
This can be very realistic or very unrealistic and entail other
elements, such as the laws it follows [10]. Time and Space
are only the frame conditions of the Setting. Everything else,
like its laws or specific areas, are its ‘Content’, which is
influenced and defined by those two initial parameters [6].

As already mentioned, the level of influence of the three
components depends on the Serious Content and the Player
and is individually crafted for each game. This is the case
because detailing all elements in the same amount could
potentially overwhelm players, especially those who are not
willing to invest time and energy into a game story [7].
Therefore, the developer needs to select a focus, which is in
line with the determined intention of the game (Serious
Content) and, if possible, caters to its target audience
(Player). So, the level of detail required for each component
varies from CDG to CDG. Therefore, components of a lower
priority should also be considered later during a game story
development process.

The final component of a story is its ‘Presentation’, also
called ‘Discourse’. A story’s presentation refers to the
question of how something is shown within the game [11]. It
describes the way how the five previously established
components are explained and presented to the Player. The
literature describes different possibilities to present a CDG to
its players. The decision of the right style of presentation for
a specific CDG, again, depends on the intention of the game,
as well as the preferences of the target audience.

Presentation is divided into the areas ‘Plot’ and ‘Choice’.
Video games provide the player varying amounts of choices;
some of them influence the events and some of them do not
[6]. Choices can be presented in different ways, ranging from
on-screen options to subtle decisions. Different degrees of
subtlety can cause different effects, as more obvious choices
can be utilized to demonstrate cause and effect and less
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visible ones can be exhibit how easy it is to make wrong
decisions or miss certain things in some scenarios.

However, keeping the serious mission of every CDG in
mind, the different options the player can take have to be
considered carefully, because the decision made by a player
in the game’s world may support building competences the
player is able to use in the real world. By that, ‘Choices’
support achieving the serious mission of a CDG in a very
direct manner. Additionally, there a several ways to present
the Plot.

A common way of a plot’s presentation is ‘Narration’. It
is about telling a story via text and speech [12]. Another plot
presentation opportunity is ‘Dialogue’ [13], a method of
conveying information via the interactions between two or
more characters in the game, shown with either text, sound
or both. An overarching category of presentation deals with
visual storytelling. This term describes methods in which,
rather than explaining story with words, the audience
witnesses the events directly by observing the characters, or
is provided with images or other visual cues that deliver
context and clue them into the happenings of the story [14].
For this kind of visual storytelling there two more
possibilities:  ‘Cut-Scenes’ (not interactive sequence,
breaking up the gameplay) [15] and ‘Environmental
Storytelling’. The latter describes a technique which uses
certain environmental features to tell a story. For instance,
puddles in the street as a signal for rain having fallen [16].
The last plot presentation method is called ‘Collection’.
Collection takes place when the pick up or the interaction
with a game object triggers a narrative sequence [17], and
several of these interactions and triggers exist, or are
required to understand the narrative.

The six components are arranged in a circle as their order
depends on the CDG’s purpose and players and therefore,
from a generic view, there is no hierarchy between them.
However, the components of the Setting, the Characters, the
Plot and the Presentation separate the Serious Content on the
outside from the Player on the inside. This is because the
Serious Content serves as a frame for the other components,
not only determining several of their attributes, but also
providing possibilities and limitations to them. The Player,
on the inside of the Framework, is the target of the Serious
Content, so the components should be designed to allow the
Serious Content on the outside to have the optimal way to
the Player, on the inside. Figure 1 shows the visual
representation of the Framework. The derivation of the
Framework will be explained in Section V.

I1l.  THE NINE PSYCHOGRAPHIC PLAYER TYPES

As will be shown in Section 1V, there are phases and
steps, which support the use of the six Framework
components. The Player and their preferences have to be
considered. This means that a developer has to make choices
that match the likes and dislikes of different Psychographic
Player Types.

The Nine Psychographic Player Types are a method of
grouping Players of a game by psychographic attributes (for
their derivation, see Section VI). They were jointly
developed with the Framework and are essential for the
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application of the Framework as shown in Section V. The
Player Types are:

1. The Narrator. This category defines people with a
strong interest in observing dramatic sequences of
events. They take pleasure in strong narratives and
well-written plotlines.

2. The Challenger. Challengers primarily play video
games for their problem-solving qualities. They
enjoy difficulty and examining a problem or puzzle
from multiple angles before solving it.

3. The Socialite. Socialites enjoy the social aspects of
games, such as playing with friends or interacting
with realistic Non-Player Characters.

4. The Explorer. This group represents people who
enjoy discovering things. They thrive on a sense of
wonder and act in pursuit of it, exploring and
uncovering. This exploration is not limited to areas
but extends to the discovery of new methods or
abilities.

5. The Expressionist. These players play for the
chance to express themselves within the game. They
wish to have control over what happens and
generally influence the game.

6. The Dreamer. The Dreamer plays to escape
everyday life temporarily. They wish to fully
immerse themselves in the game world and become
part of it for a while, taking in the various sensations
offered by it.

7. The Daredevil. These players, like Challengers,
enjoy difficult games. However, their motivation to
play them is not the careful consideration of
problems, but instead the thrill and suspense
provided by certain obstacles. They also enjoy
Horror games as these are suspenseful and thrilling
by nature.

8. The Winner. This category describes players who
deem winning to be one of their primary goals or
their only goal. They also enjoy difficulty in games,
as it makes the experience of winning more
rewarding. There is less merit in winning something
easy than winning something difficult.

9. The Collector. Collectors like collecting and
completing. This does not only refer to quests or
objects in games, but also describes the act of
finding or doing everything a game has to offer.

Of course, no person can be described as only one Player
Type. Humans’ desires and their psychology are far too
complex to be labeled accurately with nine terms. Instead of
assigning one description to each person, this approach
attempts to describe possible motivations while considering
that each player falls into different categories to different
degrees [6]. For instance, one person may enjoy a strong
narrative (Narrator), while also playing the game to escape
everyday life (Dreamer) and following the drive to collect
everything in the game (Collector). But they despise puzzles
(Challenger) and thrills (Daredevil). Each player has an
individual profile of Player Types, with some of them being
stronger motivators and influencers of behavior than others.
A group of people can be defined by their common
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predominant Player Types. One person can fall into many
categories this way, each of them defined by one of the
Player Types that influences them the most. This approach at
classifying them acknowledges the multitude of possible
motivators and influencers, while also maintaining the ease
of identifying people with labels.

It is important to understand which Player Types are
predominant in the audience. Due to their different motives,
natures and drives, people categorized as different Player
Types have different priorities and preferences regarding
several elements of a game’s design; this includes the story
[6], as will be discussed later.

IV. How TO USE THE FRAMEWORK

A. General description

In Section Il all components of a game story and their
positions within the UFoS Framework were explained. In
addition, the Nine Psychographic Player Types were
introduced, which simplify the Framework application. Now,
it is important to understand how the UFoS Framework
could be used during the story design of a CDG.

There are different phases in the process of the story
development. They all correspond with one or more of the
components described in the previous Section. Each phase
contains several steps to be followed to create the basis of a
CDG story.

The first phase exists to establish the Serious Content
which, as previously mentioned, must be determined first to
design every other element to underline and support it.

The second phase deals with determining the Player, the
audience of the game. It requires a definition of their
demographic traits, as well as their psychographic profile,
which can include up to nine different psychographic player
types (see Section Il1). This phase has to take place after the
definition of the Serious Content, because the teaching goal
implies a specific target audience. Sometimes, when a CDG
is developed, several of the traits of the Players are already
pre-determined (e.g., if the intention is to play the game with
employees of a company, they have to be at least 18 years
old). It has to, however, occur before developing several of
the other components, as the definition of the Player will
influence design choices that affect them.

The third phase is used to determine the priorities of the
Setting, the Plot and the Characters. As previously
mentioned, a developer should prioritize one of the three
components over the other two, to focus on that one in more
detail. So, the developer should establish a priority list,
which includes the components Setting, Plot and Characters.
This third phase requires the developer to not only prioritize
one component, but to furthermore determine which of the
other two is the second and which is the least important,
creating a hierarchy. This list is utilized to make design
choices and determine the level of detail each component
gains in the design process. Since the priorities determine
some of the design choices of the other aspects, phase three
needs to occur at this time. However, since setting the
priorities largely depends on the Serious Content and the
preferences of the Player, it cannot take place sooner.
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The fourth phase is the largest one. It is about designing
the now prioritized components Setting, Plot and Characters.
This phase is repeated multiple times. Due to the varying
order of the elements, some of the steps may require
information from steps or elements that have not yet been
developed. In such instances, the developer will have to
make a note and move on with the following steps and return
to the missing or incomplete ones during the next iteration,
to complete them with the information gained and developed
within their successor steps. As mentioned, not only their
order is determined by the assessment of the priorities, but
their level of detail, as well. That does not necessarily mean
that the development team cannot give each element a lot of
details. It merely indicates how much detail should be
actively presented to the Player in the game and how much
detail should be relevant and a part of the overall product
(this relationship is explained in the second Section of this
Section with an example).

The fifth and final phase deals with presentation. Once
all other elements have been determined, the developer has
enough knowledge to understand in what capacity which
things have to be presented to the Player throughout the
CDG interface.

Table | shows that each of these phases contains steps
describing the precise actions the developer must take. These
steps include a brief descriptive title.

Furthermore, there are three pieces of information that
are not included in Table I because of spatial limitations:
Required internal information, Required external information
and the Instruction. The first two columns describe which
information is needed to perform the instructions. This
additional content can be found in [22].

It should be noted, that the information provided in this
paper is not adequate to use the story Framework. If the
Framework is to be used, it is absolutely necessary to
download the pdf file from [22] and follow its instructions
step by step.

As can be seen in the linked pdf document, the actions
that have to be taken in each step depend on the
Psychographic Player Type the game wants to serve.
Therefore, during the use of the Framework (carry out the
Framework step by step) it will be necessary to understand
the preferences of the CDG’s players. This knowledge is
required for many steps and displayed in the Framework in
the ‘required internal information’ area. To provide a handle
for the different player characteristics, Nine Psychographic
Player Types where defined through conceptual and
empirical research (see Sections Il or V). These Player
Types refer not only to digital CDGs, but also to
entertainment video games.
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TABLE I. THE PHASES AND STEPS OF THE UFOS FRAMEWORK

Phases UFoS Steps for CDGs

Phase 1: Serious Content — Step 1: Determine the intention

Defining the
Serious
Content

Serious Content — Step 2: Define the Serious Content

Phase 2: Player — Step 1: Demographic Factors

Defining the
Player

Player — Step 2: Define the Psychographic Player Type

Phase 3:
Determining
Priorities

Priorities — Step 1: Set the Priorities

Phase 4: Setting — Step 1: Requirements

Performing Setting — Step 2: Realism

Setting, Setting — Step 3: Accessibility

Characters | Setting — Step 4: Debriefing

and Plot Setting — Step 5: Simplicity

Setting — Step 6: Size

Setting — Step 7: Laws

Setting — Step 8: Player Influence

Characters — Step 1: Existence of NPCs

Characters — Step 2: Character Focus

Characters — Step 3: NPC roles

Characters — Step 4: NPC character Profiles

Characters — Step 5: NPC backstory

Characters — Step 6: NPC memories

Characters — Step 7: NPC affective State and Actions

Characters — Step 8: NPC relationships

Characters — Step 9: PC observer

Characters — Step 10: PC grade of Personality

Characters — Step 11: PC customization

Characters — Step 12: PC motivations

Characters — Step 13: PC player Character Personality

Characters — Step 14: Relationships

Plot — Step 1: Linearity

Plot — Step 2: Outline

Plot — Step 3: Time Constraints

Plot — Step 4: Serious and Non-Serious Content

Plot — Step 5: Exposition

Plot — Step 6: Tutorial

Plot — Step 7: Hook

Plot — Step 8: Obstacles

Plot — Step 9: Plot Points

Plot — Step 10: Choice

Plot — Step 11: Impact of Choice

Plot — Step 12: Illusion of Freedom

Plot — Step 13: Climax

Plot — Step 14: Resolution and endings

Phase 5: Presentation — Step 1: Plot

Defining
Presentation

Presentation — Step 2: Choice

B. Exemplary use

To illustrate this process, one can examine a fictional
example. This will create a better understanding of the
Framework use and underline the connections between
different parts of the process. The preferences of the Player
Types that will be mentioned here are shown in the UFoS
Framework document [22].

The fictional example in this case is a CDG that seeks to
teach the employees of various companies I1T-Security. The
game writer, tasked with developing the story, utilizes UFoS.

In Phase 1, they must describe the Serious Content. The
description of the project already does this loosely. The
Serious Content is IT-Security. However, the game writer
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needs to define what parts of IT-security the game will entail
and which it will exclude. They examine some standards and
risks described by the ISO/IEC 27001 and formulate
scenarios that will be depicted by the game. Then they
continue with Phase 2.

Phase 2 requires them to define the Player. The Serious
Content determines some of the demographic traits. Since its
IT-Security in companies, the Players have a broad age range
from 18 to around 65, are of all genders, and can be at
various stages of life. To establish the Player Types within
the audience, the game writer conducts a survey questioning
the employees of multiple companies. The results e.g., show
that the primary Player Types in the target audience are
Narrators, Explorers, Dreamers and Winners.

In Phase 3 the game writer has to establish the priorities
between the three large components Setting, Characters and
Plot. They decide that the most important component to
depict IT-Security is Plot, as this entails showing behavior
and consequences. In IT-Security this means showing what
type of behavior can lead to security breaches. The
preferences of the Narrators, Explorers, Dreamers and
Winners underline this decision. The game writer is unsure
which to set as second most important component. The
Setting can provide themes of environmental security
whereas Characters allow dealing with social engineering.
Because Explorers prefer Characters over Setting and the
other Player Types are indifferent, the writer selects
Characters.

Phase 4 deals with the three large components. First, the
game writer writes the Plot, as this is the component they
prioritized. They write a basic outline for the Plot in which a
group of people has to master IT-Security to overcome some
large obstacle. They realize that they need to establish the
Setting to get into more detail. They match the Plot to the
time constraints, decide on a pattern to include Serious
Content and write everything, keeping IT-Security and the
preferences of the Player Types in mind. Next is the design
of the Characters. The game writer decides to include NPCs,
as Characters is of the second highest priority and IT-
Security can benefit from it. Additionally, all of the found
Player Types enjoy them. For social engineering, a part of
IT-Security, the game writer places the focus on the NPCs.
They then write characters that match the requirements
posed by the Serious Content, the Player Types, and the Plot.
The Plot, for example, demands that certain people exist to
carry out certain actions, which are roles that the game writer
has to consider.

Once the Characters are developed, the game writer deals
with the Setting. They decide to set the story in a spaceship
in the future as this is a topic all people of the target audience
understand. Also, it can portray all needed elements of IT-
Security (e.g., technology, etc.). After the Setting is
developed, they go back and fill in more details in the Plot,
such as describing which NPC is used in which situation and
what elements of the Setting are employed in which way.
Once all Steps are finished, Phase 4 is concluded.

In Phase 5 the game writer decides to present the Plot via
Cut-Scenes and Dialogue, as these methods cater to all
Player Types in the audience.
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The game writer documents all their decisions in one
comprehensive document, creating the basic story of their
CDG.

V. DERIVATION OF THE FRAMEWORK

The Framework is based on the previously explained
components of story. These were derived by examining a list
of elements of story and modifying it to be simpler and to
meet the requirements of an interactive medium. The initial
list of elements consisted of 11 elements found and arranged
by Miller, director of the World Storytelling Institute [18]:
“Characters (decisions and follow-through)

Place

Time (continues, or jumps, flashbacks?)

Storyline (also known as, plot).
Sensory Elements: Smells,
Textures, etc.

Objects. Such as: Clothing. A costume. A piece of
fabric.

Characters’ physical gestures, and attitudes.
Emotions in the story (for the characters, the teller,
and the listeners).

9. Narrator’s Point of View. (Who is telling the story?

[..-]

10. Narrator’s Tone of Voice, Attitude, Style (casual,

formal, other?).

11. Theme (Meaning, moral, message, idea).” [18]

This list was selected as a starting point, as Miller is a
very credible source. Additionally, his list entails several
steps that were only partially covered in other lists and
sources. This list is altered in the following paragraphs, as it
only matches stories in general not stories in CDGs,
specifically.

Several of these elements can be combined into one,
more broadly defined element. The first element, Characters
and the seventh element Character’s physical gestures, and
attitudes, can be merged into one bigger element of
Characters with all their traits and behavior. The elements
place and time can be combined in one element Setting. This
also seems to be important, since the state of a place can only
be described under the consideration of time.

Miller understands the Storyline as a sequence of events,
that occur within the story [18]. To reduce misunderstanding
between storyline and story, the term Plot will be used
instead.

Sensory Elements are stimuli which affect the audience
[18]. But usually, the development of these kind of elements
is task of other departments than the story department [7].
For that reason, they do not occur in the actual story
developing process, so that they are omitted for simplifying
reasons.

Objects are things that appear in the Plot or the story
[18]. They do not add enough to the whole story construct to
process them separately.

The following two elements: Narrator’s Point of View
and Narrator’s Tone of Voice et al. will also be summarized
under the element Characters. This is because a distinction
between two types of Characters can be made: The PC, an
entity controlled by the Player, and the NPCs, characters

Sl

Flavours, Colours,

@

o~
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who are controlled by Artificial Intelligence. The elements
pertaining to the Narrator are included in the definition of the
PC, as their perspective determines the audience’s point of
view, and their comments, attitude etc. (see [9]) reflect a
narrator’s tone of voice.

The eleventh and final element is Theme. Theme is
described as a combination of the preceding ten, it is the
driving force behind the game [18]. In a CDG this driving
force has to be the Serious Content of the game and as that it
will be maintained.

By shortening the list in that way, it will be easier for the
developer to work with and understand the elements. The
resulting list looks as follows:

1. Characters

a. Non-Player Characters
b. Player Characters

2. The Setting

3. ThePlot

4. Serious Content

As shown, these elements cover a whole CDG story. By
that, they shape the base of the UFoS Framework as shown
in the Sections Il and Il and represent four of the six
Framework components. Beyond these elements, the center
of the UFoS Framework consists additionally of the
components Player and Presentation. The following Section
explains the derivation of this both components.

Miller wrote about Story and Storytelling in general. In
addition to his definition, some elements that are not part of
traditional storytelling must be considered when dealing with
CDGs or video games in general. While each story requires a
form of presentation, games are one of the only mediums
with as many different possibilities of presenting story as
they have.

One of the missing components is the Presentation of a
digital game story. There are several ways to do so, the
possibilities are hardly limited. This fact is e.g., shown in the
‘Preverbal phenomenon’. This phenomenon is based on the
consideration that a narrative can be understood without the
use of language [11]. By that, every element inside a CDG
can contribute to the whole game story construct, but it does
not necessarily have to. Of course, it is not possible to cover
a huge amount of story presentation methods, but to assist a
story developer at work the UFoS Frameworks deals with
five common plot presentation methods: Narration [12],
Dialogue [13], Cut-Scenes [14], Environmental Storytelling
[15] and Collection [16], which were already explained in
Section II.

Another aspect of a game story presentation is that game
stories are not static. In interactive media, as opposed to
books or movies, the audience has the possibility to influence
the course of events happening in the game.

To provide interactive content to the player, games offer
‘Choices’ e.g., in form of several textual options on screen or
by putting the player in an open world, allowing them to do
whatever they want [6]. Of course, this kind of freedom has
to be considered during the story development. A game
designer has to be sure that the story is presented in the right
sequence and that every path of the game leads to a
consistent story. In a dynamic game environment these
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conditions result in very high requirements on the story
presentation. Choices have to be considered during the whole
game development to perform well during the story
presentation. For the above reasons, as part of Presentation,
Choices have been included in the Framework, to ensure the
timely integration into the story development process.
The other missing component is the Player. While every
medium has an audience, interactive media needs to consider
it more strongly as the player has to play to drive the story
forward and has to be invested in the gameplay. Because the
story aspects of gameplay are presented through the Setting,
the Characters and the Plot, the Player should be considered
while developing these components. Therefore, these three
elements are the most vital as they make up the true content
of the story. The Player, represented by the Psychographic
Player Types, was integrated into the Framework, too. The
derivation of the types is explained in the next Section.
1. Serious Content
2. The Player
3. The Setting
4. Characters
a. Non-Player Characters
b. Player Characters

5. ThePlot
a. Choices

6. Presentation

VI. DERIVATION OF THE PSYCHOGRAPHIC PLAYER TYPES

In this Section, it will be explained how the different
Psychographic Player Types were created and what
taxonomies were examined in order to do so. Understanding
what the Player Types are and how their traits were defined
aids in understanding Players and their desires as such, since
the derivation provides insights into several attempts at
categorizing and defining human desires and preferences.
Considering the expertise and observations of different
people provides a more objectively true and thorough insight
into the minds of the audience.

The Player Types were derived from preexisting
taxonomies and attempts to group the motivations and
desires relating to games. The selected taxonomies are some
of the few grouping players by psychographic attributes and
all examine this theme from slightly different angles (Types,
Pleasures, Motives), without repeating their point of view. 21
categories with their origins in three different taxonomies
were examined. Their traits and attributes were analyzed to
determine similarities and differences. They were then
grouped by those traits to create new, sometimes more
broadly defined, Player Types. The comparison of the
different categories and resulting Psychographic Player
Types can be seen in Table II.

Here, the different taxonomies are depicted in columns.
Each cell contains one or more of their categories. The rows
show which categories share similarities and were therefore
combined, with the resulting Player Type of each
comparison being presented in the right-most column.
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TABLE II. PLAYER TYPES DERIVATION
Bartle’s LeBlanc’s The The
Taxonomy | Taxonomy of Aesthetic Psychographic
of Player Game Motives of Player Types
Types Pleasures Play (result)
[20] [21] [19]
Narrative Narrative The Narrator
Achiever, Challenge Problem- The Challenger
Killer Solving
Socializer Fellowship Social The Socialite
Explorer Discovery Curiosity The Explorer
Expression Agency The
Expressionist
Submission, The Dreamer
Fantasy,
Sensation
Thrill-Seeking, | The Daredevil
Horror
Achiever Victory The Winner
Achiever, Acquisition The Collector
Explorer

While sometimes different categories from different
taxonomies were combined to create a Player Type,
occasionally some categories of one taxonomy were fused
into one Player Type with a broader definition.

The only category that is absent is the “Luck Motive” of
the “Aesthetic Motives of Play” [19]. This is because, on one
hand, that motive is describes as a desire for fairness and
equal opportunities, which every person has to a degree. On
the other hand, Players of a CDG should not rely on luck to
achieve victory, as this does not underline the learning and
improvement of a skill or competence.

From these Player Types, as well as the Framework
components, a need for empirical research arises to ensure
that these conceptually derived elements indeed exist as
assumed through the literature examination. However,
because the player preferences are crucial during the use of
the UFoS Framework (represented through Player Types), a
study has been designed to link Player Types to Player
preferences.

This study was created in form of an online survey. First,
the participants were asked to select up to two motivations
factors to play video games from a list of nine motivations,
corresponding to the Nine Psychographic Player Types. This
information was utilized to group the participants into the
Player Types. They were then asked several questions related
to each Framework component, asking for preferences, likes
and dislikes regarding video game stories.

Overall, the study includes 37 questions. The first 8
questions refer to demographic characteristics, like age and
gender, but also to general video game subjects as the main
reasons to play (Player Type) or whether the participant has
ever played to learn. The following 5 questions relate to the
Setting, followed by 9 questions about Characters, 8 about
the Plot, 4 about Choices plus 2 about Presentation. Finally,
there was one question referring to the desired balance
between Characters, Plot and Setting.

118 people participated in the survey. Among them, all
the Player Types were represented as seen in Figure 2. Each
subject was assigned to up to two Player Types.
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To validate the preferences and differences in preferences
between each Player Type, the data records were grouped by
Player Types. These grouped records were used to analyze
for each question whether the average-answer of a certain
Player Type is ‘within the average’ of all answers, ‘above the
average’, ‘below the average’, ‘strongly above the average’
or ‘strongly below the average’ of all answers. By that, it
was possible to determine whether the Player Types deviate
greatly from another or whether they are very similar.

The analysis of the congruence in answers between
Player Types determines that the highest congruence in
answers in between two different Player Types is at 53.73%.
The Player Types in question are the Narrator and the
Dreamers. This means that for 53.73% of all answers, these
two Player Types answered very similarly. In other words, if
a game developer creates a game story to cater to Narrators,
he would also be catering to Dreamers about 53.73% of the
time. This means that about half of the time the Dreamers
would not be as satisfied with the design choices as they
could be. This, in return, means that no two Player Types are
similar enough to combine them into one. It can be
interpreted as a confirmation that considering several types is
meaningful.

To ensure that the differences in the Player Types are
statistically significant, the answers to every item grouped by
the Player Types were replaced by numbers from 1 (strongly
below the average) to 5 (strongly above the average). This
creates a scale from 1 to 5 for every answer, representing
how much each Player Type agrees with the average answer.
An ANOVA calculated with these data shows with o =.05 a
p-value < .0002 with F(g,;52) = 3.963 and a critical F-Value
= 1.975. By that the Ho hypotheses “there are no differences
in between the Player Types” with a level of significance of
a = .05 is to be rejected. Table III shows in how many cases
the questions between two Player Types are “very similar”
and, by that, in reverse the differences between the Player
Types.

Distribution of Player Types

Collector nE—— 11
Winner I 30
Daredevil I 6

Dreamer 46
Expressionist IEEG_———
Explorer I 0O
Socialite GGG 16
Challenger NGNS 16
Narrator I 47

Player Types

0 10 20 30 40 50

Figure 2. Player Type distribution
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TABLE IIl. NUMBER OF ‘VERY SIMILAR’ ANSWERS IN BETWEEN
PLAYER TYPES
Na | Ch | So E Ex | Dr | Da | Wi | Co
Na
Ch | 43%
So 31% | 40%
E 53% | 40% | 35%
Ex | 43% | 44% | 40% | 43%
Dr | 54% | 50% | 43% | 52% | 45%
Da | 37% | 30% | 25% | 32% | 37% | 29%
Wi | 40% | 44% | 34% | 43% | 38% | 45% | 28%
Co | 28% | 26% | 28% | 32% | 32% | 32% | 29% | 33%

Values >40% are bold printed

Therefore, many of the steps shown in Table I contain a
note explaining what to do when dealing with which Player
Type, allowing for the designer to optimize the story for the
Player Types they uncovered in their audience. These notes
are accessible as ‘instructions’ in [22]. These instructions are
developed from the literature and only integrated into the
Framework, if they were validated by the study. Therefore,
the integrated concept between the UFoS Framework and the
Psychographic Player Types provides a designer with the
possibility to develop an audience optimized and entertaining
CDG-Story. The entire concept has to be carried out
iteratively. This ensures that the player preferences
characterized by the Player Types are incorporated into all
areas of the story and are noticed in all story developing
phases. In this way (as shown in Section IV) the components
Characters, Setting and Plot are influencing each other
depending on the targeted Player Type.

However, a detailed review of the 37 questions, grouped
according to the Player Types, in this paper is not
meaningful in terms of the scope of this publication. It is
planned to publish a detailed review in another publication
with a different focus.

VII. CONCLUSION

A Framework that has the power to create an entire
motivating CDG’s story is explained in this paper. The
Framework supports CDG story designers to ask themselves
the necessary questions in the right moment and to take
solidly based decisions in the right order. During that
process, game story designers are encouraged to define their
target audience. Therefore, due to the use of the UFoS
Framework, it can be ensured that a story was created in
which everything is included, and the right priorities were
set. By that, the possibility to use CDGs for research topics is
enhanced because the influence of the CDG’s story on the
research will be decreased.

The paper illustrated the Framework dependencies by
utilizing a fictional example, establishing that it’s possible to
use the Framework in the field and underlining the
connections in between the components. In addition to
providing a simple use of the Framework, Nine
Psychographic Player Types were described. Furthermore, it
was explained how to use the Framework and where to get
additional information and detailed procedures to do so.
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Subsequently, the derivation of the UFoS Framework and
the Nine Psychographic Player Types was described. For that
reason, an empirical study was presented that validates the
existence of the Player Types and the different
characteristics. A story designer has to integrate these
characteristics, depending on the Player Types and the
current Framework phase or step.

However, it is required to further test and specify the
Player Types and the UFoS Framework.

Currently, it is only statistically significantly proven that
there are at least the nine identified Player Types; it could be
possible that there are more yet unknown. Because the
current nine Types were discovered during a literature
analysis, an explorative empirical study will be useful to
identify more types, if there are any. In addition, possible
connections between the Player Types and demographic
traits should be sought to more easily group a potential
audience into the Player Types. Yet, the only method is close
observation of the audience and asking them to evaluate their
own motivations to play as has been done in the survey.

Although the Framework was carefully derived from the
literature, it is only proven by concept, excluded from the
step-instructions. Therefore, the next step will be a use of the
Framework during a CDG development process to prove the
concept as whole in a real development situation.

Furthermore, the UFoS Framework has been developed
to get used by game story designers. So far it is not possible
for laymen to develop a CDG story with the Framework.
Enabling this could be the focus of future developments. It
would require a deep understanding of every detail and
aspect of a CDG story, but it would allow many scientists to
perform CDG-based experiments even in small or low
budget research groups.

In summary, the User-Focused Storybuilding Framework
for Competence Developing Games provides a powerful tool
to develop CDG stories.
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Abstract—Thanks to technology, the world is getting smaller
and smaller every day. We are moving towards the model in
which we do not have to be in the same place where our
employer is located. Remote, scattered teams are something
that we encounter every day. In our research, we explore
methods and strategies that will allow to increase the efficiency
of teamwork using augmented reality. We are looking for a
way to bring a low-cost software platform that will allow to
create augmented reality sessions and bring 3D objects into the
world of each person. These objects should be shared but
should also be independent on some level for every participant.
Such platform can help with the problem of availability of
augmented reality for a wider audience. This paper provides
an overview of research done in this field and our thoughts
related to the topic and description of a working prototype.

Keywords-Augmented
reality; Cooperation.

reality;  Collaborative augmented

1. INTRODUCTION

Augmented Reality (AR) allows users to see the real
world together with some generated, virtual objects. Using
this technology, we are capable to present not only simple
2D overlays, but also complex 3D structures and animations.
There is an old saying: “A picture is worth a thousand
words”. If we can present complex structures and animation
as a part of our world, why not use them to improve our
communication and teamwork?

In our research, we are looking for ways to improve
remote cooperation and resolve the problem of low
availability of AR. Our goal is to create a generic platform
that will allow to start a quick AR session without any
programming or need for special equipment. This project is
intended for companies, their teams and average users.

In our opinion, it is much easier to just present a complex
object and experience it through some interactions rather
than trying to explain it. For each participant, we want to
provide their own perspective in addition to the shared state
of the scene. During the presentation, each person can reach
his/her own goal without disturbing the rest of the team. We
want to maximize the efficiency of the team and minimize
the technology adoption cost.

Such platform can have a positive influence on elements
such as: lowering the cost of creating complex mockups, or
new kind of low cost user experience tests. In the design
sector, it helps with easier presentation as well as keeping
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low costs. Positive influences of the platform are also
envisioned for the education and entertainment sectors.

The rest of the paper is structured as follows. Section 2
covers the background. We describe how ideas related with
cooperation using AR evolved in time. In Section 3, we
describe the concept that stands behind TeamAR, what are
the goals that we want to achieve. Section 4 describes the
implementation details and architecture that was developed
for TeamAR prototype. As this is the first prototype of our
platform, in Section 5 we describe the future work that
stands in front of us. Section 6 is the conclusion, the
summary of what we already achieved and what possibilities
are created thanks to our system.

II. BACKGROUND

Augmented reality is a very broad field for research.
Over the past few years, several studies explored the usage
of augmented reality in our everyday actions, starting from
simple usage like games [16][17], entertainment [§],
productivity [29][30], through more complex tasks like data
visualization [33], repairing [31] to logistic support [32].

Our system was inspired by several previous research
projects in augmented reality and possibilities to use them
for collaboration and teamwork.

Shared space [1] presented how AR can become a
powerful tool in face-to-face meetings. It was one of the first
significant steps in this field. Shared space allows a group of
people to work in one room on common 3D objects. Users
must be equipped with a HMD (Head Mounted Display).
The workflow, and objects attached to a 2D marker are
predefined. Each user sees the same object as every other in
the room, they can share, and move the markers in the same
way as they would do with normal elements of the
environment. Shared space showed how much AR can help
us to enrich our communication, and methods of work.

Our project took the lead in finding the solution for
removing one of the biggest obstacles, which is lack of
flexibility, and strong need of highly qualified staff. We also
want to provide a possibility to work remotely if needed.

Project Studierstube [14] increased mobility of the AR
systems. Authors built a mobile workstation, combined with
optical see-through HMD. Thanks to that, multiple users can
cooperate with each other, working on the same 3D objects
with shared state. Each user has its own version of the object,
set in an individual coordinate system. Thanks to that, one
user will not affect the visible state of the second user.
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Although this project was built using a laptop, modern
mobile hardware is powerful enough to reduce the weight
and size of AR devices. From this work, we can specify five
key advantages, and elements that need to be met in similar
platforms. Those elements are: virtuality, augmentation,
cooperation, independence, and individuality.

Cooperative AR is not only helping in communication
itself, it can be much more than that. For example,
Transvision [12] is focused on supporting designing tasks. It
is based on computer generated images displayed on palmtop
(video see-through strategy). The augmentation helps
designers as it combines two important elements: the
possibility of an easy and cheap design change and physical
contact between participants.

Similar task was taken by the team of the ARVita [13]
project. It shows how AR can help engineers in their
everyday work, by adding new powerful tools which they
can use. Our work methods evolved from simple notes, and
plans, through photos, up to 3D/4D Computer Aided Design
(CAD) models. ARVita is trying to go one step further,
namely, it adds a 3D animation to the physical world to give
us a better perspective on the work that needs to be done.
This idea allows to prepare complicated simulations and to
watch them in full 3D from different perspectives.

Many researchers are aware of the benefits, and
possibilities which AR can deliver in terms of cooperation
whether face to face or remote. Augmented reality can even
improve our chances to save lives in the face of crisis. In [3],
there is an example how AR can be used to coordinate work
of different organizations, and how it can help to make the
best decision based on very dynamic circumstances. Despite
the fact that the described scenario is not very flexible, and it
is hard to reproduce in a short period of time, the results of
this research are very promising. It is worth noting that such
a system can be enriched with remote collaboration. We
believe that decreasing the access time to specialists can help
people particularly in crisis situations. Unfortunately, this
solution is faces similar problems to those previously
mentioned: lack of flexibility, time consuming tasks needed
for preparation of the scenario, complicated hardware. In our
project we are trying to remove those complications.

The natural path of the evolution of collaboration using
AR is to allow a remote user to access the same state of the
object. We can see such first attempts in [2], where the
authors implement a simple Tetris game that allows more
than one user. This research makes us aware how hard it is to
achieve such goal. It reveals key problems such as sharing
the object state, anchoring it in a fixed place, and performing
some interaction. Those tasks, as a single case are quite casy
to resolve, the true challenge is to combine everything into
one platform. Similar to other research, this one uses markers
for setting objects in the scene and uses the same technique
to support the interaction.

MARS [11] presents a path which shows how we can
work in teams on separate tasks to achieve a common goal.
This project allows to send extra information from people in
the office (indoor) to a person in the field (outdoor).
Everything is displayed on HMD (see-through). Such a
concept provides multiple possibilities from engineer support
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during assembly tasks, providing help for the soldiers on the
battlefield. Similar approach, but from a different
perspective, was presented in the project called God-like
interaction [27]. It also focused on putting users in two
groups:

. Indoor users that have access to a tabletop projector
display system,

. Outdoor users with Tinmith mobile augmented
reality system [28].

In the case of these studies, it is interesting that we can
put different real objects in the perspective of the outdoor
user, by capturing them in a series of photos focused on the
table surface. Those objects are sent to the outdoor user and
reconstructed on his/her display. Such an approach allows us
to put virtual signposts, alerts, extra information, etc. We can
also inform about important places to visit or areas that
should be avoided.

Both MARS and God-like interaction draw attention to
the fact that such systems have enormous potential to help
during different crisis situations. We can treat indoor users as
crisis staff (see also [3]), and the outdoor users as the rescue
brigade. Thanks to augmented reality we are able to send to
the people in the field much more information than only
voice messages. We can mark where they should go, where
they can find something important, etc.

All presented research projects have one thing in
common, namely interaction. Regardless of what kind of
project we are building, what hardware we will use, we
always need a way to interact with objects that augment our
reality. This is the very basic concept of AR. Nowadays, we
have access to multiple tools which allow us to work in
teams irrespective of location (Google Docs [22], Office 365
[23], etc.). We need to remember that working on different
computers, even in the same place and on simple tasks, can
create problems. Lack of the same perspective, and a
common view, limits ways of our communication, e.g., we
have no option for using simple gestures or pointing at
objects.

Another thing common to the presented projects, is a
method of setting virtual elements in the real world. To make
AR as much natural as possible, we need to achieve full
transparency. Objects should behave in a predictable way,
with a fixed position “glued” to the part of the scene. In
many of presented papers, simple 2D markers were used to
handle this as a well-known strategy. One of the
disadvantages of this pairing the marker with an object
preparing it, before we can start the work. In [15], we can see
an attempt to do it in a more generic way. A shared vision
system is a platform that allows to use dynamic markers
made from the first frame from camera view and track it to
display a 3D model on it. The whole thing is shared between
thanks to a database in the cloud.

We cannot forget about the latest products of Apple, and
Google: ARKit [36], and ARCore [37]. Using standard
smartphones, we are able to prepare a simple map of planes
in our environment, remember it, and place objects on them.
Augmentation is very natural, and the results give a new
hope in terms of popularization of AR. This solution
provides the full virtualization of our perspective, virtual
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objects are placed on a virtual plane, we can interact with
them physically.

Last but not least, let us remember that one of the best
reference is how the market accepts a technology. It is hard
to push such a complicated technology to people that are not
related to science or any research. That is why a simple
mobile game is the best scenario. Online, multiplayer game
is a fantastic example of a remote collaboration between
users in different locations. For example, Ingress [16], or
Pokemon GO [17]. Both games are based on a simple
concept, but putting them all together in a single application,
available for over 2 billion devices [18], give us easy to use
augmented reality solution for everyone. Both games convert
the real world into a playground for every player. Their
foundation is a collaboration between multiple users in the
real time. They interact with each other physically, and they
can interact with the same virtual objects on map. Massive
popularity of those games shows how big impact augmented
reality can have on our lives. Those simple games are a small
proof of the fact that people can and want to collaborate
using new technologies, and that using proper approach to
the scenario can give a fantastic result.

III. TEAMAR - CONCEPT

In this section, we will describe concept of our system
TeamAR. We will describe the ideas, goals, and things that
we want to achieve regardless to the current state.

A. Concept

In this section we will describe concept of our system
TAR (Team Augmented Reality). We will describe the ideas,
goals, and things that we want to achieve regardless to the
current state.

Our project is focused on achieving the following goals:

e First, and most important. TeamAR is a project that
must be usable in real life scenarios. We are
focused on preparing usable prototype that can be
easily implemented in every company, and different
environments, that can get value from it. Every
decision made must be compatible with this
requirement.

e The system must be easy to use, and flexible. It
must allow multiple users to work on a shared task.

e No extra programming needed. User only
configures a session with selected markers, and
objects. All participants join the defined session
using its identifier. The whole process is supported
by our platform.

e No extra hardware, except a smartphone, is needed.
Using a head-mounted display (HMD) or special
sticks with marker for manipulating is unnatural,
and may cause problems with configuration, or may
act as a deterrent for new users. We also want to
avoid additional devices, because currently
available ones are expensive, uncomfortable, and
hard to get. That is why our goal was to create a
platform that will use smartphones nly.

Copyright (c) IARIA, 2018. ISBN: 978-1-61208-616-3

e Ready “on-fly”. TeamAR must be easy to use and
easy to manage. That means that application must
be able to learn new patterns and objects during the
runtime. No recompilation and even no restart of
application should be necessary.

e The whole system must be mobile. We do not want
the user to be limited to just one place and
surrounded by cables.

B. Platform

TeamAR is based on the SaaS model. We built a web
application for managing session and user synchronization.
We used a standard smartphone with Android OS for
working with the sessions (augmentation). Thanks to that,
we could solve four major problems:

1) User perspective

e Access to hardware - nowadays, almost
everybody has a smartphone. We want to make our
project as flexible, and easy to access, as possible.

e Interaction layer — as we showed in the previous
parts, there is no common, easy for user, and a
hardware-free way to interact with the generated
objects. Thanks to a screen of a smartphone, we get
such a layer without any extra devices. Besides that,
this platform is already well-known to users, so
there are hardly any barriers to entry.

e Progress — software (Android), and hardware
(smartphone) platforms will evolve in a natural
way. Thanks to that we will obtain new capabilities
without cost increases.

2) Software perspective
Easy management — thanks to choosing a SaaS platform,
we have a platform that allows to create and edit sessions, as
well manage them. The platform is scalable, accessible,
efficient, and reliable

C. Augmentation

TeamAR uses smartphones, built-in cameras, and sensors.
The output is seen on the screen (video see-through strategy)
after augmentation with virtual objects. To pin an object in
space we use 2D markers. When the user looks at the card
with a pattern, computer vision recognizes it, links with the
3D object from the session, and displays it on the card. The
details of the current state of the implementation are
described further in the paper along with more technical
details of future development. We selected the 2D markers
approach, because they are easy to use. They can be sent as a
link, and displayed on the screen, or just printed. Every
team can have their own set of markers, and just connect
them with different objects in a new session or even update
the reference in the current session.

D. Collaboration

TeamAR will allow user to refer to every physical
element that he/she would normally use in a normal face-to-
face meeting, like personal notes. Thanks to AR, he/she will
also be able to refer to objects that normally would be
impossible to use. This project will combine most important
elements from the two worlds: virtual, and physical.
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Furthermore, our project will allow teams to work
remotely or stationary in the same room. No extra
configuration will be needed. Thanks to the same objects
base, and state sharing, they will see the same things
independently from the location of each user.

E. Interaction

As we already mentioned, we decided to use a popular
software, and hardware platform. It provides a well know,
widely used interaction layer: the screen. The combination of
mobility, good user experience, and an easy to use device
provides a flexible tool to work with. The application will
allow interaction with all virtual objects. This information
can be synchronized between all participants of the session.
As you can see the interaction is very similar to pointing at
an element during a normal face to face meeting. This
approach makes possible to avoid dedicated programming
for every scenario.

Iv.

In this section we want to describe our current state of the
development.

As mentioned in the previous part of this paper, TeamAR
is based on two main parts:

e  Web application - responsible for creating/updating
the session, sharing, and synchronizing the state of
each object.

e  Mobile application - marker recognition, displaying
objects, and interaction. Speaking briefly, it is used
for augmentation.

IMPLEMENTATION

We prepared a tool (web application) that allows to
create a session (Figure 1). Even a user without any technical
skills can prepare a configuration of the meeting that will use
AR technology. Users can upload a set of 3D objects and
connect each of them with a specific 2D marker. Such
configuration will be propagated to every user in the session.

Every person who possesses the identifier of the session
can connect from the level of a mobile application and
participate in the meetings. Thanks to our approach it is not
important if that person is in the same room or in the other
parts of the world. Everything he/she needs is a stable
internet connection (mobile connection is enough) and 2D
markers related with the session printed or displayed on a
screen. Application learns new patterns during the runtime
and displays the 3D objects on proper markers basing on the
configuration that it received.

We decided to use 2D markers over the current solutions
like ARKit [36] or ARCore [37], due to the fact that it is
more natural. Secondly, ARKit and ARCore are available on
a small number of costly smartphones, and, as we want to
create as available as possible platform, it is very a important
factor that we had to take into account. Both mentioned
solutions are very interesting and have big potential, but they
create more virtual environment. Virtual objects are mapped
and placed on virtual planes. These methods limit ways of
interaction between participants of meetings, and even
between specific persons, and virtual objects, for example a
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person cannot lift the marker as he would lift a physical
object to have a better look at it.

We used Firebase Cloud Messaging as part of our
infrastructure for easy and real-time synchronization of
actions performed on the objects. If the host changes color of
the selected object, or if he/she marks an object it will be
instantly synchronized to all devices that are currently in the
session. Each participant will see the action in the same way
as he/she would see when someone points at a physical
object in the room.

A. Communication

We use a cloud service to implement fast, real-time, and
reliable communication layer between the web application,
and the mobile device. As a cloud service, we selected
Firebase Cloud Messaging (FCM) [34]. The main reason for
this selection is that, we plan to support other mobile
platforms, and FCM is a cross-platform solution. The whole
architecture and communication pattern is visualized on Fig.
2.

Figure 1. Presentation of infrastructure scheme

The web application is divided into two parts. The first
one, contains a user interface. It is used to manage the
sessions. It will be deployed, and available for users as
service.

The second one is a REST API used for communication
between mobile application and the database, and/or cloud.
Thanks to the modular architecture, our system is easy to
maintain, develop, and upgrade in the future. We also
achieved a situation in which we are not tied up to a specific
technology. As we have mentioned before, we are working
on creating a proper concept of team collaboration with the
use of augmented reality, not on specific technology. With
better tools, better technology, we can replace single
modules of our system, keeping all functionalities intact. We
believe that minimizing dependency on current solutions,
and technological trends is the key to our goal.
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B. Data exchange

One of the most important decisions that we had to make,
was selecting proper types of data used by the system for
session configuration, both for the marker, and the 3D object.
Selected type for each of these elements had to meet the
specific requirement: a popular format already available on
the market. To make the whole platform easy to implement
in a company/team, we need to avoid situations when the
selected data format is not known or hard to process; easy to
use by a common user. Integrating users with the session
should be as easy as possible to lower the entry barrier.

Because of the above requirements, we have focused on
types that can be transformed and saved as a text file.

For the 3D object format, we selected Wavefront .obj file
[35]. It is easy to use, easily accessible, it allows to create
simple objects without any experience on the user side.
Wavefront file is a text file that can be uploaded to our
application and stored in the database. Reading this format is
fast, and Android platform delivers native tools to work with
it.

Another important fact is that such 3D models can be
uploaded to software like Unity3D and used in different
types of application. This corresponds perfectly with our
main assumption about using TeamAR in a real-life scenario.
Such objects can be prototyped, shared, and discussed before
performing other time-consuming actions.

Furthermore, this format is very universal and easy to
send. All this combined creates a perfect selection for our
platform. As it is text data we can in easily update mobile
application with the information about new objects. The
format is light, therefor we do not need a high-quality
internet connection, all calculations are performed on the
device locally basing on the provided data. Wavefront format
is universal, so when we will migrate out application to other
operating systems, we will already have proper tools.

C. Augmentation

Our augmentation is based on video-see through HMD
concept. In this case we deliberately ignored the HMD for
the reasons mentioned earlier in the text. The application
generates 3D objects based on the definition of the model
received from the API. Actions performed on each object are
shared, every change to the object is synchronized between
users in session but the perspective is individual. Each user
can independently observe the object without making any
impact on the perspective of any other user.

Each object is located only on one 2D marker. The
marker can be printed and put on the table or displayed on
the screen (Figure 2). This ensures flexibility. Beside that a
new object can be connected to the same marker and
overwrite previous settings. Thanks to that, there is no need
to prepare a big number of markers, users can easily update
current state of the session and work comfortably having just
a few or even one marker.

D. Interaction

In the early stage of the project we decided to implement
a simplified model of interaction based on a toolbox. Thanks
to that, during our tests new users had quick overview of
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actions that can be performed. This also made the whole
interface very natural. There is a possibility that this will be a
standard form of interaction for TeamAR. The decision will
be based on collected feedback.

Currently, our toolbox allows to perform simple actions:
highlighting selected objects. It is especially important when
the host wants to focus the audience's attention on a specific
object in the session with many different structures. The user
can also perform color changing action, which allows to
make a fast grouping of objects basing on a selected color.
The user is able to change the color of each object that is
available in the session. This feature was implemented to
simplify discussion about multiple structures.

Of course, the state of all objects can be reset to the
default one using the reset action.

The whole “action framework™ is easy to extend and we
will experiment with more types of actions which will
increase capabilities of TAR.

V. FUTURE WORK

Our future work will be focused on extending the
functionalities of the prototype and delivering it to users.

We plan to create interaction based on touching
particular fragments of the object and confront it with the
current solution. Although we do not limit ourselves only to
one technology, as we are working more on the concept, and
the philosophy of making Augmented Reality more
accessible rather than on specific software type.

In the current version, the interaction is limited to basic
operation like highlighting and changing the color of a
specific object. Of course, the whole solution works “out of
the box”. No extra programming from the user is needed.

We will use the history of performed actions to allow
disconnected, and/or new users to start the session with the
same state of the object as each of the users.

After that we plan to perform some usability tests
comparing the performance of standard cooperation versus
AR collaboration.

Figure 2. Example of augmentation

VL

Collaboration with the use of augmented reality is a very
important area of technology. In our opinion, this is the
direction that should be chosen to improve of remote
work/teams in many professions. Various scenarios force

CONCLUSION
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different approaches, but our goal is to create a platform
which will give the most possibilities.

It is obvious that hardware will change in time, also the
approach may be a bit different because of the evolution of
the technology, but the concept in most cases will remain
unchanged. Similar situation can be observed in many
researches quoted in this paper. Even some of our solutions
were inspired by research made almost 20 years ago. Of
course, nowadays they can be greatly enhanced with modern
technologies and more powerful hardware.

This paper has two main contributions. The first one is to
present the current state of the AR solutions for teams. We
try to identify weaknesses and strengths.

The second one is related with the following question:
why should anybody want to build such a system? We
believe that our prototype answers that question. Most of the
systems that we have presented in the Background section is
complicated, hardware dependent, connected with
preprogramming concrete scenario of usage, created only for
a specific purpose. We fully understand that TeamAR will
not cover every possible scenario, but it hopefully provides a
set of general purpose tools. It can help popularize
augmented reality thanks to lowering the entry threshold.

We hope that vision of such interesting and fascinating
area of research like collaboration in AR, will encourage
other teams and researchers to search new fantastic ways of
interaction between people. We are sure that such systems
will shape our future.
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