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ADAPTIVE 2018

Forward

The Tenth International Conference on Adaptive and Self-Adaptive Systems and Applications
(ADAPTIVE 2018), held between February 18 - 22, 2018 - Barcelona, Spain, continued a series of
events targeting advanced system and application design paradigms driven by adaptiveness and
self-adaptiveness. With the current tendencies in developing and deploying complex systems,
and under the continuous changes of system and application requirements, adaptation is a key
feature. Speed and scalability of changes require self-adaptation for special cases. How to build
systems to be easily adaptive and self-adaptive, what constraints and what mechanisms must
be used, and how to evaluate a stable state in such systems are challenging duties. Context-
aware and user-aware are major situations where environment and user feedback is considered
for further adaptation.

The conference had the following tracks:

 Self-adaptation

 Adaptive applications

 Adaptivity in robot systems

 Fundamentals and design of adaptive systems

Similar to the previous edition, this event attracted excellent contributions and active
participation from all over the world. We were very pleased to receive top quality
contributions.

We take here the opportunity to warmly thank all the members of the ADAPTIVE 2018 technical
program committee, as well as the numerous reviewers. The creation of such a high quality
conference program would not have been possible without their involvement. We also kindly
thank all the authors that dedicated much of their time and effort to contribute to ADAPTIVE
2018. We truly believe that, thanks to all these efforts, the final conference program consisted
of top quality contributions.

Also, this event could not have been a reality without the support of many individuals,
organizations and sponsors. We also gratefully thank the members of the ADAPTIVE 2018
organizing committee for their help in handling the logistics and for their work that made this
professional meeting a success.

We hope ADAPTIVE 2018 was a successful international forum for the exchange of ideas and
results between academia and industry and to promote further progress in the area of adaptive
and self-adaptive systems and applications. We also hope Barcelona provided a pleasant
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environment during the conference and everyone saved some time for exploring this beautiful
city.
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Self-Reconfigurable Manufacturing System For Personalized Mass Customisation 
Rotimi Ogunsakin, César A. Marín, Nikolay Mehandjiev 

Alliance Manchester Business School 
Booth St E, Manchester, M13 9SS 

Email: {rotimi.ogunsakin, cesar.marin, nikolay.mehandjiev}@manchester.ac.uk

Abstract— One of the expected benefits of Industry 4.0 is the 
ability of production systems to effectively produce 
personalized products for a relatively small lot size in the same 
assembly line without trade-offs for cost, delivery time and 
quality. In this case, individual product will be unique and 
require a production system that is optimized for single lot size 
(lot-size-of-one). Reconfigurable Manufacturing System (RMS) 
is an attractive choice for this. However, reconfiguration 
processes are not automated and not real-time, which 
sometimes requiring days, thereby making it economically and 
functionally unfit for personalized mass customisation. To 
achieve this, Self-Reconfigurable Manufacturing System (S-
RMS) is proposed in this paper and implemented in-silico 
using nature inspired models and algorithms. In our 
implementation, resource re-configuration is both automatic 
and immediate. The system is evaluated by measuring total 
production output, system stability and average lead-time per 
order during production and during unexpected changes like 
resource breakdown. This approach is expected to proffer 
solution to the batch-size-of-one problem in manufacturing 
and engender personalized mass customisation. 

Keywords- Self-Recofigurable Manufacturing System; 
Reconfigurable Manufacturing System; Personalised Mass 
Customisation. 

I.  INTRODUCTION 
Personalized mass customisation is the mass production 

of individually customised goods in the same production line 
[1]. This paradigm requires manufacturing systems capable 
of producing a relatively high volume of unique product 
options in the same assembly line without trade-offs in cost, 
delivery time and quality for both manufacturers and 
consumers [2]. The major challenge in developing a 
manufacturing system with such capability is the level of 
structural, control and software flexibility that is required [3]. 
Present days manufacturing systems cannot be modified to 
offer the level of structural, control and software flexibility 
that is required in such system and therefore requiring a new 
paradigm approach. 

There are proposed manufacturing systems expected to 
give rise to personalized mass customisation, such as 
Reconfigurable manufacturing system (RMS), but these 
systems suffer from structural and control inflexibility and 
therefore functionally unfit for personalized mass 
customisation [3]. However, Evolvable assembly system 
(EAS) is an exception to this; it is demonstrated to achieve 
personalized mass customisation and address the batch-size-
of-one problem, but the system achieves this by producing a 
single unit at a time [4]. In practice, personalized mass 
customisation scenarios are more complex. They require 
multiple products on the shop floor with different designs, 

styles, shapes and colors going through production process at 
the same time. EAS at present fails to demonstrate such 
practical complexity, which should be obtainable in a typical 
manufacturing system capable of personalized mass 
customisation. 

This research proposes and demonstrates in silico Self-
Reconfigurable Manufacturing System (S-RMS), a 
manufacturing system capable of addressing the batch-size-
of-one problem in personalized mass customisation. This is 
achieved by borrowing natural self-organising rules from 
natural systems, extending and adapting them to 
reconfiguration in S-RMS to incorporate adaptive properties, 
such as self-reconfiguration for multiple product mix and 
self-recovery during machine (resource) failure.  

The system is evaluated by measuring average 
production output, stability and average lead-time per unit 
during production and during unexpected changes like 
resource breakdown. The expected benefit of this approach is 
that, it will proffer solution to the batch-size-of-one problem 
in the manufacturing systems and engender personalized 
mass customisation. 

The remaining of this paper is organised as follows. 
Section II reviews related work in reconfiguration and mass-
customisation in manufacturing systems. Section III contains 
details of the approach used, which include models and 
algorithms, while Section IV contains the simulation and 
experimental evaluation of the S-RMS. The final section 
contains the discussion and conclusion. 

II. RELATED WORK 
Advancements in manufacturing systems have been 

mainly to increase efficiency and reduce production cost and 
lead-time. Two approaches have been dominant in achieving 
these, which are 1) Resource flexibility and 2) Resource 
layout. 

Resource flexibility is the technological improvement on 
production machines for faster part production, wastage 
reduction and ability to produce more than one part variety. 
Resource layout is the spatial arrangement of  resources on 
the factory floor in such a way as to optimize production 
process [5].  

The proposed S-RMS is based on how personalized mass 
customization can be achieved through reconfiguration of 
resource layout in real-time, which is one of the major 
challenges in manufacturing systems. Therefore, reviewed 
work will be focused on resource layout and reconfiguration 
approaches. 

Resources in manufacturing system can be arranged 
based on function or process requirement, which are referred 
to as functional and cellular layout respectively. Functional 
layout is a resource layout paradigm that is based on resource 
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function. This implies having resources of the same type 
placed in the same location [6]. This provides economy of 
scales and simplicity in workloads allocation, but highly 
inefficient when there are constant or unpredictable changes 
in product mix and routings, a common scenario in 
personalized mass customisation. 

Cellular layout is a layout configuration in which the 
factory is partitioned into cells, and each cell is dedicated to 
a product or part family with similar processing requirements 
[6]. This type of configuration simplifies workflow and is 
generally optimized for producing specific product set with 
stable demand and long product life cycle. However, 
reconfiguration process is usually expensive and time 
consuming, making such layout unattractive for personalized 
mass customisation [6].  

As a result of the inefficiencies in both functional and 
cellular layouts for dynamic production environment, other 
layouts have been proposed for a more efficient production 
output in dynamic production environment [5].  Some 
examples of the proposed layouts are: Spine layout, Hybrid 
layout, Multichannel layout, Distributed layout and Modular 
layout (see Table 1). 

TABLE I.  LAYOUT TYPES AND DESCRIPTION [5] 

Layout types Description 
 
Spine layout 

 
Usually used by Original Equipment Manufacturers 
(OEMs). In this type of layout, products move 
along a main artery through the plant. Mini-
assembly lines owned by independent suppliers are 
linked to the spine where additional modules are 
attached to the product as needed by these suppliers 
as it moves through the spine. This allows for 
change of suppliers without changes to the factory 
layout. 

 
Hybrid layout 

 
This is a combination of different production 
modules based on multiple production process. For 
example, a hybrid facility may contain flow-line 
component for manufacturing common parts and a 
job-shop component for customizing final products.  

 
Multichannel 
layout 

 
This involves having duplicate production lines that 
are shared across products. Products are allowed to 
move in and out of neighbouring production lines, 
thereby creating multiple lines and channels, and 
minimizing queue and congestion.  

 
Distributed 
layouts 

 
In a distributed layout, not all equipment of the 
same type is placed in adjoining location. Instead, 
equipment of the same type is placed individually 
throughout the factory, which can be quickly 
combined to form temporary cells dedicated to 
specific product line or job order. 

 
Modular 
layout 

 
This conceptualises layout as a network of basic 
modules. These basic modules may be based on 
different production process or layouts. For 
example, a modular layout may contain a network 
of flow-line, job-shop, cellular layout and 
functional layout basic modules. 
 

 

However, these resource layout types are not optimized 
for production environment with requirement for single-lot-
size production [4]. To address this limitation, a system with 
highly flexible layout is required, where reconfiguration can 
be done with a minimal amount of time and at no additional 
cost to both the manufacturer and the consumer. To achieve 
this level of manufacturing flexibility, smart, flexible and 
adaptive manufacturing system is proposed. 

Manufacturing companies (such as GE, Airbus, Siemens) 
are observed to be investigating smart, flexible and adaptive 
manufacturing systems that are capable of autonomous self-
healing, self-adaptation and self-reconfiguration, typified by 
the “batch-size-of-one” (BSo1) problem [3]. Examples of 
such system include: Reconfigurable Manufacturing System 
(RMS), Holonic Manufacturing System (HMS), and 
Evolvable Assembly System (EAS).  

Reconfigurable Manufacturing System is a 
manufacturing system designed to enable rapid change in 
hardware and software component for quick response to 
sudden market changes by adjusting its functionality and 
production capacity [7]. RMS is engineered for mass 
production and therefore not effective for managing large 
product varieties and rapid changes in market. This makes 
RMS unsuitable for personalized mass customization. 

Holonic Manufacturing System, which is inspired by 
Arthur Koestler’s holons concept [8]. Holons are 
autonomous self-reliant units with degree of independence, 
such that contingencies can be handled without being 
instructed by higher authority, and simultaneously subjected 
to control from single or multiple higher authorities [9]. This 
implies that Holons can exist in complex systems like 
manufacturing systems as both a whole and a part 
simultaneously.  

The “whole” property ensures stability of forms in the 
system, while the “part” property signifies intermediate 
forms and ensure stability for higher form. Holons concept 
comparatively provides more flexibility for manufacturing 
systems, but immediate reconfiguration is still lacking, 
therefore making it not suitable for personalized mass 
customisation [9]. 

Evolvable assembly system is a production system 
whose components are designed to adapt to changing 
conditions of operations and also assist in the evolution of 
the component in time, such that processes utilizing the 
components will become self-evolvable, self-reconfigurable, 
self-tuning and self-diagnosing [10]. Examples of EAS 
implementation are plug and produce system, and Smart 
Manufacturing and Reconfigurable Technologies (SMART). 

Plug and produce system is an implementation of 
Instantly Deployable Evolvable Assembly System (IDEAS), 
which is aimed at developing an industrially suitable EAS 
[10]. The plug and produce system was implemented on a 
mini scale called MiniProd [11]. It is based on multi-agent 
control paradigm and capable of real-time self- 
reconfiguration on the shop floor without higher-level 
instruction. This shows that real-time self-reconfiguration is 
possible at machine level using distributed control paradigm. 

On the other hand, SMART is a demonstration of the 
application of adaptive agent control in the transformation of 
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legacy manufacturing system into a RMS. SMART is 
demonstrated to be capable of addressing the “batch-size-of-
one” problem [4]. 

Both IDEAS and SMART are implemented using 
distributed control and they both addressed the batch-size-of-
one problem, but only based on single unit production. This 
means the system can only produce one unit at a time. In 
practice, personalized mass customisation scenarios are more 
complex. They require multiple products on the shop floor 
with different designs, styles, shapes and colours going 
through production process at the same time. IDEAS and 
SMART failed to demonstrate this type of complexity, which 
should be obtainable in a typical manufacturing system with 
capability for personalized mass customisation.  

III. SELF- RECONFIGURABLE MANUFACTURING SYSTEM 
(S-RMS) 

Manufacturing systems with capability for personalized 
mass customisation are characterized by the potential for 
single-lot-size production [10]. This implies that individual 
product will require distinct production plan, schedule and 
process. Concurrent execution of these plans and processes 
during production suggests that different products will 
require different resources and routes at same or different 
time slot, depending on the production stage of the product.  

The complexity expressed by this process necessitates the 
use of distributed coordination mechanism for dynamic and 
autonomous route selection; resource discovery, selection 
and negotiation; and scheduling. Therefore, applying the 
present manufacturing system’s design approach that is 
characterized by stationary machines and rigid conveyor belt 
with pre-defined route for products will be unfit for this 
purpose. This is because multiple products will be 
manufactured concurrently, which are unique with distinct 
and distributed production plan, schedule, process, resource 
and route requirement. Therefore, S-RMS is proposed to fill 
this gap by proffering solution to the batch-size-of-one 
problem. 

S-RMS is a manufacturing concept whereby machines 
can autonomously move around during production, instead 
of remaining stationary. In this system, there is no conveyor 
belts, but instead parts and products are transported using 
mobile robot referred to as products. The underlying 
complexity of the proposed production system, which is a 
characteristic of the distributed and distinct nature of the 
products and physical mobility of machines, suggest the use 
of nature inspired approach in the design and implementation 
of the system. 

Nature inspired approach is used in this case because the 
properties of the problems-space, which is the spatial 
arrangement of products and resources in the production 
system change constantly with time. This is as a result of the 
ability of both the product and resource to move freely 
without any constraints during production. Also, the process 
of arriving at optimal production strategy for individual 
product changes concurrently with the problem-space. This 
is because the process required by a product to discover the 
closest resource changes constantly as a result of constant 
changes in the spatial arrangements of these resources. 

Therefore, the coordination process has to constantly adapt 
to the problem dynamics. This suggests that a pure 
computational approach will be expensive if feasible 
compare to a heuristic approach proffer by taking inspiration 
from nature. 

Ant colony and flock of birds exhibit one of the closest 
behaviors to the proposed S-RMS in term of underlying 
complexity and physical mobility of machines and products. 
Therefore, inspiration is taken from ants and birds.  

In biological systems, such as ant colony and flock of 
birds, these systems are based on entities that exhibit simple 
behavior, made up of small set of simple rules, with reduced 
cognitive abilities, and global system of behavior emerges 
from a multiplicity and reinforcement of non-linear 
interactions [12]. In such complex natural systems, 
coordination emerges without a predicted plan or template, 
not driven by a central entity or global rules, and only 
become observable at a macro level when the resultant 
behavior of the whole are greater and more complex than the 
sum of the behavior of its part [14]. This makes the 
application of coordination, self-organization and emergence 
behavior in biological system to S-RMS for personalized 
mass customisation a very viable alternative solution to 
purely computational approach [15]. 

In some species of ants (social ants), pheromones are 
used as a coordination mechanism by means of indirect or 
environmental mediated coordination [13]. Information 
about food location are embedded in pheromones and when 
perceived by others, it is interpreted and the result of such 
interpretation informed the next action to be taking by the 
perceiving entity. With very limited intelligence, ants are 
able to effectively coordinate activities regarding foraging 
and construction. When viewed at a higher level, a well-
organized and intelligent social system is perceived. This is 
purely as a result of indirect or environmental-mediated 
coordination through the use of pheromones. 

On the other hand, some species of birds have to migrate 
from one region to another in search of food. This instinctive 
behavior can be viewed as a profit oriented strategy. The 
birds consumed energy in search or migrating to get food. 
Therefore, to guarantee survival while searching for food, 
they must use less energy than they will get from the food. 
To achieve this, birds have to migrate and stay close to food 
sources, which lower the cost of foraging in the long term. 
They also store the locations where foods are available 
including the time of the year in memory. As food 
availability changes due to weather conditions, this 
information is also updated. 

S-RMS is modeled as interaction between two distinct 
entities on the shop floor, which are products and resources 
(both products and resources are mobile). Products seek 
resources to execute production task in their production plans 
just like ants seek for food in their environment. While 
resources at the same time seek to be close to products just 
like birds migrate in order to stay close to food source. 
Resources achieve this by minimizing the average distance 
between them and corresponding products on the shop floor 
during production. Applying this model, a natural 
equilibrium is expected over a period. Natural equilibrium 

3Copyright (c) IARIA, 2018.     ISBN:  978-1-61208-610-1

ADAPTIVE 2018 : The Tenth International Conference on Adaptive and Self-Adaptive Systems and Applications

                           12 / 119



implies a situation where a resource is able to establish a 
location on the shop floor that is optimal for task execution 
and the product for plan execution. 

A. S-RMS Multi-Agent System (MAS) Interaction 
The concept of Multi-Agent System (MAS) is used in the 

design of S-RMS, where products and resources are both 
agents operating and interacting on the shop floor. These two 
agents make different observation about the production 
environment and therefore have different knowledge and 
belief about the production environment. The product-agents 
have knowledge of what to produce, processes required to 
produce them and type of resources required to carry out 
such processes. However, individual product-agent has no 
knowledge of the spatial location of these resources. Instead, 
product-agents discover resources through interactions with 
other product-agents and location of resources are 
communicated using pheromones. This is referred to as 
indirect or environmental mediated coordination [13].  

Resource-agents possess knowledge of what production 
processes they can execute but have no knowledge of where 
such production processes are located. Instead, the resource-
agents rely on foraging strategy, by following the Circulant 
Traversal Rule (CTR), which will be explained in later 
section.  

During agent interaction, when a product-agent discovers 
a resource, it drops pheromones (signals) in the production 
environment. Other product-agents close-by perceive (sense) 
these pheromones and if the pheromones lead to a required 
resource, the perceiving product-agent compute the shortest 
path to the resource and advance in that direction. If the 
product-agent is able to execute its plan successfully, it drops 
more pheromones to intensify the signals as demonstrated in 
Figure 1(a). The resource-agents on the other hand 
simultaneously and independently seek to stay close to 
corresponding product-agents using the CTR.

             
 
   (a): No configuration at the beginning    (b): Optimal configuration achieved over a period 
 

 

 (c): Machine failure during production     (d): Reconfiguration after machine failure 
 

Figure 1: High level observation of S-RMS convergence and reconfiguration after a resource failure 
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Over a period of interactions, coordination begins to 

emerge, the system gradually evolve from state of disorder as 
seen in Figure 1(a), to a state where order is observed as seen 
in Figure 1(b). Without a physically layout path (conveyor-
belt), The system self-organizes itself and form an optimal 
path for production process using pheromones in the form of 
virtual marks (virtual conveyor belt) on the shop floor as 
seen in Figure 1(b). The system is however far from 
equilibrium as the configuration constantly changes in real 
time depending on the product mix, resource availability and 
so on. For example, if a resource suddenly becomes faulty, 
the system re-configures itself for optimal production from 4 
resources as shown in Figure 1(c) to 3 resources as shown in 
Figure 1(d) without halting production process. 

B. Pheromones For Product Agents in S-RMS 
Applying the concept of pheromone in computational 

system requires formalization and abstraction of the natural 
concept into computational concept. To achieve this, we 
formalize our own concept of pheromones. The following 
two conditions are necessary for the pheromone properties 
and behavior in the S-RMS: 

 

C1: Pheromone 

 

  (I) 
 
For a particular pheromone fr in all pheromones F in the 
system leading to a particular Resource R with the capability 
of executing production plan , there exist a production plan 

 belonging to a product P that is executable by the 
Resource R, such that fr will always lead to Resource R. This 
implies that all pheromones in the system lead to at least one 
resource, and such resource is capable of executing at least 
one production plan. 
 

C2: Pheromone decay rate 

 

  (II) 
For a particular pheromone fr in all pheromones F in the 
system leading to a particular Resource R, there exist a 
pheromone decay rate  , such that as  increases, 
the intensity of fr decreases. This implies that all 
pheromones in the system have a decay rate, which is 
inversely proportional to the intensity of the pheromone. 
 

The product-agents use pheromone for resource 
discovery, that is, to locate resources on the shop floor that is 
capable of executing their production plan(s) during 
production. This is achieved by using the pheromone 
resource discovery algorithm as shown in Figure 2. 

 
 

 
------------------------------------------------------------------------------  
PHEROMONE RESOURCE DISCOVERY ALGORITHM (PODUCT-AGENT) 
---------------------------------------------------------------------- 
Input: product_info, max_x, max_y 

Variables: P:Production_Plans; ϕ:shop-floor; 
Pa:Product_agent; Pa(x,y):Product_agent_location; 

Ra:Resource_agent; Ra(x,y):Required_Resource_agent_loc; 
RR:Required_resource; Loc:New_location; 
Plan[i]:Production_plans; 
Program: 

Plans[i] ← create_plans(product_info) 

While Pa(x,y) < max (ϕx,y) && i < max Do 
  If Pa(x,y) == Ra(x,y); 
    Break; 
  Else 

    Pa → Sense_pheromone (ϕx,y); 
    If pheromone → within_range && Leads_to(RR) 

       Loc ← shortest_path(Ra(x,y)); 
       Move_to (Loc); 
       Break; 
    End if 
       Search_for(RR); 
      If found(Ra(x,y)) == True && Pa(x,y) == Ra(x,y); 
        Break; 
     Else  
 Continue_search(RR); 
     End if 
  End if 
End While  
Execute_plan; 

Plan[i] ← Plan[i++];// move to the next plan 
End. 

 
Figure 2: Algorithm for resource discovery using pheromones  
 

Product-agent Pa generates an array of production plans and 
corresponding required resources to execute generated plans. It 
searches for required resources on the shop floor (ϕx,y) and if 
found, it executes production plan and seek resources for the next 
production plan and leaves pheromones leading to the resource in 
the environment. 

If instead, a pheromone is sensed within the shop floor (ϕx,y) 
while searching for resources and it leads to the location of 
required resource agent Ra(x,y), then Pa computes the shortest path 
to Ra(x,y) and set its destination (Loc) to the location of the resource 
agent Ra(x,y). If the required resource is met at Loc, then Pa 
executes production plan, seek resources for the next production 
plan and leaves pheromones leading to the resource in the 
environment. Else, Pa continues searching for required resource 
agent. However, if the executed production plan is the last plan to 
be executed, then Pa ends production and exits system. 

C. Foraging For Resource Agents in S-RMS 
Foraging birds are abstracted as resource-agents. These 

are resources in the S-RMS for part production. These 
resource-agents are mobile and use the foraging strategy 
referred to as CTR for navigation as shown in Figure 3. The 
CTR provides a heuristic means by which resource-agents 
are attracted toward areas in the shop floor where there is a 
higher chance of executing production task. This is achieved 
computationally by rotating the task execution matrix one 
element to the right. 

The CTR is used for two purposes, first to update spatial 
location where mobile resource-agents execute production 
task and secondly, as a tracking mechanism to track locations 
on the shop floor where chances of order executions are 
comparatively higher. This rule ensures each resource-agent 
is positioned close to product-agents with production plans 
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that it can execute. This process is achieved purely by 
heuristic using the Circulant Traversal Algorithm (CTA) as 
shown in Figure 4.  

 

 

 
Traversal Rule: If a location L is found between Ln and Ln-1, 
then set new location as NLn-1 and pop Ln-1 out of memory 

 
Figure 3: Foraging Strategy: Circulant Traversal Rule 

 
------------------------------------------------------------------  
 CIRCULANT TRAVERSAL ALGORITHM (RESOURCE AGENT) 
------------------------------------------------------------------ 
Input: product_info, max_x, max_y 

Variables: P:Production_Plans; ϕ:shop-floor; 
Pa:Product_agent; Pa(x,y):Product_agent_location; 

Ra:Resource_agent; Ra(x,y):Resource_agent_location; 

RSx,y:Resource_agent_saved_location; RR:Required_resource; 

Loc:Location; RSx,y[]:Array_of_Previous_locations; 

Program: 

While Ra(x,y)< max (ϕx,y) Do 
 For (i=0, i<= length(RSx,y[]), i++) 

  If RSx,y[i]!= NULL && EoF =! True; 

    Set Ra(x,y) ← RSx,y[i]; 

    Move_to_(RSx,y); 

    If Pa(x,y) == Ra(x,y) 
      Execute_plan; 

      Set RSx,y[i] ← RSx,y; 

      Set i ← 0 
      Repeat; 
     Else 
     Repeat; 
    End if; 
  End if; 
 End For 
Random(i); 
Random(j); 

Set Ra(x,y) ← Rx+i,y+j 
 If Execute_plan == True; 

  Set RSx,y[i] ← Rx+i,y+j; 
 End if 
End While; 
End. 

 
Figure 4: Algorithm for product discovery using foraging 
strategy  
 

Resource agent Ra visits locations stored in memory RSx,y[] if 
it is not empty. These locations are previous places where 
production plans were previously executed. If they do not exist, it 
creates these locations by first moving randomly and if by chance a 
plan is executed for a product agent Pa, then such location is stored 
in the memory RSx,y[i] until the End of File is reached. 

 If while attempting to visit these stored locations, it reaches 
end of file and no production plan is executed, then it generates a 
random number i, j that is added to the present x and y 
coordinates of Ra respectively. It sets its next location to Rx+i,y+j 
and advances towards this location. This process is repeated until a 
plan is executed. If a plan is executed this way, the oldest location 
in memory is replaced with the new location. The resource agent Ra 
defaults back to visiting stored location until End of file is reached 
before attempting another random movement. 

IV. EXPERIMENTAL EVALUATION 
  The S-RMS is implemented using agent based simulation 

software (Netlogo) [16]. Simulation experiment is designed 
to investigate how changes in product mix, volume and 
resource unavailability (machine failure) during production 
process impact the system and its adaptive-behavior. 

  To evaluate the above, six settings were used. In each 
setting, maximum numbers of orders that can undergo 
production process concurrently are kept constant at 50, 
100, 150, 200, 250 and 300 respectively. Total number of 
available product mix is kept constant at 24, and the 
probability p of a product mix being selected for production 
is also kept constant for all product mix, p = . 30 
simulation runs were performed for each of the six settings 
for 50,000 simulation steps each. At 20,000 simulation 
steps, a resource failure was introduced and brought back on 
at 30,000 simulation steps, totaling a period of 10,000 
simulation steps. The simulation is allowed to run for an 
extra 20,000 steps after the resource is brought back. This 
gives enough time for the system to re-converge. 

The following parameters were measured in each of the 
six settings to investigate how the system adapts to changes 
in product mix, volume and machine failure during 
production. 

 
I. Average lead-time per unit: This is the average 

time it takes to manufacture a product, i.e., the 
average time a product spent in the production 
system 

II. Production rate: This is the number of product 
produced per 1,000 simulation steps during the 
simulation (a total of 50,000 simulation steps). 

III. Stability: This is a measure of the system’s stability 
with respect to production input and output. The 
average distance moved by all resources is 
measured to quantify stability.  

 
Average lead-time per unit during the simulation is 

observed to be initially high in all the six settings at 
approximately 500 simulation steps (see Figure 5(a)). When 
products and resources start to interact, average lead-time per 
unit decreases gradually, a sign of system’s convergence 
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achieved through the use of pheromone as coordinating 
mechanism. At 20,000 simulation steps, when resource 
failure was introduced, lead-time per unit is observed to 
increase. This is the resultant effect of a machine failure. 
However, the system re-configures in order to adjust its 
processes to compensate for the failed resource, which  is the 
rationale behind the continual production process observed 
in the system, though at a higher lead-time per unit compare 
to when all resources were present. 

  Average lead-time per unit is observed to decrease 
gradually at 30,000 simulation steps when the failed resource 
was re-introduced into the system. This is as a result of the 
system’s ability to self-reconfigure its resources to integrate 
the new resource and immediately load-balanced production 
task. However, the rate of decrease in the lead-time per unit 
after re-introduction of failed resource (at 30,000 simulation 
steps) is slower compare to rate of increase when resource 
failure was initially introduced (at 20,000 simulation steps). 
This is because the coordination of the process for re-
integrating failed resource is achieved through pheromones 
and thus takes time. On the other hand, introduction of 
resource failure immediately renders all information 
embedded in pheromones leading to the failed resource out-
dated. Thus, the negative impact immediately propagates 
through the system, resulting in faster increase in lead-time 
per unit.  

The setting with 50 maximum orders is observed to have 
the highest average lead-time per unit as a result of fewer 

product-agents in the system. Product-agents coordinate 
using pheromones produced by other product-agents. 
Therefore, the more product-agents that are available in the 
production environment, the higher the pheromone 
distribution and intensity, and the more effective the 
coordination mechanism.  

Production rate is observed to increase from zero at 
about 800 simulation steps into the simulation when the 
system is observed to move from state of disorder to order 
(see Figure 5(b)). Production rate decreases between 20,000 
and 30,000 simulation steps as a result of resource failure 
that lead to cascade of changes in the system. Production 
picks up soon after the failed resource was re-introduced at 
30,000 simulation steps. This is because at this point, the 
system starts to self-reconfigure to accommodate the re-
introduced resource and load-balance production task. 

 Stability of the system is quantified by average distance 
moved by all resource-agents. The resource-agents are 
observed to move around more frequently between 20,000 
and 30,000 simulation steps when resource failure was 
introduced. This is to compensate for shortage of resources 
by moving more frequently to serve more products (see 
Figure 5(c)). At 30,000 simulation steps, when the failed 
resource is brought back on, the system is observed to return 
to its optimal state. This is as a result of the ability of the 
system to integrate the new resource and immediately load-
balanced production task. 
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Figure 5: S-RMS experimental output 
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V. DISCUSSION AND CONCLUSION 
Unexpected changes in the production environment, such 

as constant changes in product mix, volume and machine 
failure generate cascades of events that disrupt the system’s 
behavior during production. Such disruptions are recorded in 
the three observations, which are average lead-time per unit, 
production rate and stability. The system is observed to be 
able to keep-up production irrespective of product volume 
and constantly changing product mix. However, introduction 
of machine failure disrupts the system, but does not halt 
production. This shows the adaptive property and self-
reconfigurable capability of the proposed S-RMS. 

The average lead-time per unit is observed to increase 
and decrease during and after disruption; this implies that the 
remaining resources were able to share the task of the failed 
resource (machine) without halting production. The 
production rate also decreased and increased during and after 
disruption instead of production coming to a stop. This 
implies that the system is capable of re-configuring 
immediately to compensate for the shortage of resources in 
the system. The average distance moved by all resource-
agents is observed to increase during disruption. This is as a 
result of three resources executing production task of four 
resources, therefore requiring resource-agents to cover more 
distances on the shop floor.  

Throughout the simulation, there was no observable 
instance where production rate equaled zero or resource-
agents and product-agents lost coordination, even during 
unexpected changes in the production environment - like 
constant changes in product mix and machine failure. This is 
unlike a typical manufacturing system with reconfigurable 
capability, where production has to come to a halt for 
reconfiguration task to be carried out. The result obtained 
from the demonstration of S-RMS in silico shows that 
immediate self-reconfiguration of manufacturing system is 
possible without stopping production process using nature 
inspired approach. This proven concept will engender a new 
thinking in the design and implementation of production 
system with the capability for personalized mass 
customisation. 

A future work for this research will be to compare S-
RMS with other implementation of RMS without mobile 
products and resources, to evaluate efficiency and throughput 
gain due to product mobility, resource mobility, and self-
reconfiguration. Also, the use of nature inspired coordination 
mechanisms are well known for slow convergence which 
may impact system performance, hence the use of machine 
learning algorithm for coordination in S-RMS may be more 
suitable. Therefore, a comparison of these two approaches 
based on efficiency and throughput will be explored in future 
research. 
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Abstract—The adaptiveness of integrated electronics is a key
feature in current and future mobile applications. Despite the
continuous improvement of battery capacity, reconfiguration
capabilities of integrated electronics are an inevitable step to
cover the rising demand for processing power. Without any
further adjustments for efficiency, power consumption becomes
a limiting factor for runtime performance. Field Programmable
Gate Arrays (FPGA) provide suitable configuration capabilities,
but lack of efficient power saving design measures. To overcome
this challenge, different approaches were proposed in recent
research activities. A substantial contributor to battery load are
General Purpose Input Output (GPIO) circuits, which serve the
purpose of connectivity. In this paper, we present a modified
tristate buffer, which is a key component in a typical GPIO design.
Modifications for active power reduction and standby leakage
current suppression are applied at circuit level to achieve a better
energy efficiency. This new tristate buffer design is compared to
already existing designs.

Keywords–Tristate buffer; GPIO; Power reduction; Leakage
suppression; Energy efficiency.

I. INTRODUCTION

Mobile computing is the driving factor for innovations on
the field of instant availability of information. It is expected
to have the same computing performance in mobile devices
like smartphones, tablets and even sometimes in vehicles, as
known from high performance computers in very demandable
applications. Vehicles approach a rising degree of functions
supporting autonomous driving which require fast evaluation of
different driving situations in real time. This comes along with
a urgent demand for continuously rising computing power,
whilst batteries do not experience comparable proceedings in
terms of higher capacities. Field Programmable Gate Arrays
(FPGAs) offer vast reconfiguration capabilities way beyond
their earlier use case as glue logic [3]. Depending on the
size of the FPGA in terms of number of Configurable Logic
Blocks (CLBs), different designs can be loaded into the FPGA
and therefore synthesized by an intelligent routing of CLBs.
However, in most cases implemented designs do not use all
resources of reconfigurability, leading to a waste of energy due
to leakage currents flowing through blocks in standby mode.
Unused blocks inside an integrated circuit, which is intended
to be used in mobile applications, should be switched off and
only turned on again, if more resources are needed. Different
design methodologies can be used on different hierarchical
levels to realize a fine-grain and coarse-grain approach for
reduction of consumed power. This can be achieved by an
efficient combination of design decisions at circuit level, e.g.,
power gating, clock gating, dynamic voltage scaling, etc [4].
A breakdown of a CLB into its single blocks reveals further
possibilities to modify the schematics towards the intended
low power purpose, e.g., optimization of configuration random
access memory (CRAM) [1] and data flip-flops (D-FFs) [2].

In addition to that, investigations have shown that a noticeable
amount of power is dissipated by the General Purpose Input
Outputs (GPIOs), which serve as a generic input / output de-
vice for integrated circuits [5]. As the number of reconfigurable
/ adaptive electronics in mobile applications is expected to
grow continuously, we beliebe that special attention in terms of
improvements or redesign should be allocated to these special
circuitry, which can not be neglected for the sake of well
interconnectivity in integrated circuits.

In this paper, we investigate a standard tristate buffer design
on its most significant characteristics, which are dynamic
power consumption, standby leakage current and high Z capa-
bilities. In Section II, we give an overview about related work
and key aspects of dependencies between performance and
power consumption. In Section III, we introduce a reference
design of a tristate buffer and discuss typical characteristics
in operation and standy. In Section IV, a newly implemented
tristate buffer is presented and its benefits for energy sensitive
usage are introduced. In Section V, we compare the simulation
results of the different investigated designs. In Section VI, all
previous discussions are summarized and concluded.

II. RELATED WORK

GPIOs are used in almost every integrated circuit as an
interface to communicate with peripheral circuitry. These ele-
ments are designed for receiving data as inputs and to transmit
data as output to other connected devices. Therefore tristate
buffers are bidirectional circuits with the ability to receive and
to transmit logic signals by the same input/output pin. Due to
this important functions, GPIO play a major role in consumed
area of a chip and power consumption in each complex design
[6]. Figure 1 illustrates a simplified block diagram of a FPGA
without any additional hard processing cores.

As illustrated in Figure 1, all CLBs of this simplified
internal hierarchy are surrounded by GPIO blocks. For the
sake of simplicity, all further blocks, e.g., switching matrices,
are not displayed there. In complex systems, several FPGAs
may drive an internal bus for different purposes, e.g., data
exchange, leading to potential conflicts when different circuits
try to write different logic values to the same bus line.

Figure 2 highlights the described conflict and depicts a
situation, in which two different FPGAs, connected to the same
4 bit data bus, drive the same line with different values: whilst
FPGA1 drives one signal line of the bus with a logic 1 or Vdd,
FPGA2 tries to do same but with a logic 0. The consequence
is a floating voltage on the interconnection signal line, which
is difficult to predict and an undefined state. For this reason
tristate buffers play an important role inside each GPIO, since
they offer one special output state beside their functionality to
pass a logic value from the input to the output node: highZ,
also called high impedance. By enabling this state, a tristate
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Figure 2. Interconnection bus

buffer cuts off the connection between its input and output
node and therefore prevents an undesired throughput from the
inputs of the GPIO inside an FPGA to the interconnection bus.
So in general, we can identify three aspects to be of relevance
for optimization in terms of energy efficiency:
• Subthreshold / standby leakage
• Active power consumption
• highZ behavior
Each of these bullet points has to be adressed by a careful

analysis of parameters which are responsible for different
behaviour and therefore also different results or performance
of the circuit in scope. Subthreshold leakeage current can be
characterized by the following equations [7][8]:

JDT∝A(
Vox
Tox

)2 (1)

Ileak∝
W

Leff
e(VGS−Vt0−γVSB+ηVDS)/nVt)(1−e

−
VDS
Vt ) (2)

Equation (1) explains that a higher oxide thickness Tox
will subsequently lead to a lower current density JDT , which
is a favored effect for our purposes as we intent to limit
undesired current flows as good as possible. On the other
hand, (2) highlights the dependency of a subthreshold current
Ileak to different factors, e.g., the transistor length Leff , the
gate-source voltage VGS and the source-body voltage VSB .
On the other hand, active power consumption Pdyn depends
on various factors showed in the following equation:

Pdyn = αCloadV
2
ddfClk (3)

Equation (3) [9] shows that for significant reduction of
consumed battery power several factors, e.g., the switching
activity α, the load capacitance Cload, the supply voltage Vdd
and the operating frequency fClk have to be designed in a way
to keep Pdyn as low as possible. Some factors like Cload can
not be easily controlled, however other factors can be adapted
in a better way directly at circuit level. Last but not least, the
highZ attributes of a tristate buffer play an important role
due to their ability to decouple this buffer from the remaining
signal chain. A careful design of the output transistors inside a
tristate buffer offers heavy impact on this ability. Nevertheless
it should be stated here, that priority was put on low power
characteristics of our newly implemented design. Measurement
of the highZ state with different output voltages was done
after evaluating power consumption of all investigated designs.
Furthermore, all measurements were compared against each
other to figure out which design performs best in general.

III. TRISTATE BUFFER CELL DESIGN

The basic purpose of a buffer circuit is to forward the
input value with a certain delay to the output node. Some
applications might require the addition of a delay time for
synchronizing different data paths. The easiest way to under-
stand the basic function of a buffer is to imagine the logic
function of two inverter in series. A tristate buffer adds a third,
important feature to this functionality: the highZ state. For a
better understanding of the circuit’s function, a tristate inverter
is shown in Figure 3.

Gnd

Vdd

En

In Out

M1

M2

M3

M4

INV

Figure 3. Tristate buffer

As long as En provides a logic LOW at the respective
input node, the transistors M1 and M4 are turned on and
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subsequently provide a direct path to the voltage source Vdd
and Gnd. As a consequence, the transistors M2 and M3 work
as an inverter and therefore invert all signals applied to In. On
the other hand, if En turns to HIGH, M1 and M4 are turned off
and cut-off the internal transistors M2 and M3 from the supply
voltage and ground path. In this special case, the voltage at the
output node Out is floating and undefined. This means that in
dependence of this floating voltage, only a very small current
will flow either as leakage current from the tristate inverter
into the circuitry connected to Out or from the load into the
tristate inverter to Gnd. By adding one additional nMOS and
pMOS transistor, the discussed tristate inverter can be modified
to a tristate buffer, which is shown in Figure 4.

Gnd

Vdd

En

In Out

M1

M2

M3

M4

M5

M6

Figure 4. Standard design of a tristate buffer

Different aspects of this tristate buffer’s behavior have been
investigated during simulations by a 90nm TSMC (Taiwan
Semiconductor Manufacturing Company) technology and a
Cadence toolchain (INCISIVE 6.1.5). All simulations, serving
the purpose investigating the circuit’s dynamic performance,
were done at an operating frequency of 200MHz and with
standard settings for all transistors’ dimensions (120nm).
Since all analyzed designs are not dynamic logic inheriting a
dedicated Clk input, the operating frequency was modulated
into the switching events of En. The results of the first
simulation run with active inputs are shown in Figure 5 and
also displayed in Table I and Table II . This simulation
was followed by further tests for alternative circuit states
with the intention to build up a baseline database for further
comparisons.

TABLE I. SIMULATION RESULTS (PWR)

Design type Average Power nW Max. Power uW Min. Power pW
Reference 245 56.75 103.8

TABLE II. SIMULATION RESULTS IV dd

Design type Avg. Current nA Max. Current uA Min. Current nA
Reference 215.2 230.5 261.4

The simulation results display the correct function of this
tristate buffer, which directly passes the input value to Out
whenever En is set to LOW. Once En applies a logic HIGH to
the cutoff transistors, the voltage level at Out starts to float and
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Figure 5. Simulation results of dynamic behavior of a standard tristate buffer

swings between voltage levels above Vdd and below 0V (Gnd).
These floating voltages are not defined and also indicate that
the whole circuit is in highZ mode. Active power dissipation
is of high importance for the estimation of required energy
resources, but regardless of these results it is also obligatory to
have a closer look on the standby power characteristics when
the circuit is lead into an idle phase or put completely into
standby mode. This means that the data input is inactive and
En active. The simulation results are shown in Figure 6.
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Figure 6. Simulation results of idle standby results

For this analysis and for a better observation of the standby
current, the simulation runtime was set to 1µs. The simulation
curves of both, standby current and standby power dissipation,
show the discharging process of all internal parasitic capaci-
tances after powering on the circuit at the very beginning of
the simulation process. Both, standby current and the allocated
dissipated power, continuously decrease over time, resulting
in an average leakage current Ileak of 133.6pA and a related
average power dissipation of 132.1pW .

The remaining aspect to be considered at this point is the
behavior of the reference tristate buffer in highZ mode after
setting En to HIGH. First of all, it should be stated here that
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there is no unambiguous answer on this question, since this
depends on the voltage which will be applied by the load to the
output node Out of the tristate buffer. In addition to that, there
is always a small throughput from the input node on the output
in case that the tristate buffer in highZ is still stimulated with
input date, which might be a realistic situation when the related
control logic fails. Thus, two different situations, active and
inactive inputs, must be considered. Based on the assumption
that the voltage applied to Out may vary from 0V to1V , a dc
sweep simulation was done. The results of both test runs are
displayed in Figure 7.
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Figure 7. Simulation results of output impedance in highZ state

Active input data has a remarkable influence on the circuit’s
capabilities to decouple its internal switching events to the
output node. In case of setting the input node to a 0V and
therefore making it ’inactive’, Figure 7 reveals a sweetspot
in terms of output impedance and which is closely allocated
to almost Vdd/2. Having this striking high output impedance
(≈ 1.01TΩ) at this voltage range is a desirable situation,
since this implements an almost perfect balance between
current source and current sink. If input data are applied
to In, a drop the output impedance can be observed after
simulation. Even with turned of decoupling transistors M1 and
M4, the throughput originating from the buffer’s input is strong
enough to lower the impedance at Out. Therefore, a stronger
decoupling mechanism would probably lead to better results.

IV. MODIFICATIONS

A careful analysis of the reference tristate buffer pointed
out that there is still room left for different improvements.
Thus, a noticeable adaption of circuits for sensitive low-power
application can only be achieved by a synergy of different
power savings measures for imaginable operating states.

A. Power Gating
On our way to develop a low-power tristate buffer, the

implementation of a ’hold’-mechanism for standby-phases was
an inevitable step. The difficulty here was the fact, that this
design does not imply clocked inputs which could have been
gated. Instead of this, a more stringent design technique was
applied: power-gating. This modification can be applied in
different ways, by adding a gating transistor between the
supply voltage and the circuit or by inserting a transistor

between Gnd and all internal nodes. A third alternative comes
along with a combination of both design modifications and can
be found in Figure 8 (transistors M5 and M10).

Gnd

Vdd

En

In Out

M1

M2

M3

M4

M5

M6

Vddlow

M7

M8

M9

M10

INV

Vddlow

Figure 8. Low-power tristate buffer

The addition of two transistors to a design with a total
number of eight transistors before this modification means an
increase 20% and a high probability for penalty in terms of
area consumption. Regardless of the chosen technology for
synthesis and allocated continuous proceedings in technology
node shrinking, a higher number of transistors is always
considered as a drawback. On the other hand, this modification
is responsible for a noteworthy limitation of leakage current
running through the design under test (DUT), since we achieve
a complete decoupling of the tristate buffer vor Vdd and Gnd
respectively.

B. Leakage Current Reduction
A reasonable extension of power gating is the use of special

transistors with a higher oxide thickness Tox which can be also
seen in (1), where Tox is in the denominator and therefore
has the ability to limit the electrons tunneling through the
transistor’s gate connector. This results in a reduction of the
leakage current in idle / standby state. Despite these benefits
it should be mentioned that high Tox transistors have a slower
switching frequency than standard Tox do. Hence, adding
these transistors should be carefully waived taking a decision
upon it. In our case, M5 and M10 have an increased Tox
than the remaining transistors have for keeping the penalty
in performance degradation as low as possible.

C. Subthreshold Current Reduction
Whilst power gating is an effective method for a total

shutdown of a circuit, there should be an alternative for
measurable reduction of a current flowing through a transistor
with an applied gate-source voltage Vgs below the threshold.
voltage Vth. This led to the decision to apply high Vth tran-
sistors, which have the ability to cut off subthreshold electron
tunneling. This method might have a negative impact on the
maximum operating frequency and should be carefully applied.
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Nevertheless, these special transistors can not be neglected
during the design of low power designs. All internal transistors,
except the gating transistors, have been replaced by their hight
Vth counterparts and simulated.

D. Multi Supply Voltage
An operating circuit in low power applications should not

only be optimized for static power reduction but also for energy
efficiency in active mode. As shown in equation 3, the supply
voltage has a vast influence on the overall dissipated power.
It’s obvious that the best approach would be to decrease the
global supply voltage Vdd, but might lead to the necessity
of additional level restorers for a smooth signal transmission
to other circuitry. An alternative is the careful partial supply
voltage reduction within a design after analyzing certain parts
of a design, which could be powered by a lower Vdd. On
the other hand, lowering Vdd comes along with a slower
computation time of the input values, therefore a smaller
supply voltage Vddlow was only applied to the internal inverter
M6 and M7. In principle, there are two different ways how to
generate Vddlow: this can be realized by an external voltage
source (illustraed by the additional voltage source Vddlow in
Figure 8) or by exploiting internal voltage nodes (illustrated
by the dashed line in Figure 8). The second option shows
its beauty by an inherent voltage reduction automatism. Once
En goes HIGH M10 is turned off and therefore cutting off
M7 from Vdd, but keeps the internal inverter still working.
Minor adaptions to the width of M7 have to made due to the
decreased internal supply voltage. Nevertheless, both options
work well with the low power tristate buffer.
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Figure 9. Simulation results of dynamic behavior of the low-power tristate
buffer

Figure 9 shows the dynamic behavior of the low power
tristate buffer. Compared to the simulation curves shown in
Figure 5, it can be seen that the low power tristate buffer is
superior in terms of dissipated power during active runtime.
The related simulation results are summarized in Table III and
Table IV.

Furthermore, an analysis of the standby behavior revealed
an improved average leakage current Ileak of 24.1pA and a
related average power dissipation of 22.04pW . As a final step,
the highZ characteristic was investigated for having a better

TABLE III. SIMULATION RESULTS (PWR)

Design type Average Power nW Max. Power uW Min. Power pW
LP tristate 191.3 29.72 22.36

TABLE IV. SIMULATION RESULTS IV dd

Design type Avg. Current nA Max. Current uA Min. Current nA
LP tristate 225.8 194.8 206.9

comparison to the reference design. The simulation results are
displayed in Figure 10.
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Figure 10. Output impedance in highZ state (low power tristate buffer)

In contrast to the reference tristate buffer, the newly im-
plemented tristate buffer shows a different behavior. First of
all, the output impedance shows a smaller order of magnitude
(GΩ→ kΩ) and in addition to this, the output curve strongly
depends on the voltage at the output node and reveals a
proportional dependency. The higher the voltage at Out is,
the higher the output impedance will be. Despite the fact
that the low power tristate buffer’s active highZ curve has
a smaller order of magnitude, the evaluated results are still
acceptable and give an evidence about the appropriateness
for the usage as an connecting element in complex designs.
These results could be improved by modifying the gate lengths
of the output transistors M2 and M3. The downside of this
modification would lead to necessary modifications of the
manufacturing process, but which can be easily handled by
modern technology nodes.

V. RESULTS COMPARISON

For a better comparison of the investigations which have
been done, all results were summarized in Table V. The low
power tristate buffer outperforms in almost each aspect the ref-
erence design, which highlights its appropriateness for use in
applications with limited energy resources. Results of dynamic
behavior show that power dissipation is reduced significantly,
no matter whether the average, maximum or minimum power
consumption is in focus of discussion. The most remarkable
reduction is allocated to static behavior of both circuits. Here,
the standby leakage current and the dissipated power in idle
mode are lowered by over 80%, which emphasizes the effect
of implemented low power measures.
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TABLE V. SIMULATION RESULTS IV dd

Design type Reference buffer Low power buffer ∆%

Av. PWR (nW) 245 191.3 22 ↓
Max. PWR (uW) 56.75 29.72 47.63 ↓
Min. PWR (pW) 103.8 22.36 78.46 ↓
Av. Current (nA) 215.2 225.8 5 ↑
Max. Current (uA) 230.5 194.8 15.49 ↓
Av. Leak. Current (pA) 133.6 24.1 82 ↓
Av. Standby PWR (pW) 132.1 22.04 83.32 ↓
highZ max. 12.38 GΩ 81 GΩ ↑↑
highZ min. 6.85 GΩ 18 kΩ ↑↑

The appropriate choice of process technology due to the
multi-oxide requirements as well as careful layout of transistor
parameters requires special attention and allows additional
improvements. However, the low power tristate buffer delivers
remarkable out of the box performance without further de-
tailed optimization. These adaptions are achieved with a small
penalty in terms of transistor count and area. Xilinx provides
372 Maximum User I/O and 165 Maximum Differential I/O
Pairs [6], which could be realized in 537 GPIOs. Implementing
a new FPGA design by usage of the low power tristate buffer
requires 1074 additional transistors. Here it comes to the
point where an efficient layout of the overall chip could be
a measures to catch up this drawback. In addition to that,
the achieved minimum highZ state of the new design of
about 14kΩ does not perform as good as the result of the
reference tristate buffer (6.85GΩ). This could be improved by
a further optimization of the transistor parameters in terms of
length and width. However, this might lead to a higher energy
consumption and should be carefully decided case by case,
depending on which characteristic is of higher importance
for the respective application. Despite the additional parasitic
capacitances which come along by adding transistors, nearly
all measured insights does not weaken the positive overall
print.

VI. CONCLUSION

We analyzed an existing design of a tristate buffer, which
was baselined as a reference design serving for further com-
parisons. During the analysis we did a deep dive into the
characteristics of this design for the evaluation of its active
and standby performance in terms of dissipated power, average
current consumption and the special ability to enter a highZ
mode. The outcome of these activities was that we wanted to
develop a tristate buffer which is superior in terms of energy
savings during runtime and idle state. Due to the lack of a clock
signal and therefore the impossibility to apply clock gating,
we implemented power gating by choosing special high Tox
transistors. These transistors have the ability to decouple the
tristate buffer from Vdd and Gnd as well as the function of gate
tunneling mitigation. For subthreshold current reduction we
decided to use high Vth transistors, being aware of accepting
a penalty in the maximum operating frequency, which was not
in the focus of our work though. Simulations have shown that
the low power tristate buffer delivers outstanding performance
in terms of, e.g., average power consumption in active mode,
which is decreased by 22% compared to the reference design.
This is a noticeable improvement, since it shrinks the losses
of energy in active mode of almost a quarter compared to the
reference design. In standby mode, our design outperforms
the legacy design by 82% related to average Ileak, which is a

remarkable result. This low power design features the ability to
provide the generation of an internal, smaller supply voltage
without any extra enable signal from external circuitry. The
highZ mode abilities of the legacy design are better by a higher
order of magnitude, nevertheless we consider the achieved
results of the new tristate buffer as acceptable. These results
come at the cost of a higher transistor count and an additional
input for an internal, decreased supply voltage IV ddlow as
an option. Several possibilities exist for future investigations
and improvements. A very simple but effective method for
achieving remarkable power savings would be the choice of a
technology library with shorter channel lengths, e.g., 28nm.
A technology shrink usually leads to a measurable reduction
of consumed power, however, this comes along with some
drawbacks like the short-channel effect. Applying negative
VGS voltages is an effective way to suppress subthreshold
leakage currents after turning a transistor off. Of course, this
requires auxiliary logic for generation of negative VGS gate
voltages, but this should be a small amount of additional
transistors. Further supporting measures can be applied at a
higher hierarchical layer, e.g., at architectural level. Controlled
dynamic voltage scaling offers the potential to drive the whole.
circuit into a deep sleep mode if a standby mode is not crucial
for operation of the whole logic. These suggested measures
will be starting points for further elaboration of enhanced
energy balance with strong focus on a extended battery lifetime
in mobile applications.
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Abstract—Petri nets are used to formally model the behavior
of systems. However, when these systems dynamically change,
e.g., due to context dependence, modeling gets complex and
cumbersome since Petri nets are low-level and can not express
dynamic changing parts. Expressing dynamically changing parts
of the system directly within Petri nets increases the clarity
and allows for modeling complex, context dependent, systems.
While various approaches can be found in the literature, their
integration into the Petri net ecosystem is often not considered.
This restricts the available tools and analysis techniques to those,
which can handle that custom net type. We present adaptive
Petri nets, an extension to Petri nets, which directly expresses
variability within the net. Our approach integrates well with other
Petri net extensions, such as colored tokens, inhibitor arcs or
hierarchy. Most importantly, it is possible to convert an adaptive
Petri net to a semantically equivalent Petri net with inhibitor
arcs. This work presents the formalism of adaptive Petri nets,
how they can be flattened to Petri nets with inhibitor arcs and
their graphical representation. The feasability and usability is
demonstrated on two examples that are modeled, flattened and
analyzed.

Keywords–Petri nets; Reconfigurable Petri nets; Inhibitor Arcs;
Analysis

I. INTRODUCTION

Petri nets are a mathematical modeling technique used in
many areas. Their strengths are especially in modeling concur-
rent, asynchronous, distributed, parallel, or nondeterministic
systems [1]. Based on a mathematical model, they can be
analyzed for various properties, such as deadlocks, reachability,
or boundedness [2]. While the graphical notation of Petri nets
reduces the learning curve and improves communication in
teams. In general, Petri nets tend to get large, making it difficult
to work on them. Various syntactic additions exist to improve
readability and their expressiveness, while still allowing to
flatten the net into a semantically equivalent Petri net without
these additions. Examples are hierarchical structuring [3],
composition [4], or colored tokens [5].

Our approach, adaptive Petri nets, is a Petri net extension
allowing a net designer to model structures, which change at
runtime. These nets are reconfigured by configuration places
that enable or disable parts of the net. Consequently, the net
designer can express his/her intentions directly. Additionally, it
might open the door for analysis techniques, which utilize the
added semantic information.

The paper is structured as follows. In Section II, the related
work is reviewed. Next, in Section III-A the formal models of

Petri nets and Petri nets with inhibitor arcs are introduced. Two
examples from the literature motivate the need for adaptive Petri
nets in Section IV. Section V explains the concept of adaptive
Petri nets together with a formal semantic and graphical syntax.
An algorithm for flattening will show how adaptive nets can
be reduced to Petri nets with inhibitor arcs. After that, the
two examples from Section IV are reimplemented with our
notation. Here, we show that the Petri net analyzers LoLa [2]
and Tina [6] can analyze the flattened version of adaptive nets.

II. RELATED WORK

Reconfigurable Petri nets can be seen as composition at
runtime. In [4], this is called dynamic composition and is
characterized as “rare”, because it “radically changes the
Petri net semantics and complicates the available analysis
techniques”. Regardless, several approaches to implement
dynamic composition exist.

Object Petri nets [7] are Petri nets with special tokens.
A token can be a Petri net itself and therefore nets can
be moved inside a main net. This type of net can be used
for modeling multiple agents, which move through a net
representing locations. The agents change their internal state
and have different interactions based on the location inside the
net. This approach extends the graphical notation of Petri nets.
Analysis of object Petri nets is possible with the model checker
Maude [8] and by conversion to Prolog. It was not shown that
object Petri nets can be flattened to standard Petri nets though.

Reconfiguration with graph-based approaches is a topic of
Padberg’s group. They developed the tool ReConNet [9], [10]
to model and simulate reconfigurable Petri nets. A reconfigu-
ration is described as pattern matching and replacement that
are evaluated at runtime. This notation is generic and powerful,
but can not be represented in the standard notation of Petri
nets. It was also not a goal to flatten them into standard Petri
nets. Verification is possible with Maude.

Another graph-based reconfiguration mechanism is net
rewriting systems (NRS) [11]. The reconfiguration happens
in terms of pattern matching and replacements with dynamic
composition. The expressive power was shown to be Turing-
equivalent by implementation of a Turing machine. Additionally,
an algorithm for flattening to standard Petri nets was provided
for a subset of net rewriting systems called reconfigurable
nets. This subset constrains NRS, to only those transformations,
which leave the amount of places and transitions unchanged, i.e.,
only the flow relation can be changed. Flattening increases the
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size of transitions significantly, i.e., by the amount of transitions
multiplied by the number of reconfigurations. With improved
net rewriting systems [12], the NRS were applied in logic
controllers. The improved version of NRS constrains the rewrite
rules to not invalidate important structural properties, such as
liveness, reversibility, and boundedness.

Self-modifying nets [13] were already introduced in 1978
to permit reconfiguration at runtime. Arcs between places and
transitions are annotated with a weight specifying the amount
of tokens required inside the place until the transition becomes
enabled. To achive reconfiguration, these weights are made
dynamic by linking them to a place. The number of the weight is
then determined by the amount of tokens inside this referenced
place. This mechanism allows the enabling and disabling of arcs
and therefore can change the control flow at runtime. However,
the authors state that reachability is not decidable [13].

Guan et al. [14] proposed a dynamic Petri net, which
creates new structures when firing transitions. The net is divided
in a control and a presentation net. The control net changes the
structure of the presentation net by annotations on its nodes.
Verification and reducibility were explicitly excluded by the
authors.

A practical example was shown in Bukowiec et al. [15],
who modeled a dynamic Petri net, which could exchange
parts of the net based on configuration signals. Defining
reconfigurable parts was done with a formalism of hierarchical
Petri nets. The dynamic parts of the nets were modeled with
subnets to generate code for a partially reconfigurable Field
Programmabe Gate Array (FPGA). Since this work was of more
practical nature, the reconfiguration and transformation was
not formalized. Although, it was shown by Padberg et al. [9]
that this kind of net can be transformed into a representation,
which can be verified using Maude.

Dynamic Feature Petri nets (DFPN) [16] support runtime
reconfiguration by annotating the Petri net elements with
propositional formulas. These elements are then enabled or
disabled based on the evaluation of these formulas at runtime.
The formulas contain boolean variables, which can be set
dynamically from transitions of the net or statically during
initialization. Their model extends the graphical notation with
textual annotations. It was shown that they can be flattened
to standard Petri nets [17]. Compared to adaptive Petri nets,
this type of net is problem specific and has the limitation of
indirection by boolean formulas. A boolean formula can not
express numbers easily, only by encoding them in multiple
boolean variables. In DFPN the net is modified by firing
transitions, while in adaptive Petri nets the net is modified
by the amount of tokens inside a place.

With Context-adaptive Petri nets [18], ontologies were
combined with Petri nets to model context dependent behavior
in Petri nets. These nets are included in an existing Petri net
editor. By this, context-adaptive Petri nets support modeling,
simulation and analysis. It was not detailed how the analysis
is implemented, therefore scalability is unclear. Additionally,
the flattening of these nets is not supported.

Hybrid Adaptive Petri Nets [19] are a Petri net extension
coming from the field of biology. These nets extend non-
standard Petri nets with a special firing semantic. A transition
can fire discrete, which will consume and produce a single
token and then wait a specified delay for the next firing. In

continuous mode a transition will not have a delay. This Petri net
is adaptive by switching between those two modes. Compared
to our work this is out of scope since non-standard Petri nets
are used and adaptivity is restricted to transitions only.

We found that most of the existing work lacks a good
integration in the Petri net ecosystem. The reconfiguration is
either written as graph rewrite rules or external descriptions,
which fit Petri nets more from a theoretical point of view but
not for modelling. Flattening these nets to a lower level Petri
net is often not the goal of the approaches, hence existing Petri
net tools can not be used, e.g., for efficient model checking or
code generation.

III. PRELIMINARIES

In this section, definitions and notations are introduced,
which are used throughout the paper.

A. Petri Net Definitions
This section recalls the definition of Petri nets and estab-

lishes the notation.
Definition 1: A Petri net [1] is a directed, bipartite graph

and can be defined as a tuple Σ = (P, T, F,W,M0). The two
sets of nodes are P for places and T for transitions, where
P ∩ T = ∅ and P ∪ T 6= ∅. F is a set of arcs, describing the
flow relation with F ⊆ (P × T ) ∪ (T × P ). W : F → N is a
weight function. M0 : P → N is the start marking.

Referencing a tuple element is done in dot notation: for a
Petri net Σ, we reference the places P by Σ.P .

Definition 2: For an element x ∈ P ∪ T ,
•x = {y|(y, x) ∈ F} and x• = {y|(x, y) ∈ F}.

For example, t• with t ∈ T refers to the set of places,
which are connected with an arc originating from t. We call
those preset and postset, respectively.

Definition 3: A marking is defined as a function
M : P → N.

Definition 4: A transition t ∈ T is enabled if all places
p ∈ •t have a marking of at least W (p, t) tokens, where W (p, t)
is the weight for the arc between p and t.

Definition 5: Iff a transition t is enabled, it can fire and
the marking of each p ∈ t• is incremented by W (t, p) and the
marking of each p ∈ •t is decremented by W (p, t).

Definition 6: If there exists a k ∈ N for a p ∈ P such
that, starting from an initial marking, every reachable marking
M(p) ≤ k, we speak of p as k-bounded. This place never
contains more than k tokens. If k equals 1, this place is called
safe.

B. Inhibitor Arcs
Inhibitor arcs extend the flow relation in Petri nets by an arc,

which will disable a transition when the connected place has a
specified amount of tokens in it. A Petri net with inhibitor arcs
is more expressive than a normal Petri net. For example, a Petri
net with inhibitor arcs can implement a Turing machine [20],
while this is not possible with standard Petri nets. This affects
the available tools for model checking, for example, the halting
problem can not be solved in general for Turing-complete
languages.

Definition 7: The set of inhibitor arcs I ⊆ (P × T )
is added to Def. 1. An Inhibitor Petri net is a tuple
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Σ = (P, T, F, I,W,M0). P ∩ T = ∅ and P ∪ T 6= ∅.
F ⊆ (P × T ) ∪ (T × P ), I ⊆ (P × T ). W : (F ∪ I) → N,
M0 : P → N.

Definition 8: The weight W is extended to also include
the inhibitor arcs W : (F ∪ I)→ N.

To simplify notation we define the inhibiting set of a
transition t as ◦t = {p ∈ P |(p, t) ∈ I}.

Definition 9: A transition t is enabledi, iff all places con-
nected by an inhibitor arc are below the weight M(p) < W (p, t)
for all p ∈ ◦t and the transition is enabled as defined in Def. 4.

C. Graphical Notation
Places are drawn as circles: , their marking is drawn

as black dots . Transitions are drawn as black rectangles
(horizontal or vertical) . The flow relation is drawn with
directed arcs between places and transitions . Inhibitor
arcs are only drawn from places to transitions and get a circle
head: .

IV. MOTIVATING EXAMPLES

This section will show examples from the literature to both
motivate the need for reconfiguration inside Petri nets and use
them to demonstrate adaptive Petri nets in Section VI. The
first example shows an informal reconfiguration model of a
controller [15] and the second example is a coffee machine
implemented with Dynamic Feature Nets [16].

A. Dynamic Control Structures
Control structures for circuits are typically modeled with

finite state machines. However, if parallelism or asynchronism
is needed, Petri nets are employed [21], [22]. The modeled
Petri net gets converted into a hardware description language
to load it onto an FPGA. To support modern FPGA with
partial dynamic reconfiguration, in which parts of the FPGA
can be reconfigured at runtime, the Petri net should support
reconfiguration at runtime, too. This is not directly possible
with standard Petri nets but requires a reconfigurable addition.

In [15], a proposal was made to model the reconfiguration by
two subnets (pages), which are exchanged based on an incoming
signal. Their use case is a cement mixing machine, which can
be configured with and without a water heating element. The
type of Petri net they use is called control interpreted Petri net.
These nets are specifically made for use in electronic circuits,
so that they can send and receive signals, modeled in terms of
variables. Each transition is annotated with a variable, which
inhibits the firing until its value becomes true. A place can
be annotated by a name, representing a variable, which will
be set to true when the place contains a token. The net is
compiled into a hardware description language that can be
used to synthesize the circuit on the FPGA. An example for
control interpreted Petri nets is shown in Figure 1b: the place
P9 enables the output signal YV2, if it contains a token, the
transition t9 fires only, if the input signal XF2 is active and a
token is inside P9.

We depict the example from the paper of Bukowiec et
al. [15] here to show how their reconfigurable Petri nets are
implemented. In their work, a cement mixing machine was
modeled with a Petri net. Each transition will trigger valves
or motors to support the cement mixing. The exact working
is irrelevant here, except that the cement can be mixed with
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mp1 t6 p11 t8

p9 t9 p8

CFG_A

p12 t10 p9 t9 p8
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(a) Simplified net of Bukowiec (without annotations,
added CFG_* arcs)

variable which will be used for output. The variables are synthesized into VHDL
code and have to be assigned by a programmer.

The pages of Figure 2 are chosen via the configuration variables CFG_A and
CFG_B. As already mentioned in our introduction this specification does not
model the reconfiguration semantic inside the Petri net. The variables CFG_A
and CFG_B are extracted from the content of the paper.440 A. Bukowiec and M. Doligalski
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Fig. 2: Reconfigurable Petri net of [1]

4.2 Dynamic Features

Product line engineering is an important topic in software development. A soft-
ware product line (SPL) is a collection of software system with a shared set of
assets. Typically there exists a core-component in this software which gets en-
riched by various features. These features can be either applied at compile time
(static) or at runtime (dynamic). Modeling an SPL with a petri net requires to
represent core and features, so that they can be enabled or disabled based on
the configuration.

In [14] (dynamic) Feature Oriented Petri nets (FOP) were proposed for mod-
eling an SPL. The activation of a feature is encoded as a boolean variable. If

(b) Control
Interpreted
Petri net

Figure 1. Dynamic control structures from [15]

either heated or cold water. These two features are mutually
exclusive and should replace the corresponding logic on the
FPGA by partial dynamic reconfiguration. A simplified version
of the Petri net for the cement mixing machine can be seen in
Figure 1a. As simplification the annotations and non-branching
structures were removed. This was only done for readability.
The pages of Figure 1a are chosen by configuration signals
CFG_A and CFG_B. CFG_A enables the default behavior of
the water element, while CFG_B is the behavior of the water
heater. The configuration signals can be found in Figure 1a,
while in the original paper, they were part of the informal
description. The CFG-signals are either sent by an algorithm
of the controler or comes from the manual input of a human
supervisor.

The resulting net was synthesized to an FPGA specification
with a reserved reconfigurable area, in which the pages
corresponding to CFG_A and CFG_B are synthesized.

B. Dynamic Features
Product line engineering is an important topic in software

development. A software product line (SPL) is a collection of
software systems with a shared set of assets. Typically, there
exists a core component in a product line, which gets enriched
by various features. These features can be either applied at
compile time (static) or at runtime (dynamic). Modeling an
SPL with a Petri net requires representing the core and its
features, so that they can be enabled or disabled based on the
configuration.

In [23], (dynamic) Feature Oriented Petri nets (FOP) were
proposed to model an SPL with Petri nets. The activation of a
feature is encoded as a boolean variable. The nodes and arcs
in the Petri net are annotated by logical formulas containing
the feature variables. If the formula evaluates to false, the
node or arc is temporarily removed from the net until the
formula evaluates to true again. For static features the variable
assignment comes from the outside and does not change while
the Petri net gets executed. Therefore, all formulas with static
features can be evaluated at first. To model dynamic features, a
transition can be annotated by assignments to feature variables.
For that, the annotation is split into a formula and an assignment
part, illustrated in Listing 1. This transition fires only if the
feature Milk is deactivated and Coffee activated. When the
transition fires, it enables the feature Milk. This transition is
then temporarily removed from the net, as its formula no longer
evaluates to true.
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Listing 1 Example Formula Annotation

1: ¬Milk∧Coffee
Milk On

The running example for [23] is a configurable coffee
machine, showcased in Figure 2. This net models a coffee
machine, which can get a milk module added at runtime. Adding
the milk module is done as a dynamic feature inside the net
and triggered by the connect and disconnect transitions.

V. CONCEPT OF ADAPTIVE PETRI NETS

With adaptive Petri nets, we propose a concept, which
supports a Petri net developer to enable and disable a subset
of nodes based on the amount of tokens in a set of places.
Ultimately, our goal is to support the development of Petri
nets with dynamic changing behavior while still supporting the
flattening to inhibitor Petri nets to allow the use of standard
Petri net tools.

An adaptive Petri net extends the Petri net definition by a
set of configuration points C = {c1, c2, . . .}. A configuration
point will enable or disable parts of a Petri net Σ.

Definition 10: An adaptive Petri net is a tuple
Σ = (P, T, F,W,M0, C), based on Petri nets of Def. 1, with
C = {c1, c2, . . .} as the set of configuration points.

Definition 11: A configuration point is a tuple
c = (p, w,N) referencing the nodes of a containing
Petri net Σ.
• p ∈ Σ.P , a place that we will call configuration place.
• w : Z \ {0}, a weight
• N ⊆ (Σ.P ∪ Σ.T ), the nodes that are configured
Definition 12: The set of external nodes (E ⊆ N ) are

nodes of N which are connected to nodes outside of N. E =
{x|x ∈ N ∧ (∃y ∈ ((P ∪ T ) \N)({(x, y), (y, x)} ∩ F 6= ∅)}

Definition 13: The set of internal nodes for a configuration
point is calculated by I = N \ E.

An example for an adaptive Petri net can be seen in Figure 3.
The configuration points are c1 = (pc1 , 1, {p1, t1, p2, t3}) and

c2 = (pc2 , 1, {p1, t2, p3, t4}). The set of externel nodes for
c1 is c1.E = {p1, t3}, while the set of internal nodes is
c1.I = {t1, p2}.

Definition 14: A configuration point c ∈ C is enabled,
iff (c.w > 0 ∧M(c.p) ≥ c.w) ∨ (c.w < 0 ∧M(c.p) < |c.w|).
With M being the marking function of Def. 3. As a shorthand
we will refer to the set of enabled configuration points as
Ce ⊆ C.

An enabled adaptive Petri net will not change the behavior
of the net, while a disabled adaptive Petri net stops the flow
of tokens from E to N . This changes the firing definition
of Def. 5 and the enabling definition of Def. 4. This is defined
in Defs. 17 and 18.

We want to navigate from a place or transition to all
configuration points, which are containing this node. For this
we define the following functions.

Definition 15: • The set of configuration points a node
belongs to is defined by the function BN : (P ∪ T ) →
P(C) with BN (n) = {c|c ∈ C ∧ n ∈ c.N}.

• The set of configuration points, in which a node is external,
is defined by the function: BE : (P ∪ T ) → P(C) with
BE(n) = {c|c ∈ C ∧ n ∈ c.E}.

• The set of configuration points, in which a node is internal,
is defined by the function: BI : (P ∪ T ) → P(C) with
BI(n) = {c|c ∈ C ∧ n ∈ c.I}.

Definition 16: The configured postset and
configured preset of a transition t is defined
as t • c = t • \{p|c ∈ (BE(t) \ Ce) ∧ p ∈ c.N} and
•ct = •t \ {p|c ∈ (BE(t) \ Ce) ∧ p ∈ c.E}, respectively.

Definition 17: Iff a transition t with BE(t) 6= ∅ is enabled,
it can firea and the marking of each p ∈ t • c is incremented
by W (t, p) and the marking of each p ∈ •ct is decremented
by W (p, t). The fire semantics of all other transitions fol-
lows Def. 5.

Definition 18: A transition t ∈ T is enableda, iff it is
enabled according to Def. 4 and the following condition holds
true {p|p ∈ •t ∧ p ∈ c.E; ∀c ∈ (BI(t) \ Ce)} = ∅.

WAIT READY
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n

FULL
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Coffee
noop
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REFILL COFFEE
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noop
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noop
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Coffee^Milk
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DISCONNECT
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Milk off

CONNECT

¬Milk
Milk on

Figure 4: DFPN (initial state) of a dynamically reconfigurable product line. Whenever transition DISCONNECT fires, feature
Milk is switched off, disabling all transitions that are conditioned on Milk. It is enabled again by firing CONNECT.

at runtime), but also dynamic evolution of the product line
itself (typically referred to as “meta-variability”). Pushing
the binding time of features to runtime is often motivated by
a changeable operational context, to which a product has to
adapt in order to provide context-relevant services or meet
quality requirements.

We extend Feature Petri Nets to capture the dynamic
reconfiguration of products, resulting in a more general Petri
net model. In our approach we associate to each transition
an update expression that describes how the feature selection
evolves after the transition. The resulting model is called
Dynamic Feature Petri Nets (DFPN). DFPN extend Feature
Petri nets by adding a variable feature selection to the state
of the Petri net, and associating application conditions and
update expressions over the feature set to the transitions.
This extension enable more concise descriptions of systems
based on feature models, without adding expressive power
with respect to Petri nets. We now define update expressions
before formalising DFPN.

Definition 17 (Update). An update is defined by the following
grammar:

u ::= noop | a on | a off | u; u

where a 2 F and F is a set of features. We write UF to
denote the set of all updates over F .

Given a feature selection FS 2 F , an update expression

modifies FS according to the following rules:

FS noop���! FS

FS a on���! FS [ {a}

FS a off����! FS \ {a}

FS u0�! FS0 FS0 u1�! FS00

FS
u0;u1���! FS00

Definition 18 (Dynamic Feature Petri Net). A DFPN is a
tuple N = (S, T, R, M0, F, f, u), where (S, T, R, M0, F, f)
is an FPN and u is a function T ! UF , associating each
transition with an update from UF .

We write ut to denote the update expression u(t) associ-
ated with a transition t.

Definition 19 (DFPN transition occurrence). Given a DFPN
N = (S, T, R, M0, F, f, u) and an initial feature selection
FS0 ✓ F , a transition t 2 T occurs, leading from a state
(Mi, FSi) to a state (Mi+1, FSi+1), denoted (Mi, FSi)

t�!
(Mi+1, FSi+1), iff the following four conditions are met:

Mi � •t (enabling)
Mi+1 = (Mi � •t) + t• (computing)
FSi |= 't (satisfaction)

FSi
ut�! FSi+1 (update)

Figure 2. Dynamic Feature Petri net from [16]
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Algorithm 1 Flattening of an Adaptive Petri net

1: procedure FLATTEN((P, T, F,W,M,C, I))
2: for ∀c ∈ C do
3: for ∀p ∈ c.E ∩ P do
4: for ∀t ∈ p • ∩c.I do
5: ConnectByArc((>, c, t, F, I,W ))
6: end for
7: end for
8: for ∀t ∈ c.E ∩ T do
9: if (t • ∩c.N 6= ∅) ∨ (•t ∩ c.E 6= ∅) then

10: t2 ← Duplicate(t, P, T, F,W,C, I)
11: F ← F \ ((t2 × c.N) ∪ (c.E × t2))
12: ConnectByArc((>, c, t, F, I,W ))
13: ConnectByArc((⊥, c, t2, F, I,W ))
14: end if
15: end for
16: C ← C \ {c}
17: end for
18: end procedure

Algorithm 2 Helper method to enable or disable a transition
by a configuration place

1: procedure CONNECTBYARC((e, c, t, F, I,W ))
2: if (c.w > 0 ∧ e = >) ∨ (c.w < 0 ∧ e = ⊥) then
3: F ← F ∪ {(c.p, t), (t, c.p)}
4: W (c.p, t)← |c.w|
5: W (t, c.p)← |c.w|
6: else
7: I ← I ∪ {(c.p, t)}
8: W (c.p, t)← |c.w|
9: end if

10: end procedure

In Def. 18, we prohibit that new tokens enter from E to N .
For the case, when the external node is a place (p ∈ E) and
targets an internal transition (t ∈ I), by inhibiting the transition.
For all other cases, Def. 17 changes the places from which
tokens are removed and where tokens are added after firing. A
transition, which belongs to a disabled configuration point, can
not remove tokens from any place in E of this configuration
point (p ∈ c.E) and can not create any tokens in any place of
N of this configuration point (p ∈ c.N ).

A. Flattening Algorithm
Special attention was given to the ability to remove the

configuration point structure and replace it with Petri net
structures of lower level Petri nets to be compatible with existing
Petri net tools. This feature reduction is also called flattening
and was already shown for different concepts. Colored Petri nets
were introduced by Jensen [5] and are reducible to standard
Petri nets by net duplication. Huber [3] published a paper
enhancing colored Petri nets with hierarchy and showed how
they can be transformed to standard Petri nets with flattening.
Portinale [24] describes an or-transition, which, contrary to the
standard transition, contains or-logic instead of and-logic. This
transition can be reduced to Petri nets with inhibitor arcs.

Theorem 1: An adaptive Petri net can be flattened to
a semantically equivalent Petri net with inhibitor arcs
Σ = (P, T, F,W,M0, I).

Algorithm 3 Helper method to duplicate a transition

1: procedure DUPLICATE((t, P, T, F,W,C, I))
2: T ← T ∪ {t2} with t2 6∈ (P ∪ T )
3: F ← F ∪ {(t2, p)|p ∈ P ∧ (t, p) ∈ F}
4: F ← F ∪ {(p, t2)|p ∈ P ∧ (p, t) ∈ F}
5: I ← I ∪ {(p, t2)|p ∈ P ∧ (p, t) ∈ I}
6: W ←W ∪ {(t2, p)|p ∈ P ∧ (t, p) ∈W}
7: W ←W ∪ {(p, t2)|p ∈ P ∧ (p, t) ∈W}
8: for ∀c ∈ C do
9: if t ∈ c.N then

10: c.N ← c.N ∪ {t2}
11: end if
12: end for
13: end procedure

The flattening of Theorem 1 is described in Algorithm 1.
We have to show that flattening will respect Defs. 17 and 18.

Lemma 1: ConnectByArc of Algorithm 2 with e = > will
disable t when the configuration point c is disabled.

Proof: We show the correctness of Lemma 1 for the if-
branch with c.w > 0 in lines 3-5 of Algorithm 2 and the
else-branch with c.w < 0 in lines 7-8. The if-branch will
disable t when M(c.p) < c.w, which is the same condition
when c is disabled according to Def. 14 (M(c.p) ≥ c.w). The
else-branch will disable t when M(c.p) ≥ |c.w|, which is
the same condition when c is disabled according to Def. 14
(M(c.p) < |c.w|) �.

Lemma 2: ConnectByArc of Algorithm 2 with e = ⊥ will
disable t when the configuration point c is enabled.

Proof: The correctness of Lemma 2 is analogous
to Lemma 1. It has to be shown for the if-branch with c.w < 0
in lines 3-5 of Algorithm 2 and the else-branch with c.w > 0
in lines 7-8. The if-branch will disable t when M(c.p) ≥ |c.w|,
which is the same condition when c is disabled according
to Def. 14 (M(c.p) < |c.w|). The else-branch will disable t
when M(c.p) < c.w, which is the same condition when c is
disabled according to Def. 14 (M(c.p) ≥ c.w) �.

Lemma 3: A disabled configuration point will disable the
firing of all internal transitions, which are in the postset of an
external place. According to Def. 18.

Proof: The set of places and transitions, which are referred
by Def. 18, are selected in lines 3-4 of Algorithm 1 (∀p ∈ c.E∩
P and ∀t ∈ p • ∩c.I). On Line 5, ConnectByArc will disable
the transition when c is disabled as shown with Lemma 1�.

Lemma 4: The algorithm will transform all transitions,
which have a configured postset or preset as defined in Def. 16
and utilized in Def. 18, i.e., t• 6= t • c ∨ •t 6= •ct.

Proof: Def. 17 only changes external transitions, which is
implemented in Line 8 of Algorithm 1. Only those transitions
have to be changed, which have t • c 6= t• or •ct 6= •t. This is
implemented in Line 9 with a logical or. The left part of the or
is t • ∩c.N 6= ∅, which is equivalent to the definition of t • c.
The right part of the or is •t ∩ c.E 6= ∅, which is equivalent
to the definition of •ct�.

Lemma 5: A flattened transition will only produce tokens
in t • c. According to Def. 17.

Lemma 6: A flattened transition will only consume tokens
from •ct. According to Def. 17.
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Proof: As shown in Lemma 4, the set of transitions is
selected correctly. We will now proof that the tokens are
produced and consumed according to Def. 17.

The code in Line 10 of Algorithm 1 duplicates the transition
according to Algorithm 3. This will take the original transition
t and create a new transition t2 with the same properties,
connected arcs and inhibitor arcs together with their weights.
Additionally, t2 is added to all N in which t was contained.

The flow relation of t2 is updated in Line 11, to remove
all c.E from its preset and all c.N from its postset, as defined
in Def. 16. On Line 12 the transition t without the altered flow
relation will fire only when the configuration point is enabled
(see Lemma 1). Transition t2 with the altered flow relation will
only fire when the configuration point is disabled as defined
on Line 13 (see Lemma 2)�.

Proof: By proving Lemmas 3, 5 and 6, we could show
that the semantics of adaptive Petri nets (Defs. 17 and 18) is
preserved in a Petri net with inhibitor arcs �.

This shows that we can flatten arbitrary adaptive Petri
nets into Petri nets with inhibitor arcs. The flattened net will
duplicate transitions and add new arcs and inhibitor arcs to the
net.

Lemma 7: When all c ∈ C fulfill the condition
(c.w > 0) ∧ (c.E ∩ T = ∅), an adaptive Petri net can be flat-
tened without adding inhibitor arcs.

Proof: According to the condition c.E∩T = ∅, the changes
to the Petri net happen only on Line 5 of Algorithm 1. With the
condition c.w > 0 only lines 4-5 of Algorithm 2 are executed,
adding an incoming and outgoing arc to a transition�.

The expressive power of adaptive Petri nets is generally
higher than that of Petri nets, since we flatten it to a Petri
net with inhibitor arcs. A higher expressive power will make
some properties unsolvable by model checkers. There are
two methods to obtain a Petri net without inhibitor arcs
from an adaptive Petri net. Avoiding inhibitor arcs at all, by
fulfilling Lemma 7 or designing a net with only bounded
configuration places. It was shown in [25] that an inhibitor arc
can be replaced by an equivalent structure, if the inhibiting
places are bounded. From Algorithm 1, we can see the
only inhibiting places generated are the configuration places.
Therefore, a Petri net designer can chose those places carefully
or add additional structures to make sure these places are
bounded.

B. Graphical Notation
To integrate configuration structures well within Petri nets,

we can model a Petri net and then define all configuration
points. This approach requires the net designer to manually
update the configuration points each time a node was added or
removed. A better approach is to create a graphical language,
which integrates in the existing graphical language of Petri
nets.

The graphical language must express each element of the
tuple c = (p, e,N). With N ⊆ (P ∪ T ), we can draw a
contour around all connected nodes of a configuration point
forming an area. Since it is not required to have all nodes in
N connected with each other, this would create multiple areas
belonging to one configuration point. For that the areas for
each configuration point should get a unique color or a unique

p1

t1 t2

p2 p3

t3 t4

pc1 pc2

(a) Adaptive Petri net
configured by C = {c1, c2}

with configuration points
c1 = (pc1 , 1, {p1, t1, p2, t3}),
c2 = (pc2 , 1, {p1, t2, p3, t4}).

p1

t1 t2

p2 p3

t3 t4

pc1 pc2

(b) Adaptive Petri net flattened
with Algorithm 1. According
to Lemma 7, no inhibitor arcs

were added.

Figure 3. Flattening of a simple adaptive Petri net

annotation. To declare the configuration point p together with
the weight e, we will draw a bold arc or inhibitor arc from p to
all areas of N . This arc can be annotated with a weight, which
will become e. When an inhibitor arc is used, the weight must
be multiplied with −1 to receive e.

An example for a simple Petri net with two configuration
points can be seen in Figure 3. On the left is the adaptive Petri
net with two different colored areas representing the nodes
N of the configuration points c1 and c2. The net will execute
alternatingly the net of c1 and c2, since the configuration points
pc1 and pc2 are alternating their tokens. When flattening this
net, the external nodes are c1.E = {t1} and c2.E = {t2}.

VI. USE CASES REVISITED

In this section, adaptive Petri nets are put to work. We will
show the implementation of two examples from Section IV. It
is shown how these examples can be represented in adaptive
Petri net syntax. In the end, we will show how the flattening
affects the size and model checking results.

A. Dynamic Control Structures
The converted Petri net of Figure 1a can be seen in Figure 4.

The reimplementation in Figure 4 required some changes.
Removing the initial token from p9 and p12 is necessary,
because adaptive Petri nets would evaluate this token. Instead of
the tokens, a place and transition (px, tx) were added before p9
and p12. Another change was required for enabling transition
t6. It should be enabled when either p8 or p82 contain a
token. To achieve this, the transitions ty1, ty2 and the place py
were added. We argue, these changes could be automated if
a formalization for the hierarchy concept of dynamic control
structures was found, which can be flattened to a net with
exactly this structure.

With adaptive Petri nets, the reconfiguration can be ex-
pressed inside the net. For the configuration variables CFG_A
and CFG_B, two transitions were added, which are annotated
according to control interpreted Petri net syntax. They can
only fire when the signals CFG_A or CFG_B are active. Both
transitions are connected to a single place Conf, which config-
ures both configuration points - enabling one and disabling the
other.

After modeling the original net with adaptive Petri nets, it is
still possible to generate the hardware description language from
it, as the annotations of control interpreted Petri nets are not
prohibited in our model or modified in its semantics. Besides
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p3

p1 t2 p6 t5

p7

py

t6 p11 t8

pxtx

p9 t9 p8 ty1

p12 t10 p92 t92 p82 ty2 ConfCFG_A CFG_B

Figure 4. Dynamic control structures of [15] in adaptive Petri net notation.
Configured by C = {c1, c2} with

c1 = (Conf , 1, {p9 , p8 , t9}, tx , ty1 , py) and
c2 = (Conf ,−1, {p12 , t10 , p92 , t92 , p82 , tx , ty2 , py})

enable

On Off

disable

wait
serve

ready

brew coffee

coffee full coffee refillable

refill milk

serve w/ milk
ready milk

add milk

milk full milk refillable

refill milk

Figure 5. Dynamic Feature Petri net in adaptive Petri net notation Configured
by C = {(On, 1, {serve w/ milk , ready milk , add milk ,

milk full , refill milk ,milk refillable,wait , ready})}.

this, through the net flattening of the configuration points c1 and
c2, also older FPGA without dynamic reconfiguration can be
targeted. Contrary to the original version, where the information
regarding the reconfiguration signals was informally inside the
description, the runtime semantics of this net is contained in
the model. This example shows that adaptive Petri nets can
be combined with other formal models of Petri nets (in this
case control interpreted nets) as they are not imposing any
restrictions.

B. Dynamic Features
We will show here how dynamic feature Petri nets [16]

from Section IV can be modeled with adaptive Petri nets.
The example from Section IV can be converted straight

forward to adaptive Petri nets. For each boolean variable inside
a feature annotation we create one configuration point with
this boolean variable as configuration place. All nodes, which
are annotated with this boolean variable, are then put into the
set N of this configuration point. In our example, the boolean
variable Milk is mapped to the configuration place On. Then
all nodes, which contain Milk in their annotated formula, are
added to N , as well as the nodes bofore and after.

As can be seen in Figure 5, the resulting net has the
same size and structure as the original. The annotations were
exchanged for the graphical representation of the configuration
point. Something that can not be expressed in feature nets are
configurations based on integers. For example, the places coffee
full and milk full basically are context information to decide
whether a net is enabled or disabled. With adaptive nets, such a
counting state can be utilized as configuration place to disable
the net when the amount of token reaches zero.

TABLE I. SIZES OF NETS SHOWN IN SECTION VI

Net Places Transitions Arcs

Original (Figure 4) 13 12 29
Flattened 13 13 32
Flattened (Inhibitor) 14 13 34

Original (Figure 5) 9 8 24
Flattened 9 8 26
Flattened (Inhibitor) 9 8 26

This example had shown that adaptive Petri nets are a
feasible alternative for dynamic feature oriented Petri nets.
This is especially helpful for cases where adaptivity is required,
but no feature orientated development used. Adaptive nets have
an advantage over feature Petri nets, which arbitrary places
can configure the net, while in dynamic feature oriented Petri
nets only formulas over boolean values are possible. Therefore,
a layer of indirection is removed. In a recent paper [17], the
authors showed how a feature net can be converted to a Petri
net, including the formulas. Using this technique, feature nets
can also be converted into an equal adaptive net.

C. Flattening and Analysis

One of the goals for adaptive Petri nets is to use existing
Petri net tools for model checking. This goal can be reached
by flattening all configuration points to Petri nets with inhibitor
arcs. Since not all tools support inhibitor arcs, we will also
flatten all inhibitor arcs with the algorithm of [25]. The only
condition is that the place where the inhibitor arc originates
must be bound. This condition holds true for all of our
examples.

We flattened the Petri nets of our examples and used
LoLa [2] as well as Tina [6] to analyze for common Petri
net properties.The tool for flattening and analysis can be found
online [26].

The results comparing the size can be seen in Table I. They
should give an idea how the size of the nets will increase
using flattening. As the size increase depends largely on the net
structure, amount of configuration points and which nodes are
marked as external, there is no general rule for the size increase.
A configuration point consisting only of external places will
not increase as much as a configuration point with external
transitions. This is due to the fact that external transitions need
to be duplicated. A bigger cost is the flattening of inhibitor
arcs, which is especially big if the bound is larger than 1 as
can be seen in the last row. Flattening an adaptive net will
not always yield an inhibitor as can be seen in the row for
Figure 5.

In Table II, the results of the model checking tools LoLa and
Tina are shown. A short description on the checked properties:
reversible (from every state of the net, we can reach the initial
marking), deadlock free (starting from M0, the net can always
fire), k-bounded (all places contain at most k tokens) and
live (all transitions and places can be reached from the initial
marking). The column markings corresponds to all unique
combinations of markings this net can reach. It is an indicator
how long model checking will take, as for some properties
(e.g., reversibility), all markings must be calculated.
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TABLE II. MODEL CHECKING RESULTS OF NETS SHOWN IN SECTION VI.
1 = TINA, 2 = LOLA

Net reversible12 deadlock12 live1 k-bounded1 markings12

Figure 4 yes no yes k=1 44
Figure 5 yes no yes k=1 20

D. Other semantics
There are various alternative approaches to define a se-

mantics for adaptive nets. We settled with a semantics, which
requires only few changes to the original net, so that a more
complex semantics might build on top of this.

Our semantics orients itself on most imperative program-
ming languages. The exchange of a method (e.g., by pointer in
C or by invoke dynamic in Java) will happen in a similar fashion.
Only new calls to this method are influenced, while current
running threads inside this method will still finish. When the
program tries to call the method another time it will call its
replacement.

Another disabling semantics we considered is to completely
stop all token movement within the configured part. This can be
implemented as an extension of Def. 18. When flattening this
modified version, all transitions inside N have to be connected
to the configuration place. A use case for this might be freezing
an algorithm, e.g., in a single threaded environment, which
switches to another thread.

Further extending this semantics, one might reset all tokens
of N to an initial state. A similar approach was presented
in [27] to implement exceptions in Petri nets.

VII. CONCLUSION

This paper presented a new Petri net extension for modeling
dynamic parts inside a Petri net. Contrary to existing proposals
this extension puts the least restrictions on the Petri net
model. We do neither restrict to a composition model nor
the specification language. It was shown that adaptive Petri
nets can be specified formally and graphically. The biggest
advantage of adaptive Petri nets is the possibility of flattening
an adaptive net to a Petri net with inhibitor arcs. By this,
existing Petri net tools can be reused for this model, e.g., for
code generation or model checking. Because of the specific
structure of adaptive nets, inhibitor arcs can be removed in
most cases. This was shown on two examples, which were
analyzed by low level Petri net tools.

In our ongoing work, adaptive Petri nets are used to convert
the control flow of a role-oriented programming language
(SCROLL [28]) to Petri nets, as well as generating control
structures for hardware / software codesign. Future work will
integrate adaptive Petri nets with Petri net composition models
and improve tool support.
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Abstract—Autonomous systems, such as self-driving cars, are
an emerging but very complex class of systems designed to
relieve people of many unpleasant tasks. However, in the industry
software architectures and frameworks that have been developed
for non-autonomous systems are often used for such autonomous
systems. These architectures and frameworks are rigid, very close
to the hardware platform and offer little room for extensions. In
this paper, we present a dynamic-adaptive middleware for au-
tonomous systems, which is based on a formal component model
and supports several communication paradigms independent of
the actually used communication technologies. The presented
middleware has already been implemented as a prototype and
tested with an electric model vehicle.

Keywords–dynamic adaptive system; component model; decen-
tralized configuration; middleware; communication paradigm

I. INTRODUCTION

Autonomous driving starting at level 3 of the Society
of Automotive Engineers (SAE level 3) [1] is one of the
biggest technological challenges of our current time. But, to
be able to provide flexible and safe autonomous driving, a
range of challenges have to be tackled. To scale new functions
such as autonomous driving and to reduce the complexity of
integrating new functions, the electrical/electronic architecture
(E/EA) will change to fewer central (domain-specific) com-
puters and increased data preprocessing directly in sensors
and actuators. The development approach will shift from ”new
functions as Electronic Control Unit (ECU)” to ”new functions
as software”.

The typical development process of an embedded system,
or any system strongly dependent on hardware/ software,
starts with the definition of functionalities. In a next step,
these functionalities are divided in hardware and software
requirements, which are used for the development of hardware
and software solutions. Although, the development of the two
domains is strongly interconnected, they often differ with
regard to the time needed for their realization, their innovation
cycles and their specific technological advancements [2] [3].

While developers may use a hardware platform for quite
some time, innovations and new functionalities like au-
tonomous driving are often driven by software improvements
[4]–[6]. Additionally, it is desirable to re-use those new soft-
ware solutions in form of components in a range of different
hardware variants of a product line [7]. The changes in the
vehicle architecture and the realization of new functions like
autonomous fleet management also require to include back-
end-systems and Car2X communication.

Another aspect, which is especially true for autonomous
driving, is that a software system must maintain its function-
ality and safety in every situation [8]. Therefore, the software

urgently needs the ability to adapt to context changes. In
some circumstances, a reduction in quality is acceptable but
the safety of the autonomous vehicle has to be guaranteed.
To do this, safe adaptation during runtime even in uncertain
environments and unforeseen situations must be possible [8],
[9]. The best case is if both, proactive adaptation and reactive
adaptation, are implemented within a safety critical system.
Proactive adaptation is used to prevent failures from happen-
ing, while reactive adaptation is used to recover from changes
or errors in the technical resources or context of the system.

The mentioned challenges have to be tackled to realize
flexible and safe autonomous driving. Our solution is to
change from rigid and inflexible systems to adaptive systems
which adapt to the provisioned hardware and the context of
the system. To build such an adaptive system exist different
solutions which we will discuss in Section II. In our concept,
we decided to construct a programming framework, which
relieves the developer of the work of the adaptive mechanisms
and optimizes various aspects of the system globally such as
performance and communication.

As mentioned before, it will be a crucial part of the new
vehicle architecture to be able to work on various hardware
platforms and even migrate software components during run-
time. Therefore, we are dealing with distributed systems con-
nected by possibly diverse technical communication channels.
Even nowadays exist a huge variety of communication busses,
middlewares and paradigms within a vehicle [4].

In this paper, we will introduce a new middleware for au-
tonomous systems which builds up on our experiences in adap-
tive component models and in software architectures. In Sec-
tion II, we introduce the current state of the art of self-adaptive
systems and communication paradigms and taxonomies. We
describe our own communication taxonomy for distributed
systems in Section III, followed by an introduction in Sec-
tion IV to our dynamic adaptive middleware currently under
development. Motivated by a small example, in Section V,
we show which adaptive mechanisms and communication
paradigms have to be considered for an adaptive middleware
in the autonomous domain. Based on the previous Sections,
we explain in Section VI how we integrated the presented
communication paradigms into our middleware using fitting
concepts. We conclude our paper in Section VII with possible
future work and a conclusion in Section VIII.

II. RELATED WORK

As motivated in the introduction, a middleware suitable for
flexible autonomous driving scenarios has to deal with adaptive
mechanisms and different communication middlewares and
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paradigms. It has to provide the right tools for the developer
for building a robust but flexible system. In this section, we
give an overview of current self-adaptive system approaches
and communication paradigms.

A. Self-Adaptive Systems and Frameworks
A self-adaptive system is capable of monitoring its oper-

ating environment and automatically adapt to changes [10].
It provides self-x properties like self-configuration, self-
optimization, self-healing or self-protection [11]. A compre-
hensive and exhaustive study by Krupitzer et al. has attempted
to structure the field of self-adaptation with the help of their
own taxonomy [8]. Krupitzer et al. ask a total of six questions
related to self-adaptation and map these to five different
properties of a self-adaptive system shown in Table I. In
their study, they shed light on the individual dimensions of
adaptability in detail and evaluate a large number of self-
adaptive approaches.

TABLE I. ADAPTION TAXONOMY [8]

Question Dimension of taxonomy
When to adapt? Time

Why do we have to adapt? Reason
Where do we have to implement change? Level

What kind of change is needed? Technique
Who has to perform the adaptation? N/A because of self-adaptation
How is the adaptation performed? adaptation Control

Self-adaptation can be achieved by many different means
and procedures. Adaptation can be managed internally or
externally, it can be reactive or proactive, centralised or de-
centralised and many other criteria play a role. In the field
of large-scale systems, component-based development is a
solid and state-of-the-art approach [12]–[14]. One example
for component based development are middlewares, which not
only define services and establish an infrastructure, but also
specify a formal component model [15]. In our approach, we
opted for a component model and middleware solution that
frees the application developer from the task of self-adaptation
and is able to hide the underlying specific platform and provide
a unified high-level interface.

One well known component model is the CORBA Com-
ponent Model (CCM) [16] from the Common Object Request
Broker Architecture (CORBA) [17], a component based mid-
dleware. Building up on CORBA, dynamicTAO [18] introduces
a reflective Object Request Broker (ORB) to support dynamic
reconfiguration by maintaining an explicit representation of
the internal structure of the system. Another well-known
framework is the Rainbow framework [19] which divides the
self-adaptive system in an architecture layer and a system layer
with the managed resources. To realize adaptation, an external
manager is used, which exploits the architecture model to
monitor the running system and in case of constraint violations
it performs adaptation accordingly.

In recent years, attempts have also been made in the
automotive domain to introduce adaptability as a development
approach. One example is the Dynamically Self-Configuring
Automotive Systems (DySCAS) project [20], in which a
policy-driven middleware was developed. The introduced poli-
cies describe a desired high-level behavior, which is then
executed by the underlying middleware. This procedure makes

it possible that the policy writer does not have to be a self-
adaptive expert. One of the focal points of DySCAS is the
limited resources of the ECUs and the resulting resource-
optimized performance.

Becker et al. describe a model-based extension of the
AUTomotive Open System ARchitecture (AUTOSAR) that
introduces reconfiguration mechanisms at the architectural
level [21]. They present a toolchain, which allows the de-
veloper to describe configuration alternatives and transitions
between different configurations. These models are translated
into executable code. The system’s reconfiguration capabilities
are limited by the developer’s specifications created at design
time, but can be verified because of the model-based approach.

B. Communication Paradigms
In our middleware, the focus is not only on adaptivity but

also on communication. The application developer should be
provided with exactly the right communication paradigms to
develop a good architecture. For this reason, we will take a
closer look at various well-known communication paradigms
in this section.

For communication in distributed systems exist a variety of
different paradigms, each suited for special cases. Tanenbaum
and van Sten discussed various communication paradigms
in [22]. They structured these in four categories: Remote Pro-
cedure Call (RPC), message-oriented communication, stream-
oriented communication and multicast communication. RPC
was further broken down into synchronous and asynchronous
RPC, whereas message-oriented communication was separated
in transient and persistent communication. Examples for tran-
sient communication are Berkeley Sockets or Message-Passing
Interfaces. Persistent communication is realized through mes-
sage broker architectures or message queues.

According to Tanenbaum and van Sten [22], stream-
oriented communication is mainly used for continuous media.
Important aspects of stream-oriented communication are the
quality of service, and, in case of multiple streams, the time
synchronization.

Multicast communication includes all communication from
one sender to a group of receivers [22]. This could be done by
directly addressing a group and sending the message to all of
them at once or by using gossip-based protocols where each
node receiving a message shares the message with a group of
other nodes until all nodes have received the messages.

Another comprehensive summary of communication
paradigms is found in Schill and Springer [23]. They struc-
ture communication paradigms similar to Tanenbaum and
van Sten in Remote Procedure Calls, message-oriented and
stream-oriented communication but also include data-based
communication. Unlike Tanenbaum and van Sten, they do not
have clear sub-categories but highlight individual aspects of
communication.

In RPC, they particularly emphasize the synchronous bidi-
rectional call [23]. For message-oriented communication, they
focus on unidirectional communication channels such as those
used in Publish/Subscribe systems. In the case of stream-
oriented communication, they mainly consider periodic, syn-
chronous data streams that can be either uni- or bidirectional.

Data-based communication is divided into mobile objects
and shared space or information sharing [23]. Mobile objects
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are known, for example, as a part of Java RMI (Remote
Method Invocation). These refer to data that is packed into
an object and exchanged between sender and receiver instead
of using messages for data exchange. They are used mainly
for communication between a limited number of participants.
Shared space allows a number of components to write and
read structured data in a collective space. Another suitable
term for this kind of communication, which is more common
in embedded systems, is global variables.

III. COMMUNICATION TAXONOMY FOR DISTRIBUTED
SYSTEMS

The taxonomy of Tanenbaum and van Sten [22] lacked the
data-based communication that is often used in the automotive
domain, while the taxonomy of Schiller and Spring [23] did
not go into as much detail as Tanenbaum and van Sten and
lacked the inner structure. That is why, we derived our own
taxonomy based on these two, which is shown in Figure 1. In
our opinion, we have combined the best of both and supported
it with references to well-known software patterns.

Communication

Remote Procedure
Calls

Message-oriented Data-based

Stream-oriented

asynchronous

synchronous

persistent

transient

non-synchronized

synchronized

ownership

public space

Request-Response
Pattern

Pipes and Filters
Pattern

Publish-Subscribe
Pattern

Blackboard
Pattern

Figure 1. Adapted Communication Taxonomy for distributed Systems based
on [22] and [23]

Our taxonomy has four categories: Remote Procedure
Calls, message-oriented, stream-oriented and data-based. RPC
maps to the classic request-response or client-server pat-
tern [24]. We distinguish it like Tanenbaum and van Sten in
asynchronous, non-blocking and synchronous, blocking calls.
RPC is mostly used when data has to be transferred irregularly
on a request-response (bidirectional) basis.

For message-oriented communication we assign the
publish-subscribe [24] pattern. Just like RPC, we follow Tanen-
baum and van Sten in our message-oriented communication
and further classify messages according to how they are
transmitted. In the persistent case, the transmission is carried
out using a broker which is able to store messages temporarily,
for example. For the transient transmission of messages, we
follow the channel pattern [24] that allows the transmission
of messages using topics or special channels. An important
aspect of topics is that the recipients and senders do not know
each other. In both cases, persistent and transient, message-
oriented communication is used for either periodic or sporadic
data. The transmission is always unidirectional.

In stream-oriented communication, we distinguish between
synchronized and non-synchronized communication. By syn-
chronized streams we mean anything where two or more
streams have to be synchronized with each other, e. g. internet
telephony or video conferences. Non-synchronized communi-
cation is used for sensor data streams or continuous media

streams. Overall, stream communication maps to the Pipes and
Filters pattern [24].

Our last category is based on the taxonomy of Springer
and Schill. Data-based communication describes the exchange
of structured data that either belongs to a system participant
(ownership) or that can be read and processed by everyone in
a collective space (public space). Data-based communication
matches the blackboard pattern [24]. This communication
method is useful when structured data has to be shared between
a number of components on a regular basis.

We use the presented taxonomy to divide means of com-
munication. Based on this, we discuss which communication
methods should be supported by a dynamic adaptive middle-
ware. In the next section we present our former middleware for
dynamic, adaptive systems, which only supported synchronous
RPC, followed by the expansion of our middleware to include
asynchronous RPC, transient message-oriented and data-based
ownership communication.

IV. DYNAMIC ADAPTIVE SYSTEM INFRASTRUCTURE -
DAISI

Before we take a closer look at our new concepts for the de-
velopment of a dynamic-adaptive middleware for autonomous
driving, we explain in this section our previous work on a
dynamic-adaptive middleware for information systems called
Dynamic Adaptive System Infrastructure (DAiSI) [25]. DAiSI
is a middleware based on a formal component model.

The model defines each software component in a system
as a dynamic adaptive component (DynamicAdaptiveCompo-
nent), which consists of several component configurations
(ComponentConfiguration). Each configuration describes in
detail which services a component requires (RequiredSer-
viceReferenceSet - RSRS) and which services it provides
(ProvidedService - PS). The PS and RSRS match on service
descriptions in the DomainInterface. All DomainInterfaces are
bundled in the DomainArchitecture, which describes possible
services of a whole domain like autonomous driving.

The provided and required services match via domain
interfaces that specify which synchronous method calls the ser-
vice instances offer. Each component implements the MAPE
loop [11]. Each component observes changes to the system
and its environment or context (Monitoring), analyses them
(Analyze) and plans (Plan) and executes (Execute) necessary
adaptations. How these processes work in detail can be found
in [25]. For our purposes, a short introduction is sufficient.

A fundamental characteristic of DAiSI is that each compo-
nent tries to resolve its dependencies in order to be able to offer
its services. Each element, briefly explained in the following,
implements its own state machine. If a ProvidedService is
required to run, either because it is needed by the environment
(for example GUI or interface to external systems) or because
another component in the system has requested the service,
this PS informs all ComponentConfiguration by which it is
provided. The ComponentConfiguration then changes to the
RESOLVING state. As a result, all RSRSs declared by the
ComponentConfiguration will also switch to RESOLVING
state. This process reflects, that to provide a service, a number
of dependencies on other services have to be resolved.

The RSRS is aware of all services available in the system.
Either via a central instance, such as a broker or a registry,

26Copyright (c) IARIA, 2018.     ISBN:  978-1-61208-610-1

ADAPTIVE 2018 : The Tenth International Conference on Adaptive and Self-Adaptive Systems and Applications

                           35 / 119



or via a service discovery. For resolving its dependencies, the
RSRS inquires the usage of available matching services. When
a PS changes to the RUNNABLE or RUNNING state - mean-
ing its dependencies are resolved - it can be used by an RSRS.
After the successful negotiation and connection between PS
and RSRS, the RSRS change to the RESOLVED state. When
all RSRS of a ComponentConfiguration are resolved, the
ComponentConfiguration itself is considered resolved. The
ProvidedServices either change to the RUNNABLE state, when
they are not needed, or to RUNNING, when they are.

In DAiSI, only one configuration can be active at a time.
Therefore, if several configurations are potentially activateable
(in RESOLVED state), the ”best” one is activated. Each
component strives to resolve its ”best” configuration to provide
the ”best possible” service.

Over the last five years, we introduced various new con-
cepts to our component model. The local optimality of the self-
adaptive system is complemented in [26] by a global system
design that specifies which rules/objectives the overall system
should follow. This limits the system configuration resulting
from the adaptation process. Likewise, in Klus et al. [26]
interface roles were introduced. These extend the concept of
domain interfaces with an additional statement about the role
of a ProvidedService at runtime.

Based on the InterfaceRoles, a quality concept is introduced
in [27]. The ability to compare the quality of two interfaces
allows to make a more differentiated selection of services
for the component. This quality may also include properties
at runtime, such as current load, communication latencies or
the location of services, due to the runtime evaluation of the
InterfaceRole.

Up to this point, the interconnection was based purely
on syntactic compatibility. However, in systems developed by
several developers, such as in the domain of IoT, it is no
longer possible to rely solely on syntactic compatibility. In [28]
an additional aspect of interconnections in dynamic adaptive
systems was considered - semantic compatibility with syntactic
differences.

A semantic description language, on which the developers
agree, is used for this purpose. By this, in addition to the
syntactical description of the interfaces, a semantic description
is given. At runtime, the middleware automatically generates
adapters that create syntactic compatibility between interfaces
which are semantically compatible.

Although different adaptive concepts have been developed,
so far only a few communication paradigms have been con-
sidered apart from the synchronous RPC. In the following
sections, we will describe our work on further communication
paradigms that fit into the DAiSI adaptive component model.
First of all, we use an example to motivate which paradigms
are essential for the autonomous domain.

V. MOTIVATING EXAMPLE

In this section, we introduce a motivating example for our
adaptive middleware which we keep as simple as possible
but still shows the challenges for an adaptive middleware
in the autonomous driving domain. The example involves
an autonomous electric car, which is equipped with diverse
sensors and actuators and some software components as shown

in Figure 2. The architecture shown is a combination of hard-
ware components abbreviated with <<HW-C>> and software
components abbreviated with <<SW-C>>.
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Figure 2. Example Architecture

The task for the car is to follow a lane on the ground and to
halt in case of obstacles. A video camera is attached at the front
of the car to record a video of the field of vision. The Camera
Controller component fetches the individual images of the
video made available by the camera and the Image Processor
handles the images to identify the lane. The coordinates of the
lane are used by the Path Planner to plan the trajectory. The
velocity of the motor and the steering angle are controlled by
the components Motor Controller and Servo Controller. These
two software components accept the values calculated by the
Path Planner and control both the motor and the steering servo.

The second simple task for the car is to stop if an obstacle
is in front of it. In order to detect obstacles, two distance
sensors are attached to the left and right side of the camera.
The two software components Distance Sensor are responsible
for fetching the distance from each sensor. The component
Obstacle Detector uses these two values to decide whether an
obstacle is in front of the car. This in turn is used as an input
for the Path Planner to determine if the car must halt.

In the next section, we will use this small example to
discuss the new communication paradigms in DAiSI.

VI. EXTENDING DAISI FOR AUTONOMOUS DRIVING

As we have already indicated in Section III, there are
several communication paradigms used in distributed systems.
The previous concepts in DAiSI only supported synchronous
RPC. It is clear that a modern automotive middleware should
offer the application developer more communication meth-
ods. Using our taxonomy, we identified three communication
paradigms which we included in our component model to ac-
count for the needs of the automotive domain. Namely they are
asynchronous RPC, ownership data-based communication and
persistent message-oriented communication realized through
topics. Therefore, we demonstrate how the former component
model of DAiSI (see Section IV) can be extended by these
three new communication modes. The complete extended
model can be seen in Figure 3.

At this point, we will use the example of the autonomous
electric car presented in Section V to illustrate our component
model.

The elements DynamicAdaptiveComponent and Compo-
nentConfiguration remain unchanged and still form the basis of
the model. The only enhancement at this point is that we have
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Figure 3. Extended Daisi component model

granted the possibility that several component configurations
can be active at the same time. This should make it easier for
developers to combine different configurations.

Each software component shown in the example in Figure 4
corresponds to a DynamicAdaptiveComponent annotated with
the abbreviation <<DAC>>. However, the communication
between the components is now specified by the paradigms
RPC, ownership and topics. During runtime, the components
can be started and stopped. Thanks to the adaptive concept
of the middleware they will connect to the system as shown
above. Of course, for every component different Component-
Configurations might exist. The scope of this paper, however,
is on the communication paradigms and therefore these aspects
are not further examined here.

In the example shown, the Path Planner component uses
two different RPCs to control the vehicle based on given sensor
information. The component uses on the one hand the interface
IMotor of the component Motor Controller to control the speed
of the car and on the other hand the interface IServo of the
component Servo Controller to adjust the steering angle. Both
values are set using a call when necessary.

RPCs have always been part of DAiSI. The RequiredSer-
viceReferenceSet and ProvidedService with the corresponding
DomainInterface therefore remain identical. The DomainInter-
face is structured in DomainMethod and DomainDataVariable.
DomainMethod are (asynchronous) callable methods within
the interface. DomainDataVariable is introduced for the own-
ership paradigm.

To determine the speed and steering angle, Path Planner
uses data from the Image Processor and Obstacle Detector
components using the ownership paradigm. The Image Proces-
sor provides the Path Planner with the Lane object of its ILane
interface. The Path Planner also uses the object Obstacle of
the IObstacle interface, which is implemented by the Obstacle
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Figure 4. Example Architecture with communication paradigms

Detector. Using the ownership paradigm, the Path Planner can
subscribe to changes of the object, while it still knows exactly
to which service the object belongs to.

The ownership communication paradigm is illustrated in
the component model in Figure 3 at the bottom left. An
ownership object is part of a domain interface, using the
DomainDataVariable with a data type given by the Domain-
DataType. A domain interface can contain any number of
ownership objects and methods.

Transient message-oriented communication is realized us-
ing hierarchic topics. In the example, a topic hierarchy is
shown in the lower part of the component model. The left
distance sensor of the car publishes its data on the topic
DistanceLeftFront and the right distance sensor correspond-
ingly on the topic DistanceRightFront. The naming of the
topics generates a certain semantic meaning, in this case
a localization of the installation of the sensors. The topic
DistanceFront merges the data of topics DistanceLeftFront and
DistanceRightFront to describe the distance to objects in front
but without further direction. This topic is used by the Obstacle
Detector component to evaluate whether there is an object in
front of the car. In our example, the topics could be used by
more than one distance sensor and it would make no difference
for the Obstacle Detector, as long as the semantic meaning
of DistanceFront is preserved. In other words, the Obstacle
Detector does not need to know the exact data sources.

In open and commercial middlewares, it is a common
practice for the publisher to define the topic name and data type
for the middleware to create a topic based on these definitions.
This means that a consumer needs to know which topics are
created by the publishers. Although it is often practiced, it is
not a good choice in terms of the overall system architecture.
Publishers can publish whatever and however they want, and
consumers must adapt accordingly.

We propose to decouple the creation of topics from the
publishers and to give these rights to the architect on the basis
of a formalized description of the topics. For this purpose, we
present the concepts TopicSubscriberEndpoints and TopicPub-
lisherEndPoints in combination with Topics. Topics are named
and typed transport channels for data sent by a publisher. In our
concept the middleware itself is responsible for the creation of
these topics via a predefined specification by the architect.
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The data types that can be published on a topic are de-
termined by the DomainDatatatype. Further freedom is given
to the architects through the self-aggregation of Topic. This
relationship allows to design topic hierarchies, that is, one can
create topics with names and permitted data types that are
inherited from each other, as seen in the example.

In the following sections, we explain the realization of the
three used paradigms in details and give a brief introduction
to our implementation using code snippets.

A. Remote Procedure Call Paradigm
An RPC can be used in the extended DAiSI, in contrast to

its predecessor, both in the synchronous and the asynchronous
version.
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Figure 5. Example RPC

In our example of the electric car, several Remote Pro-
cedure Calls have been modeled. At this point, we explain
the RPC between the component Motor Controller and Path
Planner, which is shown in Figure 5, in detail. In this case, the
component Motor Controller is the provider of the interface
IMotor with the method setVelocity(int x) contained in it. It
sets the motor speed using the parameter x.

public class MotorController extends
DynamicAdaptiveComponent{

public MotorController() {
ProvidedService motorSpeed =
new ProvidedMotor();

ComponentConfiguration config =
new ComponentConfiguration() {
@Override
protected void

notifyStateChanged(ConfigurationState
state) {

// react to different states
}

};
config.addProvides(motorSpeed);
this.addConfiguration(config);

}

class ProvidedMotor extends ProvidedService
implements IMotor {

@Override
public void setVelocity(int x) {
// control motor

}
}

}

Listing 1. Example RPC Callee as Code

In the following, both the Motor Controller and Path Plan-
ner components are shown as simplified Java code. The Motor
Controller in Listing 1 initially inherits from the Dynami-
cAdaptiveComponent of our component model. This allows the
application developer to make use of the adaptive mechanism
in the middleware. In all of the following examples, the
components always inherit from DynamicAdaptiveComponent.

To be able to offer a service to other components, a
component must first create its own ProvidedService. A Pro-
videdService, like ProvidedMotor in our example, is created by
extending the abstract class ProvidedService and implement-
ing a DomainInterface, like IMotor, with the corresponding
methods. In a final step, the service needs to be added to the
component configuration to be usable by other components.

A component configuration is created in our middleware
using the class ComponentConfiguration. The method notifyS-
tateChanged(ConfigurationState state) has to be implemented,
which informs the component about state changes, e.g. when
all dependencies are resolved.

Once the configuration has been created, both provided
and required services can be added to it. In the example
of Motor Controller, the service ProvidedMotor is added to
the configuration config using the method addProvidedSer-
vice(ProvidedService ps). To add a configuration to a compo-
nent, the method addConfiguration(ComponentConfiguration
cc) is used. In the example, config is added to the component.

The Path Planner component (see Listing 2) wants to use
the service IMotor and must therefore create a RequiredSer-
viceReferenceSet typed with the desired interface. In addition,
a RSRS must be given the minimum and maximum number
of service instances needed. In the example, both values
are set to 1, meaning exactly one service is needed. The
RSRS is added to the created configuration using the method
addRequires(RSRS rsrs). The process for generating a required
service is therefore very similar to the process for creating
a provided service. Additionally, the processes for creating
a component configurations and adding ProvidedServices and
RequiredServiceReferenceSets to these is the same for each
communication paradigm and is therefore not shown again in
the following sections on ownership and topics.

public class PathPlanner extends
DynamicAdaptiveComponent{

public PathPlanner() {
RequiredServiceReferenceSet<IMotor> m=
new RequiredServiceReferenceSet(
IMotor.class, 1, 1);

ComponentConfiguration config =
new ComponentConfiguration() {
@Override
protected void

notifyStateChanged(ConfigurationState
state) {

// react to different states
}

};

config.addRequires(m);
this.addConfiguration(config);
// calculate x
m.getService().setVelocity(x);

}
}

Listing 2. Example RPC Caller as Code

Once the dependency has been resolved, the service can be
used. The RSRS has a getService() method, which returns a
bound service instance of the given interface IMotor. As usual
in Java, the methods such as setvelocity(int x) can be called
here either synchronously or asynchronously using Futures.
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B. Data-based Communication Paradigm - Ownership
The biggest disadvantage of the classic, asynchronous or

synchronous RPC is the periodic access to data. Each time a
component requires a value from another component, an RPC
must be sent, a return value calculated and the value returned
to the sender. Since the periodic access to data is common
in embedded and automotive systems, we have extended our
middleware by the communication paradigm ownership.

In our concept, components can create their own data
objects and make them available to other components via their
DomainInterfaces. By making the data available via interfaces,
it is clear to the consumer of the data from which component
he receives the data. This is extremely important in many cases,
as it makes a big difference whether a component receives data
from a specific and known sensor or from an arbitrary sensor.

A consumer can subscribe to an ownership object and is
thus informed of changes to it. The producer decides when
a consumer is informed about data changes. Technically, the
consumer is informed about the changes to the object via
callback methods of the middleware.

public class PathPlanner extends
DynamicAdaptiveComponent{

public PathPlanner() {
private RequiredServiceReferenceSet<ILane> l;
l = new RequiredServiceReferenceSet(ILane.class,

1, 1);

// add required service to config as in Listing 2

ProvidedService s = l.getService();
DataObject d = s.getDataObject();
d.addCallback(new LaneCallback());

}

class LaneCallback implements Callback<Lane> {
@Override
public void update(Lane lane) {
// react to new input

}
}

}

Listing 3. Example Ownership Consumer as Code

We give the producer further freedom in designing the
ownership object by allowing to choose between two different
types of ownership objects: ConsumerImmutable and Con-
sumerMutable. If the producer chooses a ConsumerImmutable,
he determines that consumers are only allowed to read the data
of the ownership object but not to change it. This is especially
useful if, for example sensor data is made available to con-
sumers. At this point, it would not be useful or even dangerous
if the consumer could change the data. A changed sensor
value could lead to fatal consequences for other consumers.
By selecting a ConsumerMutable, the producer determines
that he also allows consumers to change data. Such a setting
could be used for example for configuration parameters that
are optimized at runtime by different parties.

In relation to our running example Figure 6 shows the
components Image Processor and Path Planner, which ex-
change their data via ownership communication. As already
mentioned, the Image Processor offers an object of type Lane
which stores the exact location. The component updates this
object each time it receives a new image from the Camera
Controller. The component Path Planner uses the interface

ILane to get the ownership object Lane from the Image
Processor and subscribes to it.

<<DAC>>
Motor 

Controller

<<DAC>>
Path 

Planner

<<interface>> IMotor

<<RPC>> setVelocity(int x)

<<DAC>>
Image 

Processor

<<DAC>>
Path 

Planner

<<interface>> ILane

<<ownership>> Lane

<<DAC>>
Obstacle
Detector

<<DAC>>
Distance
Sensor

<<DAC>>
Distance
Sensor

<<Topic>> 
DistanceLeftFront : Distance

<<Topic>> 
DistanceRightFront : Distance

<<Topic>> 
DistanceFront : Distance

Figure 6. Example Ownership

Based on the simple, small example of the Path Planner
and the Image Processor, the two components are shown in
Listing 3 and Listing 4 as simplified Java code. In order
for the Image Processor to be able to offer its Lane ob-
ject to other components, as shown in Listing 4, it must
first define such an object and have it inherited by either
ConsumerImmutable or ConsumerMutable. In the example
shown, the lane may not be changed by the consumer and
therefore it inherits from ConsumerImmutable. In the class
Image Processor, the lane is added within the provided service
ProvidedLane which implements the DomainInterface ILane.
The object can be retrieved using the method getDataObject().
A consumer is not informed about changes until the producer
calls the publish() method within the object. This allows
the developer to publish updates only for specific events.

public class ImageProcessor extends
DynamicAdaptiveComponent{

public ImageProcessor() {
ProvidedService laneLocalisation = new

ProvidedLane();
// add provided service to config

}

class ProvidedLane extends ProvidedService
implements ILane {

private final Lane lane;

public ProvidedLane() {
lane = new Lane();

}

@Override
public Lane getDataObject() {
return lane;

}
}

}

public class Lane extends ConsumerImmutable {
// define lane

}

Listing 4. Example Ownership Producer as Code

To be able to use the Lane object offered by the Im-
age Processor, the Path Planner, shown in Listing 3, must
first create a RequiredServiceReferenceSet, which requires the
ILane interface. Based on this, the Path Planner gets the
possibility to access the services of the interface and the
method getDataObject(), which returns the Lane object. A
callback is added to this object which is called as soon as
the Lane is updated by the Image Processor.

C. Message-oriented Communication Paradigm - Topics
Topics are the core paradigm for many-to-many communi-

cation in DAiSI. We combine already existing concepts for
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Figure 7. Example Topic Hierarchy

topics with new ideas to a solid and well-structured topic
hierarchy. First we use the concept of named and strongly
typed topics, which is also already used in middlewares like
the Robot Operating System (ROS) [29]. In the case of strongly
typed topics, a publisher has to publish data with the correct
data type defined by the topic; otherwise the topic refuses
transmission. The topics are also defined by a name, so that
there can be several topics of the same data type for different
purposes.

As already mentioned, we want to further expand the
structure of topics so that it is possible to design topics
in advance like any other communication and component in
the system. We achieve this with a concept that we call
Topic Hierarchy. The Topic Hierarchy exploits the inheritance
relationship of object-oriented programming in such a way that
it is possible to combine several smaller topics into larger ones.

Before we delve into the example, we formally define what
we mean by the term Topic Hierarchy. First, we define DT as
a set of all possible data types which can be used in topics.

A topic hierarchy is a tuple TH = (CT, PT, IE, src, trg)
which is defined as a directed acyclic, but not necessarily
connected, graph with

• CT (called child topic) is a set of nodes and every
node has a label n, a set of own data types ODT ⊆
DT and an arbitrary number of incoming edges

• PT (called parent topic) is a set of nodes and every
node has a label n, a set of own data types ODT ⊆
DT , a set of inherited data types IDT ⊆ DT and an
arbitrary number of incoming and outgoing edges

• IE (called inheritance edge) is a set of directed edges
• src : IE → PT is a function which maps the source

of an inheritance edge to a parent topic
• trg : IE → PT ∪ CT is a function which maps the

target of an inheritance edge to a parent topic or a
child topic

Furthermore, label n is the name of a topic, ODT ⊆ DT is
a set of data types that can be published and subscribed and
IDT ⊆ DT is a set of inherited data types that can only
be subscribed but not published. This restriction was made
because parent nodes should aggregate the data of their child
topics but can also introduce additional data types. The own
data type could also be identical to the inherited data types.

The topics T1 and T2 represented in Figure 7 are both child
topics which support data type AType, but have different names
and therefore different semantic meanings. Any publisher
wishing to publish the data type AType may choose to publish

on both topics. In contrast, T5 is a parent topic inheriting the
data types from T1 and T2 by an inheritance edge - AType -
and introducing EType and FType as own data types. On the
other hand T6 introduces only one additional data type GType
and inherits the data type AType from T2 and BType from
T3. The last topic T4 is not connected to other topics of the
hierarchy, which is also allowed.

In our example of the electric car in Figure 8, the Topic
Hierarchy is used to provide data from distance sensors. The
Topic Hierarchy is initially described by two child topics
DistanceLeftFront and DistanceRightFront. These are used by
both distance sensors individually. In addition, both topics only
allow the transmission of data of type Distance, i. e. no data
of other types can be published on these topics. In order to
determine if there are objects directly in front of the vehicle,
no matter whether they are to the left or right of it, another
channel called DistanceFront is used. DistanceFront is a parent
topic, which subscribes to its two child topics and thus receives
all the data sent to them.

As already mentioned, the distance sensors gain access
to the two child topics (black arrow in white box) via their
TopicPublisherEndpoints. The Obstacle Detector component
subscribes to the parent topic DistanceFront using a Topic-
SubscriberEndpoint (white arrow in white box).

public class DistanceSensor extends
DynamicAdaptiveComponent {

@TopicPublisher(type="topic",
instance = {"name", "DistanceLeftFront",

"ownType", "Distance"})
public TopicPublisherEndpoint publishEndpoint;

public DistanceSensor() {
Distance d = new Distance();
publishEndpoint.addObjectToPublish(d);
// change d

}
}

public class Distance extends
ConsumerImmutableDataObject {

// define distance
}

Listing 5. ExampleTopic Publisher as Code

In Listing 5, the architecture described above for the
distance sensor was implemented with the help of our mid-
dleware. To gain access to the child topic DistanceFrontLeft,
the component declares a TopicPublisherEndpoint. To specify
which topic it has to connect to, it is annotated with @Top-
icPublisher. This annotation defines two attributes: type and
instance. First of all, the type describes which medium the
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TopicPublisherEndPoint should connect to, which in this case
is a topic.

The instance attribute specifies to which concrete instance
of the specified type the TopicPublisherEndpoint is supposed
to be connected. An instance is described by key-value pairs.
In this example, a topic named DistanceLeftFront which offers
the type Distance is searched.

public class ObstacleDetector {
@TopicSubscriber(type="topic",
instance = {"name", "DistanceFront",
"ownType", "Distance"})
public TopicSubscriberEndpoint subscriberEndpoint;

public ObstacleDetector() {
subscriberEndpoint.addCallback(
Distance.class,
new DistanceCallback())

}

class DistanceCallback implements
Callback<Distance> {

@Override
public void update(Distance d) {
// react to new input

}
}

}

Listing 6. Example Topic Subscriber as Code

After defining the TopicPublisherEndpoint, the distance
object created can be added to the topic using the method
addObjectToPublish(). The TopicPublisherEndpoint subscribes
to this object like a consumer in the Ownership paradigm in
the previous section and is informed about updates of this
object. The TopicPublisherEndpoint automatically sends these
updates to the connected topic DistanceLeftFront.

To obtain the data provided by the distance sensors,
the Obstacle Detector component must declare a TopicSub-
scriberEndpoint (see Listing 6). The TopicSubscriber annota-
tion is attached to it and uses the same attributes type and
instance as seen in the TopicPublisher example. However, the
Obstacle Detector defines that it wants to be connected to the
parent topic DistanceFront.

Notification of new data on the subscribed topic is handled
in the same way as in the ownership paradigm. A callback
handler can be added to a TopicSubscriberEndpoint, which is
called whenever an updated object has been received via the
defined topic.

This concludes the presentation of our new component
model and middleware. In the next section, we show possible
future work within our dynamic adaptive middleware.

VII. FUTURE WORK

During interviews with experts in the domain of automotive
engineering it quickly became clear that a single communica-
tion middleware, such as ROS, would not be sufficient to meet
all the requirements of a modern vehicle. Nowadays, most
vehicles are equipped with diverse communication middle-
wares for different purposes and therefore they exchange data
with each other by means of adapters. With our middleware
DAiSI we would like to offer the possibility that dynamic
adaptive components, which run on different DAiSI instances
with different communication middleware, can communicate
with each other. In order to achieve this goal, a first concept
has already been conceived, which will be integrated in a next
iteration of DAiSI.

In our interviews, we have also noticed that we need some
kind of control mechanism for our adaptation concept, because
in safety-critical parts of the system we dont want components
to interconnect with each other without a global goal in mind.
In this system parts it is often better to give the middleware
some kind of blue print on how some of its components have
to be connected to guarantee a more deterministic behavior. In
this case, we will extend the concept of templates [26] in our
new middleware version of DAiSI to have better control over
the structure of those critical system parts.

In this paper we have already presented three different
types of communication in details: RPC, ownership and topics.
However, we noticed that we lacked two crucial communica-
tion paradigms for autonomous driving, namely streams and
blackboard. We included them in our taxonomy but did not yet
implemented them in our DAiSI concept. Streams are used
for the transmission of continuous sensor data, e. g. for the
transmission of the camera image, since the communication
methods described above are not suitable for this type of
communication.

Another feature we would like to add to our middleware is a
filtering mechanism for the communication methods ownership
and topics. In the presented version of these two methods, a
consumer of data is informed each time updates were made to
the ownership object or new data is published using a topic.
We are therefore planning to introduce a filter mechanism that
will allow consumers to specify after which kind of changes
they would like to be informed. We are still working on a
good concept where filtering should take place, whether on
the consumer or producer side. Both options have their own
advantages and disadvantages in terms of performance.

We are currently persisting the structure of the Topic Hier-
archy with an XML document (Extensible Markup Language).
We intend to further expand this approach by supplementing

32Copyright (c) IARIA, 2018.     ISBN:  978-1-61208-610-1

ADAPTIVE 2018 : The Tenth International Conference on Adaptive and Self-Adaptive Systems and Applications

                           41 / 119



semantic information with the help of ontologies. Also, we
want to extend the semantic concepts done in [28] to our
middleware. With this new feature, we will evaluate whether
it is possible to use ontologies effectively and usefully in an
autonomous driving scenario. We expect that in very large
systems it can make sense to distribute the information about
a Topic Hierarchy or general data relation under a common
upper ontology. These would be merged at runtime if new
components or DAiSI instances are installed in the system and
additional topic or data information would be available. We
estimate that a semantic reasoner should be able to build the
entire Topic Hierarchy.

VIII. CONCLUSION

In this paper, we have introduced a new kind of dynamic-
adaptive middleware for autonomous systems that breaks with
many paradigms of classical embedded systems. Components
in our middleware are clearly separated from the actual
communication technology. The components connect to exe-
cutable systems on the basis of specified configurations and
can be added to or removed from the system at runtime.
We have presented three different types of communication:
RPC, ownership and topics, which are needed for different
requirements of autonomous systems. In addition, we have
expanded the classical understanding of topics to structure
them into hierarchies.

We are firmly convinced that in a world where autonomous
systems such as vehicles, robots, drones or machines are
becoming increasingly common, new software architectures
and models are also needed. These architectures and mod-
els must allow autonomous systems to receive updates and
new functions at runtime without having to be installed in
workshops by the manufacturer. In this paper we showed a
possible way to lay the foundation for dynamic, self-adaptive
and autonomous systems with the help of our middleware.
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Abstract — The paper presents an autonomic / self-managing 
model, which can be used in cubesat development to make 
cubesats self-configuring, self-healing, self-optimizing and self-
protecting. Autonomous and self-managing systems have 
emerged in multiple domains, e.g., autonomous ground and 
aerial vehicles. So far, there is no standard model as to how to 
design and implement self-managing, autonomous systems. In 
this paper, we are going to look at how autonomic computing 
can be applied in unmanned systems and how it can be adapted 
and applied to the cubesat space industry. Spacecraft always 
operate in remote environments whereby human intervention is 
infeasible and therefore making them autonomic is not a niche 
feature, but a required paradigm change for future satellites. An 
autonomic capability level model for cubesats is proposed in this 
paper, which can assist cubesat developers gradually increase 
the use of autonomic features in satellite and cubesat systems. 

Keywords - autonomic computing; autonomicity; apoptosis; 
cubesat; capability model. 

I.  INTRODUCTION 

Autonomic Computing (AC) has been adopted in various 
technical platforms such that it is no longer about the vision 
that IBM had in 2001 when they first proposed AC for servers 
[1][2]. Multiple industries, for example the automotive 
industry, the Ministry of Defence, the freight industry, and 
space exploration - to mention a few - are all researching and 
developing self-managing systems specifically to address 
complex issues within their domains [2]. In some industries, 
autonomic systems are referred to as Unmanned Systems 
(UMSs); and examples include Unmanned Underwater 
Vehicles (UUVs), Unmanned Aerial Vehicles (UAVs), and 
Unmanned Ground Vehicles (UGVs) [3]. 

The purpose of this paper is to investigate the applicability 
of autonomic computing in cubesats, and introduce a roadmap 
for future autonomic cubesat development (a Cubesat 
Autonomic Capability Model (CACM)). Autonomicity in 
cubesats is a new field currently being researched by 
universities and other stakeholders around the world. The 
CACM derives inspiration from the IBM 2001 Autonomic 
Maturity Model, Autonomy Levels Framework, the 
Automotive Driving Automation Levels model, and the 
Capability Maturity Model Integration (CMMI). 

Cubesats are a type of microsatellites / nanosatellites that 
came out of a collaborative endeavour between California 
Polytechnic State University and Stanford University in 1999 
[4]. The original vision for developing cubesats and 

standardizing them was to develop the necessary skills for 
creating satellites intended for Low Earth Orbit (LEO) and 
also limit the size and number of science instruments that 
could go on-board spacecraft. The cubesat form factor 
specification was standardized to 10cm x 10cm x10cm (1U) 
with a mass of about 1.33kg [5]. Other form factors include 
2U (10cm x 10cm x 20cm), 3U (10cm x 10cm x 30cm), 6U, 
12U, etc. The low cost and faster development of cubesats has 
been the result of accelerated technological advances in 
spacecraft miniaturization in recent years [6]. 

Traditionally, spacecraft consist the main payload, which 
conducts space experiments or tasks, and vehicle support 
systems, like communications, propulsion, attitude 
determination and control, electric power system, and data 
storage [7]. Cubesats, however, can only implement some of 
the features of monolithic satellites due to their physical size 
limit, electrical power availability and processing power [7]. 
Nowadays, these microsatellites are utilised to accomplish 
LEO missions that were previously performed using 
monolithic satellites and this has resulted in huge mission cost 
savings [8]. 

This paper, in Section 2, delves into the review of 
published material on autonomic computing, autonomy in 
cars, Autonomy Levels For Unmanned Systems (ALFUS), 
CMMI and autonomy in cubesats. In Sub-Section “D. 
Cubesats”, we present a literature review on cubesats as a 
whole, starting from their inceptions to current development 
and proposed future use by agencies like NASA. Two 
hypotheses are presented in Section 3, with specific steps to 
be followed in investing both hypotheses. Risks in conducting 
this research are addressed in Sub-Sections 2 and 3. Section 4, 
outlines the proposed CACM, which will help guide 
developers who want to design self-managing cubesats. The 
model is summarised in Table I. Section 5 defines the 
application of the CACM when developing a kill switch 
function on cubesats. The kill switch is a de-orbiter feature 
required to ensure that dead cubesats do not remain in active 
orbit after their missions are completed or terminated [5]. 

II. LITERATURE REVIEW 

 Autonomic computing as defined in the IBM 2001 
maturity model, as shown in Figure 1, [1] comprises five 
maturity levels (Level 1 Basic, Level 2 Managed, Level 3 
Predictive, Level 4 Adaptive and Level 5 full Autonomic) [9]. 
Level 1: At the Basic level, there is heavy reliance on system 
reports, product documentation, and user intervention to 
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configure, optimize, recover and protect individual IT 
components. 

Level 2: At the Managed level, management software is 
used to consolidate, facilitate and automate IT tasks [9]. Level 
3: The Predictive level makes limited predictions through 
monitoring, correlation of individual system [9] components, 
environmental analysis and recommends user actions. Level 
4: Adaptive level, in this level individual and collections of IT 
components are monitored, correlated and analysed. 
Corrective action and reconfiguration has minimal human 
intervention [9]. Level 5: Autonomic level, system 
components are all integrated and are system managed using 
business rules and policies stored in a knowledge-base [9]. 

The lowest level of this capability model is actually not 
autonomic at all, but instead IT personnel run the show of 
configuring the AC systems, monitoring them, performing 
error recovery (healing), fine tuning (optimization) and 
protecting the systems by anticipating imminent error 
conditions and taking corrective action before the systems fail 
[10]. The fifth level, however, in contrast to the basic level, 
has minimal human intervention, but instead the system is 
more self-governing and managing. The human actor still 
intervenes in setting up the policies, which the autonomic 
system agents use to formulate tasks and goals [10]. 

A. Autonomy Levels Framework 

The IBM 2001 autonomic computing maturity model is 
well suited for environments whereby the systems have ample 
computing power, enough electric power, have dedicated IT 
staff. In mobile UMSs, e.g., UAVs, UUVs, and spacecraft, 
resources are very much limited and therefore a more 
customised version of autonomic computing is necessary [3].  

As a response to the need for a customised autonomic 
computing model, a voluntary Ad-Hoc Working Group 
sponsored by the National Institute of Standards and 
Technology (NIST), comprising government organisations 
and contractors was formed. The sole purpose of this working 
group was to develop the ALFUS framework, which was 
aimed at addressing aerial, underwater and over ground 
vehicles’ autonomic computing issues [11]. The ALFUS 
framework defines unmanned autonomy using these three 
categories as shown in Figure 2: Mission Complexity, 
Environmental Complexity and Human Independence [12]. 

 
1) Mission Complexity (MC) 

Mission complexity depends on the type of unmanned 
vehicle used in a mission. In ground based vehicles, it could 
depend on transit systems for both people and goods, which 
involves moving from one location to another. Mission 
complexity increases when route distance, optimisation, 
traffic congestion, and route specificity are taken into 
consideration [12]. 

Missions for space exploration and planetary science 
studies can be complicated by the number of instruments fitted 
in a vehicle, and also the science tasks and communication 
latencies. A space mission consists of at least two aspects: the 
science mission (tasks), and the spacecraft management [12]. 
 

2) Environment Complexity (EC) 
Spacecraft environmental complexities come from space 

junk, solar flares, and other high energy particles that could 
damage the spacecraft or some of its instruments. It has to be 
able to autonomously avoid obstacles, i.e., space debris, other 

 
Figure 1. Derived from the IBM Autonomic Computing Adoption Levels [1]. 
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satellites and other objects (meteors, asteroids and comets) 
[12][13]. 

In ground based vehicles, complexity comes from the 
transit network - closed roads, closed lanes, and closed tracks. 
In some urban areas bus lanes exist to be exclusively used by 
buses at certain times of the day, and some bus lanes are 
exclusive to buses all the time, so the vehicle must navigate 
this complex network at all times. Other constraints come 
from pedestrians who may or may not adhere to traffic rules 
and other manned vehicles can pose a threat to UMSs [12]. 
 

3) Human Independence (HI) 
The measurement of human independence in a UMS 

ranges from partial human control (Hybrid), e.g., in cars, the 
use of the auto-cruise, which needs a human to activate it – to 
fully automated sky-trains and automated trams. The human 
aspect determines the vehicle’s level of autonomy [12]. 

B. Autonomy in the Automotive Industry 

The automotive industry has joined the autonomic 
computing development race in an attempt to make self-
driving cars. Autonomy in cars has long been a science fiction 
phenomenon… as Gao et al [14] puts it “the Firebird IV 
concept car, which, as the company explained, “anticipates 
the day when the family will drive to the super-highway, turn 
over the car’s controls to an automatic, programmed 

guidance system and travel in comfort and absolute safety at 
more than twice the speed possible on today’s expressways”. 
This was in 1964 during the New York World’s Fair 
exhibition by General Motors [14]. 

The idea of cruising safely on motorways was a far-
fetched dream in the 1960s, but that vision is coming closer to 
a reality, however, there are still problems to overcome. 
According to the Spectrum IEEE publication [15] an 
autonomous car failed every 3 hours during test experiments 
in California in 2016. The Department of Motor Vehicles 
released a report in January 2017 detailing over 2,500 self- 
driving car failures in 2016 alone [15]. 

Autonomous cars control the steering wheel, acceleration, 
brakes, gears and the clutch using sensory information from 
multiple sensors. Fig. 3 below shows a diagram of an 
autonomic car and its various components. Autonomic cars 
mimic a human driver in that they understand the current 
situation on the roads from the live streaming of sensory 
values [16]. An autonomous car modular structure would take 
the high-level design shown in the figure below, whereby the 
car controls acceleration through fuel control and braking, 
steering and implements safety [16]. 

C. Capability Maturity Model Integration (CMMI) 

CMMI is a collection of industry best practices designed to 
help organisations continuously improve their business 
processes [17]. There are 3 CMMI models comprising CMMI 
for Development (CMMI-DEV), CMMI for Services (CMMI-
SVC) [18] and CMMI for Acquisition (CMMI-ACQ) [19]. 
CMMI has a framework structure required to produce models 
within CMMI, appraisal tools and training material [17]. The 
CMMI framework comprises goals and practices necessary 
to create CMMI constellation models. The models contain 16 
process areas, which are essential to business process 
improvement [18]. Examples of process areas in CMMI-
DEV include: Configuration Management (CM), Integrated 
Project Management (IPM), Organizational Training (OT), 
Product Integration (PI), Project Monitoring and Control 
(PMC), Project Planning (PP), etc. [17]. Each process area 
has generic goals and practices, and specific goals and 
practices as shown in the structure below. 

CMMI [17] is an integrated approach across an enterprise, 
which focuses on building tools to support process 
improvement used to develop software systems. Process 
improvement helps to reduce the complexity, redundancy and 
costs associated with the use of separate and multiple 
capability maturity models (CMMs) [20]. 

CMMI has two streams of business process improvement 
(representations), namely: maturity levels – which 
corresponds to a staged representation, and capability levels, 
which correspond to a continuous representation. In a staged 
representation, processes are grouped and improved upon to 
achieve a specific maturity level. For example, in order to 
reach Maturity Level 1, an organisation would have to select 
and improve on these processes: CM, IPM, OT and PP. In 
continuous representation, a process to be improved on and 
the desired capability level are selected. 

Monitoring & 
fault control

Reactive ControlEnergy Control

Propulsion / Steering / Braking

Sensor Management

Velocity ControlFuel Control Safety Control

Decision and Management

 
Figure 3. An adapted modular architecture of an autonomous car [16]. 

 
Figure 2. The Three Aspects of the ALFUS framework as defined by 

the working group [13]. 
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D. Cubesats 

The original goal for developing cubesats and 
standardizing them was to develop the necessary skills for 
creating satellites intended for LEO missions and also limit 
the size and number of science instruments that could go on-
board these spacecraft [21]. 

Cubesats (see an example of a 1U in Figure 4) [22] are 
considered low cost spacecraft – by satellite cost standards – 
because they tend to be designed and constructed from 
Commercial Off-The-Shelf (COTS) components [4]. 

Nowadays, such microsatellites are utilised in LEO 
missions previously performed using monolithic satellites and 
this has resulted in huge mission cost savings [8]. The 
International Space Station (ISS) has – among other functions 
– been used to deploy cubesats into orbit. The ISS uses a 
standardised deployer called the Poly Picosatellite Orbital 
Deployer (P-POD) as shown in Figure 5 [23]. Cubesats have 
gained international interest and adoptions, even NASA has 
been seriously considering reducing exploration mission costs 
by automating most of the tasks involved in spacecraft 
monitoring and control. 

Traditionally, monolith spacecraft send their data 
(instrument data & navigation and health status data) back to 
earth stations for analysis. The data analysts and engineers 
send back commands to the craft for the next tasks to be 
performed. This exercise has a high cost because the number 
of missions has increased over the years and therefore mission 
personnel has had to increase [24]. 

Another issue with traditional satellites is communications 
lags between earth stations and the satellites in space. This 
increases the risk of mission failures because it takes more 
than a few minutes for the ground operators to receive the data 
and process it before they know what is happening out there, 
and by that time the spacecraft could be damaged, or the 
mission could have been jeopardized [24]. 

Cubesats were meant for the academic environment, but 
NASA – since the cubesat launch initiative and the 
Educational Launch of Nanosatellites (ELaNa) [25] - is 
investing in the advancement and development of the platform 
with the view to send cubesats into deep space in the near 
future [26]. 

NASA Goddard is actively working on propulsion 
systems, power sources and avionics to use on cubesats. 

Currently, cubesats, due to their size have the following 
limitations [21]: 

• No long-range communications for sending data from 
deep space - however NASA has developed a miniature 
radio-communication system capable of talking directly 
to Earth from Mars and beyond. 

• Current propulsion systems cannot fit on these small 
form factor satellites. 

• Some scientific instruments cannot fit in the small form-
factor frames. Innovators have to design instruments fit 
for the cubesat platform. 

NASA’s future strategy is to incorporate cubesats into their 
long-term plans for deep space exploration once the above 
limitations have been resolved [27]. 

The European Space Agency (ESA), since 2013, has had 
vested interest in cubesats too, mainly to test miniaturised 
technologies for small payload-driven missions [28]. ESA 
uses cubesats because of their low cost and high modularity, 
and therefore allows the demonstration of miniaturised 
technologies using System-On-Chip (SOC) integration and to 
demonstrate constellation configurations [28]. 

Autonomic computing in cubesats as of the writing of this 
paper is scarcely available – at best. Future endeavours will 
see cubesats take centre-stage in space missions with 
monolithic satellites [29] and therefore need to be autonomic. 
Cubesat design and development is still based on commands 
being sent from earth stations [30]. An example of a ground 
station controlled satellite was the SwissCube, which was 
designed for altitudes of 400km and 1000km and only had 
ground station access time of between 5 minutes and 10 
minutes [31]. 

This shows another problem in LEO satellites, “access 
time” is very limited, hence the need for cubesats to be 
autonomic so they can perform multiple tasks without waiting 
for instructions from ground stations. There are several 
projects whereby autonomy is built-in from the beginning like 
the University Würzburg’s Experimental satellite UWE-3, 
which was designed to address the following challenges [32]: 

 Real-time failure detection, identification and 
recovery on-board, as miniaturization increases 
susceptibility to noise effects. 

 Network control of the multi-satellite system, 
requiring integration of attitude and orbit control with 
the communication in order to be tolerant to 
interruptions of the link. 

Current development of autonomic cubesats is still in early 
stages, e.g., the UWE-4 satellite incorporated orbit 

 
Figure 4. An example of a 1U cubesat [22]. 

Figure 5. A 3U Poly Picosatellite Orbital Deployer (P-POD) [23]. 
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determination and control, and it had attitude determination 
and control [33]. ESA developed a similar autonomic model 
with levels ranging from E1 to E4 with level E1 being the 
lowest and level E4 being the highest whereby mission goals 
are run by the on-board computer. 

The level of desired autonomy is not always the highest, it 
depends on the mission and its goals, and sometimes the best 
level of AC is adjustable and mixed autonomy [32].  

III. RESEARCH HYPOTHESES 

Given the young and evolving nature of the cubesat 
industry and hence the lack of autonomic control in cubesats, 
the plan in this project is to investigate autonomic computing 
in cubesats using the following hypotheses: 

A. Hypothesis 1:  

An autonomic capability model can be used as a tool to 
educate and motivate cubesat developers on the relevance and 
areas of application of autonomicity in space missions. By 
following the reasoning and use of the IBM 2001 maturity 
model and the automotive industry autonomic model, and 
CMMI, it is possible to develop a CACM that can form the 
basis for specifying autonomic features of relevance to future 
cubesat missions. 

 
1) Research Steps 

In studying and exploring this hypothesis, the following 
steps are being followed and used in the development of the 
CACM: 

a. An evaluation of the layered models applied to 
autonomicity in the car industry and also the IBM 2001 
maturity model has been conducted. Parallels have been 
drawn from the automotive industry autonomic levels 
and the IBM AC levels and capabilities, and currently 
investigating how they can be adapted and customised to 
suit the size and power constrained cubesat platform. 
This step is being performed through literature reviews 
of the IBM AC model and the automotive autonomic 
model, identifying specific capabilities in each level and 
key features of the progression from one level to the 
next. 

b. Perform an in-depth literature review of the cubesat 
platform. This will be an intensive study of the cubesat 
environment, i.e., the components, form factors, current 
features, feature limitations, current and future cubesat 
mission types, and projected roadmap for development. 
Possible alternatives to cubesat components and 
computing platform will be explored because current 
“Commercial Of The Shelf” (COTS) components, are 
too expensive for most schools and universities, and 
therefore cheaper alternatives are a must to further drive 
the future of cubesat development. 

c. Formulate the capability model (drawing inspiration 
from CMMI, the IBM Autonomic Maturity Model, the 
ALFUS and the Automotive Autonomy Model) to be 
applied to cubesats and to be incorporated in future 
cubesat developments. This step will involve distilling 
the best features of the models used as an inspiration for 
drawing this capability model. Some features and 

capabilities present in the above-mentioned models will 
not be applicable to cubesats due to the physical size 
limitations, component limitation and computing power 

d. Develop an expert system to educate cubesat 
developers on how to use and apply the CACM to their 
cubesat designs and development. This system will 
guide developers on how to best develop and deploy the 
model. The system will be run remotely, and will create 
space mission profiles based on the interaction with 
developers as they respond to questions asked by the 
system to try and determine what level of autonomic 
computing is required for specific missions. 

e. Formulate a set of evaluation questions to test the 
hypothesis, and to help improve the CACM. The 
questionnaire will be used to conduct surveys of cubesat 
developers and professional institutions in the cubesat 
industry. Such institutions will include private space 
technology companies, universities and space agencies. 
The surveys will collect information on how current 
satellite and cubesat developers think autonomic 
cubesats could benefit future space missions. 

f. Survey a suitable number of cubesat institutions / 
companies to complete the evaluation. These will be 
planned in conjunction with the Space Mission 
challenges for Information Technology (SMC-IT) 
conference and possibly use the NASA network of 
contacts to distribute a questionnaire and get enough 
responses to test the hypothesis. A conference paper will 
be presented in the SMC-IT conference and delegates 
will be requested to fill-out the survey questionnaires. 
The data collected from the questionnaire forms will be 
used to change and tweak the model to best address any 
concerns obtained through the questionnaire feedback. 

 
2) Risk Assessment 

Perhaps the main risk associated with testing the first 
hypothesis is in not being able to survey the intended number 
of cubesat institutions. This could potentially render testing 
the hypothesis by real-world cubesat developers 
unachievable. There is another risk that the intended 
conference paper might not be accepted for presentation at the 
SMC-IT conference, and that would result in not getting the 
survey performed as mentioned in the research steps. 
 

3) Risk Mitigation 
A workshop will have to be planned and run at one of the 

SMC-IT conferences if the paper is not accepted. The 
workshop will be used to show developers how they could 
benefit from applying autonomic computing in cubesat design 
and development for individual cubesats and in constellations.  

The workshop can also show how space missions can be 
better managed and made cheaper if cubesats were autonomic. 
By using a pre-recorded video to cover the use of the CACM, 
in conjunction with a knowledge-based system, it is hoped that 
workshop attendees can quickly be brought up to speed with 
our work and will then be in a position to complete our survey. 
Participants who need additional time will be able to take the 
CACM the video and the survey questionnaire away with 
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them, and will be followed-up within two weeks to ensure 
they complete the survey. 

B. Hypothesis 2: 

An autonomic and apoptotic solution can address the 
needs of cubesats in complying with the requirements 
associated with space junk and will act as a suitable 
demonstrator area to illustrate the architecture of the CACM. 
Using the tenets of the CACM, cubesats can be designed to 
comply with the international requirement to clean-up space 
junk and debris by de-orbiting cubesats at the end of their 
mission or by executing the kill-switch if a cubesat develops 
an irrecoverable error condition before the end of its mission. 
This study will seek to demonstrate an apoptotic architecture 
through its implementation in a working solution. 

1) Research Steps 
The research steps to be followed when studying and 

exploring this hypothesis are as follows: 
a. Investigate the space junk / debris problem in light of 
increased deployed spacecraft, especially cubesats. 

b. Investigate available space clean-up solutions both 
current and those being proposed. Various sizes of space 
junk may possibly require different methods of clean-up, 
in this step, we will investigate proposed solutions for 
cubesat clean-ups. 

c. Create a de-orbiter architecture employing apoptosis. 
The architecture will demonstrate various levels of 
capability according to the CACM autonomic levels, and 
therefore will incorporate Self-CHOP (Self-
Configuration, Self-Healing, Self-Optimisation and 
Self-Protection), Monitoring, Analysis, Planning and 
Execution (MAPE) and communications. The 
demonstrator will have a number of versions each 
illustrating specific capabilities and level of 
sophistication at each of the CACM levels. 

d. Perform the de-orbiter evaluation, during and after 
development and use that outcome to reform, improve 
and refine the model in step C of the first hypothesis. 
This is a feedback mechanism to change the model and 
make it more relevant to actual software development of 
autonomic cubesats. This provides an internal 
assessment and fine-tuning of the CACM model. 

e. Build a de-orbiter simulator application to 
demonstrate the kill-switch capabilities of cubesats 
without propulsion (ground de-orbit simulator). 

f. Get feedback from domain experts about the 
demonstrator / simulator through conference paper 
presentations and get questions or paper reviewers’ 
feedback. 

 
2) Risk Assessment 

The demonstrator application will only test the hypothesis, 
but getting feedback from domain experts would add weight 
to the CACM and the apoptotic solution. The risk is in not 
being able to get the domain expert opinion. 

 
3) Risk Mitigation 

 A workshop to demonstrate the application of the CACM 
in an apoptotic solution would have to be held at a conference. 

The workshop would help to test both the first and the second 
hypotheses using questionnaires to gather expert opinion on 
both the CACM and the apoptotic solution. 

IV. ROADMAP FOR AUTONOMICITY IN CUBESATS 

The roadmap for future cubesat development, as proposed 
in the CACM, is divided into 2 categories, namely: - the 
“Inspiration from Existing Models” and the “CACM 
Functional Areas”. These two define both the hierarchy of the 
model and what modules or functional areas the CACM 
levels apply to within the cubesat platform. 

A. Inspiration from Existing Models 

Cubesats are designed from the ground up for specific 
missions. The mission type and goals determine what size the 
cubesat has to be, what capabilities and what scientific 
instruments to fit in the system. All these aspects of the 
cubesat can be autonomic individually and collectively, and 
can collaborate in a constellation. 

 Table I below summarises completed work on the draft 
CACM. The model consists of 5 autonomic levels derived 
from the IBM 2001 autonomic maturity model and the 
automotive automation models [34][35][36][37]. The 
proposed model shows how each level implements MAPE [1] 
of commands, and the tenets of Self-CHOP [1]. It also shows 
how cubesat functions and capabilities in the various 
incremental autonomic levels get more sophisticated as the 
level increases towards AC level 5. 

Based on the literature review [5][13][38][39] conducted 
in this study, autonomicity is not common in the cubesat 
platform, especially as it relates to space debris clean-up. It 
was therefore deemed necessary to develop a roadmap model 
to help educate cubesat designers of the advantages of 
autonomic computing. The model will be a systematic 
implementation guide to autonomicity in the cubesat 
platform. 

 The CACM is inspired by CMMI [17][18][19], the 
Automotive Automation Model (AAM) [36][37], the IBM 
2001 Autonomic Computing Model [1] and the ALFUS 
Model [11][12]. It derives from the structures and 
formulation of these models to create a capability model 
specifically designed to be implemented on cubesats by 
engineers, cubesat designers and mission architects. The 
model’s purpose is to outline, draw up a roadmap for future 
cubesat autonomic designs and provides means to measure 
autonomic capabilities of cubesats against a standardized set 
of tiered self-management autonomic capabilities. 

Another model that inspired CACM is the car industry 
AAM as described by SAE International [36]. It serves as a 
common taxonomy and descriptions for driving automation 
and attempts to simplify coordination and communication in 
the autonomous car industry [36]. This model comprises 6 
levels ranging from full human driving with no automation to 
fully automated driving with no human intervention [36][37]. 

Since a cubesat is designed from the ground up for a 
specific scientific mission, whether it be monitoring 
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missions, exploration missions, defence / offence missions, 
and environmental study missions, cubesat functional 
specifications are therefore always mission specific. The 
CACM is product (cubesat) specific, and therefore, it would 
not follow the CMMI process areas, which are organisation 
specific [17]. However, it is envisaged that cubesat 
development can benefit from adopting this model because 
the CACM will form a basis for a systematic process of 
designing and developing cubesats incorporating autonomic 
behaviour from the ground up depending on mission 
specifics. Also, the CACM will be useful in setting the 
validation criteria for cubesat autonomic capabilities. 

The drive to reduce space missions’ costs is a strong 
catalyst in the development of safer, cheaper, smart, self-
deorbiting cubesats and successful missions by implementing 
autonomic behaviour in cubesats. This will result in cubesats 
that will reduce space debris by deorbiting themselves and 
burn-up upon entry into the earth’s atmosphere or any other 
planet’s atmosphere. Part of the CACM capability definitions 
will be safe cubesats in that they can self-protect against 
potential dangers, e.g., change course if a cubesat is on a 

collision course with another object or if solar storms are 
predicted to be heading towards the satellite, the cubesat can 
self-shutdown. Self-protection helps to extend cubesat life-
span, thereby allowing more successful missions on first take, 
resulting in low-cost missions. 

Currently, there are no standard practices followed by all 
cubesat developers in reference to automation, autonomy and 
autonomicity. Every manufacturer seems to follow their own 
standards based on mission requirements and in CMMI 
terms, this would be similar to project management that is not 
standardized throughout an organisation. 

B. CACM Functional Areas 

Every cubesat contains the following components and 
functional areas, which form the core elements of a cubesat. 
Every cubesat implementation of the core components will 
vary depending on mission objectives. Their level of 
sophistication will be determined by the science mission 
objectives and the level of autonomicity the designers will 
want to implement. The main tasks and specific goals of each 
functional area are listed under each component. These tasks 

TABLE I. SUMMARY OF THE CACM. 

CUBESAT AUTONOMIC CAPABILITY MODEL (CACM) 

Autonomic Capability Level Autonomic Cubesat Level Description 

AC1  
 
Incorporate Specific 
Capabilities 

Mission is fixed  
Limited on-board capability to transmit data and health signals  
Constellation: Information only. 
No propulsion 

AC2  
 
Standardize Capabilities 

Mission is pre-scheduled, mission operations on-board. 
Transmits data to ground station on a schedule. 
Constellation: Information only. 
No propulsion 

AC3  
 
Human & Machine Shared 
Capabilities 

Mission is pre-scheduled, mission operations on-board. 
Transmits data to ground station on a schedule. 
Some internal systems are autonomous  
Kill switch autonomously executed and by ground station. 
Mission goals can be adapted mid-mission 
 

AC4  
 
Machine Delegated 
Capabilities  

Execution of goal-oriented mission operations on-board. 
Autonomic internal systems operations. 
Send health status to ground station and constellation. 
Mission goals can be adapted mid-mission  
Allows ground station to veto kill-switch execution. 
Propulsion 
Autonomic Avionics and collision avoidance – human instructions are optional 

AC5  
Full Autonomic Capabilities 

Goal-oriented mission operations on-board. 
Can self-re-initialize OS and internal systems – no human intervention 
Sends health status to ground stations. 
Only receives new mission from ground station. 
Kill switch notification with error details 
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are high level, more details will be included as the model is 
further developed. 

1) Mission Control (MC) 
 Hardcode mission objectives. 
 Mission tasks run on fixed schedules. 
 Software controlled mission objectives. 
 Change mission objectives mid-flight. 
 End / Terminate mission. 

2) Communication and Data Transmission (C&DT) 
 Send science and internal systems data to ground 

stations. 
 Receive constellation communications and data. 
 Receive ground stations commands – including 

new mission plans and commands. 
3) Health Monitoring (HM) 

 Monitor internal sensors. 
 Monitor internal modules (collection of sensors). 
 Send health status to ground stations and 

constellation. 
4) Ground Station (GS) 

 Receive and analyse satellite data. 
 Plan new missions. 
 Change current missions. 
 Upload new missions. 

5) Management 
 Monitor all systems on the spacecraft. 
 Manage and coordinate all sub-systems. 
 Collaborate with all spacecraft modules. 

6) Launch and Deployment (L&D) 
 Power-up cubesat 2 hours after deployment. 
 De-tumble and stabilise cubesat after power up. 
 Deploy antennas and solar panels. 
 Collaborate with internal control systems. 

7) Electric Power Supply (EPS) 
 Monitor available battery power. 
 Monitor power drainage rate. 
 Collaborate with Planning about schedules. 
 Regulate available power for components. 

8) Attitude Determination and Control System (ADCS) 
 Use various methods to determine attitude. 
 Collaborate attitude determination in 

constellation. 
 Use available mechanism to alter attitude to meet 

mission goals. 
9) Orbit Determination and Control (ODC) 

 Use various instruments and algorithms to 
determine orbit length, and inclination angle. 

 Collaborate orbit determination with constellation. 
 Use available propulsion mechanism to change 

orbit. 
10) Position Control (PC) 

 Monitor spacecraft position relative to mission 
specification. 

 Use propulsion to manoeuvre the cubesat to 
various pre-planned and ad-hoc positions. 

 Move cubesat to specific positions in 
constellation. 

11) Scientific Instrumentation 
 Monitor all scientific experiment instruments. 
 Validate instrument data. 
 Collaborate with Data Transmission. 

12) Kill Switch 
 Enable provisional kill switch. 
 Override ground station kill switch commands. 
 Collaborate with Self-CHOP, De-Orbit Control 

and Management. 
13) De-Orbit Control 

 Monitor Kill Switch status. 
 Collaborate with Orbit Determination and Control, 

Attitude Determination and Control, to quickly 
degrade the craft’s orbit. 

 Collaborate with Constellation Management. 
14) Constellation 

 Monitor individual members’ health status. 
 Collaborate and coordinate flying formation 

through individual members’ Attitude 
Determination and Control, Orbit Determination 
and Control, Position Control, and Data 
Transmission. 

V. KILL SWITCH – EXEMPLAR APPLICATION 

The kill switch functional area is designed to address the 
space debris problem of defunct satellites remaining in active 
orbit for many years after their missions have ended. We 
propose that all cubesats should implement a kill switch 
feature / function, which will shut down all onboard 
equipment, and deorbit the cubesat into the graveyard orbit, 
or cause it to deorbit towards the earth and burn up in the 
earth’s atmosphere.  

The highest level of autonomicity for single cubesat 
missions is level 3. This level, corresponds to the IBM 
autonomic level 5 [1], whereby the cubesat is “self-
sufficient”. Levels 4 and 5, only apply in constellations 
configurations. In all levels of autonomicity in the CACM, 
ground station has full access to the cubesat, but as the levels 
increase there is less need for human / ground station 
intervention. The sophistication of one CACM level, is built 
on the previous level’s capabilities, features and functions. 
Each level adds more features and functions to the previous 
level’s defining capabilities, and functions that are performed 
by the cubesat, thereby, reducing human intervention in the 
cubesat mission management process. 

In level 1, the cubesat’s monitoring subsystem polls 
sensors for heartbeats at fixed intervals and if no heartbeats 
are detected, it alerts the ground station. If ground station 
does not respond after 1 full orbital time, the cubesat restarts 
the faulty sensors. The restarts of the sensors are performed 
up to a maximum number of times, if the errors are not 
cleared. After the restart threshold is reached, then the 
cubesat executes the kill switch. All data validation processes 
are performed on the ground station systems. At this level, 
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the only autonomic feature of the cubesat is this apoptotic 
function, which means if the cubesat loses contact with the 
ground station, it will, by default, deorbit. 

Level 2 adds the ability for sensors to send their heartbeats 
and data at parameterised intervals to the monitoring 
subsystem of the cubesat. A high-level data validation, is 
performed by the monitoring subsystem. If, and when sensors 
become faulty, with errors that cannot be cleared, the cubesat 
can turns off those faulty sensors and continues the mission 
until all sensors are defunct. The cubesat will reboot itself to 
try and clear faults if all of its sensors have become faulty. If 
errors are not cleared after a maximum number of reboots, 
the kill switch will be executed. 

Since level 3 is the highest CACM level for single cubesat 
missions, the cubesat implements all possible autonomic 
features within the limits of its processing power, and 
electrical power resources. As in previous CACM level, the 
features in this level are a cumulative addition to the above- 
mentioned levels 1 and 2. At this level, a cubesat can reload 
mission tasks from storage and recalibrate sensors. If the 
reload attempt threshold is reached and errors persist, the kill 
switch is executed. If the cubesat detects an imminent 
collision, it navigates around the obstacle without waiting for 
ground station instructions. 

CACM level 4, introduces constellation configurations 
for cubesats i.e., a level 4 cubesat, is self-aware and 
constellation aware. It can announce itself with its functions 
and capabilities, it can join and leave the constellation, as and 
when required. It communicates with the constellation via the 
constellation coordinator / manager. A constellation member, 
as an individual device, implements the CACM level 3 of 
autonomicity. The science data and health status information, 
in a level 4 cubesat, is sent to the ground station via the 
constellation manager. If the cubesat’s sensors all fail, the 
cubesat removes itself from the constellation – it notifies the 
constellation coordinator - and follow the CACM level 3 
recovery process. If, and when the cubesat’s sensors are 
working again, it re-joins the constellation. 

At level 5, in addition to level 4 capabilities and features, 
cubesats are grouped according to features and capabilities in 
order to form redundancy groups. Cubesats at this level, can 
request to delegate some or all of their tasks to other members 
via the constellation manager. The constellation manager 
delegates other members’ tasks to individual members of the 
same redundancy group. Cubesats at this level will take over 
other members’ tasks in the same redundancy group at the 
request of the constellation manager. Members must be 
environment aware, i.e., be able to move in formation with 
others, and keep appropriate distances among themselves and 
avoid collisions. 

The constellation manager can remove members with 
faulty statuses or corrupt data from the constellation, in order 
to protect the constellation’s integrity. Constellation 
management delegation is performed by vote, i.e., if the 
primary manager and the initial backup manager go offline or 

fail, other members take a vote to elect the next constellation 
manager. 

Similarly, CACM level 5 cubesats implement and operate 
at CACM level 3, at the individual level. The kill switch is 
executed if errors persist even after going through the 
recovery process as defined in CACM level 3. 

VI. CONCLUSION AND FUTURE WORK 

This paper has presented the background literature review 
on autonomic computing as used in normal computing 
platforms, in the auto-industry, in unmanned systems, in 
monolithic satellites and cubesats. A review of the autonomic 
models used in the automotive industry and other unmanned 
systems has shown that autonomy is still in its infant stages, 
and therefore, more work still needs to be done. 

An autonomic capability model geared towards advancing 
cubesats and their functionality has been proposed and is 
under development. A brief summary of the model has been 
presented in Table I, and it is a very high level view of the 
model. The model development has drawn inspiration from 
other models, e.g., the IBM Autonomic Maturity Model, 
CMMI, ALFUS and others. These models will continue to be 
used to fine-tune the CACM and through domain experts 
feedback collected through surveys in conferences. 

The current CACM is in early stages of development, it is 
still a high-level work-in-progress document. Further 
development will be carried out as per the listed steps in both 
hypotheses. When the model has the details in each task and 
autonomic level, an exemplar application will be developed to 
illustrate practical applicability of the model. Challenges 
encountered during the application development phase will be 
used to modify and fine-tune the model. This process will be 
on-going until the end of the study. 

The model will require cubesat developers to create 
components that are manageable through application software 
in order to implement full autonomic features. This will 
require an increase in the number of device sensors to enable 
the cubesats to monitor more of their internal systems and 
their surrounding environment. 
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Abstract—Web services are implemented by using many atomic or 

composite services. In a dynamic environment, some Web services 

require to select a service with defined Quality of Services(QoS) 

through runtime adaptation in changeable environments. In 

alignment with user satisfaction requirements, in selection of 

services a tradeoff between QoS should be considered, especially at 

runtime adaptation in dynamic environments. There are many 

methods for service selection and composite services with priority of 

QoS, but they do not predict optimizing service composition in the 

large scale environment. A self-optimizing method just continually 

adjusts the control service's parameters that pass to other services. 

In this paper, in a self-optimizing method, the goal and the 

procedure for selection and composition of optimal services are 

proposed. It includes three parts, services are limited in a defined 

scope by convex hull algorithm and then the optimal services are 

chosen by the divide-and-conquer algorithm. The optimal service 

selection is as input parameter goes to service composition 

algorithm. The QoS metrics taken into account and measured for the 

optimal service include response time, availability, throughput and 

reliability. The simulation results show that the system user 

satisfaction gradually increases by about 10% compared with the 

results of previous methods and show that the execution time is 

comparatively decreased by half. 

 Keywords-text; self-adaption; self-optimizing; service composition; 

Reinforcement Learning; convex hull. 

I. INTRODUCTION 

Service-oriented environments have become more and more 

important in recent years, where various kinds of Web services 

and service-based processes are gathered within a certain domain 

or across domains [1][2]. They give people the ability to make, 

manage and share their own services, and make it possible to 

compose them based on a user's needs, providing them with extra 

value [1].  As reported in some previous studies on service 

selection, QoS attributes of atomic services are gathered for 

calculating the QoS of composite services in service composition 

environments [2][3].  

Self-optimizing is considered a QoS optimization problem, 

choosing atomic services generating the highest QoS overall 

value as optimized solution [4][5].  It is presumed by most 

existing methods that QoS attributes pre-exist and QoS 

information of atomic services does not change. So, the ranking 

of declared QoS values is what determines the selection of a self-

optimizing service. These approaches, however, have various 

constraints when the following problems are considered in the 

real environment. Firstly, service-oriented systems have various 

possible services because of the way they operate in distributed 

heterogeneous environments. Furthermore, existing services are 

ever-changing, so the selector should have the ability to adapt 

automatically to the dynamic environment. Finally, system 

should select optimal services based on QoS in reasonable time 

to meet user requirements. 

In this paper, we propose a method for selecting and 

composition of services based on the self-optimizing. This is very 

important in service selection, because this kind of method can 

autonomously react to dynamic environments during its life cycle 

and adapt to them. This feature is very useful, and the reason is 

that nowadays, all services are distributed in large scale 

environment and they are always changing, so the system needs 

the method which can adapt to them. The self-optimizing method 

is also able to automatically improve behaviors by itself 

continually. It is considered as one of its features because one of 

the concerns for service composition in previous methods is 

selecting optimal services based on QoS.  

The rest of the paper is organized as follows: In Section II, 

related works are discussed. Section III introduces a self-

optimizing Method and process variability. Section IV 

demonstrates the validity of the proposed method by a series of 

simulation experiments. Finally, Section V draws some 

conclusions.  

II. RELATED WORK 

In this section, some related work from the perspectives of 

the self-optimizing service selection and composition based on 

QoS is introduced. 

With the growth of Cloud Computing, Service Oriented 

Architecture (SOA) and Software as a service, possible services 

with similar functions but different QoS increase in numbers, 

which has made it far more difficult to select and compose 

services [5]. This has led to growing research in composition of 

QoS-aware Web service in SOA and Service-Oriented 

Computing (SOC) fields [6][7][8]. Yet, service composition is 

currently done mostly via approaches that utilize a semi-optimal 

approach relying on a single goal, instead of using Pareto optimal 

solutions that take into account the balance between various QoS 

objectives [9]. 

One sophistication that may arise is when a user quickly requires 

a service with a specific cost and certain performance, yet with 

increased availability. In real world usage, however, distinct 

dimensional attributes may not be compatible with one another. 
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Availability pair and the time it takes to respond are two of these 

contrasting characteristics. This means that QoS of optimal 

service composition has low response time and high Availability. 

Thus, reaching the optimal solutions given the different rules on 

the measured QoS and the competing goals is an NP-hard 

challenge. QoS weighting is used by some algorithms to 

dynamically adjust to these tradeoffs via a feedback controller [5]. 

However, the QoS weight sum method, has some constraints as 

follow: 1) weight vector directly influences the solutions, for 

which awareness of the problem in advance is needed; 2) there is 

a limited selection of solutions, which are not well-distributed; 3) 

as the scale of problem rises, so does the complexity and the time 

executed is dramatically increase; 4) if solutions are in out of 

reach areas of the Pareto front, Pareto optimal solutions may not 

be found; and 5) Clients may actually want to see a list of possible 

services, while only one, i.e., the Pareto optimal, is offered. 

Another field of work concerns utilizing the skyline operator to 

measure the real Pareto front [10][11]. The first one, the Bottom 

Up Algorithm, measures the biggest sections' workflow in order 

to boost the effectiveness of the process. The second Algorithm, 

consecutively provides the Pareto optimal services. But having 

temporal complexity in these algorithms is not possible, as the 

Pareto front might exponentially become larger with more tasks 

in the workflow. Also, the way the search area is pruned by the 

skyline operator means some possible services could be put aside 

even before selection occurs to meet the tradeoffs between multi 

QoS objectives, Pareto optimal workflows were set by Mostafa 

and Zhang [9]. It is provided tradeoff in linear domains with 

convex hall as well as the optimal Pareto front solution. Also 

Quick hull operator used to prune the search space may have 

polynomial time complexity because in the large number of 

workflow tasks, it has execution time at O(n2). Reinforcement 

Learning algorithm [12] has been introduced for solving 

sequential decision-making issue and makes learner optimal 

policy of Markov Decision Process (MDP) for services 

composition at runtime. This system can adapt to the dynamic 

environment by calculated reward function. It is supposed to 

receive reward value, which is equivalent to the cumulative 

reward of all the executed services [12]. However, there can be 

challenges as to how existing multi-goal service composition 

methods can work in dynamic environments. For example, to 

determine QoS value mathematical methods are used that 

presume a static environment. Once there are changes in the 

environment, there are no strategies for the system to deal with 

the emerging QoS. Also, some of these methods make use of 

explicit models so as to determine which services are chosen. No 

Rue is present in this model for addressing a new QoS parameter. 

Furthermore, in multi-object method, services are chosen by the 

weight which is defined in a static environment. Hence, the 

weight of a new service or an obsolete service in static 

environment cannot be dealt with changing environment. Finally, 

a near-optimal runtime policy is used by adaptive service 

Composition, meaning that in each of the system's lifecycles 

service composition is not optimal and the system cannot self-

optimize.   

In this paper, a new self-optimizing method is proposed. This 

method is based on Reinforcement Learning for calculated user 

satisfaction by reward function. A self-optimizing system is one 

that dynamically optimizes the operation of its service 

composition while it is running. The optimizer just continuously 

adjusts the control service which is selected based on QoS to 

compose with other services. In this system two main goals are 

followed, service composition can adapt with changing 

environment and system can optimize service composition based 

on QoS automatically and also multi-objective service 

composition approach is considered. In order to achieve those 

targets, this paper follows these steps: First, new search algorithm 

in convex hull is introduced for selecting multi-objective optimal 

services. Then, use Reinforcement Learning algorithm for 

compute services user satisfaction. This algorithm will obtain 

initial knowledge of the service selection from the divide-and-

conquer algorithm and it will be optimized when service 

composition is based on optimal service.  

III. PROPOSED METHOD FOR COMPOSITION OF 

SERVECES 

In this section, the self-optimizing method is introduced for 

selection and composition of services in order to improve 

Reinforcement Learning method for service composition. In 

previous method, proposed service composition is not optimized 

in each life-cycle system. In this paper is proposed service 

composition that is optimized continuously. A self-optimizing 

composite service is one that dynamically own optimizes the 

service composition while it is running, so it needs to have some 

kind of rules that can follow in the system. The goal of the self-

optimizing method is to maximize service composition based on 

QoS at all times. This method has ability to implement in the 

Large scale services and follows the goals like user satisfaction, 

being self-adaptive to the changeable environment, and 

presenting an automatic optimum service composition based on 

QoS. Before main algorithm is proposed, the schema of the self-

optimizing method is mapped in MAPE_K loops, and the self-

optimizing cycle in order to define the issue's scope should be 

explained. 

 

A. Adaption Loop 

Self-adaptive software is based on a closed-loop mechanism 

which is called the MAPE-K loop for autonomic computing, and 

includes the Monitoring, Analyzing, Planning and Executing 

functions. Self-optimizing is one of the most remarkable 

properties of self-adaptive systems. Therefore, my recommended 

plan for the self-optimizing is mapped in the MAPE-K loop in 

order to shows the workflow of the method. 

Accordingly Figure 1, the QoS values are defined. In this paper 

response time, availability, throughput and reliability are as QoS 

parameters which are collected in “monitoring” step. Then, the 

collected data are analyzed in the “analysis” step.  In this step, the 

value of those parameters is normalized. Then especial selected 

algorithm is executed in “Planning” stage. Optimal selected 

service as input parameter goes to the “execution” stage. In this 

stage, by Reinforcement Learning algorithm the best services are 

predicted for the user. MAPE-K loop is based on learning so there 

is one stage to share Knowledge with each part for predicting the 

system's behavior. In this case, the system needs to predict service 
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composition to achieve high user satisfaction. Using reward 

function in Reinforcement Learning algorithm, the learning 

process is defined. 

 

Figure 1. Abstract schema of the proposed method based on MAPE-K 
architecture. 

B. Self-optimizing cycle mapping 

The scope of service selection and composition is mapped on 

the cycle of the self-optimizing, which is depicted in Figure2.  

The first step is “analyzing the current state”. It is defining 

some QoS parameters which are normalized in a certain data 

range. The second step is “determining the goal of system”. In 

this step the main goal of the system is defined. In this paper, the 

main target is selecting optimal services among distributed 

services, according to (1). 

             𝜋 ≔ 𝑆 → 𝐴.                                   (1) 

  

 

Figure 2.  Self-optimizing cycle mapping for the selection and composition of 
service. 

Geometric convex hull operator is used in order to reduce number 

of services. The convex hull is the smallest convex polygon that 

encloses all points in specific space. Here, points are services 

which should locate in defined geometric place. The service is 

limited as (2). 

   𝐶𝐻(𝑆) = {𝑠𝑖1
. 𝑠𝑖2

. … . 𝑠𝑖𝑚
}. 𝑚 ≤ 𝑛. 𝑠𝑖𝑗

∈ 𝑆. 𝑗 = 1.2. … . 𝑚.     (2) 

Equation (2) shows that the convex hull of services includes "m" 

is members and "n" is the number of available services. So the 

number of services, which are known as members, are smaller 

than the number of available services. New services are adding in 

specific space by incremental convex hull algorithm. This process 

is implemented in three steps: first, place the visible facets for the 

services; the boundary of the visible faces is the set of horizon 

ridges for the services. Second, construct a cone of new facets 

from the service to its horizon ridges. Third, eliminate the visible 

facets. Therefore, the convex hull of the new service and the 

previous services is formed. Moreover, Convex hull is clustering 

services and categorizes them in a finite-dimensional space to set 

services in. In (3),  "d" is number of dimensions in  convex hull.  

In this paper, two dimensions are used.  So, this algorithm 

translates the interior service to half spaces by dividing offsets 

into coefficients. Dimensions are allocated two QoS parameters, 

which are analyzed in first step, it shows (3). 

                          𝑄 = {𝑄𝑖 ∈ 𝑅𝑑|∀𝑄𝑖 ∈ 𝑄. ∃𝑠𝑖 ∈ 𝑆}.                        (3) 

     According to Figure 3, the response time and throughput are 

determined with two-dimension space. Services are divided into 

four zones by the clustering of convex hull. It determines 

services' suitable zones according to the value of their QoS. For 

example, the optimal service placed in (b, c) zone which has 

highest throughput and lowest response time. 

 

Figure 3. Selecting optimal services by clustering and divide-and-conquer. 

      After optimal services are determined in a defined zone, 

optimal service is selected by divide-and-conquer algorithm. This 

algorithm has O[𝑛 log 𝑛] execution time in all cases. This 

algorithm operates as follows. In the first step, vertical line L 

divides services into two subsets A and B, each containing N/2 

services (seen Figure 3). Since every service in A and B cluster 

has an x-value and y-value, in next step, x-value and y-value of 

each service in A and B cluster are compared together. In the last 

step, rank of each axes for any services is defined. As an example, 

when x-value of B dominates x-value of A but the y-value of B is 
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not greater than the y-value of A. Comparing services based two 

QoS parameters are continued until the optimal service is 

selected; this is a recursive algorithm (4) and (see Figure4). 

                               𝜋∗ ≔ 𝐷ℎ𝑢𝑙𝑙𝜋(𝑠𝑡). (∀𝑠𝑡 ∈ 𝑆)                        (4) 

Figure 4. Selected optimal services based on convex hull and divide-and-
conquer algorithm. 

The third step of self-optimizing cycling is composing optimal 

services. In this section, reinforcement learning algorithm schema 

to orchestrate service composition is introduced. In this 

algorithm, the task of the learner or decision-maker is to learn a 

policy based on reward function. The complete learning process 

is depicted in the algorithm in Figure 5[12]. In this algorithm, the 

task of the learner or decision-maker is to learn a policy based on 

reward function [12]. 

Figure 5. The Baseline Reinforcement Learning for Service Composition [12]. 
 

In this algorithm, initial state 𝑠0 , terminal state 𝑠  and Q(s ,a) are 

defined. Q (s, a) is simulation of observed reward. In each episode 

(round), the learner starts from the initial state 𝑠0, and takes a 

sequence of actions by following the €-greedy policy (which is 

introduced subsequently). As line 7 shows, optimal service is 

chosen based on €-greedy policy and old Q (s, a) value is 

completely replaced with the new value of reward function. Rate 

of learning is α, which is quantity between 0 and 1. The discount 

factor is γ that reflects the learning policy. Both value of α and γ 

are different in differ issue. The value of €-greedy is (€ < 1). The 

most significant part of this algorithm is computing the reward 

function which calculates user satisfaction. In this paper reward 

function is used as well as this algorithm [12] to predict service 

composition and observe user satisfaction. The policy of reward 

function is determined according to (5). 

                     𝑅(𝑠) = ∑ 𝑤i×
𝐴𝑡𝑡𝑖

𝑠−𝐴𝑡𝑡𝑖
𝑚𝑖𝑛

𝐴𝑡𝑡𝑖
𝑚𝑎𝑥−𝐴𝑡𝑡𝑖

𝑚𝑖𝑛                                      (5) 

where Atti
s shows current value of the ith attribute of service s, 

and Atti
max and Atti

min show maximum and minimum value of Atti 

for all services. Wi is the weighting factor of Atti. This value is 

positive if users prefer Atti to be high value (e.g. throughput). Wi 

is negative if users prefer Atti to be low value (e.g. response time). 

C. Self-optimizing method for service composition 

In this selection, a self-optimizing method is proposed. 

According the self-optimizing cycle, the main goal is selecting 

optimal services based on QoS through distributed services. 

Response time, reliability, availability and throughput are the 

QoS parameters which analyze and compute the value of them for 

the self-optimizing method. This method has been shown in 

Figure6. According to the self-optimizing algorithm, Services and 

QoS parameters are initialized. Also, Q (s, a) as seen in 

Reinforcement Learning algorithm at the start of this algorithm is 

initialized. Line 3 to line 5, clustering convex hull based on QoS 

is calculated. All services in the convex hull are shown with H(si). 

The main purpose is selecting optimal services which is done with 

 
Figure 6. The self-optimizing for service composition. 

divide-and-conquer algorithm of convex hull. The optimal 

service selected is imported as an initial service parameter to 

composition algorithm. Then new action and next state (s') are 

defined in line 16. Reward function is calculated to compute user 

satisfaction in line 17. In  order to predict services composition in 

next step, this algorithm needs to update the value of reward 

function for service selected according to calculate quantity of   γ 

, 𝛼 and new reward value of next optimal service is selected 

according line 18. In this line, new optimal service is selected 

47Copyright (c) IARIA, 2018.     ISBN:  978-1-61208-610-1

ADAPTIVE 2018 : The Tenth International Conference on Adaptive and Self-Adaptive Systems and Applications

                           56 / 119



 
 

based on divide-and-conquer algorithm of convex hull, it shows 

with DAC (s', a').  

In this way, the self-optimizing strategy provides maximum user 

satisfaction. In each cycle of system, the services that have 

maximum user satisfaction are suggested to the user. Also, this 

algorithm can adapt itself to the dynamic environment. Service 

selection accuracy provides full potential of each service. In order 

to compare the result of this method with previous methods, 

consider to calculated average value of reward function. If the 

system gets higher score in reward function than other methods, 

it is optimal behavior in service selection and composition.  

 

IV. EVALUATION OF THE PROPOSED METHOD  

One of the vita factors in tourism website produces Web 

service with high QoS which are available and can respond to user 

requirements in reasonable time. Customers on the Web want to 

do anything conveniently and simply, such as booking hotels and 

flights with one service, which is called a tourist package, or take 

the best service offer from the system. The significant concern in 

a self-optimizing tourist website is how to increase user 

satisfaction gradually. So, the propose method is implemented on 

a tourist website, which is composed of services and adjusts to 

dynamic environment in order to meet user requirements. 

In this paper, the self-optimizing occurs at the source code 

level as done by the program. The tourist website was 

implemented by C#.net and Asp.net. The website is based on 

MVC Architecture and SQL Server 2016 database. The database 

was designed based on the normal equation in such a way that it 

does not have redundancy at updating time. Web services are 

provided from valid dataset [13] which has 356 real Web services. 

Those Web services have nine Quality of Web Service (QWS) 

attributes, which are measured with a commercial benchmark 

tool.  The advantage of this dataset is that Web services are 

collected from public source discovery, integration, registration, 

search engines and service portals. It is remarkable that each 

service was tested over a ten-minute period for three consecutive 

days. Therefore, calculation of QoS was ignored. But before using 

the value for each QoSs, they should be normalized because they 

are distributed over a wide range. Equation (6) was used for 

normalization, as introduced in [14].  

           𝑄𝑖
′ =

𝑄𝑖−𝑚𝑖𝑛
𝑖

 𝑄𝑖

𝑚𝑎𝑥
𝑖

𝑄𝑖−𝑚𝑖𝑛
𝑖

𝑄𝑖
.                                        (6) 

      The main goal of the tourist website is that users choose a 

travelling destination. The website is based on two scenarios, both 

of which incorporate selection and composition of services to 

answer user requirements.  

       The first scenario is that the user fills a form in order to access 

a weather service. Then the user submits the information to the 

website in order to get a list of weather services for their 

destination. The website finds a list of weather services and 

presents the best ones as the result of the queries to the user. The 

second scenario consists of two possible ways. In the first way, 

flight and hotel services are chosen same as weather services. But 

the second way is definitely deferent, because service of hotels 

and flights is represented in one service, which is called tour 

package. User requests especial tour package which includes 

defined flight and hotel. The tourist agent requests to choose 

defined flight services. Then, it is receiving ID of flight services 

to send hotel service selector. At the end, it is receiving ID 

composition service which consists of flight and hotel services. 

The system can predict the best tour package service for users 

who enter the same information. The last scenario is payment 

services just like the first scenario. In Figure 6, each state is 

shown.   

Figure 6. The work flow of tourist scenario. 

     The second scenario is the main scenario in order to obtain 

comparison between this method and the previous one. The 

previous method is Reinforcement Learning algorithm which is 

developed in the tourist website as well as the self-optimizing 

method. The reward function is calculated with deferent QoS 

parameters. In the experiment results, the discount factor ϵ is set 

at 0.9 and as the amount of α is set to 0.2 (Figure 7). Also 

according to Figure 8 , the value of γ is set to 0.5. All of the 

experiments were conducted on a Sony laptop with Core i5 

3.1GHz processors and 12GB RAM, running Windows 7. All 

proposed services are observed on the tourist website after 2 

minutes. 

  
Figure 7. Choosing best𝛼. 
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Figure 8. Choosing the probability γ. 

      In the first stage of evaluation, it is shown how Reinforcement 

Learning policy can be improved with the self-optimizing 

method. Reinforcement Learning algorithm is executed with zero 

knowledge about the QoS of the component of service 

composition and in some episodes the value of reward function is 

not better than the last stage and shows uniform behavior (see 

Figure 9). Proposed method is improved by adding a new policy 

about service selection for service composition, it has the ability 

to self-behavior and increase user satisfaction by achieving higher 

values of reward function. This simulation fixed six episodes; the 

number of services in each episode is increased in order to show 

the proposed method in large scale of services has the same self-

optimizing attitude. 

Figure 9. Comparing the proposed method with the Reinforcement learning 

method for increased user satisfaction. 

       In the second stage of our evaluation, it can be seen how a 

self-optimizing service composition adapts to the changes of the 

environment and value of the reward function, which represents 

user satisfaction, is steadily increased.  Changing environments 

are simulated by periodically changing the QoS attributes of the 

services. At first environment is changed by 5%. It means, 5% of 

basic services are added to the environment with the uniform 

probability distribution formula. Then Reinforcement learning 

algorithm and the purpose algorithm are executed. Figure 10 

shows the growth of the cumulative reward during the self-

optimizing process. In comparison, increasing the change rate in 

Reinforcement learning algorithm has delay because it has to 

identify QoS and needs to learn optimal execution policy. 

Conversely, the reward value of the self-optimizing method is 

comparatively higher and changes do not stop the optimizing 

process. In second simulation, the environment is changing by 

10% and the third simulation based on 15% .When the 

environment changes more and more, growth rate satisfaction of 

the self-optimizing method is more visible. In the third stage of 

our evaluation, Figure 11 shows how the self-optimizing service 

composition outperforms the reinforced algorithm in a large scale 

environment. In this evaluation, environment scale is represented 

by the number of services used in every tourist workflow. At first, 

hotel and flight services are increased up to 300, then reward 

function of the proposed approach is measured. The reward value 

depicts the user satisfaction. In the second and third picture 

reward functions are measured based on 400 and 500 services 

respectively. Comparing the proposed method with the 

Reinforcement learning method in the Large scale environment, 

self-optimizng method shows more satisfaction than the 

Reinforcement learning method. The fourth experimental results 

include test 1, test 2 and test 3. In this experiment, optimal 

services with low response time, high availability, high 

throughput and high reliability are selected. The results of test 1, 

as depicted in Figure 12, clearly show that the optimal tourist 

workflows have achieved high throughput, and high reliability 

among 50 services or lower response time and high availability. 

The outcomes of test 2 are represented in Figure 13, they support 

test1 statement, regardless of the bigger number of concrete Web 

services assigned to each task (100 services), as the optimal 

workflows obviously continue representing the same trend with 

lower response time and high availability, high reliability and 

high throughput. Finally test 3, as represented in Figure 14, has 

the same trends as test 1 and test 2 with large number of services 

(150 services). As a result, the size of environment does not affect 

selecting optimal services based on QoSs for each task in tourist 

website. 

       In Figure 15, the proposed method executed composed 

services in half the time of Multi-Object Service Composition 

algorithm which was introduced by Mostafa and Zhang [9], the 

reason is clearly observed; the previous algorithm used fast 

convex hull, whose execution time in the worst-case is O[n2] in 

contrast execution time of the self-optimizing method in all cases 

is O[𝑛 log 𝑛]. Therefore, by this chart, different levels of 

execution time of the two algorithms in large scale are more 

distinguished 

 

V. CONCLUSION 

The main purpose of this paper is to introduce a self-

optimizing method in order to select and compose services. 

Optimal services are selected based on QoS and composed with 

other services to answer user requirements. The significant 

algorithm in the self-optimizing method is the Divide-and-

conquer algorithm used for selection. The reason is that the 

execution time of this algorithm is O[𝑛 log 𝑛] in all cases. So the 

self-optimizing method behaves similarly on the large scale, with 

shorter execution times.  This time is half that of pervious method 

[9]. Therefore, when the tourist wants to take travel services, it 

can get optimal services in a reasonable time. Moreover, the 

Reinforcement Learning policy [12] has zero knowledge about 

the QoS of the component services, it takes some time to know 

services in large environment and predict user behavior. 
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Therefore, the rate of rewards value remains in consistent level 

when making comparison between  

 
Figure 10. Comparing the self-optimizing method with the Reinforcement Learning method in dynamic environments. 
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Figure 11. Comparing the performance of the proposed method with the base method. 
 

 

 
Figure 12. Optimal service based on QoS is Selected among 50services. 

 
Figure 13. Optimal service based on QoS is Selected among 100services. 

 
Figure 14. Optimal service based on QoS is Selected among 150services. 
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Figure 15. Comparing the proposed method with the method of selection service by fast convex hull. 

two steps of this algorithm. It has near optimal execution 

policies efficiently. In this paper, Reinforce Learning algorithm 

is modified with new policy to selected optimal services. This 

policy optimizes service composition in each cycle-life.  On the 

other hand, some QoSs is differing in best value. For example, 

response time is lower and availability is high in optimal 

services, so convex hull algorithm provides clustering in two 

diamonds which can choose optimal services with different 

values. The experiments show the efficiency of this algorithm 

is optimized in each steps. 

       Dynamic environment is one of the issues this day for 

websites like tourist website because services are always 

changing with improved performance or replaced with new 

services. The Self-optimizing method is a good solution to use 

here; it can optimize itself in large scale and adapt to a dynamic 

environment.   

       The proposed method takes about 2 ms to compute QoS. 

Therefore, it is useful for non-real-time systems like tourist 

systems. But it is not useful for real-time systems where time is 

very critical.  

       The future work is set to study the self-optimizing and self-

reconfiguring method together. Therefore, when the service 

selection and composition fail, there are methods to help the 

system to reconfigure itself automatically. The self-optimizing 

and self-reconfiguring are implemented in many systems 

simultaneously but up to now, they are not implemented in 

service-oriented systems. Using this feature can also improve 

the proposed method. 
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Abstract—When attacking the problem of live information dis-
semination, then publish/subscribe technology plays a key role in
crafting an efficient solution. Especially in safety-critical domains
like automotive embedded systems a key factor for an efficient
publish/subscribe mechanisms is type-safety. We introduce a
solution for type-based and semantic publish/subscribe which
allows to create hierarchical channels tailored to the needs of
an embedded system with physical entities communicating. Our
concept builds up on our dynamic adaptive middleware called
Dynamic Adaptive System Infrastructure (DAiSI), which allows
component configuration at runtime. As a technical medium, we
use the industrial standard Extensible Lightweight Asynchronous
Protocol (Exlap). Regardless of the fact that our implementation
and example pertain to DAiSI and Exlap, our concept is intro-
duced in an integrated framework, which allows the reusability
of this model in other application domains.

Keywords–Component Model; Publish/Subscribe; Channels;
Dynamic Adaptive Systems; Embedded Industrial Systems.

I. INTRODUCTION

Many application domains require data dissemination, like
stock market data updates, online advertising, asynchronous
events in graphical user interface (GUI) and many others
[1]. Our focus lies on signals and live data dissemination in
embedded and industrial systems. This domain implies certain
requirements and restrictions the concept has to commit to.
These environments require strict distinctions between data
without the possibility of mistaking one for another (type
safety). Also, the performance is critical in industrial environ-
ments where compared to content-based, ontology or internet
wide pub/sub systems [2], [3] scalability and usability plays
a more crucial role due to resource limitations. Type-based
pub/sub also gives us several advantages that suit the embedded
industrial systems environment like encapsulation, application-
defined events, open content filters [4], and event semantics
which we exploit here to provide the physical diversity of the
same type or component.

This work is not intended to address the problem of
providing a uniform interface for heterogeneous information
sources, but to provide a light-weight system that satisfies
specific industrial needs and yet flexible enough for wide-range
of applications in the domain of Internet of Things. Examples
of such domains can be equipping a car, a house, a factory or
any entity of many components with a scheme that can ease
information discovery and access from inside and outside the
entity. Imagine for example a car, where you have a variety of
distance sensors observing the distances around the car. One

or more observe the front, some the back and so on. Our
goal was to find a concept that presents to the subscriber a
scheme that matches a physical entity and describes its com-
ponents functional relationships, so that the subscriber would
seamlessly subscribe to a group of components that share
a common function or purpose regardless of their number,
position or semantics. In other words, a subscriber should be
able to subscribe to all distance sensors at once. But also, the
subscriber should be able to subscribe to a specific sub-group
or individual, like all distance sensors in the front.

The intention here is to discuss a flavour of pub/sub that
is type-based, hierarchical and introduces a new dimension
that allows extensibility, so we can represent many physical
entities with the same type but different semantics. Figure 1
shows an example for a domain scheme. Engine represents the
type (IEngine) with the data speed. Hierarchical structured, we
have cylinders (ICyclinder) and a cooling system (ICooling).
Notice, the domain scheme only states the structure of the data
types for publishers, but does not state anything about instances
of these publishers. We may have front and rear engine in a
specific car domain. So if the domain scheme represents the
class in object-oriented programming, then the object counter-
part is the physical entity publishing. This arrangement creates
two trees, the first is the types hierarchical scheme of the entity
with its embedded components. The second represents the real
components which has two dimensions: functional dimension
which is depicted by the type, like IEnginge, and physical
dimension which is depicted by the physical semantic, like
front or rear engine.

In Section II we introduce some related works in the filed
of publish/subscribe. The discussion of our concept begins
with introducing the architectural model and system layers
in Section III. Section IV focus on the software architecture
of the proposed system with elements and APIs explained.
We conclude with a disucssion of the proposed solution in
Section V.

II. RELATED WORK

The main aim of this work is to introduce a pub/sub system
for specific problem yet it can be applied in any other situation,
that is why introducing it in an architecture or software stack
is important.

Klus et al. [5] - which is the main related and direct
previous work - introduce a component model and middle-
ware for dynamic adaptive system that can adapt to different
situations by supporting dynamic changing of pre-configured
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Figure 1. The ICar domain scheme

configurations. However, the proposed model, called DAiSI, is
not able to support neither publish/subscribe communication
paradigm nor asynchronous data exchanges. That deficiency
led to our work that proposes a concept for pub/sub.

Eugster et al. [6] which sets the standards for pub/sub sys-
tem solutions and gives the fundamentals and several aspects of
designing such a system. Liu and Bale give an overview about
general pub/sub system ins [7]. Another comprehensive survey
of pub/sub systems is given by Filho and Redmiles in [8]. They
define several dimensions of pub/sub system and add to them
the versatility dimension which means for the concept to be
able to adapt to different application requirements. However,
what Baldoni et al. [9] are suggesting, is a general concrete
system and introducing it in a specific architecture with giving
alternatives to different types of applications. We are going
to embody our system in this architectural model and make
several justified design decisions.

The second category of papers we looked into, are concrete
pub/sub systems that have been introduced to solve communi-
cation problems in several domains. The first is the semantic
Toronto pub/sub system [10], [11], that discusses security on
a domain-based infrastructure. Morales et al. [12] introduce
a solution for scientific workflow management systems to
monitor working processes using a pub/sub system. Bickson
et al. [13] introduce a system that utilizes the IP unicast and
multicast capabilities to save network resources. Demers et
al. [14] take the content-based systems expressiveness to an
advanced level depending on finite state automata to express
subscription patterns. The given examples show the variety of
pub/sub application domains and their different key concepts.

The third category are the type-based pub/sub systems
[4], [15], [16], which all reach a consensus that the most
prominent features of type-based pub/sub systems are: type-
safety, encapsulation, application-defined events, open content
filters and event semantics. Since our industrial use-case asks
for those features, we decided to make use of type-based
pub/sub in our concept.

III. SYSTEM OVERVIEW

There have been a lot of architectural models that specify
how to build pub/sub systems. One of the most famous is what

Baldoni et al. [9] suggested. Their architecture is structured
in the layers Network Protocol, Overlay Infrastructure, Event
Routing and Matching. Those layers represent the logical
functionality of the components of the pub/sub system. In the
following, we will show how our concept is settled in these
layers.

A. Network Protocol
The network protocols can vary depending on the envi-

ronment of the deployment and the application. This layer
connects the actual hardware infrastructure of the system [9].
Our realization uses TCP/IP conjugated with Exlap (Extensible
Lightweight Asynchronous Protocol) [17]. The upper layers of
the system should address all the shortcomings of this layer
like security, reliability and unregulated delays. Those subjects
are not in the scope of this paper.

Exlap on TCP/IP constitutes the lower layer in the im-
plementation. It is a protocol that follows the client-server
paradigm and provides basic interface for pub/sub communi-
cations between the client and the server identified by address,
port and application-level ID that uniquely identifies any Exlap
service. In addition, Exlap provides a discovery service that
scans the network for public services. With Exlap, we have an
interface for our system components to communicate over the
physical layer.

B. Overlay Infrastructure
This layer addresses the organization of the components or

nodes, the role of each node and the overall functionality on
which the routing of the events rely on [9]. Here comes the
role of DAiSI infrastructure, which we use to apply the broker
pattern, thus components can act as subscriber, publisher or
broker.

First, we take a quick overview on DAiSI before showing
how DAiSI fits into the big picture. DAiSI is a dynamic
adaptive system infrastructure that lets you create components
which can offer certain kinds of services and uses other
services in an environment where they dynamically activate
the configuration that is of the highest priority or that best
matches the existing required services.

For example, a cooling system in a car can be a component
that needs to consistently read the temperature from the engine
component, and it can provide the status of the cooling system
to the car monitor to show it to the driver. This component
can hold two configurations in order to dynamically adapt to
what is provided. The first configuration can be to provide the
status of the cooling system to the monitor, and the second
can be to stream the temperature in real time from the engine,
applying the logic and provide the status as a service to
other components including the monitor, Figure 2 shows the
component.

When there is an engine service available, Conf 2 will
be activated, otherwise Conf 1 is activated. Conf 1 needs no
service in order to be resolved and then provide the ICooling
service, but the Conf 2 needs IEngine service in order to be
resolved and then provide its ICooling service.

We employ this DAiSI component representation to provide
the required roles in the pub/sub system. Where the broker
is the service provided by the system that the publishers and
subscribers will connect to. And the required services will take

54Copyright (c) IARIA, 2018.     ISBN:  978-1-61208-610-1

ADAPTIVE 2018 : The Tenth International Conference on Adaptive and Self-Adaptive Systems and Applications

                           63 / 119



Figure 2. DAiSI Component

the role of the publishers and subscribers of a certain event
type. We see in Figure 3 how the above Figure changed in the
new context.

Now Conf 2 will be activated not by the existence of
IEngine service but when there is a broker service and this
broker has IEngine being published to it. It is the same as
before, but the old relationship is being mediated by the broker.

Figure 3. Pub/Sub components

C. Event Routing
In this layer lays the concept of domains. We divide the

system space into domains, where every domain has a tree-
structured types represent the events available in this domain
(see Figure 1. This scheme represents the functional dimension
we talked about earlier, and the head of the domain represent
the type of the domain which can be conjugated with an ID
to depict the physical dimension of the domain and uniquely
distinguish the domains of the same type in the system space.

Now assigning an ID to the head of the domain - repre-
sented by broker(s) - makes the domain unique in the space
with similar domains of the same type.

We will distinguish between two kinds of communications
or event routing; inter-domain communication which is done
on DAiSI overlay basis and it comprises the traffic between
the broker and all the inner publishers and subscribers. The
second is the intra-domain communication which is done on a
star topology because Exlap can provide end-to-end commu-
nication between the brokers themselves. For a visualisation,
see Figure 4.

So, the routing is done inside the domain by one-hub
connection between the broker(s) and the clients (subscribers
and publishers). The publishing is exclusive to the inter-
domain components for security and encapsulation reasons,
but subscribing can be internal in the same domain or external

using the domain broker which in turn will subscribe to the
broker in other domains to get the needed external data.

Figure 4. inter- and intra-domain communication

D. Matching
The matching mechanism depends entirely on the types

defined in the tree, which describe the contents available in
the domain, secure the type safety and provide encapsulation
and hierarchical subscription. The type-based and hierarchical
pub/sub is not new, as we discussed, but there is no system
to our knowledge that addresses the problem of the multi-
dimensional representation of the types inside the system. This
model we are proposing gives a wide range of options to the
designer and implementer.

Figure 5. Physical scheme of the car

Specifying the physical dimension is optional and has sev-
eral degrees, while declaring the type is mandatory. Suppose
that we have the previous scheme for the car and the physical
scheme in Figure 5, where we have two engines. Each engine
has two cylinders and a cooling system. Here, we start with
the publishing options; we can assign the cylinder an ID (give
it a number) or not, then having two cylinders of the same ID
or cylinders without IDs will publish the same content. Now
assigning the parent is also optional, in case where no parent
is assigned the component will be replicated in all engine
components. On the other hand, specifying the parent will
give the component unique place in the physical tree. Now
subscribing is no less flexible, with the option of using the wild
card; e.g., when subscribing to any engine without specifying
IDs, it will return all components in the entity and all their
children in case of using the wild card. But subscribing to it
with ID, will return the corresponding component data only
and, in case of using wild card, with its children. Now, if we
are interested in just every cylinder, no matter from which
engine, then that is also a possibility.
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Figure 6. Core elements of the pub/sub system

We notice that once we specify the type there is no wrong
answer when it comes to picking the physical dimension,
including the use of wild card which implies the functional
unity of the embedded components. The architectural details
of this system will be discussed in the next section.

IV. SYSTEM DETAILS

In this section, we present the details of our concept’s
implementation and the core elements and concepts. For an
overview of the core elements and architecture of our system,
see Figure 6.

A. Architecture
Since this model is another layer added to DAiSI frame-

work, it extends its framework classes. Review [5] for a
complete overview of the used DAiSI frameworks elements.
The AbstractProvidedService represents the abstract class of
any provided service a component needs to offer, so is the
AbstractRequiredServiceReferenceSet which indicates the ser-
vices needed by the component. This pub/sub system also offer
the broker service on the basis and using the infrastructure of
DAiSI. The new element PubSubServer works with other nor-
mal services and provides the matching and brokering service
only for Subscribers and Publishers elements, in other words
it works with classic DAiSI. Also the system provides the
elements Subscribers and Publishers as extended functionality
from AbstractRequiredServiceReferenceSet in the same way as
the broker.

1) PubSubServer: PubSubServer is a core element class
of the framework, which provides the main functionality of
pub/sub to the whole system. One instance of PubSubServer

at least is required in every domain. PubSubServer depends
on the types scheme to function and coin the required types
and serve its clients. This service will provide two interfaces;
external one for other brokers from other domains, and in-
ternal one to handle the internal subscription and publishing
requests and real data streaming updates that are pushed to the
subscribers.

This class extends the AbstractProvidedService and gives
the developer the option to feed to this element the types’
hierarchical scheme and define parameters like the maximum
number of connected clients. The APIs provided by this
element is the internal inPublish() and inUnPublish(). the
parameters are timeout, which is the time before disconnecting,
address is the address of the publisher and the idlist is what
defines the physical dimension of the type which we want to
publish to. For example, if one wants to publish to the second
cylinder of the front engine then one starts with the lowest
in the types’ tree and makes his way up like that (second
front). Subscribing is done automatically when the component
in its environment activates a configuration which contains a
subscriber. How to initialize the subscribers and publishers will
be discussed in the next sections.

2) Publisher: The publisher in DAiSI is a normal Abstract-
ProvidedService but with added functionality which are of two
folds. The first is to provide a method that can be called to
send new data to the broker once it is available. The second
is to specify from the types’ scheme a type to publish to
with specifying the needed idlist. We can specify the idlist
or leave it null which can be done on two levels. First, the
idlist can be null on the target type itself which means that
this hardware is the only one and has no physical semantics
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needed for further distinction. The second level is to leave the
parents idlist unspecified which means that this component
is replicated and embedded at every component that has its
parent type no matter what id or physical semantics it holds.
Here comes the type-safety to play its role, because it is not
necessary to program the embedded systems with vague topic
names or types which could lead to untraceable bugs.

3) Subscriber: The Subscriber extends the AbstractProvid-
edService also with added functionality which are: first to
provide a method that will be called upon new data arrival,
and the second is to specify from the types’ scheme a type to
subscribe to with specifying the needed idlist, or leave it null
for general subscriptions as described before.

4) IPubSubDomain: IPubSubDomain represents the types
coined in the implementation. This embody the structure of the
types and their corresponding data object which will hold the
idlist that represents the physical semantics. Many subscribers
can refer to the same component with the same type and
physical semantics. Also, publishers can publish to the same
component, but this means they will form the same data stream
without physical or other kind of distinctions. In this way, we
can cover a great variety of use-cases in pub/sub systems.

B. Behavior

Figure 7. Broker-publisher interaction

The behavior of the system is based exactly on DAiSI
components’ behavior, where the publisher finds the broker,
requests to use its service and when granted the publishing
starts. For a visualisation of the data flow, refer to Figure 7.
If the component is a subscriber, it will find the broker in the
same way, asks for data, and, if granted, it will stream the
data using the underlying communication protocol (Exlap in
our implementation), see Figure 8. Both sequence diagrams
shown are taken from the inter-domain communications.

C. Key Concepts
A key concept in this system is that it offers both pub/sub

and the observer pattern communication architecture. Those

Figure 8. Broker-subscriber interaction

distinctions can vary depending on the domain, but they
include things like a one-to-many communication since the
observed source has a high level of specificity, so it represents
one entity and one only. Like subscribing to the first cylinder
of the front engine, this is observing specific information
presented by one authorized source. And because of this
specificity there is no anonymity between the observer and
the observee. On the contrary, we can deduce that when
there is anonymity or generality is needed then the streamed
data will be formed from several sources or maybe one and
the communication will be many-to-many or pub/sub pattern.
Figure 9 depicts the type channels and when they can be from
single or multiple sources.

Another important concept is the degree of freedom given
when using this framework altogether, in which we have the
option to leave all the physical dimensions empty and not give
the components any physical semantics (idlist). This is the case
where we end up with identical types’ scheme and real-world
components’ scheme.

Also, an important feature is that the broker should not
need to know in advance the components participating, it only
needs the types’ scheme, so the components can join, leave
or change the physical semantics or type at runtime without
affecting the functionality of the whole system.

V. CONCLUSION

Our work is presented in a specific software architecture
that allows for easy replacement of the layers or employing
them else-where.

This model is intended for domain-based embedded sys-
tems infrastructure that needs to communicate live data
asynchronously. We can mention cars, planes, smart houses,
surveillance systems and information gathering systems and
any autonomous system of which dynamicity depends on its
internal data communication including the dynamic adaptive
system infrastructure we originally aim to solve the asyn-
chronous communication for.
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Figure 9. Type Channels

Those domains we talked about like a car for example,
can have components of different computational capabilities,
so it is critical to move some of the burden away from those
components and equip them with an elegant and light-weight
solution for their connectivity. Here emerged the idea of type-
based pub/sub using a broker, not to mention that the broker
provides the decoupling and removes the direct dependencies
between the communicating parties in both space time and
synchronization [6].

The disadvantage that can be taken on this model is
the lack of clear policy that enhances the communication
through content filtering mechanisms which can lessen the
expressiveness of the model communications and increase the
useful data exchanged, which can be a major enhancement in
future works. Another great addition would be to extend the
physical semantics from including only one feature to maybe
group of features the component can be summoned according
to.

It is evident in today’s standards that the field of Internet
of Things (IoT) will have a great share in the researching and
industrial community. IoT where machine talks to a machine
and exchanges information which helps in taking decisions
that sometimes can be critical and need to be quick. Our work
focuses on providing the right, scalable, easy to implement and
flexible scheme for which these talks can depend on. And that
is the key that will open the door for autonomous and smarter
systems that exchange categorized data on both the functional
and semantical dimensions.
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Abstract—Swarms of Cyber-Physical Systems (CPSs) can be used
to tackle many challenges that traditional multi-robot systems fail
to address. In particular, the self-organizing nature of swarms
ensures they are both scalable and adaptable. Such benefits
come at the cost of having a complex system that is extremely
hard to design manually. Therefore, an automated process is
required for designing the local interactions between the agents
that lead to the desired swarm behavior. In this work, the authors
employ evolutionary design methodologies to generate the local
controllers of the agents. This requires many simulation runs and,
as a consequence, distributed simulation. The paper first proposes
a network-based Application Programming Interface (API) that
employs a publish / subscribe broker architecture to distribute
simulations among multiple Simulation Servers (SSs). Following
this, a file-based API is proposed, which exports the agent
controller to the simulator enabling deployment of the evolved
solution on CPSs. Both approaches are compared in terms of time
needed for the evolutionary optimization process with the support
of simulations. A proof of concept demonstrates the portability
to CPSs using TurtleBot robots. The results suggest that for
most scenarios it is beneficial to export the agent controller to
the simulator to avoid the vast communication overhead. The
presented network-based approach currently lacks this feature
but is well suited to offload computation-heavy simulations to a
cluster of SSs.

Keywords–Swarms; Evolution; Optimization; Cyber-Physical
Systems (CPSs); Simulation; Architecture; Robot Operating System
(ROS).

I. INTRODUCTION

Over the last decade, the phenomenon of self-organizing
systems has gained significant traction in the research com-
munity, being observed in disciplines as diverse as physics
and biology. Inspired by nature, swarm robotics is also seeing
increased interest. On the one hand, coordinating multi-robot
systems using swarm approaches offers many opportunities,
such as self-organization, self-learning and self-reassembly
[1]. On the other hand, it necessitates the difficult process of
designing the individual agents to achieve the desired swarm
behavior.

Designing swarms of Cyber-Physical Systems (CPSs)
poses two main challenges. First, selecting the hardware that
best suits the requirements of the swarm (see [2]–[5] for a
further examination of this problem), and second, designing the
control algorithm defining the behavior of the individual swarm
agents. This paper focuses on the latter problem because many
platforms for swarm research already exist, e.g., Spiderino [6]
and Colias [7].

Approaches for designing local controllers of swarm
agents, or more generally self-organizing systems [8], can be

categorized into two approaches. First, hierarchical top-down
design starting from the desired global behavior of the swarm
and second, bottom-up design by defining the swarm agents
and observing the resulting global behavior [9]. The design
using either approach is still a difficult process as neither can
predict the resulting swarm behavior based on the complex
interactions between the agents [10]. This is especially true in
dynamic environments. Evolutionary methods can be used to
tackle such design challenges.

In this paper, we employ the bottom-up design process
based on evolutionary algorithms. Generally, evolutionary al-
gorithms aim to mimic the process of natural selection by
recombining the most successful solutions to a defined problem
[11]. In the context of swarm robotics, a solution refers to
a control algorithm of individual agents that is gradually
improved during the optimization process. As experiments
with real robots require an extensive amout of time, such meth-
ods typically employ accurate and fast simulation to evaluate
the performance of candidate solutions in the evolutionary
process [12]. The evaluation of algorithms in evolutionary
optimzation can be easily executed in parallel, which is for
example supported in the FRamework for EVOlutionary design
(FREVO) [13] by using multiple cores on the same machine.
A further step would be the distribution of evolutionary
optimization with a client-server-protocol, as exemplified by
Kriesel [14]. This work introduces an architecture for parallel
distributed simulations on remote Simulation Servers (SSs) and
shows how the resulting agent controllers can be deployed
on actual Robot Operating System (ROS)-based hardware
platforms using TurtleBots [15]. Finally, the paper describes a
performance analysis of the presented implementation.

The paper is organized as follows: In Section II, the evolu-
tionary approach for designing swarms is reviewed. Section III
introduces the proposed architecture and two implementations
are described in Section IV. The performance of the different
approaches is analyzed in Section V. Section VI provides a
discussion and concludes the paper.

II. DESIGNING SWARMS BY EVOLUTION

As described in the previous section, design by evolution
can be used to tackle challenges such as scalability and
generality [16], as well as adaptive self-organization [17].
Both issues are not easy to handle, especially in changing
environments and with dynamic interactions among individual
agents of a system or a swarm.

Designing a swarm by using evolution is an automatic
design method that creates an intended swarm behavior in
a bottom up process starting form very small interacting
components. This process modifies potential solutions until
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a satisfying result is achieved. Such an evolutionary design
approach is based on evolutionary computation techniques [18]
[19] and mimics the Darwinian principle [20]. It describes the
process of natural selection by recombining the most proper
solutions to a defined problem. Evolution can be done either on
individual or on swarm level. Typically, the process of evolving
a behavior starts with the generation of a random population
of individual behaviors. Each of these individual swarm-level
behaviors is evaluated, typically through simulations. This
evaluation is performed by a fitness function that allows to rank
the behavior’s performance. The higher a behavior is ranked,
the higher is the chance for the behavior to be modified with
genetic operators, like cross-over or mutation, to form a next
generation of agent behaviors. These serve as input for the next
iteration. Finally, through multiple iterations an agent behavior
is evolved that exhibits the desired global swarm behavior.

Nevertheless, designing by evolution poses several chal-
lenges, including no guaranteed, predictable convergence,
complex data structures, and the high costs of evolutionary
computation itself.

Design by evolution asks for several tasks a designer must
face during designing a system model. Adapted from Fehervari
and Elmenreich [21], we distinguish six tasks: (i) The problem
description gives a high abstracted vision of the problem.
This includes constraints and the desired objectives for such
a problem. (ii) The simulation setup transfers the problem
description into an abstracted problem model. This model
specifies the system components, i.e., details about the agents
and the environment. (iii) The interaction interface defines
the interactions among agents and their interactions with the
environment. For instance, the agents sensors and actuators as
well as the communication protocols should be specified here.
(iv) The evolvable decision unit represents the agent controller
and is responsible for achieving the desired objectives, i.e.,
the global behavior of a swarm to achieve a common goal.
Such a decision unit must be evolvable to allow genetic
operations as cross over or mutation. It is most commonly
represented by an Artificial Neural Network (ANN). There
are different types of ANNs, e.g., fully-meshed ANNs, feed-
forward ANNs, HebbNets, or Neuroevolution of Augmenting
Topologies (NEAT) ANNs [22]. (v) The search algorithm
performs the optimization using evolutionary algorithms by
applying the results from the above steps. During this task, an
iterative mathematical model will be used to find the optimal
solution. The optimization result is dependent on the fitness
function of the problem. (vi) The fitness function represents
the quality of the optimization result in a numerical way. There
is no specific way or rule to design such a function as it
highly depends on the problem description. The main purpose
of this function is to guide the search algorithm to find the
best solution.

This paper describes how the evolutionary design process
is performed using the architecture proposed in the EU H2020
CPSwarm project [23]. In this architecture, the Algorithm
Optimization Environment (AOE) is responsible for generating
the individual agent controllers that lead to the desired global
swarm behavior. This architecture is described in detail in the
next section.

III. ARCHITECTURE

The following requirements exist for the design of the
AOE:

• Multiple SSs, even remotely located, offer simulation
capabilities to the Optimization Tool (OT) through a
broker.

Simulation Server 3

Simulation
Wrapper

Optimization
Simulator

Simulation Server 2

Simulation
Wrapper

Optimization
Simulator

Simulation Server 1

Simulation
Wrapper

Optimization
Simulator

Optimization
Tool

2. server
5., 7., …, n-2. sensor

n. fitness

1. discovery
3. parameters

4. control
6., 8., …, n-1. Actuator

Broker

Figure 1. Network-based API.

• Each SS offers one or more Optimization Simulators
(OSs).

• An OS exhibits certain characteristics but is also
configurable to some extent by the OT.

• Candidate controllers of one generation can be evalu-
ated in parallel.

• The OT can respond to requests from the OS at any
point in time.

To fulfill these requirements, the AOE consists of two
components: The OT, which is responsible for evolving candi-
date controllers using the mechanisms explained in Section II
and the OS, which evaluates the behavior of each candidate
through simulation. These two components are interconnected
to each other through a set of interfaces called the Simulator
Application Programming Interface (API), which allows them
to communicate during the optimization process. Employing an
OS as opposed to OT internal simulations gives the opportunity
to build on well established simulators that support accurate
simulation of swarms of CPSs with different levels of detail.

This section introduces two different approaches for the
Simulator API. The first one leverages network socket-based
inter-process communication to allow multiple simulations to
be remotely run in parallel OSs. Since executing such a large
number of simulation runs requires a significant amount of
time, parallel distributed execution enhances the scalability and
performance of the optimization process. The second approach
is a file system-based inter-process communication technique
which hands over full control to the OS. This approach requires
no further communication between the tools and is therefore
well-suited for deploying the generated candidate controllers
on CPSs.

A. Network-based Approach
The network-based approach aims to improve scalability

and performance through parallelization of simulations during
the optimization process. This is achieved from two sides: on
OT side, the candidates belonging to the same generation are
evaluated in parallel using multi-threading. Each thread uses a
different OS to perform the required simulation. The OSs are
run in parallel, possibly on different, remote SSs.

The network communication is managed by a broker that
offers a publish / subscribe infrastructure to the subscribing
clients: OT and SS. Figure 1 gives an overview of the func-
tional architecture of this approach, indicating the messages
exchanged, numbered by the order in which they are sent (see
Section IV for more details). The SS is decoupled from the
OT via the broker. In this way, every SS can be on a dedicated
machine with the hardware requirements needed to execute the
simulations.

Every SS offers one or more OSs that communicate with
the broker through a Simulation Wrapper (SW). The SW is a
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Figure 2. File-based approachAPI.

software layer installed on the SS that implements the Simu-
lator API and acts as a client connecting to the broker. This
allows the OT to communicate with the SS without knowing
what type of OS is actually used. After the OT has created
one generation of controller candidates, it can send different
candidates to different SSs, which perform the simulation and
calculate the fitness. When the fitness is returned from every
SS, the OT can perform the evolutionary steps to create the
candidates for the next generation.

Several SSs can work in parallel to reduce the time
required to complete the simulations in one generation of the
evolutionary optimization. Through the SW, different OSs can
be employed, also if the OSs are heterogeneous among each
other. Importantly, a SS can be used by several OT instances,
but only by one at a time.

B. File-based Approach
Figure 2 shows the file-based approach and the files ex-

changed, numbered by the order in which they are sent. This
solution aims to reduce the communication between OT and
OS by passing a generated candidate controller as a file from
the OT to the OS. The following three files are passed between
the tools:

• Parameters: The parameters that need to be transferred
from the OT to the OS to setup the OS.

• Representation: The representation of the candidate
controller exported by the OT. The OS implementation
includes this source code file to enable the agents
in the simulation making decisions by translating the
sensor readings to actuator commands.

• Log: Every agent in the simulation generates a log
file containing the metrics for measuring the perfor-
mance of a candidate. The log files are used by the
fitness function to calculate the fitness of a candidate
controller.

IV. IMPLEMENTATION

A set of existing tools was extended to implement the
architecture presented in the previous section. These tools are
interconnected using the two approaches of the Simulator API,
the network-based approach and the file-based approach. This
section first introduces the concepts and tools used for the
development of the proposed solutions and then details the
specifics of the Simulator API.

FREVO is selected as the OT since it is a very modular
optimization tool that satisfies the principles addressed in
Section II [13].

The current implementation of FREVO relies on simula-
tions implemented in the problem component. This implies
that each problem needs an implementation of the simulation
including models of the agents. This can be avoided by using
state-of-the-art robotics simulators that build on standard mod-
els. The integration of these tool into the CPSwarm architecture
requires the current implementation to be improved, enabling

it to use multiple SSs, as addressed in the list of requirements
in Section III.

A. Network-based Implementation
As mentioned in Section III-A, the network-based approach

is implemented using a broker architecture. The broker em-
ploys the Message Queue Telemetry Transport (MQTT) pro-
tocol [24] which is based on the publish / subscribe paradigm.
In recent times, this solution has been recognized as the de-
facto standard for event-driven architectures in the Internet of
Things (IoT) domain. MQTT has been chosen because of its
extreme simplicity. Its design principles attempt to minimize
network bandwidth and device resource requirements whilst
also ensuring reliability and some degree of assurance of
delivery. Therefore, both FREVO and the SW implement a
client for the MQTT protocol.

FREVO implements the client as a helper class called
simMQTT that contains the MQTT callbacks for receiving
messages from the broker. The class is instantiated by the
problem component in FREVO that evaluates a candidate
controller through simulation. The simMQTT class handles all
the communication with the broker.

As described above, the SS consists of an OS and a
SW. The OS evaluates a specific candidate controller in the
optimization process. The SW serves as client that handles the
connection to the MQTT broker. The SW is implemented as a
Java library. It embeds the MQTT Paho client [25] for MQTT
communication. The library exports an abstract class called
SimulationWrapper, which implements the behavior that
is common to all the simulators. It provides a set of API
functions to be used by the SS to handle the messages received
from and to sent to FREVO. To test the implementation,
the SimulationWrapper has been integrated with a very
basic Java simulator called Minisim, which is a command-line,
multi-agent simulator simulating a capture-the-flag game with
multiple robots on a two-dimensional grid. Minisim has been
specifically developed for testing the network communication
between FREVO and the SS [26].

The messages exchanged between FREVO and the SS
through the Simulator API are explained in the following.
When FREVO needs to evaluate a candidate, it queries for
available SSs by sending a discovery message containing
the requirements for the OS. Every SS that has an OS fulfilling
these requirements and has enough resources available answers
the request with a server message. The server message
contains the OS capabilities and ID. FREVO selects a suitable
SS and initiates the simulation by sending a parameters
message to setup the OS followed by a control message to
start the simulation. The parameters message contains the
parameters that describe the models as well as the necessary
configuration parameters for the simulation environment. As
a direct reaction to the control message, the addressed OS
starts the simulation with the model parameters received earlier
and publishes the sensor messages of the first simulation
time step. The sensor message transmits the sensor readings
of one agent to FREVO, which uses this information to
compute the next actuator commands for this agent and replies
with an actuator message to transmit the corresponding
actuator commands. The process continues until the end of
the simulation is reached. The fitness message is the final
message of a simulation run, calculated by the SS once the
maximum number of simulation steps has been reached. Every
message contains a server ID and a simulation hash that can
be used to uniquely identifying the OS and the simulation it
is running.
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B. File-based Implementation
With the file-based approach, FREVO communicates with

the OS through the file system. The OS is based on ROS,
a middleware that can control CPSs in simulation and on
physical hardware. Hence, all simulators that are compatible
with ROS can be used with this implementation. Two very
popular simulators, namely Stage [27], a low-fidelity two-
dimensional robot simulator and Gazebo [28], a high-fidelity
three-dimensional robot simulator have been tested success-
fully with this implementation.

To perform the ROS simulations, FREVO first exports the
candidate representation of the agent controller and problem
specific parameters into the ROS workspace. Then FREVO
executes a script that compiles and runs the simulation. When
the simulation terminates, FREVO reads the log files created
by ROS to compute the fitness of the simulated candidate. The
API is implemented in the helper class simROS of FREVO,
allowing every problem component to access ROS.

The three files described in the previous section are imple-
mented as follows:

• Parameters: The parameters that need to be transferred
from FREVO are written into parameter files in the
YAML Ain’t Markup Language (YAML) [29] format
that is used by ROS. These are problem specific
parameters such as description of the agents in terms
of hardware or positioning.

• Representation: The candidate controller is repre-
sented as a fully meshed ANN. It is exported by
FREVO into a C source code file. ROS includes this
file into the source code of the package that imple-
ments the agent behavior. Once this file is exported to
ROS, a recompilation of the ROS package becomes
necessary.

• Log: The performance of a candidate is measured by
performance metrics defined in FREVO. The simu-
lator measures the metrics and writes them to log
files in text format. FREVO reads these log files and
applies the fitness function to calculate the fitness of
a candidate controller.

This implementation uses a simple multi agent simulation
called EmergencyExit [26]. On one hand, this implementation
enables the communication between FREVO and ROS for
evolving a controller using ROS-based simulations. On the
other hand it allows the evolved result, i.e. the ANN, to be
exported from FREVO and run in ROS standalone on actual
CPS. As a proof of concept, an evolved ANN is used to
guide TurtleBot robots in Gazebo simulations and in real world
experiments.

V. PERFORMANCE ANALYSIS

The previous sections presented two different approaches
for distributed simulation during the optimization process.
The main difference between the presented approaches is
that with the network-based approach the agent controllers
reside within the OT FREVO and communicate with the
simulator by exchanging messages, whereas with the file-based
approach the agent controller is exported to the simulator and
communication takes place only at the beginning and the end
of the simulation. This section compares both approaches in
terms of scalability. The relevant parameters for this analysis
are the number of parallel threads nthreads, the number of
agents nagents, and the length of a simulation in terms of
steps nsteps. First, a theoretical comparison is performed that
is complemented by simulation results using FREVO with

the above mentioned Minisim and EmergencyExit simulations.
The performance is measured in time to perform a complete
optimization.

A. Theoretical Comparison
For the first part of this analysis the approaches are

abstracted to represent the different locations where the agent
controller can reside. This is either internal within the OT
(network-based implementation) or external within the sim-
ulator (file-based implementation).

In the evolutionary optimization process, there is a popu-
lation of npop candidate controllers that can be evaluated in
parallel. They are evaluated through simulation consisting of
nstep steps. When all candidates have been evaluated, a new
generation is created using evolutionary operators. The total
number of generations is ngen. This results in a total number
of simulations for a complete optimization of

nsim = ngen · npop · neval (1)

where each candidate is evaluated in neval simulations. When
simulations are parallelized on nthreads, the number of simu-
lations that need to be performed sequentially results to

nsim =
ngen · npop · neval

nthreads
(2)

given that nthread is within the range [1, npop · neval].
In general, the time topt needed for one optimization run

consists of the time needed for performing the evolutionary
calculations tevo, the time needed for performing the simula-
tions tsim, and the overhead toverhead

topt = ngen · tevo + nsim · (tsim + toverhead) (3)

where tsim = nstep · tstep. The difference between both
approaches lies in the overhead toverhead.

With the OT internal controller, the number of messages
that need to be exchanged between the OT and the simulator
depends on the number of agents nagent in the simulation.
The discovery, server, parameters, control, and
fitness messages are only transmitted once for every simu-
lation. The sensor and actuator messages are transmitted
in every simulation step for every agent. Therefore, the number
of messages exchanged in each simulation is

nmsg = 5 + 2 · nstep · nagent (4)

which gives us an overhead based on the communication time
between the OT and the simulator:

toverhead,int = (5 + 2 · nstep · nagent) · tmsg. (5)

For the external controller, the overhead is

toverhead,ext = texport + tcompile + tfitness (6)

based on the time needed for exporting representation and
simulation parameters texport, the time needed for recompiling
the simulator tcompile, and the time for reading the log files
and computing the fitness tfitness.

The total optimization time of both approaches is therefore

topt,int =ngen · tevo +
ngen · npop · neval

nthreads

· (nstep · tstep + (5 + 2 · nstep · nagent) · tmsg) (7)

topt,ext =ngen · tevo +
ngen · npop · neval

nthreads

· (nstep · tstep + texport + tcompile + tfitness) . (8)
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TABLE I. Optimization parameters measured through simulations.

parameter value
ngen 200
npop 50
neval 1
tevo 12 ms
tmsg 30 ms

texport 5.35 ms
tcompile 8833 ms
tfitness 0.69 ms
tstep 100 ms
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Figure 3. Ratio of optimization times between OT internal agent controller
and OT external controller for different numbers of agents.

Table I shows specific parameters and execution times
measured on a dual Intel Xeon X5675 3.07 GHz system
with 16 GB memory and 12 cores in total, supporting up
to 24 threads with hyper-threading. The operating system is
Debian 9. The evolutionary parameters were chosen to yield
good results. The times are measurements of the MQTT broker
implementation and the ROS-based implementation.

Using these values with (7) and (8) the specific optimiza-
tion times are

topt,int =2.4 s

(
1 +

250

nthread
(2.5 + nstep (1.67 + nagent))

)
(9)

topt,ext =2.4 s

(
1 +

416.67

nthread
(88.39 + nstep)

)
. (10)

To decide whether to run optimization with internal or
external agent controller, the ratio between both optimization
times is a suitable metric.

Figure 3 shows the ratio r =
top,int
topt,ext

. A value of r > 1
means that the external approach performs better whereas a
value of r < 1 means that the internal approach is favorable.
As both approaches can use parallelization, the resultant ratio
is independent of the number of parallel threads used. It can be
seen that for most cases the controller should reside externally
within the simulator. This is due to the fact that if all agent
controllers are executed in a single tool it creates a bottleneck
situation. This is not so crucial for small swarms but already
for a swarm size of eight agents, the optimization with internal
control takes longer when simulations last more than 18 steps.

B. Scalability of the network-based approach
This study analyzes the scalability of the network-based

approach where the agent controller resides locally within
FREVO. The optimization is performed with a population size

100 101 102 103
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103
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number of simulation steps

tim
e
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Figure 4. Optimization time using the network-based approach for varying
number of SSs and 8 agents.

of npop = 4 and ngen = 4 generations. Figure 4 shows the
time needed for optimization with nagent = 8 agents. As
expected, the time needed for a complete optimization run
scales linearly with the length of a single simulation. Only
for extremely short simulations the overhead introduced from
discovering available SSs renders the parallelism pointless.
In fact, the discovery process limits the scalability of the
proposed implementation. As the broker is the central point
that enables the discovery, the optimization time does not scale
for more than two SSs, because the discovery and server
messages already account for most of the traffic. Therefore,
the discovery procedure needs improvements as described in
Section VI. Nevertheless, using two SSs rather than one speeds
up the optimization significantly. The speed-up continues to
increase as the number of simulation steps increases as longer
simulations decrease the relative time spent in the discovery
phase.

VI. CONCLUSION AND FUTURE WORK

This paper presents a solution for the evolutionary design
of swarms of CPSs based on remote simulation tools. The
architecture designed for this solution is composed of three
main components: The OT that is responsible for evolving
candidate controllers, the OS evaluating the behavior of each
candidate through simulation, and the Simulator API that
connects the OT and the OS. For the latter component,
two different approaches and related implementations are
presented: A broker-based approach, which parallelizes the
simulations of the optimization process to improve scalability
and performance, and a file-based approach, which is used to
prove the compatibility with CPSs.

A performance analysis shows that the broker-based ap-
proach does not scale well for more than two SSs because
of network congestion at the OT when it discovers the SSs.
Therefore, the current implementation cannot exploit the full
potential of this approach. Furthermore, in this approach all
agent controllers are executed in a single OT which creates
a bottleneck. Hence, this implementation of the broker-based
approach is suitable for simple simulations. This could be
either short simulations with few time steps or simulations
with only a small number of agents, e.g., swarms of up to
eight agents and up to 18 time steps. The file-based approach
is a viable alternative where the agent controller is exported
to the OS and is especially suited for large swarms of robots
as the messaging overhead is drastically reduced. In any case,
the broker-based solution is the better choice if simulations
are performed where OT and OS are not located on the same
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machine.
Considering this, further improvements could be made to

increase the performance of the broker-based approach. First,
the optimization process could be split into two phases. In
the first phase, a handshake between OT and SS would take
place, where the OT would discover the SSs fulfilling the
requirements and would select one of them for simulations.
In the second phase, the OT would perform the optimization
and would execute the simulations using the selected SSs. This
approach is expected to reduce the number of discovery
and server messages and to avoid the congestions that
inhibit the scalability with more than two SSs. Second, the
controller candidate represented as ANN could be exported
to the SS as done in the file-based approach. In this way, it
would be possible to avoid the use of sensor and actuator
messages, reducing the overall number of messages exchanged
and the time required to complete the optimization drasti-
cally. The drawback of the file-based implementation of this
approach is the time required for recompiling the simulator
code to include the ANN source code. This could be avoided
by creating a generic ANN wrapper that would only read the
ANN parameters from a configuration file avoiding the need
for recompilation. Hence, a combination of both the presented
approaches is needed for a distributed and scalable network
architecture that can support the large amount of simulations
during the optimization process.
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Abstract—Scenarios for automated driving in inner-city applica-
tions differ heavily from highway or rural road scenarios. Various
challenges like obstacles in the sensors field of view and actions
beyond the vehicles sensory reach can be overcome by using
wireless communication. This paper focuses on current develop-
ments in Car2X communication standards. Therefore, the various
communication protocols and standards are described and their
applications are detailed. The described wireless technologies
involve basic communication standards like Bluetooth and Wi-Fi,
as well as advanced implementations, such as cellular data and
the IEEE standard 802.11p WAVE. The approach presented here
focuses on the evaluation of these wireless technologies for various
vehicle applications in urban scenarios. The advantages, as well
as the challenges of the different protocols are determined and
their suitability for different use-cases is described and validated.
Concluding, the implementations are described exemplary by
detailing the developed applications at the Institute of Automotive
Engineering, TU Braunschweig.

Keywords–Car2X communication, 802.11p, WAVE, wireless ve-
hicular systems, automated , cooperative driving

I. INTRODUCTION

Automated vehicles, as well as human drivers have to
deal with similar issues when it comes to inner-city driving.
Sharp corners and obstacles like buildings, plants and city
infrastructure limit the automated vehicle’s sensory field of
view. Furthermore, objects out of the vehicle sensors’ reach
are not detectable, yielding a potential hazard. Other than
the human driver, the vehicle can overcome this issue by
connecting to other vehicles and surrounding infrastructure.
This connected vehicular systems compensate the potential
drawbacks mentioned beforehand by exchanging relevant dates
with other traffic participants. Especially the need for cooper-
ative driving, i.e., driving in cooperation with not connected
and automated road users, in urban scenarios yields this Car2X
communication to adapt to the ever changing scenarios.
Comprised in this communication can be, among others,
informations each traffic participant sends about himself, such
as speed, planned trajectory and position [1]. Furthermore,
the communication partners can send object lists and other
information regarding their surroundings.
Equipping automated vehicles with advanced communication
units massively increases the adaptability of these vehicles and
vehicular networks.
This paper focuses on the communication protocols for con-
nected vehicles as implemented at the Institute of Automotive
Engineering (IAE), TU Braunschweig. Therefore, the used

communication protocols are described and their usage is
detailed. The introduced standards include Bluetooth, WiFi,
cellular data and the dedicated IEEE standard for Car2X-
communication, 802.11p.
After detailing these protocols and giving a short overview
of current exemplary applications at the IAE, the assets and
drawbacks of each standard are stated. Concluding, a lookout
on potential challenges and future developments is presented.

II. HARDWARE BASE AND USED COMMUNICATION
STANDARDS

The introduced communication systems are all imple-
mented on two test vehicles at the Institute of Automotive
Engineering. The first vehicle is called Testing and Engioneer-
ing of Automated driving SYstems (TEASY III), the second
vehicle Testing of Integrated Automation and MOnitoring
Systems (TIAMO). Both vehicles are equipped with various
sensors and controllers in order to develop automated driving
functions. These sensors include mono and stereo cameras,
radars and 360° laserscanners for advanced object detection.
This sensor and controller setup enables these vehicles to drive
automatically in various scenarios, such as highways, rural
roads and urban environments.
Especially automated driving in urban environments has a
much higher amount of relevant data compared to other driving
environments. Since the ego-vehicles sensors have a limited
reach and their line of sight can be blocked by various
obstacles, vehicles in urban scenarios have to constantly adapt
their trajectory planning to the ever changing boundary condi-
tions. This yields the need for connected vehicular systems as
described in the following sections.

A. Bluetooth
The IEEE standard 802.15.1 Bluetooth is a dedicated short

range wireless communication protocol [2]. Since most modern
mobile devices support Bluetooth connections, this standard is
very suitable to transfer real time vehicle data quickly and to
control various vehicle functions remotely [3]. Since the range
of Bluetooth connections is fairly short, the applications at
the IAE comprises mainly of quick and modular connections
within the vehicle. Among these applications is the linkage
between vehicle electronics and the passengers mobile devices,
as well as a the communication between the vehicle’s central
controller and a test manager [4]. This makes it possible to
control the vehicles automated driving functions remotely and
comfortably from mobile devices.
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Since Bluetooth has been developed as a wireless alternative to
RS-232, connections can be set up fairly quick and with only a
basic handshake between the participating systems. This makes
it highly suitable for short and very sporadic data transmissions
between vehicles and mobile devices or other vehicles over
very short distances.

B. 802.11 b/g/n WLAN
Another widely spread wireless communication is the IEEE

standard 802.11b/g/n for Wireless Local Area Networking [5],
often abbreviated to Wi-Fi or Wireless Fidelity. This commu-
nication standard combines high data rates with intermediate
range. Due to this features, this protocol is highly suitable
for transferring large amounts of data between vehicle and in-
frastructure. Since WLAN requires the participants to register
in the network before the beginning of the communication,
it takes relatively long until actual payload can be transferred.
This network protocol is used at the IAE to update the vehicles’
software modules remotely, to transfer measured data and to
establish a communication between to vehicles. This enables
applications like platooning. Hereby, two cars travelling in the
same direction connect via such a local network in order to
transfer vehicle data or join their trajectory planning.

C. Cellular Data
Cellular Data (i.e., LTE as state of the art and 5G as a

future developmen) enables the test vehicles to communicate
over very long distances [6]. Since every vehicle dials into the
closest cellular radio cell and changes the cells dynamically
when driving, cellular data allows the connected vehicles to
establish a stable long-term connection over long distances.
A downside of this dynamic changing of cells is that the
connection can be disturbed for a short time while driving.
Thus, the test vehicles can connect to distant city-infrastructure
via cellular data and communicate less time-critical data. The
IAE’s vehicles use this communication standard to transmit
their positions and planned trajectory to other traffic partic-
ipants and the involved infrastructure. This enables the test
vehicles to adapt their track planning to potentially occurring
obstacles or traffic peaks.

D. 802.11p WAVE
The most advanced standard in Car2X communication

is the on the IEEE Norm 802.11p based WAVE protocol
(Wireless Access in Vehicular Environments) [7]. This version
of the WLAN-Norm utilizes a special frequency band at 5.9
GHz and forgoes the process of registering to the network.
Every traffic participant broadcasts their messages to all other
participants in reach.
In order to enable the messages to reach targets further away,
the WAVE protocol uses knot-hopping similar to delay tolerant
networks (DTN) [8]. Hereby, messages are configured to be
forwarded a defined number of times. The first test vehicle
sends a message, which is then received and forwarded by all
other participants in reach. These participants can be other test
vehicles or infrastructure units. The messages can be divided
into two main types for different applications [9]:

• CAM: Cooperative Awareness Message:
This message contains cyclic status information send
by every participant continuously
Examples: Ego vehicle’s position, personal

identification, sensory information

• DENM: Decentralized Environmental Notificantion
Message:
This message contains non-cyclic information on spe-
cial events
Examples: Position of obstacles or potential hazards,
incoming emergency vehicles

This communication concept makes 802.11p WAVE very suit-
able for dynamic applications, such as connected driving in
urban scenarios. Traffic participants can communicate quickly
and without the need to conduct a registration to the network.
While this speeds up the communication establishment, it also
can lead to messages not reaching their destination because of
missing links. The absence of such registration process yields
the use of other methods for securing the communication, this
is specified in the corresponding security norm IEEE 1609.2
[9].
At the IAE, this communication protocol is exclusively used
for urban scenarios. The test vehicles exchange their driving
intentions with each other quickly. Since this information is
broadcasted, the test vehicles can communicate with each other
or city infrastructure even when crossing each other or passing
by quickly.

III. CONCLUSION AND LOOKOUT

Automated driving in urban scenarios demands for spe-
cial communication standards. This Car2X communication
increases the automated vehicles’ performance by extend-
ing the on-board sensors with infrastructure information and
the sensory data of other traffic participants. By equipping
automated vehicles with these communication modules, the
adaptability on the ever changing urban driving environment
is increased heavily. However, when increasing the amount of
connectivity and adaptability it has to be taken care of not to
impair the security and safety of such systems.
This paper describes the Car2X communication standards used
at the Institute of Automotive Engineering and details on the
current applications in the context of urban automated driving.
The described variants cover Bluetooth, 802.11b/g/n WLAN,
Cellular Data and 802.11p WAVE. These four communication
standards are detailed regarding their assets and drawbacks.
This comparison yields various applications for which each
described variant is variously suitable.
The focus of future work on this promising topic of Car2X
communication is the combination of these different network
interfaces in order to achieve a higher amount of adaptability
by automated connected vehicular systems. Furthermore, it
has to be made sure that while adding connectivity and
adaptability, security is key to increase these systems safety.
In order to achieve this, the ongoing research described in
this paper has to further investigate the potentials of Car2X
communication with special regards to security issues. Partic-
ularly, 802.11p and its security norm IEEE 1609.2 [9] has to
be evaluated further.

REFERENCES

[1] H. Steubing, M. Bechler, D. Heussner, T. May, I. Radusch, H. Rechner,
and P. Vogel, “simtd: a car-to-x system architecture for field operational
tests [topics in automotive networking],” IEEE Communications Maga-
zine, vol. 48, no. 5, May 2010, pp. 148–154.

67Copyright (c) IARIA, 2018.     ISBN:  978-1-61208-610-1

ADAPTIVE 2018 : The Tenth International Conference on Adaptive and Self-Adaptive Systems and Applications

                           76 / 119



[2] J. C. Haartsen, “The bluetooth radio system,” IEEE Personal Communi-
cations, vol. 7, no. 1, February 2000, pp. 28–36.

[3] J. r. Lin, T. Talty, and O. K. Tonguz, “On the potential of bluetooth low
energy technology for vehicular applications,” IEEE Communications
Magazine, vol. 53, no. 1, January 2015, pp. 267–275.

[4] H. Znamiec, B. Reuber, R. Henze, and F. Kücükay, “A Method for the
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I. INTRODUCTION

Automated driving is undoubtedly one of the most impor-
tant technological development components for the automotive
industry. For example, the first series applications of individual
Society of Automotive Engineers (SAE) Level 3 systems are
now almost ready for market launch [1]. However, their range
of functions is still rather low and the scope is limited to the
highway.

On the other hand, a number of complex challenges have
to be overcome in order to realize automated driving in the
inner-city area. Therefore, the high complexity of the static
and dynamic environment within cities leads to increased
requirements to the robustness of in-vehicle behavior planning.

This is where the following papers approach is focusing on.
Based on a high-precision digital map, additional information
about the static environment is provided to the vehicle’s
planning modules. This is complemented by additional in-
formation from communication infrastructure to the dynamic
environment.

At first, in Section II, an exemplary use case is presented
in which the concept can be applied. Section III is focusing on
the key elements of the concept and their purpose as well as
the connection among them. In Section IV an overview about
the integration in an existing architecture is given. The paper
is concluded by a summary of the current work status and the
outlook for upcoming activities in Section V.

II. MOTIVATIONAL USE-CASE

The problem given is the approach of an automated driving
vehicle on a road with two lanes to an inner-city intersection
with three lanes branching off into three direction - one lane for
turning right and going straight, one lane for going straight and
one lane for turning left. Regardless of other dynamic object
vehicles, some really big challenges come up to the automated
driving vehicle in such a complex scenario [2].

The correct localization on the approaching road and the
high precise localization within the intersection area is difficult

to handle. Based just on Global Positioning System (GPS), it
is almost impossible to localize within a required tolerance for
automated intersection crossings [3]. At this point, this paper’s
approach to use map and communication data combined with
vehicle sensor data is set up. After the data fusion, it is possible
to locate the ego vehicle with high precision within the right
lane and on the right spot, e.g., the stop line of a traffic light
on the lane for left turning.

The localization is followed by the behavior and path
planning model, which provides the vehicle with the necessary
intelligence to deal with for example complex intersection
scenarios. Therefore, in addition to this, the planning model
needs information about the traffic lights, other crossing object
vehicles, e.g., the opposing traffic on the straight lane or pedes-
trians crossing the target road. This can be solved by different
communication methods, e.g., road-side-units, backend-server
communication and is work in progress.

III. CONCEPT

The basic idea to overcome the challenges of the inner-
city area is to expand the information sources of the behavior
planning of the automated vehicle to high-precision map data
and communication.

For this purpose, a tool chain is developed, which is
initially dedicated to the processing of map data in the online
vehicle application. In the first step of preprocessing, a map is
parsed into the structure of the framework. Thus, in the next
step, an interpretation can be made, which provides the logical
and geometric information of the map.

The proposed architecture offers the possibility to integrate
different map formats and extract specific information from
them. Thus, on the one hand, behavior planning purposefully
receives information about, e.g., the change in the road cross-
section and the associated logical assignment of tracks, which
then in turn lead to an adequate behavior decision.

On the other hand, geometric information of the lane course
is used to support and optimize path planning. For example,
complex lane courses at inner-city intersections can be taken
into account in a timely and precise manner in the planning.

The extraction of the information can be done in two ways.
On the one hand, a predefined route can be stored on the basis
of which, in combination with the current vehicle position,
specific information can be forwarded to the planning level.
On the other hand, it is possible to provide information by
means of a virtual horizon during free driving. The former, of
course, offers the higher precision, since the route is known in
advance.
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The localization within this map is realized by a com-
bination of different data. First, a rough assignment within
the map is achieved via the GPS of the vehicle. This was
done by comparing the current vehicle position and the global
reference stored in the map. Next, a track accurate assignment
of the vehicle is supplied. This is calculated by a model which
processes information of the vehicle camera and matches these
with the GPS data.

If a higher accuracy is required in individual situations, this
is also anticipated in the model. A comparison between specific
landmarks within the map and the scenario perceived by the
vehicle provides additional potential for this. In particular, this
can also be used to support the localization during a lack of
GPS signal quality.

The model is also supplemented by external dynamic
information. On the one hand, there is the possibility to
provide data from a backend server. Here, individual events or
specific information can be collected centrally and transmitted
to the behavior model. Thus, a timely and targeted response
of the automated vehicle can be realized on, for example,
a construction site with a lane closure without a critical
or uncomfortable situation arises. Situations of these types
classified by the vehicle itself are correspondingly reported
back via this interface and can in turn be made available to
other vehicles.

IV. INTEGRATION IN EXISTING AUTOMATED DRIVING
ARCHITECTURE

An important point for the design of the concept is the
practical feasibility. In doing so, particular attention was paid
to the modularity of the individual elements. This is particu-
larly important with regard to the integration of the model in
an existing vehicle architecture.

Figure 1 illustrates the relationship between the individ-
ual modules, as well as the general structure in the overall
overview.

vehicle sensor 
data

highly 
accurate map 

data

communi-
cation data

environment model

localization
map data 

processing

planning model

behavior 
planning

path planning
vehicle control

sensor data 
fusion

Figure 1. Relationship between the environmental model, the planning
model, the vehicle control as well as the map and the communication data

set on the same level as the vehicle sensor data.

The first level shows the provision of the most important
input information for the model chain. Here, the existing
vehicle sensors are extended by the highly accurate map

data and the communication data. The latter are therefore
considered in the overall context as an additional source of
information at the sensor level. These data form the basis for
the extended environment model. At this level, the processing
of map data is integrated. In combination with the localization
module, information is passed on to the planning level from
there. The communication data are also processed and linked
here.

At the planning level, this additional data can now be used
directly to enhance the behavioral planning, as described in
Section II, or as additional support in path planning.

For this purpose, the existing planning module is extended
so that specific information can now be extracted. This can
be done on the one hand in addition, in which, for example,
information about speed limits can be adapted in advance. On
the other hand, additional information which is not yet detected
by the vehicle sensors, such as the distance to a stop line is
taken into account.

Furthermore, the path planning model is edited, so that, in
addition to the information of the existing vehicle sensors, now
also information from the map are directly considered. These
are for example the exact course of tracks within complex
intersection scenarios.

The finally planned vehicle movement is then transferred
to the vehicle control level. The advantage at this point is that
the existing control algorithms do not have to be edited but
can persist. This is possible because the existing interface can
be adopted here unchanged.

V. CONCLUSION AND OUTLOOK

The paper proposes a new approach for a highly accurate
map-based path and behavior planning for automated urban
driving. In summary, the presented approach realizes a model
that can contribute to overcoming the specific challenges of
inner-city automated driving. One of the main advantages of
the model is that the individual components can be integrated
into the existing vehicle architecture due to the modular design.
Consequently, on the one hand, the implementation effort is
significantly reduced, and on the other hand, extensions can
be added easily.

The next step is to complete the hole practical imple-
mentation. In particular, the communication data processing
model and its complete integration into the planning level are
currently still under development.

Following this, a comprehensive evaluation of the overall
function is planned. For this purpose, specific test cases have
to be carried out in simulation based on an existing test
methodology [4]. This is followed by integration into a test
vehicle and the execution of tests on a test site.
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Abstract—Improving efficiency of upcoming vehicle communica-
tion networks is one of the main goals in near-future wireless
systems. In addition, multi-antenna configurations are known as
the main technique to improve the system performance with
current constrains, such as the limited spectrum. They are
an unlimited and non-lasting resource, but they imply a more
complex implementation. In this context, the design of this type of
geometries must be optimized considering the entire scenario and
the final propagation conditions. Due to the relation between the
propagation environment and the correlation between elements,
the antenna inter-element spacing has to be adjusted to reach
the maximum performance at the minimum possible footprint
size. This work investigates the impact of correlation on channel
capacity and also proposes a proper separation of the elements
when they are mounted on a vehicle for two different urban
scenarios: communication between two vehicles (V2V) and car
connected to the cellular network (V2I).

Keywords–MIMO systems, Urban propagation, Vehicles.

I. INTRODUCTION

Vehicle communications have become a recurring topic
over the last years due to the increasing interest on creating
an efficient and reliable network of connected cars, Vehicle
to Everything (V2X). The goal ranges from providing driving
aids to the user to self-driving cars. Then, energy efficiency
and low latency are two main factors to consider.

In the following work, the focus will be put on the car an-
tenna configuration in order to improve the whole performance
of the system by means of numerical simulations for two main
situations: Vehicle to Vehicle (V2V), in which two cars try
to communicate, and Vehicle to Infrastructure (V2I), where a
Base Station (BS) is introduced. For both cases, Multiple Input
Multiple Output (MIMO) geometries will be compared with
respect to the Single Input Single Output (SISO) case, espe-
cially focusing on the impact of the inter-element spacing on
the system performance [1]. Conventional MIMO systems for
automotive applications are already detailed in [2]. Otherwise,
related work in [3] also analyzed the beamforming capabilities
of such structures using monopole arrays.

In particular, the study is based in the experimental val-
idation of the specified configurations in a simulated urban
environment, in which the cars and the BS will be placed to
emulate a realistic situation. A district of the city of Barcelona
has been chosen to provide an approach close to reality. The
operating frequency is located in the upper side of the S-band,
from 3.4GHz to 3.8GHz, with better propagation properties

as compared to higher bands, and which the automotive
industry has also become interested in [4].

Next sections are organized as follows: Section II intro-
duces some theoretical concepts that will be useful for the
following discussion, Section III describes the environment and
numerical tools, Section IV defines the methodology used to
evaluate the results, Section V presents the results for the V2I
simulations, whereas Section VI does the same for the case of
V2V, and, finally, Section VII summarizes the previous work
in some major statements deduced from the study.

II. THEORETICAL BACKGROUND

A. Capacity in MIMO Channels
One of the most used figures of merit at physical layer

in the analysis of communications systems is the channel
capacity. For a MxN MIMO system, being M the number of
transmitting units and N the receiving ones, capacity may be
obtained as [5]:

C = log2

(
det

[
IN +

PTHH ∗

PN

])
, (1)

where IN is the identity matrix, H is the channel matrix, whose
entries correspond to the addition of all multipaths between
each input and output port, PT is the transmission power and
PN , the noise level. The operator (.)* denotes the conjugate
transpose operator, i.e., Hermitian matrix.

‖H‖F =

N,M∑
i,j=1

|hij |2
1/2

(2)

HC =
HH ∗

‖H‖2F
(3)

Otherwise, we can express the same equation as a function
of the channel eigenvalues, λi(HC). In this case, the channel
matrix is normalized using the Frobenius norm, in (2), and the
eigenvalues are those corresponding to the product between
both H and its Hermitian, as in (3).

C =

N∑
i=1

log2

(
1 +

PRλi(HC)

PN

)
(4)

In (4), capacity is defined by means of two main concepts in
multi-element cellular communications: the Signal to Noise
Ratio (SNR) at the receiver, defined as the ratio between

71Copyright (c) IARIA, 2018.     ISBN:  978-1-61208-610-1

ADAPTIVE 2018 : The Tenth International Conference on Adaptive and Self-Adaptive Systems and Applications

                           80 / 119



Figure 1. Correlation for two dipoles with changing inter-element spacing
and three distinct angle of arrival [7].

received power and noise level (SNRRX = PR/PN ), and
the channel richness, determined by the number of relevant
eigenvalues. In this analysis, multi-user interference is not
considered, but it would affect the noise term (if it is assumed
uncorrelated with respect to desired signal), degrading the
system performance.

B. Correlation and Spatial Diversity
In a MIMO system, the distance between antennas has a

direct impact on the channel capacity through the correlation
between the antenna elements. This fading correlation was
researched by Shiu et al. [6]. The smaller the angle spread
becomes, the higher is the correlation and the lower the
responding channel capacity [5]. Therefore, a higher inter-
element spacing is needed for small angle spreads.

Figure 1 shows the correlation for three different kind
of possible arrival angles for two dipoles with varying inter-
element spacing. Furthermore, mutual coupling between the
antennas is another penalty on the channel capacity, which is
not studied in this work.

III. SIMULATION ENVIRONMENT

The study of vehicle communications implies complex and
large environments, which require the support of numerical
tools to model the performance of the system in a realistic
situation. This section is dedicated to detail the elements
involved in the process of design and simulation of both the
scenario and the antennas. The latter is considered to be the
entire vehicle when mounted on the car due to its impact in
the field distribution.

A. Software simulation
Initially, FEKO [8] is used to model the vehicle, as well as

the BS for the V2I case, together with the antenna structure.
It considers the effect of all the structure when calculating the
field. The resulting radiation pattern is imported in a second
tool, WinProp [9], that is used to simulate the propagation
environment. It is possible to create the scenario for the case
of study, with a geometrical approximation of buildings, trees
and any other element and simulate using the ray tracing
method the interaction of all them when one or more radiators
are activated. In this case, a car (V2V) or a BS (V2I) are
used as transmitting elements and several points over a virtual

Figure 2. Scenario representation with the location of transmitting vehicle
(V2V), transmitting BS (V2I) and trajectories used in the simulations.

trajectory are assumed to calculate the received fields. At the
receiving points, the effect of the car is considered, as the
radiation pattern calculation is including its structure. It is
important to mention that all receiving points assume a still
vehicle located on them, which is neglecting any Doppler
effect.

B. Scenario

The chosen scenario is an urban area with medium-height
buildings, some trees and streetlights. In particular, it is a
model of an intersection in a district of Barcelona called as
L’Eixample, which is known for its rectangular shape and
corners close to 90 deg. In Figure 2, the 3-D view of the
scenario is shown.

All buildings are made of concrete walls of 30 cm thickness
and 18m height, some of them including a courtyard. The
ground is made of asphalt, streetlights are modelled as metallic
cylinders and trees include a solid wooden trunk and the top
is assumed to be a foliage semi-transparent to the rays (only
a certain attenuation applied as they pass through).

C. Vehicle configuration

For the vehicle model, a prototype of a conventional car is
used. It includes two types of materials: metal for the body
and laminated glass for the windows. Wheels and internal
elements are excluded to simplify the design and to reduce
computational complexity and time consumption during the
simulations.

As shown in Figure 3a, the antenna is mounted on the
car rooftop. For V2V communications, both transmitter and
receiver will have the same height and, for the case of V2I, if
large distances are assumed, the angle of arrival is close to the
horizontal plane. In consequence, the ideal radiation pattern
should be maximum for angles close to the horizontal plane
and minimum in the vertical axis. Thus, the chosen antenna
is a monopole. In case of MIMO configurations, two or four
antennas are placed in a straight line, appropriated to fit in a
shark-fin footprint.
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(a) Antenna configurations on the car.

(b) Radiation pattern of a monopole mounted on the car rooftop.

Figure 3. Model of the vehicle and antennas.

D. Base Station
It consists of a set of omnidirectional elements placed on

the top of a building as shown in Figure 2. The total height is
21m over the ground, or 3m over the rooftop. Depending on
the case, one, two, or four antennas are used (for SISO and
MIMO 2x2 or 4x4, respectively), with a constant spacing in
all cases.

IV. METHODOLOGY

The figure of merit to estimate the system performance is
the average capacity for the set of points used in each specific
path. For each one, the capacity is calculated using (4), once
the channel matrix is obtained by the numerical simulation.
The noise level is not fixed in the calculation, but a mean SNR
is assumed for the overall trajectory. Its value is set to 10 dB. In
addition, in order to determine the achievable performance and
validate the results, a theoretical maximum is calculated with
ideal channel eigenvalues, i.e., σi = 0.5 (i=1,2) for MIMO
2x2 and σj = 0.25 (j=1,2,3,4), for MIMO 4x4.

The spacing between the antenna elements (monopoles)
on top of the car is chosen to be in the range of 0.1 to
4 times the wavelength, in steps of 0.1λ. For each one, the
average capacity over a given trajectory is calculated and then
compared with respect to the SISO case.

V. IMPACT OF THE INTER-ELEMENT SPACING
IN V2I MIMO COMMUNICATIONS

In this section, the performance in terms of capacity is
studied for MIMO V2I systems. The analysis distinguishes
between two different situations: Line of Sight (LOS) and Non
Line of Sight (NLOS). In the first case, the BS is placed at the
edge of the building, whereas, in the latter, the direct view is
blocked by placing it some meters backwards (see Figure 2).
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Figure 4. V2I channel capacity for different inter-element spacing for MIMO
2x2 and MIMO 4x4 with respect to the SISO channel capacity in percent and
a fixed SNR of 10 dB.

Figure 4 shows the average channel capacity obtained for
distinct inter-element spacing with respect to the SISO case in
percentage. It illustrates the MIMO 2x2 case (upper figure) for
the LOS in blue, the NLOS in red and the theoretical maximum
in black. The same illustration is shown in the lower figure for
MIMO 4x4.

First, if MIMO 2x2 is analyzed, it is observed a the-
oretical maximum channel capacity 149% respect to SISO.
The minimum for LOS case is 129 % and, in NLOS, it is
135%, both obtained with an inter-element spacing of 0.1
wavelength. The maximum with 147% for NLOS is achieved
with a spacing of 3.4 λ and is almost reaching the theoretical
maximum of 149%. In the case of LOS, the maximum of
139% although the channel capacity is almost flat after inter-
element distances of 1.9λ. The evolution for NLOS is expected
as in the theoretical graph (see Figure 1). Regarding MIMO
4x4, the theoretical maximum channel capacity is now 209%.
The lowest channel capacity is again obtained for both LOS
and NLOS when inter-element spacing is 0.1 wavelengths
(164% and 175%, respectively). On the other hand, the greatest
capacity is achieved at the spacing of 2.8λ, with 188%, for
LOS and 3.9λ, and 198% for NLOS.

From the previous results, it is deduced that MIMO 2x2
is almost reaching the theoretical maximum for NLOS com-
munication, whereas MIMO 4x4 has a bigger step until its
maximum. It can be determined that the channel is not rich
enough, even increasing the inter-element spacing. Otherwise,
it is also true that MIMO 4x4 provides a larger improvement
with respect to SISO in terms of capacity although the channel
rank is low.

Additionally, in MIMO 4x4 case, there is a more significant
increment when the spacing is increased if the values are
compared from the lowest distances to the largest. As stated in
[10], “the specific behavior is also depending on the amount of
elements in the car, which seems to indicate that higher is the
number of elements, higher may be the necessary inter-element
distance to obtain the optimal performance.”
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Figure 5. V2V channel capacity for different inter-element spacing for MIMO
2x2 and MIMO 4x4 with respect to the SISO channel capacity in percent and
a fixed SNR of 10 dB.

VI. IMPACT OF INTER-ELEMENT SPACING
IN V2V MIMO COMMUNICATIONS

The goal now is to analyze the communication between
two equal vehicles (V2V). This situation has some major
differences as compared to previous case: both transmitter and
receiver have the same height, their spacing is modified at the
same time and both use monopole antennas.

The transmitting vehicle is fixed in a still position. Other-
wise, two trajectories are considered for the receiver: one in
LOS in which the car is driving along the same path as the
transmitter and another in NLOS behind the building close to
the corner (Figure 2).

Figure 5 compares both situations when MIMO 2x2 or 4x4
are used. In contrast with V2I model, the increment in capacity
is much more evident for NLOS. It is necessary to remind at
this point that the SNR is fixed to 10 dB and the performance
is only affected by the eigenvalues distribution. Then, we can
deduce that the rank of the channel matrix is clearly increasing
when there is no direct path.

In NLOS, the average capacity is very similar to previous
case. There is a maximum of 123% at 3.3λ for MIMO
2x2 and 194% at 3.4λ for MIMO 4x4. In any case, the
oscillation is considerably stable above 2λ. Otherwise, for the
LOS situation, capacity is much more reduced. This behavior
indicates a very strong path, corresponding to the direct view,
and low power reflections. Now, the behavior is almost stable
after 0.5λ and maximum values are 132% and 168% for
MIMO 2x2 and 4x4, respectively.

VII. CONCLUSIONS

Based on the realistic numerical modeling of a V2X urban
environment, two main conclusions may be extracted. In terms
of antenna footprint, it has been shown that higher the order of
the MIMO system, larger has to be the inter-element distance
to obtain optimal performance. Furthermore, the increment of
the distance improves capacity in both LOS and NLOS for
V2I; whereas, for V2V, a significant improvement is only
obtained in NLOS.
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Abstract— In addition to the powertrain, heating and air-
conditioning represents the second-largest energy consumer in 
electric vehicles. Optimization in this area can therefore 
contribute significantly to enhance the range of these vehicles. 
A new approach exploiting this optimization potential is the 
use of a model predictive controls. These controllers are based 
on a mathematical process model, which predicts the 
trajectories of the output variables. The predicted output 
variable trajectories are then evaluated by a non-linear cost 
function in order to find the corresponding optimal 
manipulated variable trajectory. Since external disturbances 
also affect the system in addition to manipulated variable, it is 
also necessary to predict these disturbances with sufficient 
precision. This is the core problem of this control approach 
and is not adequately addressed in previous approaches. For 
vehicle cabin heating and air-conditioning, the disturbances 
correspond to the thermal loads. These loads are mainly 
caused by the energy input of solar radiation, outside 
temperature, wind speed and humidity. In the following work, 
we will show how the coupling of methods of machine learning 
with Car2X technologies can lead to a high-precision 
prediction of thermal disturbances for an electric vehicle. 

Keywords- Model Predictive Control; BEV; Applied Machine 
Learning; HVAC; Mobile Data Mining 

I. INTRODUCTION 

The limited range of Battery Electric Vehicles (BEV) 
continues to be a major cause of the low market penetration 
of this technology. In addition to the drive train, the energy 
requirement for climate control is a key factor here. The 
energy requirement for heating, ventilation, and air-
conditioning and (HVAC) can reduce the range by up to 
50% [1] [2]. A recent promising approach reducing this 
additional energy demand is the replacement of 
conventional controls by Model-Predictive Controls (MPC). 
MPC are based on a linear or nonlinear model (NMPC) of 
the system to be controlled, which predicts future states for 
given input variables. The resultant states over a prediction 
horizon are then evaluated with a cost function. By means of 
an optimization method, the manipulated variables are then 
adjusted until an overall optimal state of the system is 
achieved. In various previous investigations [3] - [5], the 

potential of this method in the field of the vehicle thermal 
management was demonstrated. For example, an NMPC 
was used in [6] to simultaneously control the battery 
temperature and the vehicle cabin temperature. Compared to 
a conventional PI controller, it was shown that the set-point 
values were achieved considerably faster, nearly without 
overshoot while maintaining a high degree of overall energy 
efficiency. However, all these investigations showed a weak 
spot. The future disturbance variables were either assumed 
to be known in advance, were not taken into account or 
predicted by a very weak estimate. The disturbance variable 
over the current prediction range is most frequently 
estimated by the last measured value. This is unrealistic, 
since in the real world, however, the outside temperature, 
but also the solar radiation, fluctuate very dynamically over 
the course of the journey. 

In this paper, we will first discuss the state of the art, 
discuss the impact of the prediction accuracy in Section III 
and then introduce our approach to a structure of the 
disturbance variable prognosis system in Section IV. Our 
approach is to train machine learning algorithms with data 
from weather forecasts for an upcoming vehicle ride and 
obtained vehicle sensor data of a subsequent measurement 
ride. The trained functions are then used to generate a 
forecast for the thermal disturbances of an upcoming trip 
using the current weather forecast. We will show in Section 
V how the data collection and processing is carried out with 
the help of an electric vehicle and the corresponding server 
structure. Finally, we will explain the applied machine 
learning techniques in Section VI and discuss the results of 
the test runs in Section VII. 

II. STATE OF THE ART

As already mentioned, no precise prediction of the 
disturbance variables was used in any known work in the 
field of vehicle HVAC. In [6] and [7] the ambient 
temperature is kept constant over the prediction horizon, [8] 
analyzed HVAC power consumption for different given 
ambient temperatures, [9] estimates disturbance variables 
from measurement data, [4] and [10] use no ahead 
prediction at all. For vehicle cabin heating and air-
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conditioning, the disturbances correspond to the thermal 
loads. These loads are mainly caused by the energy input of 
solar radiation, outside temperature, wind speed and 
humidity. The prediction of these magnitudes is, however, a 
sub-area of the scientific discipline of atmospheric science 
and, in particular, of meteorology, which has a major focus 
on weather forecasting. The findings from this research are 
applied in various neighboring sciences such as agricultural 
meteorology, aviation meteorology, maritime and technical 
meteorology. The meteorological weather forecast is based 
on Synoptic Meteorology. Here, a network of ground-based 
atmospheric observing stations is used to perform 
measurements under a standardized procedure. These 
observations take place uniformly throughout the world at 
fixed time intervals. The information obtained is then 
supplemented by radiosonde ascents, satellite observations 
and aircraft measurements. The collected data is then 
mapped in weather maps and is used, on the one hand, for 
the shortest-term forecast (0-2h forecast), the so-called 
nowcasting and further as input for Numerical Weather 
Models (NWM). One of the most widespread NWM is the 
global GFS model (Global Forecast System) of the US 
National Oceanic and Atmospheric Administration 
(NOAA). Using the NWM, very short-term forecasts (2-
12h), short-term forecasts (12-72h) and medium-term 
forecasts (3-10d) are then prepared by state and private 
weather services [11]. 

In recent years, dramatic progress has been made in the 
field of weather forecasting. The quality of the weather 
forecast fluctuates during the year. Thus, in the summer, 
more reliable forecasts can be drawn up in more stable 
weather conditions than in winter. For example, the average 
forecast error of the daily high temperature for a one to two-
days forecast of the German weather service fell from 2.5 K 
in the year 1984 to 1.6 K in the year 2008 [12]. 

The use of weather forecasts for control engineering 
applications in combination with model predictive 
controllers has already been investigated in several scientific 
papers [13]-[19].  The main application area was the climate 
control of buildings. In [17], the impact of forecasting 
accuracy of different prediction models on the quality of a 
model-predictive control for climate control of buildings 
was investigated. Different methods based on historical data 
(TMY2 predictor, same-as-yesterday predictor, bin 
predictor) were compared with methods based on unbiased 
random walk and on seasonal autoregressive and moving 
average prediction model (SARIMA). It was observed that 
the bin predictor models, in particular the 30-days and 60-
days bin models provide the best performance. Furthermore, 
it was found that in comparison to the model predictive 
control with perfect prediction, the quality of the methods 
with bin predictor were only slightly behind. In [18], an 
improved disturbance prediction method as well as an 
extended MPC method, the stochastic MPCs (SMPC), have 
been used. Stochastic MPCs take into account the 

uncertainties of the measuring system, the overall system 
and the state estimator. An overview of SMPC can be found 
in [19]. For the prediction of the weather, results of the 
numerical weather prediction model COSMO-7, locally 
measured weather by the SWISS Meteological Network and 
building measurements were used. Furthermore, a linear 
error model was generated, which then provided the forecast 
in combination with the weather data via a Kalman filter. 
The use of online weather predictions is discussed in [20] 
and [21]. In order to forecast the future temperature value, 
the predicted temperatures of various online accessible 
weather services were combined in [21] to an improved 
prediction. Furthermore, the prediction of the solar 
radiation, which is not part of the weather forecast, is 
discussed. In this case, a method is proposed, which 
calculates the theoretical global radiation as a function of 
location and time for a clear sky as well as a method for 
calculation reduction in the irradiation through the predicted 
cloudiness. By means of a linear regression model, these 
forecast data are then linked with actual measured data. 

In summary, it can be said that the results obtained are a 
great advance for application to the regulation of building 
climate control, but can be transferred only partly to the area 
of electric vehicles HVAC. There are several reasons for 
that. Due to the size, design, the storage capacity and 
thermal insulation, the entire system responds much slowly 
to external disturbances. As a result, short-term fluctuations 
do not have a very strong effect on the overall system. 
Furthermore, the system is generally operated continuously 
and not as in the case of the vehicle from only a few minutes 
to a few hours. This requires for building climate control a 
rather long-term forecast, which tolerates a wider standard 
deviation in the sense of the distribution of the forecast 
error. Secondly, buildings do not rotate and do not change 
their positions either. As a result, the associated weather 
observation stations and also the distance to this stations do 
not change, which can lead to a different prediction quality. 
The relative position to the sun in the case of buildings 
depends only on astronomical laws. This, on the other hand, 
affects the maximum possible global solar radiation as well 
as the side of the system facing the sun. Similarly, the 
relative position to shadow-causing obstructions like 
neighboring buildings, plants and trees does not change. In 
addition, a moving object is obviously exposed to bigger 
weather fluctuations, since the weather can differ from place 
to place. In [22], a high resolution system for routes, which 
monitors not weather data but road infrastructure based on 
acquired vehicle sensor data and machine learning was 
introduced. In [20], a range prediction system was 
introduced, which considers continually updated and locally 
resolved GFS weather data. The finest resolution of this 
system is 1 km. This resolution is too low for our 
application since, e.g., shadow-causing obstructions are not 
taken into account. All this require a more elaborate 
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prognosis technique than in the upper case, which will be 
presented in this study. 

III. IMPACT AND EVALUATION OF THE PREDICTION 

ACCURACY

The quality of control of a model predictive control 
essentially depends on the accuracy of the predicted 
manipulated variables, the accuracy of the predicted 
variables of the constraints and the range of the prediction 
horizon. Since the control optimizes only within the range 
of the prediction horizon, the optimum found is locally 
limited to this horizon. If a manipulated variable is predicted 
incorrectly in this horizon, the control deviation is also 
predicted incorrectly, which is why the control cannot find 
the true optimum for the given boundary conditions. The 
prediction value of the future behavior of the manipulated 
variables is subject to two uncertainties. On the one hand, it 
is subject to the accuracy of the process model, which is not 
part of this work, and, on the other hand the consideration of 
the disturbance variables of the control. If a disturbance 
variable changes only slowly in relation to the range of the 
prediction horizon, then the prediction accuracy can be 
improved by integrating the current values of the 
measurable quantities into the control. Additionally, 
immeasurable state and disturbance variables can be 
estimated by using observers or Kalman filters [20]. Since 
in the case of vehicle air conditioning, the disturbance 
variables, such as temperature and solar radiation, are 
subject to strong fluctuations with respect to the forecast 
horizon, these measures are only limited sufficient. 

The exact quantification of the impact of a tangible 
prediction error, e.g., in terms of energy saving is difficult, 
as this effect depends on the particular MPC model and the 
state of all system parameters and variables. The quality of 
the forecasting method is therefore evaluated below in 
relation to the quality of the existing methods and the 
measurement inaccuracy of the respective sensor. In the 
case of the outside temperature prediction, the temperature 
sensor has a resolution of 0.5 K. This equates to an RMSE 
of 0.5, which is used as reference value. Since in this study 
the forecast horizon is assumed to be the duration of a 
journey up to one hour, the best state of the art reference 
estimate of the temperature is used on the basis of historical 
data and a naive prognosis. The estimated value of the naive 
prognosis corresponds to the first measured value of the 
temperature. The historical data estimate is usually in 1 hour 
increments. So, here it is assumed that this can be 
represented by the mean value of the vehicle measurement. 
The evaluation of the radiation prognosis is carried out 
analogously, whereby in this case the measurement 
inaccuracy is in each case 10% of the measured value. 

IV. STRUCTURE OF THE DISTURBANCE VARIABLE 

PROGNOSIS SYSTEM

The task of the disturbance variable prognosis system is 
to predict the thermal disturbances acting on the system 
precisely in terms of extent and, if applicable, effective 
direction for the period of an impending journey with an 
electric vehicle. The accuracy must be described with a 
rating system. Each predicted single value for a variable 
corresponds to the realization of an event. Since this 
realization of an event is subject to a certain probability, a 
good prediction method must also predict a whole 
probability distribution for each individual event to be 
predicted [24]. 

The reference system is thus the continuous time of 
travel in the vehicle. Since the disturbances are caused 
externally and locally, the reference system must be related 
to the local state. This is done by two successive 
predictions. First of all, the location, time and orientation of 
the vehicle are predicted for the course of the journey. For 
this purpose, the route is discretized in road sections. 
Secondly, a prediction of the local disturbances is made for 
each discretized road section at the predicted time, taking 
into account the direction of travel. The forecasting 
procedure is described below. In this case, it is assumed that 
the destination of the trip is known to the system in advance. 

A. Location – Time Prediction 

As already mentioned, the prediction for the upcoming 
journey takes place in the form of a series of predictions for 
the separate road sections of the route ahead. Every road 
section is referred to as a segment in the following. A 
segment always consists of 2 nodes. The nodes used here 
originate from the OpenStreetMap data model (OSM). A 
node consists of a single point in space defined by its 
latitude, longitude, altitude and node ID. Currently, as of 
June 2017, 3,900,000,000 points are defined in the OSM 
data model. 

Figure 1. Definition of map elements 

A journey is made on a defined way. The way is defined 
by its start and end nodes. Several routes are possible for 
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each way. The allocation of ways and routes is done in a 
separate table of the database of the system. Each route is 
defined by a fixed sequence of segments. The definitions 
used here are shown graphically in Figure 1. For the first 
prediction, it is now necessary to predict the segment entry 
time and the dwell time of the vehicle in this segment. This 
must be done successively for all segments to be traversed 
on the entire route. For this purpose, it is necessary in a first 
step to find an optimal path between the start and the 
destination. This can be accomplished with the aid of a 
suitable route planning algorithm, e.g., the Dijkstra's 
algorithm. Since the finding of the optimal route is not 
subject of this investigation, the routing API of the open 
source routing library GraphHopper was used for this 
purpose. The GraphHopper API provides the optimal route 
for a given way in the form of individual waypoints of 
OSM-nodes and associated time points. From this, a 
predicted dwell time can be derived for each segment, and 
additionally, since the length of the segment can be 
calculated, a predicted velocity in the segment can also be 
derived. In the context of vehicle measurements, however, it 
was found that these prognosticated times are not suitable as 
a basis for the following predictions of the disturbance 
variables. Although on average the arrival time is predicted 
relatively well, there are strong deviations in the individual 
segments. This is based on the fact that depending on the 
type of road, a certain average speed is assumed and 
individual conditions such as the occurrence of traffic lights 
are not taken into account individually.   

Figure 2. Predicted velocity by GraphHopper routing 

Figure 3. Predicted velocity by wknn-approach 

Figure 2 shows the comparison of a velocity prediction 
made with the GraphHopper routing and a corresponding 
vehicle measurement. However, a more precise prognosis of 
the dwell time in the segment is necessary, since it is 
necessary to determine how long the vehicle will be 
subjected to the respective disturbance variable, e.g., of the 
solar radiation, in the individual segment. For this purpose, 
a forecast function based on machine learning was 
developed, which more accurately predicts both the time of 
arrival and segment dwell time. Figure 3 shows the 
comparison of the predicted velocity and the actual 
measured velocity. The prediction function is described in 
more detail in Section VI.A. 

B. Prediction of Disturbances Variables 

In the subsequent second prediction, the prediction of 
the disturbance variables must now be performed for each 
segment at the predicted arrival time. The measured values 
of local weather stations, local weather forecasts and the last 
known measured value of the vehicle are used as input for 
the prediction function. Various online weather services are 
available for querying weather data. These include, for 
example, YR (Norwegian Weather Service), DWD (German 
Weather Service), OpenWeatherMap (Extreme Electronics 
LTD), Weather Underground (IBM) and Here (Intel, Audi, 
BMW, Mercedes, etc.). These services provide current and 
historical weather data as well as weather forecasts to 
developers of web services and mobile applications. In this 
study, primarily OpenWeatherMap is used. However, 
further services will be integrated into the system in 
perspective. OpenWeatherMap uses, among other tools, the 
already mentioned GFS model of the NOAA as a NWM. An 
API can be used to access data on cloudiness, air 
temperature, air pressure, wind speed, wind direction, 
precipitation and humidity. These data also include the 
coordinates of the assigned weather station, the time of the 
last measurement as well as the projected time period for the 
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forecast of the predicted weather events. The data of the 
weather services are referred to below as services. A 
number of specific services are assigned to each individual 
segment. The assignment of services to segments is 
determined by a request to the respective weather services 
and then registered in a separate table of the database. This 
is done once when creating a new route. The entities are in a 
many-to-many relationship. This means that each segment 
can be assigned to several services and each service can be 
valid for several segments. Since the segment sequence is 
fixed for each route based on the primary prediction, all 
associated services can now be determined for an upcoming 
journey. In advance to the disturbance variable prediction, 
the weather data for all services for all affected segments are 
queried and stored in the database. The weather data are 
supplemented by additional data to interpret their 
informative value. For example, the relative position of the 
affected weather station to the affected segment, as well as 
the time difference between the segment entrance time and 
the weather forecast time are stored. To predict the 
disturbance variables, all these data are entered into a 
mathematical algorithm, which outputs the desired 
variables. This algorithm is based on machine learning. 
Each segment is initially considered independent of other 
segments. The approach for the learning is so-called 
supervised learning. The algorithm learns a function from 
given pairs of inputs and outputs for each segment. The 
correct result of the function is available during the learning 
process as training data. The goal of supervised learning is 
to train the system until it can establish the correct 
associations. 

In addition to the input data, the output data are also 
required for the learning process. In this case, this 
corresponds to the measured disturbance variables. The 
measurement and preparation of this data are subject of the 
next chapter. 

V. DATA COLLECTION AND PROCESSING

For this investigation, an electric vehicle of the VW    
e-Golf type was used. This vehicle is equipped, as standard, 
with various sensors for recording vehicle and climate data. 
These are, for example, the ambient air temperature sensor, 
the fresh air intake duct temperature sensor, the humidity 
sensor, the sunlight penetration photo sensor, the brightness 
and rain sensor of the windscreen wiper. In addition, the 
current position can be determined via GPS and, of course, 
the speed can also be measured. The signals from the 
sensors can be tapped via the various CAN busses as well as 
via the onboard diagnostic interface (OBD). Since, in the 
case of the Can bus, the data can be recorded in finer time 
frames with cycle times of 20 ms to 200 ms, access was 
made to these data. For the vehicle measurement, the 
powertrain-CAN, infotainment-CAN and comfort-CAN 
were cut free and connected to a data logger. The data 
logger, on the other hand, can transfer the recorded data 

wirelessly to the central server via WiFi or 3G. These 
measurement data are organized in a first processing step in 
such a way that a vector of time stamp, geographical length, 
geographical latitude, outside temperature of the air, 
precipitation quantity, solar radiation, air humidity and 
vehicle speed are assigned to each measured time point in 
the 200 ms time grid. In a further processing step, each of 
these vectors is assigned to a known segment of the 
database. For this purpose, it has always been ensured that 
the segments have already been registered in the database as 
part of the prediction. Depending on the vehicle speed and 
time grid, the number of measuring points per segment 
varies in each case. Figure 4 shows the location of the 
measurement points (red dot) and the predicted segments 
(colored line with segment number) for a part of a trip. 

The mapping of the vectors to the segments is carried 
out by means of a mapmatching algorithm, taking into 
account the distance from the measured point to the center 
of the segment as well as the segment length. In order to 
improve the route planning, the determined segments are 
compared with the predicted segments and, when 
appropriate, a new path is registered in the database. If no 
measured value is measured for a prognosticated segment, 
this segment is not subsequently learned. 

Figure 4. Predicted segments and measurement points 

In the next processing step, all the values of assigned 
measuring points of a segment are aggregated to a single 
value xs for each variable 

. 
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After this step, the target data for the learning functions are 
ready for use.  

VI. APPLIED MACHINE LEARNING TECHNIQUES

There is a wide range of different methods of machine 
learning for different tasks like classification, regression or 
clustering. For our underlying problem of regression, there 
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are a number of methods that differ by calculation effort, 
ability to generalize, fast convergence or overfitting. Since 
we have a huge number of road segments, which we have to 
train separately, we choose the procedures with the least 
computational effort. These methods are based on k-nearest 
neighbor and linear regression algorithms. 

A. Vehicle Speed and Segment Dwell Time 

The vehicle speed in a segment is related to vehicle 
type, driving style, traffic situation, road type, road 
geometry, and possible obstacles, e.g., traffic lights or 
construction sites. In the first approach, it is assumed that 
these influencing variables are essentially related to the time 
of the trip and are subject to similar patterns. While the road 
type and road geometry hardly change, the other factors 
tend to vary more. Our approach is based on the assumption 
that, e.g., the overall situation on a Monday morning always 
behaves similarly and again different than on Saturday 
night. Therefore, a dwell time in the segment is to be 
predicted depending on the time and the day of the week. 

�: � × � × � → �                                                              (2) 
� ⊆ ℤ                            ������� ��
� = {0 … 86400}
� ⊆ ℤ                           ���������� ������ �� �ℎ� ���

� = {1 … 7} � ⊆ ℤ   ���
� ⊆ ℝ                          ����� ����

 The non-parametric distance-weighted k-nearest-
neighbor method, which has already been published in [25], 
was used for this purpose. The wkNN algorithm is one of 
the simplest machine learning algorithms and due to the 
multitude of segments to be learned well suited. The feature 
space (labeled examples) consists of all the aggregated 
measured data of the segment. The output consists of the 
property values of the k closest training examples in the 
feature space. The Euclidean distance is used as a distance 
metric. Since the feature space is circular in both dimension, 
e.g., the Monday (numerically represented as 1) beside the 
Sunday (numerically represented as 7), the feature space at 
the edges was expanded by copies of the opposite edge. For 
the k-property values, a weight w is calculated according to 
their distance. 

�� =

�

��

∑
�

��

�
���

 (3) 

With these weights of the individual neighbors, the resulting 
total value for the prediction rpred is then calculated. 

����� = ∑ �� ∗ ��
�
���  (4) 

As Figure 4 shows, the quality of the results is already 
significantly higher than that of the route planning. Figure 5 
shows the distribution of the error for this measurement run. 

Figure 5. Velocity prediction error 

As can be seen from this, it can be approximated with 
standard normal distribution. The dwell time for each 
segment can now also be determined from the vehicle 
speed. The prediction is performed sequentially one step 
ahead for all segments of an upcoming trip. To calculate the 
segment entry time of the following segment tk+1, the 
predicted dwell time rpred of the last segment is added to the 
segment entry time of the last segment.  

��+1 = �� + ������
  (5) 

B. Temperature Prediction 

The prediction of the ambient temperature is based on 
the work described in Section II. and extended to routes. On 
the basis of data from online weather services the local 
temperature in a specific segment is to be predicted. As 
already mentioned, in the first instance only the 
OpenWeatherMap service was used for this purpose. Our 
following machine learning approach is based on the 
assumption that the temperature of two different places at 
the same time within a close area has a fixed offset. The 
second assumption is that the temperature changes by a 
constant slope over a limited period of time.  This slope is 
assumed to be constant in a limited area for limited time 
span. The slope is calculated from the weather forecast for 
the next 3 hours. The input to the learning process is the last 
measured value and the predicted time slope of the 2 closest 
weather stations for every segment.  

For temperature prediction, a learning method with a 
weighted multivariate regression is used. The weights w are 
used to represent the temporal change of the temperature of 
a segment and correspond to the time elapsed since the 
query of the respective weather date. Using the weights a 
multiple linear regression analysis using least squares 
algorithm is performed for the following equation: 

� = �� + ∑ �� ∗ ��
�
��� + ∑ �� ∗ �� ∗ ∆��

���  (6) 
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Figure 6. Temperature forecast and measurement 

The system was trained by 30 test runs and tested in 3 
further vehicle measurements to validate the learned 
function. The 3 test runs averaged a RMSE of 0.626. As can 
be seen in Figure 6 the predicted results were not very 
accurate. The reason for this was the strong deviation of the 
forecasted openweathermap weather data from the actual 
temperature value. Therefore, the openweathermap weather 
data for Clausthal was substituted by weather data retrieved 
from the control engineering institut weather station in 
Clausthal and applied in another test series. The system was 
subsequently trained and tested again. 

Figure 7 shows the results of the prediction and 
measurement for a test run from Goslar to Clausthal and 
back. Both places have a height difference of 300 meters, 
which explains the strong temperature change. Two 
additional test runs were performed, which gave similar 
results. The quality of the prediction can be evaluated by 
calculating the root mean square error (RMSE). 

Figure 7. Temperature forecast and measurement 

The test runs averaged a RMSE of 0.151, which is 
significantly lower than the naïve prognosis (RMSE 3.325), 
the historical data estimation (RMSE 1.3459) and resolution 
(RMSE 0.5K). The error probability can approximately be 
described with a standard normal distribution. The 
prognosis procedures for humidity and air pressure are 
carried out analogously to the temperature prognosis 
method. Therefore, a further explanation thereof will be 
omitted. 

C. Prediction of Solar Radiation 

The energy input to a vehicle by solar radiation is 
essentially dependent on the relatively constant radiation 
power of the sun, the angle of solar irradiation, the degree of 
atmospheric reflection and absorption, the cloudiness and 
the position of shadow-causing objects. The solar radiation 
consists of direct and indirect radiation. The prediction of 
solar radiation is more difficult, since weather services do 
not provide a direct forecast for radiation. The weather 
services provide only a description and prediction of the 
cloudiness in the form of a scalar valuation from 0 to 100. 
However, studies in the fields of agricultural meteorology 
[26] and regenerative energy systems [27] show that the 
proportion of direct radiation can be calculated very well 
when the position of the sun relative to the own location is 
known. However, if diffuse solar radiation occurs due to 
dispersion of the light through obstacles, fog or clouds, the 
irradiance can hardly be calculated. In our approach, it is 
assumed that if there is no cloud or mist, the energy input by 
solar radiation can be learned. The reason for this is that the 
reduction in the radiation caused by shadow causing 
obstacles (buildings, plants and trees) again depends only on 
the angle of the sun radiation. The shadow as a function of 
the sun position is thus learnable. The position of the sun 
can be described by the azimuth and the solar altitude. 
Azimuth and solar altitude can be calculated with the values 
predicted in Section IV.A. by using the astronomical 
formula referred to in [27]. If now additionally information 
about the weather, as the extent of the cloudiness, is added, 
this effect is also be learnable. The input variables for the 
prediction algorithm are therefore the position of the sun, 
described by azimuth and sunshine, as well as the predicted 
degree of cloudiness by the weather service. In analogy to 
the calculation of the temperature, normalized weights are 
calculated for the cloud values from the weather data in 
order to compensate the temporal offset between predicted 
segment entry time and measurement time. This initially 
predicts the degree of cloudiness. In the first approach, the 
recorded and aggregated signals of the brightness sensor of 
the windshield wiper control were used as training data. The 
distance-weighted k-nearest-neighbor approach from 
Section VI.A is again used as a learning method. The 
system was again trained by 30 vehicle measurements, then 
tested in 4 measurements in August and November.  
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Figure 8. Results of the solar radiation prediction 

Figure 8 shows the results of the experiment. In this case, it 
can be seen that the course of the radiation acting on the 
vehicle is relatively well predicted, but in absolute terms 
there are sometimes high deviations. This can be explained 
by the small number of measuring journeys, which did not 
adequately reflect the possible constellations of cloudiness 
in the training data. The prediction for the test runs averaged 
an RMSE of 1131.2, which is significantly lower than 
average RMSE for the naïve prognosis (RMSE 5499.4) and 
the historical data estimation (RMSE 3097.4). As can be 
seen in Figure 8, the predicted brightness is partly 
significantly lower than the later measured brightness. The 
reason for this is that the samples gained in the training had 
a lower degree of cloudiness compared to the test run. This 
error can be predicted by evaluating the aggregated mean 
distance from formula (3). The difference of the cloudiness 
of the k-similar samples to the expected cloudiness is 
represented by the distance weight wn. To tackle this 
problem, the quality measure J of the prediction is 
determined in advance. 

� =  
�

�
∑ ��

�
���

√�
  (7)

If the prediction is insufficient, due to insufficient 
learning data, an error handling routine must be integrated 
in the MPC algorithm. This could be realized, for example, 
by the temporary use of a conventional controller. 

VII. CONCLUSION

The limited range of BEV is still a big challenge. To 
tackle this, we have shown an approach to improve the 
promising MPC-control strategy. We have trained machine 

learning algorithms with data from weather forecasts and 
vehicle sensor data to generate various prediction functions 
for the individual thermal disturbance variables. The quality 
of the thermal disturbance variable prediction strongly 
depends on the weather forecast quality and on the quality 
and quantity of the training data. Increasing this quality will 
be the subject of the upcoming work steps. In order to 
increase the quality of the input forecasts for the individual 
segments, further weather services are to be integrated into 
the system on one hand. On the other hand, the use of 
several vehicles in the course of a fleet test should result in a 
larger training data volume.
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Abstract—This paper evaluates the prediction accuracy of inde-

terministic environments. The exhaust aftertreatment for vehi-

cles is used as a sample scenario, whose efficiency should be en-

hanced using pattern recognition techniques. It determines a 

control strategy to minimize exhaust emissions—whose volume, 

composition and temperature depends on the load and speed of 

the combustion engine. Since the engine being controlled by the 

accelerator pedal, the driving behavior needs to be predicted for 

adequate horizons. The new approach is simulated on the basis 

of driving data at different traffic scenarios, including urban, 

overland and motorway road types. The recorded driving be-

havior is examined location-based by transferring it into a dy-

namical number of primitive driving behavior classes. This way, 

traffic scenarios can be distinguished by using a relatively small 

set of data. Furthermore, the driving behavior does not have to 

be labeled, since information about it occurring is not required. 

In context with the task of vehicle control, possible changes in 

driving behavior due to a higher stress level have already been 

proven. Following this finding, driving behavior prediction is in-

vestigated in consideration of the driver’s condition. In the end, 

a benchmark is carried out to compare existing prediction meth-

ods of location-based pattern recognition. After presenting the 

findings, an outlook for possible future research is given. 

Keywords-pattern recognition; long-term prediction; driver 

condition monitoring; primitive driving behavior; model 

predictive control. 

I. INTRODUCTION 

From the perspective of control theory, ambient conditions 
are key input factors for a controller’s performance. In order 
to optimize the regulatory strategy of model predictive control 
systems regarding predefined targets, accurate predictions are 
needed. While this is very effective for deterministic and com-
pleted systems without randomness of future states, indeter-
ministic processes and environments must be monitored 
closely. The environment is represented by signals of sensors 
observing it. Nevertheless, not all states and influences can be 
recognized, as the observation of certain values is impossible 
or technically too expensive.  

Turning over towards driving behavior prediction, the ac-
tual state of the vehicle is observed by various on-board sen-
sors. From this point of view, future conditions depend on pos-
sible car maneuvers performed by the driver. Besides driving 

behavior classification, maneuver restricting driving environ-
ments are also an ongoing subject of research. These (partly 
indeterministic) restrictions include course of the road, speed 
limits, other traffic participants as well as weather and light 
conditions, for example. So, in order to generate accurate pre-
dictions, both factors—human and environmental—are con-
sidered. In this research, the predictions of indeterministic en-
vironments using pattern recognition techniques are evaluated 
and differentiated against existing approaches. This is done 
using driving behavior as a use case, including the driver’s 
condition for the first time. 

A. Motivation

In automotive field, slow control circuits like engine cool-
ing, cabin climate conditioning gain efficiency from predic-
tive control systems. The prediction of driving behavior is a 
key factor to many different applications in the automotive 
field. In this context, it is understood as the longitudinal and 
lateral control of a vehicle. Velocity and acceleration are 
mainly influenced via the accelerator pedal that affects the en-
gine load [1]. To date, driving is mainly linked with human 
behavior, therefore, it is of an indeterministic nature. In con-
clusion, the effectivity depends on the driver’s pedal control, 
which represents his driving behavior as a function of the cur-
rent traffic scenario. 

The engine load and speed indirectly determine the 
amount and composition of the exhaust gas. Its general pur-
pose is minimizing the emission of unwanted exhaust gas 
components. Each of its modules has got its own optimal op-
erational temperature range, where each catalytic reaction per-
forms best [1]. 

Looking at diesel engines in particular, an injection angle 
shift can lead to an increase in the exhaust gas and the exhaust 
aftertreatment system’s temperature. Compared to a cold sys-
tem, a preheated exhaust aftertreatment system dramatically 
decreases the amount of NOx emitted at emission peaks due to 
better efficiency. But preheating also causes a slight increase 
in fuel consumption and, therefore, leads to additional CO2 

emission. While this strategy is usually pursued at the engine’s 
cold starting, it might also occur at normal operation [2]. For 
example, if the engine idles for a certain time (e.g., waiting at 
a road junction), the exhaust aftertreatment system cools 
down. Thereafter, at a possible acceleration, a huge amount of 
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exhaust gas may release the exhaust gas system untreated, un-
til the light off temperature of the components are reached 
again. In this case, the exhaust aftertreatment gains efficiency, 
if preheating starts punctual. If it starts too early, fuel is wasted 
because of unnecessary heating. If it starts too late, the after-
treatment efficiency still increases, but fuel consumption is 
higher than at optimal timing. The regeneration of the diesel 
particulate filter requires a constant high exhaust gas temper-
ature. Ideal way, this process takes place at the time when a 
constant (higher) engine performance is present. This way, in-
tensive preheating is not necessary again saving fuel and CO2 
emissions [1]-[4]. 

Both examples show that detailed knowledge of the up-
coming engine load is significantly important for model pre-
dictive control. Therefore, improvements in prediction accu-
racy are investigated in this work. 

B. Content and Structure

This paper has the following structure: Section II gives an
overview about predictive control systems, driving behavior, 
its prediction and driver condition detection. As a conclusion, 
a scientific gap is worked out in Section III. Thereafter, the 
new developed approach is described and explained with the 
aid of an example scenario in Section IV. Detailed structures 
and specifications of the algorithm are explained in the imple-
mentation part. In Section V, the experiment including test 
data generation is described. Finally, the findings are summa-
rized and an outlook for possible future work is given in Sec-
tion VI. 

II. RELATED WORK

Predictions of future ambient conditions can be done by 
using several approaches. A simple approach is the extrapola-
tion of the actual observed status. Taking the vehicle condition 
as an example, constant speed, acceleration or accelerator pe-
dal position (KoGaS-model) are common techniques for 
short-term estimations in the matter of a few seconds, becom-
ing more inexact for longer horizons [5][6]. But for the shown 
model predictive control systems, a horizon in the matter of 
minutes is required. Figure 1 shows a rough categorization of 
the related work. The different techniques are classified by 
their methodical approaches, their prediction horizons and 
their universality for being used at different road classes and 
traffic scenarios 

Long-term predictions can be achieved by conflating 

navigation data (street type, road course, speed limit and ele- 
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Figure 1.  Categorization of driver stress detection methods. 

vation profile) of the future route with the driver’s average 
(expected) driving behavior. Following this concept, func-
tional models like V85 are able to generate a velocity trajec-
tory based on this navigation data. Further development of this 
concept was done by Müller et al. [7] and Ebersbach [8]. Both 
references describe functional models that learn the mean ve-
locity deviation (compared to the speed limit) and acceleration 
behavior of an individual driver. Using this averaged driving 

behavior, good results are achieved for low traffic density at 

overland road. But these methods suffer at heavy traffic situ-
ation and at built-up areas, where the driving behavior is pre-
dominantly influenced by environmental factors like preced-
ing vehicles [7]-[9]. Thus, concepts for taking the driving be-
havior of preceding vehicles into account have been devel-
oped, but they depend on environmental scanning, e.g., using 
an adaptive cruise control’s radar sensor [10]. 

Numerous authors addressed the prediction topic using 
machine learning techniques and statistical methods. They are 
also suitable to predict uncertainty by the distinction of traffic 
scenarios, e.g., using kernel density estimation [11] and Mar-
kov transition probabilities for discrete states [12]. Artificial 
Neural Networks (ANN) proved to be an accurate way of pre-
dicting driving behavior under uncertain conditions [6]. Nev-
ertheless, ANN’s high demand of labeled learning data is a 
downside.  

Clustering algorithms are commonly used to distinguish 
traffic scenarios, thus potentially receiving better results [13]-
[15]. Features can be abstracted from the raw signals, their 
histograms or distributions. Both pattern recognition tech-
niques have almost exclusively been used on single traffic sce-
narios yet, but they do offer promising possibilities for univer-
sal approaches even with small sets of data [10]. 

So far, driving behavior prediction has commonly been 
described from a data’s point of view. But in this context, the 
human machine interaction’s point of view is another im-
portant field of investigation, because each driver has got his 
individual behavior in different driving situations. Besides 
physical and legal restrictions, the personal preferences of the 
driver may depend on a wide field of different factors, giving 
it indeterministic characteristics [8]. They can be classified 
into stable (1) and variable (2) factors, depending on the per-
son (a) or a certain situation (b), e.g., sociodemographic char-
acteristics (1a), driving ability (2a), traffic environment (2a) 
and weather (2b) [14][16]. By observing the mental and emo-
tional state of the driver, some conclusions might be drawn—
e.g., a negligent driving behavior while being pressed for time.

Mental workload estimation of humans has been investi-
gated for an even longer period. In general, five different tech-
niques of state evaluation are derived from literature (Figure 
2). They include direct measurement and iterative physiologic 
measurements, self-assessment, observing via attention tests 
to make assumption from ambient conditions (Digital Emo-
tions). All methods can deliver exact results, only if appropri-
ate analysis models are used and calibrated before. 

A fusion of different physiological measurements gives 
good results if the physical impact of the environment can be 
controlled (e.g., movements, temperature fluctuations). Atten-
tion tests and repetitive surveys are not very suitable for con-
tinuous measuring, because they affect the actual state of the  
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Figure 2.  Categorization of driver stress detection methods. 

experimentee by giving him an additional task. For self-as-
sessment, slight stress may not be detected by the experi-
mentee. Behavior observing can be done by rating actions, 
movements and posture. This usually requires a qualified in-
vestigator or expertise. Finally, Digital Emotion summarizes 
techniques for making assumptions of the experimentee by 
observing ambient conditions. For driving tasks, this includes 
the interpretation of external factors that might affect the 
driver condition such as intense traffic or aggressive behavior. 
Of course, a fusion of all five methods delivers highly precise 
information [17]. 

While matching workload onto sensor data is relatively 
easy, this does not count other way around—detecting stress 
from sensor data. According to the valence-arousal model, 
stress is a combination of mental workload and negative emo-
tions. A great variety of physiological signals are capable of 
drawing conclusions about the mental load and the emotional 
state after setting up a suitable stress model [15][18]. 

Pulse data and the Galvanic Skin Response (GSR) are easy 
to measure and frequently used in activity trackers. While 
studies proofed their reliability for scientific applications, 
open low-cost platforms for scientific research are yet hard to 
find. This also applies for the evaluation methods apart from 
classical methods. In terms of data analysis, features are ex-
tracted and interpreted from the respective raw sensor signals. 
The Heart Rate Variability (HRV) is derived from time differ-
ence between two subsequent heart beats, which can be used 
as a stress measurand. High mental workload and emotional 
stress usually cause the HRV to decrease. Photoplethysmo 
Graphic Sensors (PPG) allow the measurement of pulse data 
by simply recording the capacity of reflection at suitable skin 
areas. Because this signal is not identical to electrocardio-
grams, the derivation of HRV is inexact [19][20]. 

GSR analysis is another approach that is issued frequently. 
An internal or external stimulus leads to a sudden decrease 
with slow recovery of skin resistance because of sweat gland 
activity within seconds. Therefore, the palm of the hand and 
sole are suited best for measuring. The number and intensity 
of peaks is determined by a deconvolution analysis [21]. Emo-
tional states are usually detected using non-heuristic methods 
[22], necessitating a valid emotional model to be established 
in advance. Relying on physiological measurements alone, 
sensor accuracy and interpretation accuracy together tend to 
be around 45-65% [21][23].  

In context with the task of vehicle control, possible 
changes in driving behavior due to a higher stress level have 
already been proven [16]. Vice versa, stress and traffic scenar-
ios have been related by Heinrich [17] and Yamaguchi et al. 
[24]. Based on their findings, the prediction of future driver 
workload is possible after a sufficient training period. But 
studies also showed that the manner and effects are individual, 
as the experimentee’s driving behavior responds different in 
complex and stressful situations. Therefore, no general valid 
conclusions can be drawn [25]. 

III. SCIENTIFIC GAP AND RESEARCH QUESTION

Machine learning techniques for predicting the future en-
vironment have already been described in numerous publica-
tions, proving their effectivity in certain traffic scenarios. But 
they have not yet been investigated for a universal usage. Con-
cerning driving behavior, long term predictions are currently 
generated based on functional models and navigation data.  

For an extensive traffic scenario distinction, these models 
need a wider range of input data about road conditions, 
weather, the driver’s intention as well as other traffic partici-
pants. It is not possible yet to gather all the necessary infor-
mation via sensors, even if cloud services and Car2X technol-
ogies extend their perception range. High definition map data 
are an additional cost factor not to be scored, as it needs to be 
updated frequently. Especially for cars with simple specifica-
tion, this kind of information is not available yet, leaving traf-
fic guidance-based predictions at an insufficient data situation. 
Furthermore, a priori distinction of traffic scenarios is needed 
for functional models, equivalent to labels for training artifi-
cial neural networks. 

Keeping this in mind, a pattern recognition technique 
should be developed that relies on simple and limited data in-
put, offering a wider variety of traffic scenarios to be distin-
guished. Also, location-based predictions allow considering 
local particularities if a driver travels repeatedly on the same 
route, learning from the driver individual behavior. The obser-
vation of the driver’s conditions regarding his emotion and 
stress level should be evaluated in order to enhance the pre-
diction effectiveness. 

IV. PATTERN RECOGNITION

For image recognition, patterns are typical detected and 
assigned based on the training of an artificial neural network 
with a pre-labeled dataset. For signal paths, labeling can be 
done analog, describing certain ambient scenarios that need to 
be defined in advance. Conversely, pattern recognition fo-
cuses on similar recurring patterns of an observed value. This 
implies that certain patterns occur regularly in any similar 
form and order. Clustering algorithms allow the detection and 
specification of similar patterns by the comparison of the input 
data, opening up for a wider set of dynamical defined scenar-
ios (classes). Therefore, the signals need to be split into dis-
crete sections on which clustering is applied. In order to com-
bine the individual patterns for long-term predictions, they 
need to be connected in any particular order. This can be 
achieved using transition matrices that keep track of the sig-
nals during pattern classification. Afterwards, transition pos-
sibilities are derived from that. 
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For a model-based exhaust aftertreatment control system, 
the timeline of the engine load and speed are of special interest 
for estimating the future exhaust volume flow. It is mainly in-
fluenced by the driver’s usage of the accelerator pedal; for first 
approximation his input needs to be predicted. Generally, the 
resolution of the engine load can be reduced into several dis-
crete classes, depending on the respective application.  

At this point, longitudinal acceleration is graded into prim-
itive driving behavior classified by the following (see Figure 
3, deep-red graph): high (1-2) or medium (3) engine load for 
an increase of velocity or start-up, lower (4) engine load for 
constant velocity and idle (5-6) for deceleration and coasting. 
The velocity is classified in relation to the actual speed limit 
(or a location-based mean speed, if map data are unavailable) 
to approximate certain primitive traffic scenarios. The classes 
include halt or stop and go (0), traffic jam (1), minor slow-
down (2), normal velocity (2-3) and faster velocity scenarios 
(3-4). Furthermore, the driving behavior does not need to be 
linked to factors causing it [10].  

Conclusions are rather drawn by evaluating the location-
based likelihood of their occurrence and thus, can be inter-
linked iteratively for long-term predictions. Driving behavior 
and prediction knowledge are saved inside map database for 
it to be used location depended. Figure 3 shows how sample 
data of a route section is translated into its corresponding 
primitive driving behavior pattern using the introduced heu-
ristic rules.  

For the generation of a knowledge base, all previous ob-
served and recorded trips are separated among identical sec-
tions borders to keep them comparable. Useful sectioning can 
be done by the means of road type transitions and intersections 
(again, if no map data are available, sectioning should be de-
rived from a batch of recorded data on the same route). Figure 
4 shows four sample classes of driving behavior that have 
been identified via clustering, comparing the similarity be-
tween each other. Each class represents the driving through a 
corresponding traffic scenario on the same route section, e.g., 
rather clear road (left and mid-left) or an intense traffic sce-
nario (far right). This way, changing traffic conditions be-
tween each section are considered just by their impact on the 
driving behavior.  

Table I shows how a route is separated into section (s1-s8) 
by its map-data properties listed in the second column. In fact, 
all sections are designed to overlap each other enhancing their 
functionality close to their fringes. Inside each section, a num-
ber of discrete classes (N) describe the observed driving be-
havior pattern. The number of classes is determined dynami-
cally upon the similarity of the recorded trips; it varies be-
tween one and a useful upper limit. For example, on a motor-
way, only three to four different patterns are distinguished, 
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Figure 4.  Four discrete traffic scenarios (classes) represented by their 

corresponding primitive driving behavior patterns. 

whereas in urban areas many different patterns may. 
Inside each class, the driving behavior (velocity and accel-

eration) is averaged over all assigned measuring runs. The 
right side of Table I shows 23 laps being assigned to eight 
clusters inside section s2. For each pattern-class (and their 
both section transition), a transition matrix keeps track of the 
classification flow for each single measuring run (far right). 
This allows building up statistical transition relationships be-
tween the section’s classes. Referring to Markov property, the 
allocation probabilities for subsequent sections only depend 
on the actual class rather than on the previous classes (see Fig-
ure 5). As soon as the knowledge is built for all necessary 
route sections, prediction is possible. Using the elements with 
the highest rating, class across predictions becomes possible. 
Then, when the first couple of meters are passed on the first 
section (s1), the actual observed driving behavior is matched 
to its best fitting classes inside the knowledge base. Thus, the 
algorithm chooses the most appropriate class for predicting. 
Because of changing transition probabilities, a change of the 
matched driving behavior class also leads to changes for the 
interlinked classes of the following route sections.  

Regarding the driver, observations of his conditions are 
also reduced into primitive patterns. They are combined from 
the self-assessment inside the valence-arousal state space and 
the physiological monitoring. Figure 6 shows combined rat-
ings matched to the curse of the route. Certain positions show 
a peak due to brief events (red traffic lights, hard breaking 
etc.). As a result, pattern recognition methods need to process 
multi-dimensional input data. Otherwise, a combination of the 
evaluations needs to be calculated (e.g., by multiplication).  

V. SIMULATION AND EVALUATION

A simulation was set up to evaluate the pattern recognition 
methods shown in Figure 8, with and without the driver’s con-
dition consideration, compared to reference methods. In order 
to make it statistically sound, the overall sample size must 
reach a relatively high quantity which makes real-time in-car 
testing impossible. Therefore, a set of training data was rec-
orded to simulate the prediction methods at different traffic 
environments and scenarios inside a virtual simulation envi-
ronment. After short explorative research including a basic 
validation of the approach, the necessary sample size was es-
timated. Because the size exceeds the number of possible real-
time experiments, a MATLAB toolbox was set up for a simu-
lative evaluation. Hereafter, the measuring runs, the data re-
cording and their preparation is described. Afterwards, the im-
plemented methods are outlined, and prediction results are 
presented.  
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horizons using Markov property. 

A. Data Preparation

In order to simulate the reduction of driving behavior, a
large pool of real driving data needs to be recorded in advance. 

This was achieved by utilizing an experimentee that drove 

repetitive on a predefined test route. The runs were recorded 
using a position tracker, a physiological recorder and an event 
logger. Over 60 completed laps of mixed urban, overland and 
motorway driving environment—a total of 3,400 km—has 
been recorded, including 31 laps with GSR and Pulse moni-
toring of the driver. A Volkswagen Golf Mk4 was used as test 
vehicle. It is equipped with a manual gear shift and a retrofit-
ted cruise control which was used as reference driving behav-
ior. 

Physiological data has been recorded using a Shimmer 
GSR+ sensor recorder equipped with two GSR electrodes and 
a PPG fingertip sensor. Figure 7 shows the setup for the meas-
uring runs: The sensor recorder was attached to the left arm to 
minimize interruption due to finger movements during steer-
ing and gear changes (middle). With the help of an event log-
ger software set up, inputs like self-assessment and possible 
external stimuli are logged (far right). The latter includes tem-
poral stimuli, precipitation, lighting and temperature condi-
tions to contextualize the self-reported emotions. 

All measuring data was later mapped on HERE WeGo 
navigation data and interpolated 1 m resolution. Velocity and 
acceleration data has been adjusted for plausibility consider-
ing the vehicle’s performance. HRV and skin conductivity 
features were extracted from the physiological sensor data us-
ing the MATLAB Toolboxes Ledalab (GSR) and Pan-Tomp- 

Figure 6.  Comparison of several driver’s conditioning ratings in relation 

of the route position. Peaks marking special events of arousal.  

Figure 7.  Experimentee with GSR electrodes and PGG fingertip sensor 

(left and middle); Event logger interface (right). 

kins (HR) with KubiosHVR Standard. They were combined 
with the driver’s self-reports keeping track of the mood and 
workload. An ordinal evaluation table is utilized for convert-
ing the single inputs into an ordinal stress rating (Figure 6). 

B. Implementation of the prediction methods

For the final benchmark, five prediction methods were im-
plemented as shown in Figure 8. Two of them were used as a 
reference: The Speed Limits (SL, 1) for the route were re-
trieved via HERE WeGo in advanced. Speed limit transitions 
were smoothened out using the test vehicle’s lateral accelera-
tion capabilities. This way, a rather naïve prediction was gen-
erated, representing a minimum solution. Figure 9 shows the 
speed limit (black line) for a latter part of the test route. 

An Adaptive Functional Model (AFM, 2) was imple-
mented using MATLAB Simulink. It is capable of generating 
predictions-based on velocity deviation (as a function of the 
speed limit) and observed acceleration behavior (as a function 
of the vehicle speed). Every single run is trained in advanced 
to ensure this method to deliver the best possible outcome. 
Even though this kind of training would not be possible in 
real-time evaluation, training the AFM using other recorded 
laps give detrimental results. Figure 9 shows the speed profiles 
generated with this model. For better performance at traffic 
lights and intersection (pink, area of interest), an additional 
feature was integrated into the functional model to give it fur-
ther advantages over straight trajectories. Taking all recorded 
test laps as a basis, statistical information about the chance of 
stopping were evaluated. If halt probability was over 50 % in-
side the according region of interest, the average velocity 
passing it, is added to the trajectory.  

Next up, two different clustering methods are described: 
Hierarchical Clustering (HC, 3) and Growing Neural Gas 
using driving behavior (GNG, 4) and additional Driver Condi-
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Figure 8.  Overview of prediction methods used for the Benchmark. 
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adaptive functional model (AFM) reference. 

tions (DC, 5) as training data. Hierarchical clustering using 
Ward’s Method is-based on the Euclidian distance between 
each set of features. In this case, the distances are calculated 
between the primitive velocity and acceleration pattern (see 
Figure 4). The distances between primitive driving patterns 
can be visualized using linkage tree. In Figure 10, the corre-
sponding Euclidean distance values of 23 driving profiles 
mark the border between aggregated and independent cluster-
ing classes. The optimal number of classes is determined by 
minimizing the inter-cluster distances (that is, minimizing the 
sum of class internal distance values), depicted by the orange 
bar for L² = 500. In a last step, all driving profiles that re-
mained linked are merged into a single class.  

In order to get predicted behavior for every class, velocity 
and acceleration data are averaged using a kernel density esti-
mator. Then, the primitive driving behavior is derived from it. 
A Growing neural gas implementation is used with two dis-
tinct data sets. Unlike hierarchical clustering, it allows multi-
dimensional feature sets; A priori combination is not neces-
sary. Also, the dynamical optimization of the class numbers is 
already integrated [26]. 

For deciding which class (prediction) to choose, the same 
distance metrics from HC are used for comparing the actual 
driving behavior with the knowledge base. At the end of each 
section, the subsequent classes are determined considering 
transition probabilities. Figure 11 shows the prediction of a 
measuring run (solid green line) being iteratively calculated 
every 10 m (dotted blue line) on the left-hand side. At the 11.5 
km mark, the road type changes from two-lane motorway to a 
single-lane overland road. A change in prediction accuracy is 
directly visible due to an increased variance. The speed limit 
(black) is drawn as reference.  

C. Simulation Runs

First of all, the recorded laps were separated randomly us-

ing a lottery, resulting in 75 % (23) training data and 25 % (8)   
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Figure 10.   Dendrogram of 23 driving profiles being divided into five 

classes according their similarity. 

test data sets. After separation, knowledge databases were 
generated for all clustering methods using parallel processing. 
For benchmarking the methods at different traffic environ-
ments, four test areas were defined for all three road types: 
urban, overland and motorway. Inside each area, the actual 
start of prediction is then determined randomly for each sim-
ulation iteration. The prediction horizon is set to 90 seconds 
with 150 m being the minimum distance. This way, the hori-
zon usually reaches from 1250 to 2500 m, depending on the 
actual vehicle speed at the prediction start. All methods then 
use the same end horizon to keep them comparable. With eight 
simulation runs in total, the number of simulated predictions 
reveals to 768 iterations (8 iterations × 8 tested profiles × 12 
evaluation areas).  

For each iteration, the virtual Volkswagen drives up to the 
next prediction start point. After arriving, all prediction meth-
ods calculate velocity and acceleration trajectories within pre-
diction horizon. Figure 11 shows two sample predictions gen-
erated by AFM (dotdashed grey) and HC (dotted blue) on the 
right-hand side. The point where the prediction starts is indi-
cated by a blue circle, located at the original trajectory (solid 
green). On the left side, a main road example is shown. AFM 
prediction is visibly better for the first 700 meters as it is closer 
to the original trajectory. Looking at the acceleration, HC gets 
it quite well for position 13.1 to 13.5 km where both trajecto-
ries decrease. On the right side, a mixed urban (yellow) and 
ex-urban scenario are shown. Obviously, a stop-and-go traffic 
scenario can be identified at distance 22.5 to 24 km when ve-
locity drops below 5 m/s. This time, the pattern recognition 
method clearly outruns the functional model as it predicts ve-
locity and acceleration behavior quite well. Nevertheless, pre-
diction here is shown on a location-based which is preferable 
for visual evaluation. Physically correct is a time-based pre-
diction which is harder to depict.  

D. Simulation Results

After generating all predictions, the respective trajectories 
are compared to the real driving behavior. For both signals, 
velocity and acceleration, the Root-Mean-Square Error 
(RMSE) is calculated according to their time-dependent signal 
paths (Table II). The best performing values are highlighted. 
For the driving time, the absolute difference at the end of the 
prediction horizon is used. After completing twelve iterative 
runs, the simulation starts over using the subsequent lap. Neg-
ligible difference between several simulations proved the 
sample size of 768 to be statistically sound for this simulation 
(in fact, within a 95 % confidence interval). 

In order to apply statistical analysis, a distribution function 
has been fitted to the RMSE values and the absolute driving 
time deviation. It turned out that a log-normal distribution fits 
them perfectly, allowing a symmetrical boxplot representation 
of the results. Figure 12 shows the aggregated results of the 
simulation runs. The boxplots illustrate the logarithmized 
RMSE distribution of acceleration, velocity and time predic-
tion. The diamond represents the median of all measured val-
ues. Outliers are represented by spots outside the whiskers
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Figure 11.  Iterative velocity prediction every 10 m (blue, dotted) using HC and a prediction horizon of 30 s (left figure). Two samples of a single velocity 

prediction comparing HC and AFM including local features (right figures). 

The upper plots show direct comparison between the ref-
erence methods (SL, AFM) and the three pattern recognition 
methods (HC, GNG, DC). All three disciplines are dominated 
by the pattern recognition methods—they have lower logarith-
mized RMSE values, and thus, lower mean errors (see Table 
2). At urban, ex-urban and motorway scenarios, the mean ac-
celeration difference is 0.076 m/s²using the naïve speed limit-
based prediction. The adaptive functional model-based pre-
diction only improves little by 5 % (0.072 m/s²). Pattern 
recognition greatly improves the accuracy by 37.5 % (0.045 
m/s²) using Growing neural gas. Velocity and driving time 
predictions show a similar picture. While pattern recognition 
improves velocity prediction by 35 % (0.77 vs. 0.50 m/s for 
AFM vs HC), driving time, which is the sum of all velocity 
deviations at the end of the prediction horizon, pattern recog-
nition methods reduce the mean error by 30 % from 8.6 s to 
6.1 s. 

The lower boxplots show the detailed results for each road 
type. As pattern recognition dominates, both references meth-
ods (HC and SL) are left out now to obtain a better overview. 

Figure 12.  Detailed boxplots of the simulation results (n: 768, 90 s horizon). 

 On the left third, the logarithmized RMSE for velocity 
prediction are shown, arranged in urban, overland and motor-
way traffic environments. On the right, acceleration prediction 
is shown in the same order. Overall, predictions for motorway 
scenario got the highest accuracy, being more than 7.5 times 
better than urban and more than 3.5 times better than at over-
land scenarios; Five times or 2.5 times for acceleration, re-
spectively. It is worth mentioning that Growing neural gas us-
ing driver condition patterns performs best at built-up areas. 
Velocity predictions are 3 % better, whereas the acceleration 
performance increases about 8 %. The mean driving time de-
viation is 0.02 s better, which is an improvement of 2 %. All 
other scenarios are not dominated by DC. 

In terms of computing time, the SL reference uses almost 
no resources being plausibilized only. Next up, as AFM only 
learns the actual run, computational time is negligible. The sit-
uation for clustering algorithms is quite different. Knowledge 
base generation using Growing neural gas algorithm uses up 
a lot of resources and calculation time doubled with every ad-
ditional driving profile. Hierarchical clustering performed 
most effective by comparison. 

VI. CONCLUSION AND FUTURE WORK

In this work, it has been shown that location-based pattern 
recognition is capable of delivering long term driving behav-
ior predictions. It also shows a significant higher accuracy 
compared to traditional functional models. Also, the consider-
ation of the driver condition does have advantages at traffic 
scenarios with great external influences, improving predic-
tions by another 3 to 8 % (Figure 12, lower part).  

At this point, it is rather unclear whether the driver’s con-
dition really influenced the driving behavior at urban scenar-
ios, or if external factors like traffic intensity influenced the 
drivers’ conditions. In the latter case, ambient conditions may 
become “visible” for the pattern recognition method. For other 
traffic environments, benefit from computationally expensive 
Growing neural gas over Hierarchical clustering algorithm 
was no issue.  

For further validation of the concept, the following 
changes in the experimental designs are recommended: Using 
a better motorized test vehicle and recording its CAN-Bus 
data directly. The set-up of a stress model using valence-
arousal model, a stimuli session should be completed in ad-
vanced, in order to perform a qualitative analysis upon the 
driver’s condition [25]. Five to ten different experimentees 
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should participate in the test run in order to evaluate the pre-
diction performance according their individual driving behav-
ior. Looking at driving behavior in particular, the respective 
traffic scenarios should be captured and analyzed detailed.  

On the algorithm’s side, prediction methods based on arti-
ficial neural networks should be included into the benchmark 
as well. Furthermore, the necessary level of detail for model 
predictive control should be considered in the evaluation. 
Therefore, the simulation of real physical processes and the 
effect of variable prediction horizons length may be consid-
ered as well. 
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TABLE I.   DIVIDING A ROUTE INTO DISCRETE SECTIONS, SAMPLE CLUSTERING OF 23 MEASURING RUNS. 

Map Visualisation 
of the Route

Map Data
Section 

Type
Number of Classes 

per Section
Number of Trips 

per Class
Transitions' 
Probability

Road Type
Speed Limit
Intersections
Traffic Lights
[…]

[…]           […]

s1: Urbans1

s2

s3

s4

s5

s6

s7

s8

s2: Overland

s3: Overland

s4: Overland

s5: Urban

s6: Overland

s7: Urban

s8: Overland

N = 9 Classes

N = 8 Classes

N = 4 Classes

N = 6 Classes

N = 9 Classes

N = 6 Classes

N = 6 Classes

N = 7 Classes

Cluster 1: 3

Cluster 2: 2

Cluster 3: 3

Cluster 4: 6

Cluster 5: 1

Cluster 6: 2

Cluster 7: 4

Cluster 8: 2

∑ 23 Trips

Previous Section (s1)
From Cluster 3: 6/16

Subsequent Section (s3)
To Cluster 4: 1/6
To Cluster 8: 4/6
To Cluster 9: 1/6

TABLE II. MEAN RMSE AND COMPUTING TIME FOR ALL SIMULATED PREDICTION METHODS. 
SL AFM HC GNG DC 

m

s

m

s2
𝑠 

m

s

m

s2
𝑠 

m

s

m

s2
𝑠 

m

s

m

s2
𝑠 

m

s

m

s2
𝑠 

Urban 2.04 0.157 80.9 1.346 1.193 24.7 1.099 0.102 39.9 1.109 0.101 33.7 1.077 0.092 34.4 

Motorway 0.43 0.013 7.75 0.21 0.021 2.09 0.137 0.019 1.25 0.143 0.019 1.21 0.137 0.020 1.28 

Overland 0.90 0.060 15.6 0.80 0.070 10.5 0.515 0.043 7.11 0.543 0.045 7.80 0.533 0.040 6.70 

Combined 1.191 0.076 31.3 0.771 0.072 8.63 0.502 0.066 6.98 0.542 0.050 6.08 0.533 0.045 6.61 

Computing Time Low Low Medium High Highest 
a. Sample size: N = 768, Prediction Horizon of 90 s. 

M
A

P
: 
H

E
R

E
 W

E
G

O
 

92Copyright (c) IARIA, 2018.     ISBN:  978-1-61208-610-1

ADAPTIVE 2018 : The Tenth International Conference on Adaptive and Self-Adaptive Systems and Applications

                         101 / 119



Towards Cross-domain Release Engineering
- Potentials and Challenges for Automotive Industry

David Inkermann, Tobias Huth, Thomas Vietor

Institute for Engineering Design
Technische Universitaet Braunschweig

Langer Kamp 8, 38106 Braunschweig, Germany
Email: {d.inkermann, tobias.huth, t.vietor}@tu-braunschweig.de

Abstract—Product Development (PD) is facing fundamental chal-
lenges since the proportion of hardware and software-based
functions realized to create innovative products is changing.
Performance and enthusiastic attributes of products are more
and more based of software providing new functionalities and
services to the user. Short innovations cycles of software-based
functions result in a decreasing life time of the overall products.
Also, it is a trend that products are taken out of operation due to
availability of products with new or enhanced functionalities and
performance. However, from a technical viewpoint the products
retired still provide full functionality. Release Engineering (RE)
provides a concept to handle the different innovation cycles
of subsystems and maintain or improve the functionality of a
product within PD and during the whole life cycle. However,
there is a divers understanding and focus regarding RE in
the different engineering domains. This contribution discusses
the basic concepts in the domains of software and mechanical
engineering and highlights the challenges and potentials of RE
in the field of automotive engineering. As a basis for further
research, different fields of actions are highlighted.

Keywords–Release Engineering; Release Planning; Innovation
Cycles; Cross-Domain System Modelling; Automotive Engineering.

I. INTRODUCTION

There is an increasing trend to retire products before they
reach their end of technical life time. Major reasons for this
are that customer’s decisions to acquire or substitute existing
products are mainly based on enthusiastic attributes like com-
fort and entertainment functions or connectivity functionalities.
These functions are often based on software and are driven by
short innovation and technology cycles. However, hardware
components are required to fulfil the software functions. As
a result of the differing innovation and technology cycles of
the hardware and software subsystems, there is an increasing
gap between the technical and value life time of products [1].
This fact is highlighted by a study of the German Federal
Environment Agency [2]. With focus on consumer products
like laptops during the years from 2003 to 2013, there is a
clear trend to replace products that are completely function-
ing because products with better performance and increased
functionality are available; see Fig. 1.

On the one hand, this trend leads to a waste of resources
since a big amount of material and energy used to produce the
hardware is no longer used [1]. On the other hand, shortened
product life cycles put challenges to product development.
Albers et al. [3] formulates this dilemma by stating ”for
economic and risk-minimizing reasons, as few subsystems as

Figure 1. Reasons for the replacement of products and the
increasing trend to substitute products with full functionality

[2].

possible should be newly developed. Nevertheless, an inno-
vative product with good performance and new enthusiasm
attributes has to be developed”. To address this challenge
different approaches are proposed. Albers et al. highlight
the need for a consequent product generation engineering by
consequently reusing existing product concepts and perfuming
variations (principle or geometrical variation) [3] [4]. Other
approaches propose upgrades of products during the use phase
by introducing new functionalities based on the concept of
modular product concepts [5] [6]. Aside from this approaches
in the mechanical domain, there are established methods of
Release Management (RM) in the field of software engineer-
ing. Objective of these methodologies is to plan, develop
and deploy releases to provide new features with minimal
disruption of the existing product [7].

A. Basic Concept of Release Engineering
The basic concept of Release Engineering (RE) is to main-

tain and improve the performance and enthusiasm attributes
of products by providing additional functionalities during the
development and use phase of a product. Major drivers and
objectives are (1) the bundling of development, testing and
implementation activities during the development phase [7],
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the (2) consolidation of changes as well as the adaptation
of variants [8] and the (3) implementation of innovations
for product enhancement and life-cycle-accompanying updates
[8]. These objectives are realized by planning and providing
release units for the product. The term release item or release
unit is defined in software engineering as the collection of one
or more new or changed configuration items deployed into the
live environment as a result of one or more changes [7]. Thus,
a main task of RE is to define suitable release units in order to
address the above mentioned drivers and aims. This highlights
the strong interaction with the task of product architecture
design [9], configuration management and change management
[10]. Based on the evaluation of impact and weakening of
releases Schuh [8] introduces a basic categorization of releases
units; see Fig. 2. This categorization helps to define a suitable
product architecture, determine appropriate release cycles and
manage development to achieve the required degree of inno-
vation over the product life cycle.

Figure 2. Categorization of Release Entities based on their
Impact and Weakening for the Innovation of the overall

Product [8].

In the field of software engineering the task of release unit
definition is allocated to Release Planning [11]. Based on an
extensive literature review Svahnberg et al. [12] highlight the
diversity of objective and restriction to be considered when
planning release units and frequencies. Aside from customer
feedbacks, defects of previous releases, market factors and new
customer demands, technical factors like the existing system
architecture, interdependencies between requirements and the
features to be included have to be incorporated.

To set the focus of this contribution in the following the
term Release Engineering (RE) is used and defined following
Aleksic [13]: Release Engineering (RE) is a part of Release
Management and defines release units, which are understood
as assemblies or modules that can be assigned to specific re-
lease cycles. The tasks and activities covered by this definition
match with the common understanding of Release Planning in

software engineering, however, the term Engineering is used
to highlight the perspective of the mechanical engineering
domain.

In order to apply the concept of RE to products inclosing
subsystems of different engineering domains like automobiles,
it becomes obvious that the definition of release units and
cycles is a task involving all domains. To provide support for
this interdisciplinary task in this contribution it is analysed
how this task is supported in the different domains and which
methods and approaches are used. Furthermore, it is discussed
which challenges and potentials exist to apply cross-domain
RE in automotive industry.

B. Research Focus and Outline
This contribution aims at introducing a basic understanding

of cross-domain RE by analysing and comparing existing
models and methodologies in the domains of mechanical and
software engineering. The research is guided and structured by
the following questions:

• Which approaches and methods for RE exist in me-
chanical and software engineering and what are their
main objectives and principles?

• What are challenges in cross-domain RE and which
information and product models are needed to support
cross-domain RE?

• What are relevant fields for further research to support
cross-domain RE?

In order to answer these questions in, Section 2, an analysis
of existing approaches of RE is conducted focusing software
and mechanical engineering. Based on this analysis, a brief
comparison is presented. This comparison serves as a basis
to formulate requirements and implications for cross-domain
RE in general. In Section 3, potentials and challenges to apply
cross-domain RE in automotive industry are discussed. With
reference to existing methods and tools for architecture design
and change management relevant fields for future research are
derived and described in Section 4. Section 5 concludes the
contribution with a discussion and brief outlook.

II. EXISTING APPROACHES FOR RELEASE ENGINEERING

Release Management is an established process in software
engineering. The common understanding already emphasizes
the importance of considering the interrelations between soft-
ware and hardware systems when planning and developing re-
leases [14]. However, there are different obstacles to overcome
when introducing consequent RE into industrial practice. In the
following paragraphs a brief overview of existing approaches
is given in order to highlight their main differences regarding
the objectives, principles and relevant product information and
models. Based on a comparison requirements to support cross-
domain RE are derived.

A. RE in Software Engineering
Importance of Release Management (RM) in software

engineering is highlighted by a number of guidelines and
standards for instance described in the IT Infrastructure Library
(ITIL) [15]. The process of RM strongly connected to the
software engineering process [16] and tasks of service manage-
ment [14] and covers the superior tasks defining, developing,
implementing and operating releases. Furthermore, a strong

94Copyright (c) IARIA, 2018.     ISBN:  978-1-61208-610-1

ADAPTIVE 2018 : The Tenth International Conference on Adaptive and Self-Adaptive Systems and Applications

                         103 / 119



interrelation is given to the processes of configuration and
change management since the release units have to be planned
based on and extending the existing system architecture.

Different approaches and models exist to plan releases,
differing between ad-hoc and systematic planning strategies.
Ad-hoc planning is common in industrial practice [12] and has
limited planning scope of one or two releases while systematic
release planning considers a number of releases planned for
the future. In order to time future releases two basic models
stand out, namely time-based and feature-based releases [17].
Time-based release processes aiming at introducing major
versions of the software with regular intervals, following
a strict schedule. These time related release plannings are
often applied in highly modular projects [18]. In contrast
feature-based release processes are focussing on delivering a
predefined set of features in one release; see Fig. 3. Because of
the high percentage of 80% [19] of features being dependent
in industrial software systems, it is vital to analyse their
interdependencies when planning a release. According to Ruhe
eight types of dependencies between features have to be
distinguish [11]. In order to assign features to releases different
methods exist, taking for instance into account the (subjective)
priorities given to features by the different stakeholders and
the estimated amount of resources consumed by the features.
Established methods are described and reviewed by Ruhe [11]
and Svahnberg et al. [12] including the EVOLVE II proce-
dure [20] or the greedy planning algorithm [21] as common
approaches. Like highlighted by Ruhe, these methods differ in
their objectives spanning from value based to the maximizing
the financial value function, the stakeholder involvement as
well as the consideration of feature dependencies [11].

Figure 3. Schematic Illustration of Release Planning as the
Selection and Assignment of Features to Releases [11].

Of special interest with regard to cross-domain RE are the
models used to define and evaluate the release scope as well
as the factors considered. This is often done by pre-selecting
and prioritizing of features using methods like the Multiscore
method or the voice of the customer [11]. Thus, main precondi-
tions for feature-based release planning are project information
including feature set, their description as well as stakeholders
nominated for prioritization. Moreover, different soft and hard
factors have to be considered during release planning. Accord-
ing to Svahnberg et al. [12], hard constraints include technical
constraints, budget and cost constraints, resource constraints,
effort constraints, and time constraints. Soft constraints cover

stakeholder influence factors, risk factors, value factors, and
resource consumption factors [12].

The brief description of RE in software engineering and
the related methods on the one hand highlights that there
are established approaches and detailed procedures like the
EVOLVE II available. On the other hand it becomes clear that
features are frequently used to describe the ”selling units of a
product” and form the additional functionalities to be delivered
by a release.

B. RE in Mechanical Engineering
Release Engineering is not a well-established concept in

mechanical engineering. Research works around the group
of Schuh propose to transfer the principles of RM from
software domain to the domain of mechanical engineering. In
analogy to the processes in software engineering they empha-
size the strong interrelation to the processes and methods of
modular product architecture design [5] and technical change
management [10]. In addition the importance of anticipating
innovations during the whole life cycle and the settlement
of product variants are mentioned as major objectives [8].
Essential tasks of RE in mechanical engineering cover the
definition of components to be substituted or added in order
to provide additional functionalities and value to the customer.
To support this task there are numerous methods described
in literature addressing the definition of modules with regard
to the functional and/or physical structure of the product. For
instance the modular function deployment (MFD) proposed by
Ericsson and Erixon uses so called module drivers to define
suitable modules to build up the product [22]. With focus on
modular products this approach uses a matrix for mapping
functional requirements to certain modules. The Design for
Variety introduced by Martin [23], focusses on creating robust
platforms for modular products and reducing interdependen-
cies between system elements. By introducing the Coupling
Index (CI) that specifies the strength of the connection between
the components of a product the importance of the physical
system structure to define suitable modules (release units) and
evaluate the design effort is highlighted. To represent and anal-
yse interdependencies between components Design Structure
Matrices are often used [24]. Here, the system is decomposed
into single parts or subsystems and the different interactions for
instance spatial, energy, material, and information are denoted
within the cells. By analysing these interactions clusters with
strong interrelations between parts and subsystems can be
identified that are suitable to bundle development effort or
changes [25]. Other works provide principles to enable changes
in systems throughout the life cycle. These principles focus on
suitable system architectures to implement changes required
for upgrading or releasing new derivate with small impact
on the existing product [26]. Major objective of the concept
of design for changeability is to increase the changeability
of products with regard to the dynamic of marketplaces,
technological evolution, and varying environments.

Although, there are numerous methods to support system
architecting and technical change management in mechanical
engineering there are less approaches that address the timing
of releases based on the consolidation and bundling of changes
and consideration of innovation gaps. A basic concept to define
release cycles and synchronize changes is proposed by Aleksic
[13]. He introduces the module change flexibility classification
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number (MCF) to support future planning of changes. The
MCF is a result of the evaluation of the dimensions mar-
ket driven requests caused by customer demands, production
costs, one-time complexity costs, running complexity costs,
and module interaction. Each dimension is evaluated by the
classification number DMCFi

with a maximum value of nine.
The factor gi is used to weight the dimensions and adapted the
importance of each dimension to the boundary conditions of
different companies and targets. The product of the classifica-
tion number DMCFi

and the weighting factor gi is normalized
by the sum of the gi and xi, which is consistently given the
maximum value of nine [27].

MCFg =
1∑5

i=1 gi × xi

×
5∑

i=1

gi ×DMCFi (1)

According to the given equation, the MCF ranges between
zero and one. This value is used to locate each module within
an onion peel model visualizing the incensement of the MFC
from the inside to the outside; see Fig. 4. Modules placed in
the inner shell are thus less flexible than these placed at the
outer shell.

Figure 4. Onion Peel Model to Visualize the Module Change
Flexibility Classification Number (MCF) and Resulting

Release Cycles [27].

The MCF and the onion peel model help to identify
modules that can be changed with small efforts and those
that can hardly be changed without affecting other modules.
Furthermore, the onion peel model can be used to plan release
cycles systematically by defining suitable release frequencies
with regard to the MCF. Here, high flexibility modules are
chosen to by changed more frequently since they cause lower
change effort. Furthermore, the onion peel model gives advices
of how to structure the product architecture in order to enable
releases.

From the brief discussion of the methods it becomes
clear that the content of release in the field of mechanical
engineering is defined by modules. These modules contain
different parts of the mechanical structure and are defined
using established methods considering for instance life cycle
and technology aspects. However, there is now established
procedure or method covering all activities required for RE.

C. Comparison of RE Approaches
Based on the domain specific methods and approaches for

RE described beforehand, this paragraph introduces a brief
comparison. The comparison presented in Table I highlights
the main differences according to the considered time horizon,

main objectives and drivers, required product information and
preconditions, content of releases, release cycle definition, and
considered restrictions.

From the comparison, it becomes clear that main differ-
ences of existing RE approaches in software and mechanical
engineering concern the product information used to define
releases as well as the content of the releases and the restriction
considered. While RE in software engineering is based on
features and their relations within the software system, in
mechanical engineering modules are used to define release
units. This points out that on the one hand in both cases the
representation and analysis of the system structure and the
included interdependencies between the elements (components
or function) is essential when defining release units and on
the other hand (changing) requirements and user needs are
important for suitable planning of releases. A main deficit
of RE related approaches in mechanical engineering is the
missing support of adequate release cycle definition. Most
of the existing methods focus on the initial definition of the
product architecture but do not consider the possibilities of
consequently delivering new or additional functionalities by
releases. One main obstacle to do this in industrial practice can
be found in the high efforts and costs caused by production of
hardware parts.

Based on the given comparison the following requirements
can be formulated to support cross-domain RE:

• A cross-domain linking between features and compo-
nents or functions is needed to define suitable release
units and provide new and additional functionalities
to the users.

• The different interdependencies between features and
components of initial and existing systems architec-
tures have to be modelled to support planning for
instance of product upgrades.

• An interdisciplinary requirement and innovation man-
agement is required to ensure value oriented planning
and definition of release units across domains.

While the first two requirements pertain to the activities of
interdisciplinary system modelling, the third one is concerning
assisting processes and information needed for planning and
evaluation activities within RE. Based on these findings and re-
quirements, in the following section, potentials and challenges
of RE in automotive industry are briefly discussed.

III. TOWARDS CROSS-DOMAIN RE IN AUTOMOTIVE
INDUSTRY

Automobiles are complex mechatronic systems. Due to in-
creasing value creation based on software-based functions like
comfort or assistance functionalities there is a trend towards
decreased use phases of cars like discussed in Section 1. This
results in increasing pressure to shorten development times and
coordinate the cross-domain development activities. To cope
with the resulting complexity of highly linked organisational
structures, requirements, development documents and product
structures and processes different approaches exist including
RM. Fig. 5 illustrates the hierarchical structuring of systems
and organization as well as the correlations between data
and processes using electrical and electronic systems as an
example. Also here RM processes on different system levels
are represented. Major objective of these RM processes is to
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TABLE I. BASIC COMPARISON OF RE APPROACHES IN SOFTWARE AND MECHANICAL ENGINEERING.

Characteristics Software Engineering Mechanical Engineering
Time Horizont Next release (ad-hoc planning) and overall life cycle (systematic

planning)
Overall life cycle of the product and single modules

Main Objectives and Drivers Change requests (errors or upgrades), Bundling of development,
testing and implementation activities (temporal and functional)

Implementation of ”innovations” for product enhancement, life-
cycle-accompanying updates, consolidation of changes and innova-
tions, adaptation of variants

Product Information and Pre-
conditions Required

Features sets of the software system, interdependencies between
features, requirements

Functions and components of the product, dependencies between
components, requirements

Related Activities Configuration management, change management, requirement man-
agement, service & quality management

Technical change management, product architecture design, require-
ment management, life cycle management

Content of Releases Features as value units for customers Modules as changeability units of the product
Release Cycle Definition Considered as essential part of RE Not consequently considered
Restrictions Considered Technical constraints, budget and cost constraints, resource con-

straints, effort constraints, and time constraints, stakeholder influence
factors, risk factors, value factors, and resource consumption factors

Market driven requests, production costs, complexity costs, innova-
tion cycles, module interactions

release subsystems at specific points of time during the PD
process like quality gates or product starts [28]. Necessity and
complexity of these RM processes results from the different
hardware and software versions as well as for instance electri-
cal control units’ development during the PD. The introduced
RM aims on ensuring proper functioning of all variants as well
as the total car system by initiating tests and changes.

The described understanding and process of RM in auto-
motive industry is basically different from the understanding
introduced before since it focusses to support the efficient
development a predefined configuration of subsystems and
functions. The releases to be delivered in this context are solu-
tions or variants of subsystems of the overall car system. At the
same time the predefined point of times serve to consolidate
and coordinate required cross-domain changes for following
development activities. With regard to the understanding of
RE introduced in Section 3 the following basic concepts to
handle releases in PD have to be distinguished:

• Releases as development units to be delivered at
predefined points of time in the PD process in order
to handle process and product complexity based on a
defined configuration.

• Releases as value and innovation units to enable
upgrading of the product during use phase including
changes and expansions of the system configuration.

Independent from the applied concept of releases, it becomes
clear that there is a strong interrelation to the structuring
of the automobile system since the content of the releases
in both cases is modules of the system including hardware
and software. Thus, the illustrated hierarchical structuring of
processes, systems and related requirements and data have to
be considered when discussing potentials and challenges of RE
in context of automotive industry.

In the following paragraphs, essential potentials and chal-
lenges of cross-domain RE in automotive industry are de-
scribed focusing on the concept of releases as value and
innovation units.

A. Potentials of Cross-Domain RE in Automotive Industry
Based on the introduced understanding of RE the following

potentials can be formulated for automotive industry with
regard to the vehicle system:

• Consequent RE enables to continuously provide new
and additional functionalities to customers by upgrad-
ing existing vehicle systems.

• Value oriented RE supports diversification of vehicle
systems and innovation leadership of by integration by
efficient market launches of new technologies.

• Life cycle oriented RE contributes to the reduction
of resources needed for manufacturing of hardware
components.

These potentials highlight the use of RE from the external
(customer) and internal (manufacture) viewpoint related to the
product. At the same time, positive implications of RE can be
expected with regard to the PD process:

• Definition of technology and innovation oriented re-
lease units enable to prioritize development activities.
Release units with short technology and innovation
cycles can be developed and implemented late in the
PD process while those with longer cycles should be
part of the long term development.

• Function and value oriented definition of release units
supports cross-domain engineering and coordination
of change and integration activities.

• Consequent RE helps to shorten PD time by release
a basic configuration of the vehicle system that is
continuously extended by further releases.

It is obvious that realization of these potentials requires the
definition of release units across domains since there are
strong interrelations between the subsystems needed to realize
the intended functions. Thus, it is essential to analyse and
modify the interrelations between subsystems of the different
engineering domains both on the level of system structure
and requirements. However, the existing structure of systems
and document based development activities established in
automotive development projects, as shown in Fig. 5, often
hinder to identify and represent domain crossing links needed
for release planning. In the following paragraph the major
challenges hindering cross-domain RE are described.

B. Challenges of Cross-Domain RE in Automotive Industry
Consequent implementation of the principles in industrial

practice of automotive development is hindered by organiza-
tional, process and product related issues. On the one hand
there are established – in most cases hierarchical– approaches
to decompose systems and structure processes in order to
handle complexity. Up to now, systems and processes are
structured with regard to the engineering domain (mechan-
ical, electric/electronical, and software). This also results
in domain specific models and documents to hold product
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FIGURE 5. Schematic illustration of the structure and interrelation of organization, requirements, documents, product structure and processes in E/E
development [29].

relevant information. In consequence there are less models
and documents representing interrelations between subsystems
across domains. With regard to RE this leads to the following
challenges:

• Processes, documents and models of automotive de-
velopment are structured with regard to components
and systems and not value or function oriented.

• Configuration management is often done on the level
of components and functions in the single domains
using specific documents and models without linking
information.

• Definition of suitable release units is complicated
since technical constraints cannot be elaborated.

• A consistent requirement management addressing all
involved domains and system levels is missing but
needed for release planning and definition.

These boundary conditions highlight challenges that have to
overcome when introducing cross-domain RE. It becomes clear
that required changes to support cross-domain RE address
processes as well as the way and structure the emerging
products are described by models and documents. In order
to overcome challenges and support the changes required in
the following section fields of research are introduced.

IV. FIELDS FOR FUTURE RESEARCH TO SUPPORT
CROSS-DOMAIN RE

Based on the discussed potentials and challenges to intro-
duce cross-domain fields for further research can be derived.
The fields named in the following were identified based on
observations in industrial practice and the analysis of existing
approaches and principles of RE in the domains of mechanical
and software engineering:

• Development of value and innovation oriented descrip-
tions of systems and subsystems (related to require-
ment management).

• Development of modelling techniques to represent
interrelations between components (mechanical do-
main) and functions (electric/electronical and software
domain) on different level of aggregation and with

regard to different kinds of relations like geometrical,
logical or functional constraints.

• Development of methods to support cross-domain
definition of release units with regard to different
innovation cycles.

The formulated fields of research highlight the most relevant
areas to work on. In order to establish cross-domain RE
approaches and principles interdisciplinary research is essential
to integrate viewpoints and methods of software and hardware
engineering. Thus, the fields of research are closely connected
with the area of systems engineering and address the fields of
configuration management, requirement management, change
management, and life cycle engineering.

V. DISCUSSION AND CONCLUSION

Objective of this contribution was to introduce a basis
understanding of cross-domain RE based and the analysis
of methods and principles in software and mechanical en-
gineering. Moreover, it aims on pointing out potentials and
challenges of cross-domain RE for automotive industry.

The analysis and comparison presented in Section 2 rep-
resent a first overview on existing and related methods used
to support RE. It points out the main differences between
software and hardware engineering for instance with regard
to information of the product and preconditions needed to
define release units. However, it is limited in its focus and
conclusions to be derived because of the small number of
methods analysed. The potentials and challenges formulated
in Section 4 are based on observations in automotive industry
and derived from the general potentials of RE described in
literature. In further works potentials have to be analysed in
more detail for instance by analysing examples from other
industries. The challenges also have to be clarified based on
the specific boundary conditions of industry partners.

Further work will focus on the fields defined in Section 5
as well as case studies to refine requirements for modelling
techniques and methods to support cross-domain RE. Short-
term work aims on applying existing and adapted methods of
RE for an interior subsystem of an automobile. Furthermore,
research will be conducted to analyse the interrelations and
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impact of intelligent manufacturing approaches and technolo-
gies like Internet of Thinks or flexible production concepts to
the aspects of Release Engineering. Here, the focus will be to
investigate new possibilities for dynamic planning and agile
development concepts in PD.
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Abstract—Numerous quality standards impact the lifecycle of
software and system development in the automotive industry.
Hereby, quality is evaluated through rigorous assessment of the
deployed processes, tools and products. Yet, although these three
aspects go hand-in-hand, they are typically assessed separately
and manually. Moreover, system providers are increasingly chal-
lenged by media breaks coming along with the necessity to inte-
grate processes and tools, and to facilitate data exchange among
these tools. Consequently, this adds more demands and challenges
on certification. This paper presents the TOPWATER approach,
whereby a unified metamodel is used to specify how processes,
standards and tools are linked. We introduce TOPWATER from
the conceptual as well as from the technical perspective. Shown
also in particular is the integration of the approach into the
Validas’ qualification methodological framework, which is used
for qualification and classification of toolchains; a requirement
of safety standards imposed on all tools used to develop safety-
related products/items. This example from the Automotive Soft-
ware Engineering field is used for evaluation, where outputs from
the TOPWATER method supported Validas process assessment by
TÜV. In this pretest, TOPWATER has demonstrated its feasibility.
The approach supports the integration of new sustainable and
resilient mobility concepts in existing infrastructures and saves
costs through early deviation detection.

Keywords–Process-Tool Integration; Toolchain; Software Pro-
cess; Standards; Certification.

I. INTRODUCTION

Today’s software engineering of automotive software sys-
tems is impacted by a number of safety standards, such as
ISO 26262 and IEC 61508. Hereby, quality and safety are
assured through rigorous assessments of the processes and
tools used, and the final product. For instance, process quality
is achieved by formulating and assessing requirements, e.g.,
test procedures or code coverage levels. Likewise, tools and
particularly critical tools must be classified [1]. Finally, the
product’s quality is evaluated by checking, e.g., if the product
development followed a defined process and process steps
and tools involved were developed and used according to
the respective standard’s requirements. However, even though
these three aspects are highly interrelated, they are mostly

implemented and assessed individually and manually. This can
lead to issues regarding consistency and completeness, e.g., a
process that was not implemented as defined, or use of tools
not appropriately qualified. Currently, available assessment
tools mostly cover these aspects in an isolated manner, such
as process modeling (e.g., Eclipse Process Framework) or
toolchain analysis (e.g., Validas Toolchain Analyzer). If at all,
integration of these aspects is done manually using Microsoft
Excel.

A. Problem Statement & Objective
In certification of automotive software sys-

tems/items/products, tools, processes, and products need
to comply with the relevant standards. Yet, most process-tool
ecosystems are loosely coupled thus challenging certification.
The approach presented in this paper aims at providing a
solution that allows for seamlessly integrating software system
development processes and the tools used to perform, enact
and track these processes. Our approach particularly aims
at closing content-related and semantic gaps that hinder a
seamless integration by monitoring across-tool artifacts and
products of the different processes.

B. Contribution
In this paper, we present the TOPWATER (german acronym

for: Entwicklung einer ontologiebasierten Software zur inte-
grierten Prozess- und Werkzeugkettenplanung und validierung
für die Automotivesoftwareentwicklung) approach to support
a seamless integration of development processes and tools.
TOPWATER was a German government funded project, which
requires at least one industry partner. Our approach is grounded
in a metamodel, which allows for linking software process
models and development tools. Notably, to support automotive
software systems development, our approach is integrated into
the Validas’ qualification methodological framework, which
is used for qualification and classification of toolchains. We
present our approach as a conceptual model, which is trans-
lated into a technical metamodel (based on the Eclipse Mod-
eling Framework), and we show the implementation of our
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approach in the toolchain of Validas AG that is primarily
used in Automotive Software Engineering projects. The Val-
idas members are experts in the field of toolchains and the
university members are experts in the field of processes.

C. Outline
The remainder of the paper is organized as follows: Sec-

tion II presents a short background supported by some practical
observations (Subsection II-A) and further provides a short
review of selected related work (Subsection II-B). Section III
presents the approach from a conceptual and technical perspec-
tive (Subsection III-A), shows the feasibility based on a TÜV
pretest (Subsection III-B), and critically discusses the results
achieved so far (Subsection III-C). We conclude the paper in
Section IV, including the limitations (Subsection IV-A) and
the future work (Subsection IV-B).

II. BACKGROUND & RELATED WORK

This section provides the background and the motivation
of our research using observations from practice. Furthermore,
we present the work related to our research.

A. Observation from Practice
Aligning processes and tools in automotive product de-

velopment is challenging, since heterogeneous ecosystems
introduce media breaks and a multitude of data formats. As
such, this puts a strain on the product development process
as a whole since consistency and completeness, e.g., of
models and software, must be ensured as a prerequisite for
certification. Aiming at gathering some field information with
respect to process-tool alignment, the authors have interviewed
nine practitioners from six different divisions within a large
German car manufacturer. These interviews were part of a joint
automotive process-development workshop. Table I lists the
questions which were asked and a summary of the respective
answers. Yet, for confidentiality reasons, we can only provide
summaries of the interview findings. All information about
the respective persons, company and project contexts were
removed prior to extracting the information presented hereby.
In a nutshell, the results highlight two main factors for causing
process- and tool-chain breaks: technical (e.g., isolated incom-
patible tools) and Human factors (e.g., too extensive and/or
complicated processes are ignored, and complex tools pose
great challenges to users).

B. Related Work
What basically renders the alignment of process- and tool-

chains challenging is that it involves different problem fields,
such as data exchange formats, process integration, workflow
management, and process enactment. Moreover, in highly
regulated domains, such as automotive, integrated process-
toolchains, which are used as a part of the product development
process, usually require a certification.

To the best of our knowledge, the approach presented in
this paper is unique, yet it is built upon concepts and solution
approaches for different problems. A major issue addressed
by TOPWATER is the systematic design of a toolchain in
which different tools are assembled to create an integrated
work environment. Among other things, the variety of tools
available challenges companies across the Globe. For instance,
Portillo-Rodrı́guez et al. [2] provide an overview of tools used

TABLE I. SUMMARY OF FINDINGS FROM INTERVIEWS WITH SIX
DIVISIONS OF A LARGE GERMAN CAR MANUFACTURER ON EXPERIENCES

CONCERNING PROCESS- AND TOOL-CHAIN BREAKS.

Question Summary of Findings
What do you con-
sider a tool-chain
break?

Practitioners consider an employee that is acting as a “man
in the middle”, i.e., who transfers data manually from one
tool to another, a tool-chain break. Another potential break
is seen in situations that disturb the normal workfow, e.g.,
where employees try to familiarize themselves with a new
tool that has replaced a previously used one. In addition to
these human factors, communication and data transfer issues
constitute tool-chain breaks. For example, an integration of
DOORS and JIRA, or Vector Software’s PREEvision and
Excel can—if at all—convert data from tool A to B, but not
vice versa.

What do you con-
sider process-chain
break?

Practitioners consider potential discrepancies between de-
fined (standard) processes and their implementation and/or
enactment as breaks in the process-chain. Particularly, un-
documented process deviations might impact compliance
checks that take place at subsequent stages, and therefore
are considered as a source of risk.

What is the main
source for such
breaks?

Practitioners point out two major sources for breaks, of
which the Human stands as the first and obvious one.
Humans might be overwhelmed by documentations, do face
the need to interpret process descriptions, and/or do struggle
with the complexity of the tools at hand. All this may lead
to sloppiness in the process implementation/enactment as
well as to going for shortcuts, notably in projects under
time pressure. The second major source is concerned with
technology. For instance, different tools assembled in a tool-
chain might cause data exchange complications. Also, expert
tools, which are typically used by a restricted number of
persons, can cause breaks if many other employees want
to consume or provide data, which these tools respectively
generate or consume.

Do you have
support available or
counter-measures
defined to deal with
such breaks?

The interview revealed contradicting answers by the differ-
ent divisions. Three divisions argue for working according
to the book, i.e., an employee has to read the process
description before performing activities/producing artifacts,
and involved people should not (only) rely on other ‘experi-
enced’ people that explain their ways of work. On the other
hand, the other three divisions opt for the exact opposite
way. In general, the interview participants name external
consultants as a countermeasure to avoid process- and tool-
chain breaks. At the tool-level, participants express their
intentions to intensify tool evaluation towards bidirectionally
compatible tools to avoid issues with data transfer/exchange.

in globally distributed software development. They classified
132 different tools, yet mentioned that only a small percentage
is practically relevant.

Different platform providers offer solutions to consoli-
date the “tool zoo”. In particular, two approaches can be
identified: (i) open platforms like the Eclipse platform and
(ii) commercial tools/toolchains such as Microsoft’s Team
Foundation Server or Rational’s Team Concert. The latter
approach usually provides interfaces that can be used by third-
party developers. These platforms remain, however, closed to
a certain extent and additionally impose high expenditure and
infrastructure requirements. On the other hand, open platforms
like Swordfish [3], agosense.symphony [4], ToolNet [5], or
ModelBus [6] provide mechanisms for technical integration
only. These platforms require specific adapters for the tools
to be integrated—in the worst case, data is transferred as
plain XML (Extensible Markup Language). Nevertheless, both
open and commercial platforms have in common that adapters
have dependencies to the respective platforms, which requires
effort to keep them up to date and operational. TOPWATER
aims at addressing this issue by providing a model-based
mapping approach. A model connects the different tools and,
in the best case, allows for generating the required connections.
From this perspective, the approach followed in TOPWATER
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is comparable with the SPRINT (Software Platform for In-
tegration of Engineering and Things) platform [7]. SPRINT
aims at providing a unified view on the different components
of complex systems developed in an interdisciplinary manner.
It connects the different domain-specific expert tools by pro-
viding means to design and transform data to be exchanged
among the different tools. The actual connection is realized
using OSLC (Open Service for Life-cycle Collaboration) [8],
which connects development artifacts and adds semantics to
these artifacts and their relationships.

Aiming at facilitating process modeling and enactment,
TOPWATER is built on several concepts. Other than busi-
ness processes, software development processes are hard to
enact. For instance, Rozinat and van der Aalst [9] show how
conformance checking for business processes is realized using
actual behavior. Furthermore, in his keynote, van der Aalst [10]
presents the current state of (business) process mining. How-
ever, different from business processes, development processes
are way less predictable (e.g., due to developers’ creativity,
situation-specific problem solutions, changing requirements).
Nevertheless, different approaches exist to prepare and im-
plement process enactment. Similar to the TOPWATER ap-
proach, transformation of process models to allow for process
execution or document generation is quite common [11].
Furthermore, rule-based execution of processes using explicit
modeling languages is a well-established concept, e.g., [12].
However, approaches proposed so far primarily address the
conversion of process models into a format that allows for
automating their respective processes. Integrating the processes
into a complex conglomerate of processes, products and tools
that have to be certified, so far, received little attention. In
order to support the aforementioned situation, checking process
properties is key (see also Cobleigh et al. [13]). TOPWATER
addresses these requirements by utilizing a metamodel to
integrate the different aspects and, moreover, to allow for
formally evaluating consistency, compliance, and so forth. In
particular, TOPWATER helps addressing the determination of
the so-called Tool Confidence Levels (TCL; as defined by
ISO 26262 [14]). An assessment is performed automatically
using formal methods. Further details on the tool classifica-
tion and qualification approach for ISO 26262 can be taken
from Conrad et al. [15] in which authors share experiences
concerning implementing an approach for development and
verification tools. Given by the context, TOPWATER so far
supports Validas’ Tool Chain Analyzer (TCA; [1]) [16]. How-
ever, TOPWATER is designed with flexibility in mind that
other tools, such as RapiCover Aero or RapiTime Aero can be
targeted [17]. These tools help assessing the compliance with
the DO-178B or DO-178C requirements, which are relevant
for aerospace applications.

III. THE TOPWATER APPROACH

We present our approach to support developing seamlessly
integrated processes and toolchains. In Section III-A, we
present the approach at conceptual and technical levels. Sec-
tion III-B presents the validation, and Section III-C critically
discusses our approach.

A. Solution Approach
The TOPWATER approach comprises two parts: a con-

ceptual generic solution and a technical approach for direct

implementation in the context of particular toolchains. In the
following, we introduce both parts with more emphasis on the
technical solution and its concrete implementation.

1) Conceptual Model: TOPWATER is a collection of meta-
models and tools, which are illustrated in Figure 1. In its core,
TOPWATER allows for

• modeling software development processes
(Figure 1; Process Layer),

• modeling tools as part of a toolchain
(Figure 1; Tool Layer), and

• modeling use-case-based mappings between processes
and tools. (Figure 1; Mapping Layer).

Following the modeling of tool- and process-chains step,
three major steps may take place. These are represented with
partitions and shown in Figure 1 as vertical “swimlanes”.

• validation step: in which process engineers validate
the different interconnected models before a project
starts.

• operation step: in which different concrete process
artifacts (or artifact instances) and project results are
created.

• controlling step: project managers use the generated
models to implement a quality-gate-based controlling
to check the fulfillment of the process- and tool-related
requirements, and to check whether such requirements
are likely to be fulfilled in future project stages or not.

Grounding TOPWATER in a metamodel provides manifold
options to support the models’ quality assessment—at design
time and during the different project phases alike.

TOPWATER 
Metamodel

Process Layer

Mapping Layer

Tool Layer

Activitiy

Action

QualityGateAction

QualityGate
ProcessArtifact

ProcessTool-
UseCase Mapping

ToolArtifact

ToolChainTool

Definition/Modeling of Integration 
Process- and Tool-Chains Validation

Validate process 
requirements 

fulfillment 
through tools

Validate 
consistency of 

process and tool 
mappings

Operation

ActualResult

ProcessArtifact-
Instance

Controlling

Are all RQs of 
the current 
quality gate 

fulfilled?

Are the RQs of 
future quality 

gates still 
achievable?

Process Engineer Project Manager

Figure 1. Overview of the conceptual model of the TOPWATER approach
including the different metamodel layers, the project phases and selected

model elements and project-related activities.

2) Implementation: As a proof of concept, TOPWATER is
integrated with the Validas toolchain, which is usually used
for formal tool qualification [1], i.e., a tool can be qualified
according to safety standard requirements and a tool can be
mapped to an assessable process to create a certification-
ready work environment. To allow for easy integration in
different toolchains, TOPWATER’s metamodel is developed in
the Eclipse Modeling Framework (EMF), which additionally
allows for generating a modeling tool from the metamodel.
Figure 2 provides an overview of the key elements in the meta-
model, of which certain data types for standards or requirement
classes are used to manifest the transition from the generic
concept (Figure 1) to the actual practical implementation.
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Figure 2. Key elements of the TOPWATER metamodel, developed in the Eclipse Modeling Framework (EMF).

From the technical perspective, a TOPWATER project
comprises Components, Processes, and ToolChains.
Products and components, in particular, are mapped to
Requirements, e.g., concerning the targeted standard or
required safety integrity levels by the tool qualification.
Products together with Actions, define a Process.
The actions allow for designing the process to be checked.
Process modeling follows the UML principles (including, e.g.,
start-, split-, and conditional actions) and, hence, the users
can model object and control flows alike. For instance, the
products can be inputs (PInput) and outputs (POutput) of
activities. Similarly, toolchains contain Tools, Artifacts,
Features, and relations, e.g., artifacts are inputs/outputs of
tools.

A key feature of the TOPWATER tool is the ability to
provide mappings. A mapping serves the requirement to be
able to link tools and processes, such that the development
process can be tracked and, thus, aids the different cer-
tification requirements. Mappings are part of the so-called
PTUseCases, which link process inputs and tool outputs (and
vice versa), i.e., process steps are connected to tools that realize
them.

The metamodel allows for several validation operations and
quality assurance activities, which in turn can aid certification
needs. TOPWATER uses a validation model based on quality
gates. A QGateAction is a specialized action, which has
one or more QualityGates assigned. By design, a quality
gate is a predicate expressed in OCL to define product states
and product attribute values at certain project stages. Quality
gates represent critical steps in the evolution of artifacts and,
within this evolution, several product-specific expressions must
be true for the project to continue.

For the actual validation in the context of a quality gate,
TOPWATER provides two views, to which we refer as

• closed world view (CWV)

• open world view (OWV).
The CWV focuses on supporting completeness checks of
artifacts. To this end, an artifact-specific expression is assumed
false (i.e., a quality criterion is not fulfilled yet) whenever
it is not evaluated as true for a certainty. Thus, performing a
validation on a quality gate and all products assigned to it pro-
vides an overview of all incomplete artifacts and, particularly,
the attributes that cause the tests to fail. On the other hand,
the OWV assumes an expression to be true, regardless of its
actual evaluation. Consequently, this view provides a broader
picture of the modeled project and, to a certain extent, supports
prediction. This is achieved by checking which subsequent
quality gates might be fulfilled given the current project status.
The prediction allows for identifying quality gates that can
be reached according to plans, as well as identifying those
quality gates that cannot be reached anymore, should the
process be executed as planned and without modification. Such
predictions can be used for early deviation detection, and
therefore enable project managers to initiate counter actions
as early as possible.

3) Integration into the Validas Environment: Figure 3
provides an overview of the compliance methodology of the
Validas AG. The model-based Validas Qualification Method-
ology (VQM) is used for classifying and qualifying tools
and toolchains according to safety standards. The VQM is
informally described with an informal process description.
Central to the VQM is the Tool Chain Analyzer (TCA), which
is a modeling tool that is developed by Validas AG and is used
to develop the so-called Qualification Support Tools (QSTs).
QSTs are shipped to customers, so that qualification can be
performed within the customer environment to automatically
generate work products relevant to the target safety standards,
such as the Tool Qualification and Tool Criteria Evaluation Re-
ports in ISO 26262. Evidence is generated for each developed
QST to assure that (i) procedures are compliant with safety
standards, and (ii) procedures were adhered to. The former is
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typically covered by a compliance report (CR), whereas the
later is typically done by performing Verification & Validation
(V&V) and generating the V&V report. The QST and the
quality assurance documents (i.e., CR and V&V report) are
altogether referred to as Qualification Kit (QKit).

Standard-, Process-, Tool-Chain Model (TOPWATER Models)
Process Specification 
and Simulation with 
AutoFocus3 (AF3)

Qualification with 
Tool Chain Analyzer 

(TCA)

Qualification Kit with 
Qualification 

Support Tool (QST)

ISO 26262, etc.

Validation Verification 
Plan

Validation Verification 
Report

ISO 26262 etc. 
Compliance Report

Validas Qualification 
Methodology

Process Description

formalize export

generate

generate

generate

TOPWATER Tool

V&V

develop

Qualification Framework

Qualification Kit

Figure 3. Overview of the Validas compliance methodology.

Figure 3 additionally shows the TOPWATER’s integration
into the otherwise isolated steps of the VQM. As a prerequisite,
however, the VQM process is formally modeled using Auto-
Focus3 (AF3; [18]). AF3 is an open source modeling tool that
allows for model-based development of embedded systems,
with support for formal modeling and rigorous quality assur-
ance of the models (including, e.g., validation, verification,
model checking and simulation). By using AF3 for modeling
the processes of the VQM, these processes can be formalized
and checked using the quality assurance mechanisms of the
tool. The formally modeled and checked VQM processes can
be easily imported into the TOPWATER tool. The TOPWATER
tool additionally receives the targeted standard(s) as input. The
target standard(s) is/are used to create the mappings of the
different processes and tools (which happens here to be the
tool chain modeling tools; see Figure 2). Using the different
standard-, process-, and tool models, the TOPWATER tool
can automatically generate: (i) the compliance report of the
developed/modeled processes (ii) the V&V plan as a checklist,
according to which V&V can be performed and V&V reports
can be generated (iii) a formal description of the processes,
which when combined with the informal description is used
to guide involved people in creating QKit projects.

B. Validation by Example
This section presents a validation of the TOPWATER

tools by example. The validation presented hereby is based
on an audit performed by TÜV (TÜV = Technischer
Überwachungsverein, engl: Technical Inspection Association);
a certification body that provides independent inspection and
product certification services (in Germany and worldwide).
The audit aimed at evaluating if the generated files from TOP-
WATER are adequate to support process/product certification.
In this pretest the TOPWATER approach was preliminarily
evaluated for certification readiness. At the TOPWATER tool
side, this involved:

• Modeling of the tool qualification process
• Mapping of standards’ requirements and their map-

ping to tools
• Mapping of processes and tools

• Generation of compliance reports and V&V plan

Figure 4 shows an excerpt of the VQM process modeled
in AF3 in which the qualification component of the process is
shown. This component takes a QKit and the tool (model) to
qualify and executes the qualification process. The component
shown in Figure 4 contains the three actions classify,
plan, and validate. The validate action creates the
Tool Qualification Report (TQR; to be delivered to the safety
manager for review) and the Tool Safety Manual (TSM; to be
delivered to the tool user). The result of importing the VQM
AF3 model into TOPWATER is shown in Figure 5 showing
the manifestation of the different metamodel elements from
Figure 2. Specifically, the figure shows the aforementioned
actions classify, plan and validate, and the products
QKit, TSM, TQR, TCS, and TQP. Also, the input and output
relations are shown that illustrate the workflow. For example,
the element POutput Validate_to_TSM connects the
action validate and the corresponding output product TSM.

Figure 4. Excerpt of the VQM modeled in AF3 to be exported to
TOPWATER.

Figure 5. The TOPWATER tool after importing the VQM from AF3 (node
Activity Tool Qualification, which includes the activities and products

involved in a qualification).

Providing the formalized VQM process to TOPWATER
allows for integrating all tools involved in the tool qualification
process into one framework. Among other things, Figure 5
shows Requirement nodes, which contain models of the target
standards for which the compliance must be checked. Figure 6
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Figure 6. Expanded nodes for requirements in the TOPWATER tool.

shows a part of the ISO 26262 [14] standard used for the TÜV
audit mentioned at the beginning of this section. The selected
item 8-11.4.6 Qualification of a software tool demonstrates
how requirements are modeled within TOPWATER. It shows,
inter alia, that requirements have compliance status, require-
ment class, and recommendations concerning their application
with respect to the different ASIL levels—in this particular
case, the selected requirement must be checked for all levels
(i.e., from ASIL A to ASIL D).

To carry out the actual tool qualification as required by
standards, it is necessary to explicitly state which tool is used
to perform a specific process step (including the specification
of the artifacts involved). For this, the TOPWATER metamodel
(Figure 2) defines the class PTUseCase, which handles the
mapping of processes, products, and tools. Figure 7 shows
the expanded node Qualification that realizes this mapping.
In particular, the Qualification use case maps process inputs
to tool/toolchain inputs and, respectively, process outputs to
tool/toolchain outputs. For example, the mapping TQP Out
connects the POutput Plan to TQP from the validation
process with the output TQP Output from the toolchain. The
metamodel ensures that only valid mappings can be made, e.g.,
POutput elements can only be mapped to other POutput
elements, which is ensured by a just-in-time filtering and type
validation.

Figure 7. Expanded nodes for PTUseCases and the process and tool
mappings.

Beyond the type-based standard validation, the TOPWA-
TER tool also checks the models for completeness and in-
consistencies. The platform allows for defining required rules,

i.g., check if all requirements have names and descriptions
provided, and if the provided names are unique.

The previously shown steps give an overview of the activ-
ities necessary to develop the different models for processes,
products and tools, and how to connect them to modeled
standards for which the compliance must be checked. The tool
further helps performing the required activities to a large extent
and allows for documenting the mappings appropriately, i.e.,
the V&V-related documents. Here, the V&V Plan contains a
description of the V&V strategy, which, inter alia, includes
the supported safety standards, the tool adequacy, and a
description of the different checks for standard compliance or
the components involved. Complementing, the V&V Report
contains the check results. Notably the V&V Report shows the
sheer mass of documentation that needs to be delivered for
a certification process thus underlining the benefits a model-
based approach offers.

C. Discussion
The previous sections have presented the TOPWATER

approach and its first implementation within the Validas pro-
cesses and tools. This section discusses the benifits and the
limitations of the current state of TOPWATER. As a first step,
we highlight in Table II the extent, in how far TOPWATER
addresses the challenges mentioned by practitioners, which
were summarized in Table I.

TABLE II. DISCUSSION OF THE CURRENT STATE OF THE TOPWATER
APPROACH FOLLOWING THE STRUCTURE OF TABLE I.

Question Summary of Findings
What do you con-
sider a tool-chain
break?

Practitioners consider project employees or “man in the
middle” and data exchange/transfer as major issues. In
the current implementation, TOPWATER does not address
tools with automation interfaces. Yet, TOPWATER makes
a first step by providing an integrated and uniform model
that allows for connecting the different parts. Automation,
however, remains subject for future works.

What do you con-
sider process-chain
break?

Practitioners consider discrepancies between “as-planned”
and “as-is” processes as a major problem. TOPWATER
addresses this aspect through its manifold process mod-
eling and model checking options including options that
check compliance against the targetted standards, such as
ISO 26262 or DO 330.

What is the main
source for such
breaks?

Practitioners consider human factors and technological as-
pects as major sources for breaks. TOPWATER partially
addresses these problems. The human factor is addressed by
the manifold process modeling and checking capabilities,
e.g., importer from Microsoft Visio or AF3, and process
enactment with quality gates based on process constraints.
The technological aspects are initially covered by the ability
of TOPWATER to model tools and toolchains. Given that the
respective tools provide sufficient options for data exchange,
this exchange can be modeled accordingly and integrated
with the process-, product- and tool mapping.

Do you have
support available or
counter-measures
defined to deal with
such breaks?

See previous comment. Furthermore, the TOPWATER tool
provides users with comprehensive guidance and different
quality checks to guard against possible breaks, e.g., type-
based constraints or more comprehensive validity checks.

The current implementation of the TOPWATER approach
has been run through a TÜV pretest and demonstrated its feasi-
bility. Furthermore, the current implementation solves several
of the challenges identified (Table II). Specifically, the problem
of proving that a defined process has been performed is
addressed. The TOPWATER tool allows for importing process
models, i.e., the development process of the companies running
a development project targeting an automotive application.
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The imported process is connected with the tools used to
enact the process and the standard requiring certain activities
executed to be eligible for certification. The mapping pro-
vided by TOPWATER allows for creating an integrated model
that can be evaluated for consistency and compliance and,
furthermore, supports the generation of reports as requested
by the certification authorities. Moreover, the TOPWATER
tool can also be integrated with the project as such. By
continuously maintaining the state of the process through
constraint-based quality gates, project progress can be tracked
and, to a certain extent, predicted such that early plan deviation
is possible. Finally, the qualification method implemented
using TOPWATER is able to validate itself. Using AF3 as
process modeling tool, the qualification process is formalized
thus allowing for formal validation of the process (which is
also possible for any other method that is incoming via the
AF3 interface). Nevertheless, several practical requirements
are not (yet) implemented, which we further discuss in the
Section IV-B.

IV. CONCLUSION AND FUTURE WORK

The present paper has presented TOPWATER, a method-
ological approach that allows for joint and integrated model-
ing of processes, products, and tools. The objective of such
modeling is to reduce breaks in process- and toolchains, and
hence to reduce friction in the development processes. In
industries, where such breaks may have a high impact on
efficiency, like automotive, the proposed approach might be
of great interest. The integrated approach helps companies to
ease and accelerate certification (and recertification) efforts.
Specifically, we have shown the integration of TOPWATER
into Validas AG qualification methodology that supports the
classification and qualification of tools and toolchains, a key
activity required by automotive safety standards. An initial
evaluation of the presented approach was carried out, where
the TOPWATER tool was exploited to automatically generate
documents that supported Validas AG process assessment
by TÜV. This evaluation has successfully demonstrated the
feasibility of the approach.

A. Limitations
Within the current state of the TOPWATER tool, several

standards are already modeled or still under development.
Furthermore, different converters/adapters are implemented,
e.g., to integrate formal process models generated by other
modeling tools. However, the TOPWATER approach and the
respective tools still have some limitations (Table II). For
instance, despite the fact that the modeling approach is per
se accurate and correct, the modeling activities, in its current
form, remain a complex activity that requires expert knowledge
in the field. Moreover, several practical problems identified
throughout the project are currently only partially addressed
by the tool, i.e., the concept is developed, but the tool does
not deliver its features fully. For example, several aspects that
are part of the automation engine still require manual work
and checks.

B. Future Work
Future work comprises the completion of the automation

engine to implement and, eventually, provide all TOPWATER
features to its users. In the present work, we have also shown

the feasibility of the approach for the tool qualification method-
ology. Hereby, however, the scope of the safety standards
which is covered by projects of this nature is relatively limited.
For future work, evaluation with other applications, with large
number of tools and large scope of targeted standards are
planned.
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Abstract—New sustainable mobility concepts and smart 

resilient ideas are arising every day. However, there is not an 
easy way to bring these ideas into reality, or to test how good 
they are as mobility solutions. Virtual Mobility Lab offers the 
opportunity to evaluate the impact of new mobility concepts 
before taking them to the real world. In this work, a multimodal 
macroscopic traffic simulation model of the Barcelona 
Metropolitan Area is developed, including both public and 
private transport network. This paper explains the remarkable 
features developed for this model, such as the network hierarchy 
and the multimodal public network interchangers, allowing 
demand to exchange between public transportation modes along 
their origin-destination paths. 

 
Keywords—multimodal; public; transport; network; 

macroscopic; traffic; simulation; model. 
 

I. INTRODUCTION 
Nowadays, changes in urban networks and proposals of 

new mobility concepts are not easy to evaluate. They cannot 
be assessed directly in the real life, either due to the unknown 
effect on the real traffic or due to new infrastructures that are 
not yet built in the city. An option is to apply a pilot test, but 
it is often difficult, expensive and hardly configurable. 
Another option simulates the impact of the change or 
proposal applied to the real environment. 

The simulation is used in many contexts in order to 
measure, in a virtual environment, the impact of applying 

modifications on the real-world. It requires a previously 
developed model that represents, as precise as possible, the 
key characteristics and behaviors of the selected real 
scenario. In this case, any new mobility concept that wants to 
be tested should be recreated first in a simulated scenario, 
instead of spending time and money evaluating it with real 
fleets in the streets (if possible) [1][2]. In order to perform a 
good transport simulation, it is necessary to develop a model 
that represents accurately the real transport network. For this, 
it is important to have knowledge about the real scenario, as 
for example the multimodal details, a well-defined network 
hierarchy and an updated information of the public transport 
system. 

Thus, this paper presents the Barcelona Virtual Mobility 
Lab (VML), which uses a multimodal macroscopic 
simulation model developed in inLab FIB at Universitat 
Politècnica de Catalunya using PTV Visum Platform [3]. 
This project models a transport system to assist in the design 
and evaluation of impacts of new mobility concepts.  

The paper is organized as follows. Section II describes 
how the study territory area is divided and Section III and IV 
explain how private and multimodal public transport 
networks have been modeled, respectively. For Section IV, 
some indicators obtained from the model are described in 
addition to some guidelines of how the built model can be 
exploited on its potential applications. Finally, the document 
shows some final conclusions. 

 

 
 

Figure 1. Areas of metropolitan region of Barcelona. 

 

 
 
 

Figure 2. Zoning system of the study area. 
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II. STUDY AREA ZONING SYSTEM 
The study area included in this model is identified as the 

first crown of the metropolitan area of Barcelona. This area 
(delimited by the green line in Fig. 1) is composed by 
Barcelona city and 17 municipalities placed around it and 
they represent a population of more than 2.8 millions of 
people. 

Zoning system divides the study area into homogeneous 
Transport Analysis Zones (TAZ) according to socioeconomic 
features and access to transport facilities. Demand matrices 
model the number of trips between TAZ zones. In the zoning 
system, the area is represented by 628 zones that cover the 
study area and the contiguous territories (identifiers from 700 
in Fig. 2). 

The used demand data is provided by KINEO [4] who 
uses mobile phone data to extract the origin, destination and 
trip time tags. The demand is represented separately by 
hourly Origin to Destination (OD) matrices. This allows 
studying the different situation of the transport network 
depending on the time of the day. 

III. PRIVATE TRANSPORT NETWORK 
The private transport network is the representation of the 

urban network geometry. In order to simulate the behavior of 
the private vehicles in the network, it is needed to model a 
road network and their private transport systems. In traffic 
simulation modeling, the network geometry is usually 
constructed street by street to obtain a first model. This is a 
hard work task since even for small traffic models can have 
thousands of streets. 

This methodology is not a feasible solution for such a 
huge metropolitan area, thus geographical maps from HERE 
[5] have been imported into the platform to simplify the 
model building process. It also imports the available transport 
system in the modeled area for private and public transport 

(imported from General Transit Feed Specification (GTFS) 
files [6]). 

To support this, the traffic simulator VISUM allows a fast 
transport network modeling through HERE Maps to obtain a 
first approach model. The updated road network from HERE 
has been imported to VISUM that generates a traffic model 
with all the nodes and links (Fig. 3). 

This procedure helped to construct a first network model, 
but there are more concepts that needed to be modeled like 
the representation in detail of the road network hierarchy. 
This hierarchy created to distinguish between transport road 
types is shown in the Table I. 

This allows to model different types of streets depending 
on the speed limit, number of lanes, etc. in the road network 
for each of the transport systems (e.g., if allowed, the velocity 
limit, etc.) in a general mode. Then, manual edition of 
network characteristics imported from HERE maps has been 
done for specific areas. 

IV. MULTIMODAL PUBLIC TRANSPORT NETWORK 
As mentioned before, a multimodal network allows 

generating OD paths exchanging public transport modes 
when doing a demand assignment. In our model we 
considered the following modes: 

● Train 
● Underground 
● Bus 
● Tramway 

Accordingly, building a multimodal public transport 
network implies introducing all these modes and, for each of 
them, all the transport lines (e.g., Fig. 4 and 5). For this, it is 
necessary to know the topological route of each line, the 
number of stops, which sections have reserved lines in case 
of buses, and the number of travels each day

 
 

Figure 3. Private vehicle network road hierarchy. 
 
 
 
 

TABLE I. PRIVATE VEHICLE NETWORK ROAD 
HIERARCHY  

 
 
 
 
 
 

Type Name
Lane-capacity per 

hour
Free-flow Speed 

(km/h)
Motorway 1500 120
Urban motorway 1200 80
Coordinated Arterial (Aragó) 900 50
Uncoordinated Arterial 650 50
First Level Collector 700 50
Secon Level Collector 500 50
Road 800 80
Street without Traffic Lights 300 40
Unpaved rural road 100 30
Side/Access Lane 600 40
Roundabout 350 40
Bike 100 15
Pedestrians 60 5
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. 

 
 

Figure 4. Public Transport network: underground.        Figure 5. Public Transport network: buses. 

considered: headway based journey based on frequency. For 
this macroscopic model, frequencies were used to model 
public transport services, adjusted to current transport 
operators. 

One of the main peculiarities of this macroscopic model 
is the approach of joining these transport modes. To achieve 
this, some logical components were introduced: stop points, 
stop areas and global stops: 

● Stop points define the topological position in the 
private network (urban map) where a station or bus 
stop is located. 

● Stop areas are useful for grouping stop points that 
lead to the same public line (e.g., an underground 
could have more than one entrance to the platform). 

Global stops gather all stop areas where it is allowed to 
perform transfers between different transport modes (blue 
circle in Fig. 6). Changing costs between lines or modes can 
be configured in these global stops (Fig. 7). 

V. RESULTS 
Just having into account the integration of all transport 

modes with almost all operators is a magnificent 
achievement, especially considering the context of  

Barcelona’s network complexity. As a result, the 
macroscopic model obtained is the unique intermodal built 
until now with all transport modes. 

The methodology followed to build the Barcelona VML 
model can be applied to any other model building process for 
other geographical areas. The Barcelona VML model also 
can be extended. Portability and extensibility of multimodal 
models through the proposed methodology is a trustingly 
success key. The model can be applied to other cities and also 
can be extended to larger areas. 

Also, accurate model calibration has to be taken into 
account in following working steps to obtain a stunningly 
realistic model. This implies collecting real data to validate 
measurements from the model and contrast them with reality 
(e.g., data from counting sensors vs results from an 
assignment). The more data sources implied in the calibration 
process, the better for the model’s accuracy. Besides that, on 
the early first version of the model (without any accurate 
network refinement), public and private transport 
assignments brought to light very reliable results (assignment 
results shown in Fig. 8 and Fig. 9). To perform this 
calibration, more real data from business key partners is 
needed, such as direct network measurements in the real 
world.
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Figure 6. Modelization of Pl. Espanya Multimodal Transfer Area. 
 

 
 

Figure 7. Modelization of Pg. de Gràcia Multimodal Transfer Area.

 
 

Figure 8. Private transport assignment 8h - 9h. 

 
 

Figure 9. Public transport assignment 8h - 9h. 

VI. APPLICATIONS 
The developed simulation model offers a lot of 

possibilities in order to correct, to update and to improve the 
mobility scene of the contained scenario. It allows studying 
how the current mobility plan is working, identifying the 
demand patterns and how they evolve and, detecting possible 
shortcomings in the current or future system. This 
information helps public organizations to take political 
decisions about the future modifications in the city mobility 
plan. Beside public organizations, the public transport 
operators can also take advantage of a complete vision of the 
scene and apply improved action plans depending on the 
demand behavior. 

With regard to this panorama of smart mobility, this 
model can be very useful for evaluating new concepts or 
ideas, as well as having a complete analysis of all possible 
parameters involved, before launching them to the real world. 

VII. CONCLUSIONS 
The Barcelona Virtual Mobility Lab is the first detailed 

multimodal model of the Prime Crown of the Metropolitan 
Area of Barcelona. It integrates all modes of public transport 
as well as the private vehicle roads that would support future 
projects in traffic design and planning. A systemic scope 
consisting of all transportation modes and services is the 
added value of the developed model. 

The next step will be to calibrate the model. Otherwise, it 
will not be useful as a Decision Support System tool. The 

model will help supporting future scenarios involving new 
transportation modes, vehicle types and urban developments. 
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