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Foreword

The Fourth International Conference on Advances in Future Internet [AFIN 2012], held
between August 19-24, 2012 in Rome, Italy, continued a series of events dealing with advances
on future Internet mechanisms and services.

We are in the early stage of a revolution on what we call Internet now. Most of the
design principles and deployments, as well as originally intended services, reached some
technical limits and we can see a tremendous effort to correct this. Routing must be more
intelligent, with quality of service consideration and 'on-demand' flavor, while the access
control schemes should allow multiple technologies yet guarantying the privacy and integrity of
the data. In a heavily distributed network resources, handling asset and resource for
distributing computing (autonomic, cloud, on-demand) and addressing management in the next
IPv6/IPv4 mixed networks require special effort for designers, equipment vendors, developers,
and service providers.

The diversity of the Internet-based offered services requires a fair handling of
transactions for financial applications, scalability for smart homes and ehealth/telemedicine,
openness for web-based services, and protection of the private life. Different services have
been developed and are going to grow based on future Internet mechanisms. Identifying the
key issues and major challenges, as well as the potential solutions and the current results paves
the way for future research.

We take here the opportunity to warmly thank all the members of the AFIN 2012
Technical Program Committee, as well as the numerous reviewers. The creation of such a high
quality conference program would not have been possible without their involvement. We also
kindly thank all the authors who dedicated much of their time and efforts to contribute to AFIN
2012. We truly believe that, thanks to all these efforts, the final conference program consisted
of top quality contributions.

Also, this event could not have been a reality without the support of many individuals,
organizations, and sponsors. We are grateful to the members of the AFIN 2012 organizing
committee for their help in handling the logistics and for their work to make this professional
meeting a success.

We hope that AFIN 2012 was a successful international forum for the exchange of ideas
and results between academia and industry and for the promotion of progress in the field of
future internet.

We are convinced that the participants found the event useful and communications very
open. We also hope the attendees enjoyed the historic charm Rome, Italy.

AFIN 2012 Chairs:
Jun Bi, Tsinghua University, China
Eugen Borcoci, University Politehnica of Bucharest, Romania
Petre Dini, Concordia University - Montreal, Canada / China Space Agency Center - Beijing,
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Content/Location Mapping with
Cache-Location Resolution for In-network Guidance

Hiroki Kawabata, Kensuke Hashimoto, Tsutomu Inamoto, Yumi Takaki, Chikara Ohta, and Hisashi Tamaki
Graduate School of System Informatics, Kobe University

1-1 Rokkodai-cho, Nada-ku, Kobe 657–8501
Email: {kawabata, hashimoto, inamoto, yumi, ohta, tamaki}@al.cs.kobe-u.ac.jp

Abstract—In recent years, the popularity of large contents such
as high-definition video and music is increasing content server
loads and the amount of traffic on the backbone networks. To
tackle this problem, we propose an Mapping Server with Cache-
location Resolution (MSCR), which resolves prospective cache
locations (PCLs) close to the requesting user as well as content
server location. Sending a query to a nearby PCL enables the
user to obtain the content more efficiently. Our simulation shows
that MSCR can reduce content server loads and the amount of
traffic on core networks.

Keywords-mapping server; cache location; query induction;
breadcrumbs; in-network cache.

I. INTRODUCTION

Nowadays, because of the increased demand for large con-
tents such as high-definition videos and music, content servers
holding popular contents suffer from high access loads, and
core networks also suffer from the massive amount of traffic
thus generated. More efficient content delivery is, therefore,
one of the most important issues for future as well as current
networks.

One traditional solution is web caching, generally content
caching. In this context, a content cache means a temporary
content copy (content cache) in a user terminal (local cache),
content server (web accelerator), or proxy server (cache
server). In web caching, if a content query happens to find
the appropriate cache on the way to the content server, the
content is fetched from there, which reduces content server
load and the amount of traffic on core networks. Note that only
content caches on the path towards the selected content server
are utilized even though other content caches exist just off the
path. In this sense, content caches are not utilized efficiently.

Other approaches include the Content Delivery Network
(CDN) and Peer-to-Peer (P2P), which are considered as over-
lay networks based on the current Internet. In recent years,
attempts to fundamentally overhaul the Internet architecture
have been made in order to optimize it for content-delivery
based on “clean slate” approaches [1], [2], [3], [4], [5]. In such
“Content-Oriented Networks (CON),” how to identify content,
i.e., content naming, how to locate (or find) content, and where
and how to store contents are major issues.

In this paper, we propose an mapping server, named
“Mapping Server withCache-location Resolution (MSCR)”;
designed to utilize distributed cache storages efficiently, it
resolves the locations of prospective content caches (PCL:

Prospective Cache Location) as well as original servers from
content name. Here, a PCL for a certain content may be a
node ID or network domain ID of a user who recently got the
content.

Currently, the user on-line storage service “Pogoplug” is
supported [6]. If part of such storage space is open for
public access, content cache storage can become more widely
deployed across the network. Further, in the future, routers
might actually be equipped with content cache storages (router
cache) like Transparent En-Route Caches (TERC) [7], [8] and
its improved version called Breadcrumbs (BC) [2]. Based on
the above considerations, in this study, we assume that content
cache storages are widely distributed across the network and
are publically accessible. We also assume that a unique ID
(content ID) is allocated to each content. In practice, by some
means or another, the user needs to acquire the ID of the
content desired. Currently, in order to get the URL (Uniform
Resource Locator) of what we want, we most often enter
keyword(s) into search engines such as google and yahoo.
Some portal sites such as yahoo provide lists of contents
and redirect users to actual web sites. On this occasion, they
collect users’ access histories. A user who accesses a certain
content via such a portal site is expected to have the content,
and it is also highly possible that a corresponding content
cache exists near the user for some time. By using functions
similar to those of search engines and portal sites, MSCR
lists candidate contents that users might want to obtain by
keyword(s), resolves the content ID, original server location,
and PCLs of each content, and collects users’ access histories.
As a result, upon sending a query toward a PCL, the user can
obtain the expected content; this will lessen access loads on
the corresponding content server. Further, if the PCL is close
to the requester, the amount of traffic On the core networks
might be also reduced. In this sense, the preferred PCL is the
location of a past user who is close to the current requester
and who has recently accessed the content.

A concern about privacy, however, arises since it is possible
for other users to discover who obtained which content. This
problem, however, can be mitigated by obscuring PCLs, that
is, by using network domains instead of user locations. In
particular, the BC scheme is effective even in the case of dim
PCLs since a query is guided on the way to the location of
the past obtainer.

In this paper, we describe MSCL and conduct simulations

1Copyright (c) IARIA, 2012.     ISBN:  978-1-61208-211-0
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to evaluate its effectiveness from the viewpoints of content
server access load and the amount of traffic on core networks.
Keyword search lies outside the scope of this paper. The
remainder of the paper is organized as follows: Section II-A
briefly explains the BC scheme. Section III introduce MSCR
and the flow of content retrieval. Section IV conducts simula-
tions to confirm the effectiveness of MSCR. Finally, Section V
concludes this paper.

II. RREDAUXILIARY SCHEME: BREADCRUMBS

In this section, we explain the Breadcrumbs scheme[2],
which mitigates the privacy problem of MSCR.

A. Breadcrumbs Scheme

The Simple Best-Effort Content Search (S-BEACONS)
scheme, described below, is a traditional implementation of
BC [2].

In a BC scheme, like Internet Protocol (IP) scheme, a
query raised by a requester for a content is transferred toward
the (original) content server. Each content is assumed to be
allocated a unique content ID. In the BC scheme, routers are
assumed to cache not only contents but also their correspond-
ing BCs. Both caches are assumed to have the replacement
policy of Least Recently Used (LRU), which discards the least
recently used item first.

A BC contains the following information:
• Content ID.
• Node ID from which the content arrived (ID of upstream

node).
• Node ID to which the content was forwarded (ID of

downstream node).
• Previous content transfer time: most recent time the

content passed through the node.
• Previous query transfer time: most recent time the content

was requested at the node.
A BC is generated in a router when a content is transferred

through the router for the first time, and it is updated every
time the content or a corresponding query traverses the node.

1) Query Guidance: In the BC scheme, if a query for a
content traverses a router with a BC for the content, the query
is diverted to the downstream node of the content which means
that it backtracks along the corresponding BC trail. Suppose
that a query for a content arrived at time t at a router and
found that the content was not cached at the router. Then,
with timeout thresholds Tf and Tq, the router forwards the
query downstream if-and-only-if

• The content was cached or refreshed (via successful
query) at the router within [t− Tf , t]; or

• The previous query passed through the router within [t−
Tq, t] and sent downstream.

2) BC Invalidation: If the query cannot find the content on
the BC trail and reaches a dead end, the BC trail is regarded
as being stale, and the invalidation procedure is invoked for
the trail. More precisely, when the query encounters a node
with its downstream entry null (i.e., dead end) and the content

Fig. 1. BC trail and query transfer.

is not cached there, the query turns back along the trail and
deletes the corresponding BCs along the trail.

3) BC Update: If a content being transferred finds the
corresponding BC in a router, then the BC entries, i.e., the
upstream node ID, downstream node ID, and the most recent
time the content passed through the node, are updated. If a
query for a content finds the corresponding BC in a route, the
BC entry of the previous query transfer time is updated.

4) BC Replacement: Since BC cache size is not unlim-
ited, BCs need to have a BC cache replacement policy. In
particular, core routers switch huge amounts of traffic, and
their extremely rapid switching makes it difficult to provide
sufficiently large BC caches. In other words, BC trails tend to
frequently fail at the core routers.

5) Example of Query Guidance: Figure 1 shows an exam-
ple of BC query guidance. From this figure, if content F1 is
transferred via routers A, B and C and reaches user U1, BCs
are newly generated on the path. Note that the entry of the
previous query transfer time is set to −Inf , and the entry of the
upstream node ID in router A, to which the server is attached,
and that of the downstream node in router C, to which user U1
is attached, are set to “null.” The BC of each router is updated
every time the content or a query traverses the router. Next,
suppose that user U2 requests the same content and sends its
query towards the server. It is then transferred via routers D
and B and finds an available BC for the content at router B.
In this case, the query is diverted downstream toward router
C instead of upstream router A. If the query finds the content
on the way, the content is transferred from there instead of the
server. This reduces the access load of the server. On the other
hand, if the query reaches router C where the downstream BC
entry is “null,” BCs are invalidated in the upstream direction
from router C toward the server since the content is not cached
on the path.

III. MAPPING SERVER WITH
CACHE-LOCATION RESOLUTION

We detail MSCR in this section.

A. Basic Functions

Like search engines, MSCR resolves a list of contents by
the keyword(s) that the user is interested in. The user selects
one of the contents from the list, and the selection is passed to

2Copyright (c) IARIA, 2012.     ISBN:  978-1-61208-211-0
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Fig. 2. Query transfer with BC and MSCR.

MSCR. MSCR then replies with the corresponding three-tuple
information (content ID, original server location, PCL(s)) to
the user, and, at the same time, records the user’s node ID (or
network domain ID) and the current time in an access history.
Here, we assume that MSCR selects and replies with one (or
several) proper PCL(s) although it stores multiple PCLs for
each content. After getting the three-tuple information, the user
sends a query towards the PCL. However, if the user fails to
obtain the content desired, the user sends another query toward
the original server.

In order to realize the above, MSCR stores up to Ncont

Content/Location Mapping Information (CLMI) entries whose
elements are

• Content ID,
• Original server location (Node ID),
• PCL list,
• Recent request time, and
• Access frequency,

where the PCL list consists of up to NPCL two-tuple elements:
• PCL (Node IDs), and
• Access time.

Thus, MSCR stores information about Ncont contents, and up
to NcontNPCL PCLs. “Recent request time” and “access fre-
quency” are used as the cache replacement policy as mentioned
in Section III-B.

Let us explain the above procedure using Figure 2. In this
figure, we consider the case that there is only one MSCR in
the network, and only access routers have content cache stores.

As a precondition, it is assumed that no node has a content
cache and MSCR knows only the original server location
of each content, i.e., not PCLs. Furthermore, user U1 sent
keyword(s) to MSCR and chose content C1. At that time,
MSCR replid (C1’s content ID, C1’s original server location,
null) to user U1 since it had no PCL for content C1. At the
same time, MSCR recorded U1’s node ID with the access time
as a PCL for content C1, and counted up the access frequency
for content C1. After getting the information, user U1 sent
a query toward the server, got content C1 over path route A
through D, and a copy of content C1 was newly cached at
access router D.

Next, user U2 also requests content C1. At this time, since
MSCR already holds the PCL for content C1 (i.e., user U1’s

node ID), user U2 obtains a PCL (i.e., U1 node ID) as well
as the original server for content C1 from MSCR. To start
with, user U2 sends a query toward the PCL (i.e., user U1),
and obtains content C1 from router D. Further, a new copy of
content C1 is stored at access router E.

B. PCL Replacement

In this study, we assume that an MSCR can have up to
Ncont CLMIs, each of which can have up to NPCL PCLs
since MSCR cannot store unlimited quantities of CLMI. Thus,
replacement policies for CLMI and PCL are necessary.

Generally speaking, more popular contents place heavier
loads on the content server and core network, since they are
more frequently requested. Thus it is better to store their
information. In this sense, LFU (Least Frequently Used) is
preferable as the CLMI replacement policy.

On the other hand, with PCL, stale information may lead to
cache miss since content caches themselves are also replaced.
In other words, the newer the PCL is, the better it is.
Therefore, LRU (Least Recently Used) is preferable as the
PCL replacement policy.

C. PCL Activation Delay

Just because a user gets a reply from MSCR does not mean
that the content has already been cached anywhere. This is
because there is a delay from when the user sends the query
to when at least one copy of the content is cached. To make
sure that a user has already obtained a content, and thus the
content is cached, the user notifies the completion of content
receipt to MSCR. This, however, increases control overhead
and the amount of traffic. The simplest and least burdensome
way is for MSCR to activate a PCL after some delay even to
the cost of certainty.

D. PCL Selection

MSCR stores multiple PCLs in a CLMI for a certain
content. Recall that, for a requester, a newer PCL and a closer
PCL are more effective in reducing content server access load
and the amount of traffic on core networks, respectively. Thus,
from the requester’s viewpoint, some PCLs are more effective
than others. Thus, it is important which and how many PCLs
should be returned to the user.

If a requester has routing information, he/she can probably
decide which PCL is close to himself/herself more easily than
MSCR. In this case, it is simplest for MSCR to return all PCLs
to the requester. This, however, increases the amount of control
traffic. If MSCR is to judge the closeness between a requester
and a PCL, it needs to hold some sort of information on
network topology. This is possible if network domain IDs are
hierarchically allocated, as assumed in Section IV. Under this
assumption, the closeness between two nodes can be roughly
estimated. This approach means that the MSCR need return
only a few PCLs to the requester.

3Copyright (c) IARIA, 2012.     ISBN:  978-1-61208-211-0
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Fig. 3. Query transfer with BC and MSCR.

E. Privacy

As mentioned in Section I, privacy concerns arise since
other users can know who obtained which content. This
concern can be mitigated if MSCR returns network domain
IDs instead of user node IDs as PCLs. A query issued toward
a PCL, however, may not be able to find any content cache
from just the network domain ID. In such a case, in-network
guidance by the BC scheme is effective, especially if network
domain IDs are hierarchically allocated.

Figure 3 shows an example with in-network guidance by the
BC scheme. This figure is almost the same as Figure 2 except
that all routers are BC routers and network domain IDs are
used as PCLs. Note that, as in Figure 2, only access routers
have a content cache storage. As preconditions, we assume
that just after user U1 obtained content C1 from the server, a
BC trail was established from the server to user U1, and BCs
on routers A through B on the trail have been pushed out due
to BC cache replacement as mentioned in Section II-A4.

At this point, suppose that, for the request from user U2,
MSCR returns the network domain ID of domain 1 as a PCL
in addition to the original server location for content C1. Then
a query is sent toward domain 1. At the entrance of domain
1, the query happens to find the fragment of the BC trail to
router D which has the content cache of the content C1. Note
that we assume that a query to find a corresponding BC trail
is always guided along the trail. Thus, even vague information
on cache location is still useful if in-network guidance by the
BC scheme is applied.

F. Unique Content ID

Each content needs to be indexed uniquely, i.e., assigned
a unique content ID. For example, a fixed length content ID
can be generated by a hash function from the content itself or
its URL. A content is at first uploaded to a particular content
server and its URL is the only one piece of information related
to the content at that time. So when a content is uploaded for
the first time, we generate a hash from its URL which uniquely
identifies the content thereafter.

G. Implementation

In the above examples, a single MSCR is used. In practice,
however, such a centralized system is vulnerable and not

Fig. 4. Example of 3-Tier router topology.

scalable. In order to enhance dependability and scalability, we
consider that MSCR should be implemented as a distributed
system like Chord[9] which utilizes Distributed Hash Tables
(DHTs). In our case, CLMI entries will be distributed to
multiple servers, which will mitigate vulnerability and enhance
scalability. Implementing MSCR in a distributed manner like
Chord is left for future work, and in this paper, we evaluate
the effectiveness of the basic MSCR function.

IV. PERFORMANCE EVALUATION

In this section, we evaluate how much MSCR can reduce
the content server load and the amount of traffic on the core
network. To do so, we developed an event-driven simulator
in C++. In what follows, we compare four schemes from the
viewpoints of cache hit ratio (ratio of the number of contents
obtained from caches to that of totally obtained contents) and
the amount of traffic in the tier-1 network:

• IP
• IP + Cache
• IP + Cache + MSCR
• IP + Cache + MSCR + BC
In the above, “IP” means that a user fetches a content from

its content server as per the server/client model of basic IP
networks. “Cache” means that access routers have content
caches. If “MSCR” is stated, an mapping server resolves a
PCL as well as the original server location. Otherwise, it
resolves only a content server from a content name. “BC”
means that every router has the BC function and only access
routes have content caches.

A. Assumptions

In our simulations, we used 3-tier router topologies, which
were created by combining multiple Transit-Stub (TS) topolo-
gies (i.e., 2-tier topologies), which are generated by gt-itm
[10]. More precisely, in a 3-tier topology, tier-1 corresponds to
a transit domain of a certain TS-topology, whose stub domains
are replaced by transit domains of other distinct TS-topologies,
so that their stub domains become tier-3 domains. Here,
we removed links between the routers in the different tier-2
domains (originally set between the routers in different transit
domains on the TS-topology). Figure 4 shows an instance of
such a 3-tier topology. In this paper, a tier-1 domain is regarded
as a core network in a 3-tier topology.

Each node is allocated a sixteen-digit hex node ID separated
at every fourth-digit by periods, i.e., “0123.4567.89ab.cdef,” so

4Copyright (c) IARIA, 2012.     ISBN:  978-1-61208-211-0
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TABLE I
GENERAL PARAMETERS.

Item Value
Link capacity 1 packet/unit time
Number of contents 10,000
Number of tier-1 domains / routers per domain 3 / 3
Number of tier-2 domains / routers per domain 9 / 8
Number of tier-3 domains / routers per domain 144 / 15
Number of servers 50
Number of users 5,000
Query size 1 packet
Content size 100 packets
Content cache size 10
Content cache replacement policy LRU

that node ID is represented by 64 bits. Node IDs are organized
hierarchically to express tier level. That is, the first four-digits
express tier-1, the second tier-2, the third tier-3, and the fourth
is allocated to a content server or a user. As a result, as
shown in Figure 4, all tier-2s have the same first four-digits in
their node IDs, and all tier-3s under a certain tier-2 have the
same first eight-digits in their node IDs. This kind of address
allocation can be realized by HANA (Hierarchical Automatic
Locator Number Allocation Protocol) [11]. Here, let us denote
the distance between two nodes whose node IDs are Ii and Ij
by

D(Ii, Ij) = 64− L(Ii, Ij), (1)

where L(Ii, Ij) is the size of the longest prefix match between
two node IDs.

In addition to the above, we assume the following: As shown
in Figure 4, content servers are located in a particular tier-3
domain, called “server domain,” that is, they are connected to
routers in the server domain, while users are sited randomly
in the other tier-3 domains. All routers are equipped with BC
caches, while only access routes that accommodate users have
content caches, since routers in the backbone networks (tier-1
and 2 domains) are expected to have a paucity of high-speed
memory even in the future;

The query occurrence interval of each user follows an
exponential distribution; Content selection follows a Zipf-like
distribution with α = 0.75 [12]; Queries and contents are
transferred without any packet loss; This time, as we focus on
cache hit ratio and amount of tier-1 traffic, not the retrieval
delay, each link between nodes is assumed to have capacity
sufficient to transfer one packet in each unit time (including
a delay for packet processing at routers). Table I summarizes
the parameters used in the simulations. With regard to BC
parameters, we assume that each router can store up to 50 BC
entries in a BC cache, and its cache policy is LRU; the timeout
thresholds of BC are set to Tf = 3, 000 and Tq = 300. Table II
summarizes the BC parameters used in the simulations. With
MSCR, we assume that only one MSCR exists in a 3-tier
network. In the case of content/location resolution, MSCR
selects one of the nearest (and newer) PCL as well as original
server location. In our simulations, PCL is specified by user
node ID. MSCR holds up to 100 CLMI entries, and each

TABLE II
BC PARAMETERS.

Item Value
BC cache size per router 50
BC cache replacement policy LRU
Tf 3,000 unit time
Tq 3,00 unit time

TABLE III
MSCR PARAMETERS.

Item Value
PCL metric Network distance
PCL selector MSCR
Number of returning PCLs 1
Number of total PCLs 3,000
Max. CLMI, Ncont 100
CLMI replacement policy LFU
Max. PCL per CLMI, NPCL 30
PCL replacement policy LRU

TABLE IV
CACHE HIT RATIO AND

RELATIVE AMOUNT OF TIER 1 TRAFFIC IN IP SCHEME.

Scheme Cache hit ratio Relative amount of
tier 1 traffic ratio

IP 0 100
IP + Cache 1.4 98.8
IP + Cache + MSCR 7.4 94.0
IP + Cache + MSCR + BC 13.0 90.2

has up to 30 PCLs for a certain content. In PCL entries,
prospective locations are replaced as per LRU policy, and
CLMI entries are replaced as per LFU policy. Table III shows
the basic MSCR parameters used in the simulations.

B. Simulation Results and Discussions

Table IV show the cache hit ratio and the amount of tier-1
traffic relative to that in IP scheme. From the table, we can
see that MSCR increases the cache hit ratio (i.e., decreases
content server access load) and decreases the amount of tier-1
traffic compared with the IP and IP + Cache scheme. This
is because MSCR enables users to more effectively utilize
content cache storages at access routers other than their own.
Moreover, combining the BC scheme with MSCR increases
the cache hit ratio and decreases the amount of tier-1 traffic
even more. This is because the BC scheme can guide a query
for a content whose PCL has not been stored yet in MSCR to
a cache.

In the simulation scenario, MSCR is expected to increase
the cache hit ratio and decrease the amount of tier-1 traffic
by nearly 21.9%. MSCR holds one hundred CLMIs under the
LFU replacement policy. That is MSCR tends to store PCLs
of the first through the 100th most popular contents, which
accounts for 21.6% of content requests given the Zipf-like
distribution. If a content cache pointed by a PCL surely exists
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somewhere, the cache hit ratio can be almost 21.6%, which
reduces the amount of tier-1 traffic to the same degree.

The reason of relatively poor performance is explained
as follows. The content cache policy is LRU, and all users
demand contents according to the same, static, Zipf-like distri-
bution. As a result, popular and similar content caches occupy
the cache spaces distributed across the network, which are less
diversified. This implies that the effective number of PCLs is
restricted to basically the content cache size of each access
router.

To verify this, we varied the content cache size of each
access router from 10 to 100. Figures 5 and 6 show the cache
hit ratio and the amount of tier-1 traffic, respectively. In those
figures, we can see that the cache hit ratio and the relative
amount of tier-1 traffic approach to the expected values as
content cache size increases.

In practice, users in different domains are expected to
have different preferences due to locality. In this sense, the
simulation scenario that content requests must follow the same
and static Zipf-like distribution is an overly-stringent condition
for MSCR. This can be alleviated by increasing the diversity
of content caches among content cache spaces, which could
be achieved by cooperative caching between MSCR and the
content cache. This is left for future work.

V. CONCLUSION AND FUTURE WORK

In this paper, we proposed MSCR that resolves content ID,
original server location, and PCL(s) in order to reduce the
content server load and the amount of traffic on core networks.
Simulation results showed that MSCR is effective in achieving
both goals. In our simulations, all users have the same and
static preference, i.e., a Zipf-like distribution, for contents, and
there is no cooperation between MSCR and the content cache
policy. As a result, similar contents are cached in each tier-
3 domain. In this sense, it is not so significant for MSCR to
guide a query to a different tier-3 domain. In practice, however,
preferences will be quite different in different domains due to
locality, and will vary over time. In such cases, we expect that
MSCR will be even more effective. Verifying this is one of
our future works. Moreover, we also investigate establishing
cooperation between MSCR and content cache policy.
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Abstract—Quality of Service (QoS) will be a major enabler for 

Future Internet applications and services. However, today’s 

Internet provides no suitable QoS support for end-to-end 

connections due to several drawbacks of IntServ and DiffServ. 

Therefore, this paper proposes the “Forwarding on Gates” 

architecture, which uses a new network protocol designed to 

handle IntServ and DiffServ in an integrated way. The 

architecture supports resource reservations for QoS 

guarantees, like in IntServ scenarios, and prioritized traffic, 

like in DiffServ scenarios. Furthermore, a combination of both 

is supported. This paper introduces the architecture and 

defines the network protocol used to implement these features. 

The evaluation includes theoretical descriptions of the network 

configuration for the different scenarios and simulation results 

concerning the protocol overhead in large-scale networks. Our 

new architecture is able to support QoS in a scalable way, since 

it allows a network providing QoS to move states and delegate 

decisions about the QoS usage to the entity using the QoS. 

Keywords—Future Internet; network protocol; architecture; 

QoS. 

I.  INTRODUCTION 

The Future Internet will be faced with much more 
applications requiring Quality of Service (QoS). Among the 
first, Internet video streaming is already stressing today’s 
Internet. Forecasts predict  that in 2015 about 62% of the 
traffic will be video [1]. For live video streams, as required 
for remote medical operations or for football games, QoS is 
required. Due to the large number of end hosts  on the 
Internet and the large number of connections between them, 
scalability is a major concern of QoS provisioning. 

IP only provides a best effort service. Therefore, IntServ 
and DiffServ were developed to handle QoS on the Internet. 
However, both have pros and cons. The IntServ approach [2] 
with its signaling protocol RSVP provides end-to-end QoS 
by introducing states in each intermediate router a flow 
passes through. According to [3], the Resource Reservation 
Protocol (RSVP) has to handle states for classification, 
scheduling and signaling. The classification states define 
how incoming packets are mapped to flows. With RSVP, 
such a state consists of a source address, a destination 
address and a protocol number (and optionally port 
numbers). Scheduling states define how flows are handled. 
For example, a flow can be mapped to the queue of an 
outgoing hardware interface with a priority for a scheduler. 
Finally, signaling states represent management information 
like authentication information and timers. For each flow, an 

intermediate node requires one set of these states. Due to 
memory limitations, such an approach causes scalability 
problems for scenarios with many flows [4]. 

DiffServ [5] aims at solving the scalability issue by 
introducing a small set of QoS classes used inside networks. 
Each QoS class defines a type of service and requires 
scheduling and signaling states. Thus, the number of states 
does not depend on the number of connections. However, 
DiffServ is not able to provide guarantees, since it is not 
aware of each individual flow. Edge routers of a network 
contain the classification states of a DiffServ network, in 
order to map incoming packets to the internal QoS classes. 
The classification states represent the rules for this mapping. 
Since most interfaces with incoming traffic will transport 
multiplexed flows, like multiple TCP connections over one 
Ethernet link, the classification is mainly done by (more or 
less deep) packet inspection. For example, port numbers or 
packet sizes can be used for classification.  

IntServ and DiffServ can be combined to leverage the 
advantages of both approaches. IntServ provides the 
signaling for flows between ingress routers and DiffServ 
provides a set of QoS classes used inside networks [6, 7]. 
However, the scalability problem of IntServ now appears at 
the ingress routers. They have to store classification states 
per flow. Since the number of scheduling and signaling 
states remains limited due to the DiffServ classes, the 
classification states are the main problem. In order to 
maintain the states, signaling is required. The processing 
load of handling these messages increase the burden on a 
network. In the past, proposals focused on reducing the 
number of flows, e.g., through aggregation [3]. 

Our key contribution is the proposal of an orthogonal 
strategy: move the classification states away from ingress 
routers to routers handling smaller amounts of flows. 
Furthermore, some decision-making authority is delegated 
from the QoS provider to the entity using QoS in order to 
reduce the required signaling overhead. As discussed in more 
detail in Section IV, today’s network protocol IP is not able 
to support both in all use cases. Therefore, this paper 
presents a new network protocol enabling the movement of 
classification states and the delegation of decisions between 
routers. Our solution is suitable for IntServ and DiffServ 
scenarios and is able to handle combinations of both. Its 
main feature is the flexible placement of the classification 
states according to the network graph and the load in the 
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system. It enables the handling of both QoS approaches in a 
single mechanism. 

The remainder of this paper is structured as follows: 
Section II describes our system architecture. Section III 
introduces the protocol and how its header is processed. 
Afterwards, in Section IV, the implementation of the use 
cases based on our architecture and protocol are presented. 
Section V shows evaluation results from a protocol 
simulation. Section VI discusses related work. In the end, the 
main results of this work are summarized and an outlook to 
future work is given. 

II. FORWARDING ON GATES ARCHITECTURE 

The “Forwarding on Gates” (FoG) architecture splits 
forwarding and routing into two logical components. Both 
encapsulate specific tasks. The forwarding component is 
responsible for relaying packets between routers and hosts. It 
handles the resource management and enforcement of 
resource reservations in order to take non-functional 
properties such as delay and bandwidth into account. The 
routing component is responsible for calculating paths 
through the network with respect to non-functional 
requirements given by applications [8]. Both are linked via a 
route definition. The routing component specifies a route and 
the forwarding component forwards packets along the route. 
The authentication component is the third logical component 
of FoG. It checks the authentication of signaling messages in 
order to secure access to the management functions. The 
authentication is the basis for authorization decisions and 
accounting of QoS. In this paper, we use the term flow in a 
more abstract manner than connection. However, a flow can 
be a connection between end hosts. 

For the following discussion, we introduce the term QoS 
function, which generalizes QoS provisioning regardless of 
the QoS architecture. A QoS function represents the setup 
required to send packets with QoS constraints. Examples of 
QoS functions are setups implementing a DiffServ class or 
an IntServ reservation. QoS functions can provide guarantees 
ranging from “hard” with fixed limits over “soft” with 
probabilistic QoS guarantees to vague goals like “optimized 
for delay” or “best-effort”. A QoS function comprises its 
scheduling and signaling states. The classification states are 
not included. 

In addition to the separation of routing and forwarding 
[9], our architecture has some more features. Examples are 
reduced forwarding table size [10], enabling routers to 
choose their address format [11], enabling applications to 
specify their requirements [8], hiding addresses from 
applications and support for various intra-network 
techniques. However, they are shared with other approaches 
from literature and are not the focus of this paper. 

A. Forwarding Component 

Today’s Internet operates over interfaces of routers and 
hosts and links in between. FoG’s forwarding component 

uses a virtual representation of the network, which has the 
form of a graph. Host and routers are represented by one or 
more vertices, which are called forwarding nodes. Edges 
between forwarding nodes are called gates and represent uni-
directional links between them. In order to support QoS, 
multiple edges between adjacent nodes are allowed. An edge 
is equivalent to a link with a QoS function between two 
routers or hosts. Each outgoing gate of a forwarding node is 
assigned a gate number, which is unique in the scope of this 
forwarding node. Each FoG packet has a header, which 
contains the order of gates to pass through explicitly. Details 
about the route and how the forwarding node processes it are 
given in Section III.  

Gates are set up with a FoG-specific management 
protocol. The forwarding nodes process the signaling 
messages of that protocol and modify the graph of 
forwarding nodes and gates as requested. In order to secure 
this management, signaling messages are signed via the 
authentication service by the sender. The receiver uses the 
authentication service to verify the signature.  

The forwarding component informs the routing 
component about available gates and forwarding nodes to 
enable route calculations based on them. However, gates not 
intended for other flows can be hidden in order to exclude 
them from the routing calculations.  

B. Routing Component 

The routing component is responsible for route 
calculations based on the information received from the 
forwarding component. Based on a starting forwarding node 
and a destination address, it calculates a route through the 
graph of gates and forwarding nodes. QoS requirements 
serve as constrains for the calculation. If all gates to the 
destination are known, an explicit route is the result. If some 
gates are not known, the route is only a partial one. A partial 
route contains the destination address or the address of an 
intermediate node. During the forwarding process, the 
missing part of the route will be calculated based on this 
address.  

In common scenarios, the subset known to a routing 
instance is a connected graph, which represents the “area” of 
the network itself and its surroundings. The knowledge about 
the parts outside of this subset is more abstract. A routing 
component knows about the connectivity but does not know 
the gate numbers required to specify the route explicitly. 
This is comparable with the situation known from the Border 
Gateway Protocol (BGP). A BGP entity knows about the 
existence of a route (and its cost) but does not know the 
outgoing ports of the intermediate routers which have to be 
used. 

If there are insufficient gates to form an end-to-end route, 
a routing component can request the setup of new gates by a 
forwarding component. In particular, routing components 
can request gates with specific QoS capabilities in order to 
satisfy the QoS requirements of a particular route request. 
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C. Authentication Component 

The authentication component is used to generate 
signatures for signaling messages and to check such 
signatures. Based on the authentication check, authorization 
decisions and accounting are done. It is mainly used by the 
forwarding component to secure gate management. 
Furthermore, applications can use the authentication in order 
to sign data packets. Thus, the authentication has an impact 
on the packet structure described in the next section. 
However, due to the QoS focus of this paper, the 
authentication component is not described in more detail. 

III. NETWORK PROTOCOL AND ITS PROCESSING 

The FoG packet structure is shown in Figure 1. It starts 
with a header comprising all information required to decide 
the next hop. This enables a router to make a forwarding 
decision before the packet is fully received. The packet ends 
with a trailer containing all information that can be added to 
a packet after receiving it completely. The trailer is optional 
and can be omitted. The header and trailer elements are 
defined as follows: 

 Header 

o Length of the header in bytes: This field is 
required to access the payload as 
subsequent versions of the FoG protocol 
can add new header fields between the 
header fields defined in this paper and the 
payload. 

o Flag field which indicates 

 if the reverse route in the trailer is 
present, 

 if the packet is a signaling 
message, and 

 if the authentication information in 
the trailer is present. 

o Modification counter to prevent routing  
loops due to invalid gate setups 

o Length of the payload in bytes 

o Forward route for the packet 

 Trailer 

o Length of the authentication information in 
bytes 

o Authentication information itself 

o Revers route for answers 

Each route starts with a length field followed by a stack 
of route segments. There are two types of segments: 

 The explicit route segment is a stack of gate 
numbers, defining explicitly a sequence of gates to 
travel through. 

 The destination route segment contains a destination 
name or address and the requirements for the 
remaining route to this destination. 

Each forwarding node processes the route of a packet as 
shown in Figure 2. If the route is empty, the packet has 
reached its destination. If the signaling flag is set, the packet 
contains signaling information dealing with the setup of 
gates and connection establishment between applications. 
The signaling message is handled by the host or router, and it 
updates the gate and forwarding node graph accordingly. If 
the signaling flag is not set and the forwarding node has a 
socket attached to it, it removes the FoG header and trailer 
and stores the payload in the receive buffer of the socket. If 
the route is not empty, the forwarding node processes the 
topmost segment. If it is an explicit route segment, it 
removes the topmost gate number and uses it to lookup one 
of its outgoing gates. If there is an outgoing gate with this 
gate number, the packet is handed over to this gate for 
further processing. If the explicit route segment is empty, it 
is removed from the route and the procedure restarts. If the 
topmost segment is a destination segment, the forwarding 
node has to contact the routing component in order to get the 
next explicit route segment. 

Route 
empty?

Segment 
type?

Process 
locally

Call routing:
r = routing(this, S)

Insert r to route 
of packet

yes

no

Destination
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Figure 2. Forwarding node procedure without error cases. 
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Figure 1. FoG protocol packet structure. 
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The routing component calculates a route from the 
forwarding node to the destination. The requirements given 
in the destination segment are used as requirements for the 
route. The route returned by the routing component is added 
to the route of the packet and the procedure is restarted. 

The modification counter is decremented if the route is 
changed in a way that loops might occur. It is used to avoid 
routing loops. 

The reverse route of a packet is recorded if the reverse 
route flag in the packet header is set. A forwarding node has 
to derive the reverse gate number from the gate chosen for 
the forward direction. The reverse route does not need to be 
symmetric to the forward route. Furthermore, an 
intermediate forwarding node, which is not able or allowed 
to record the reverse route using explicit route segments, can 
insert a destination segment to the reverse route. The reverse 
route can be used by the receiver of a packet to reply to the 
sender. The main benefit of using the reverse route instead of 
an address is twofold. First, routing requests for reply 
packets are avoided and second, addresses for sending nodes 
are not required. The latter is useful for hosts acting only as 
clients. A server can reply by using the reverse route without 
forcing the client to have an address. If a reply with a traced 
backward route is received by a client, it knows the route the 
request packet has traveled. In most cases, this route contains 
less destination segments and more explicit route segments. 
Therefore, the client can use this route for subsequent 
packets in order to reduce the routing overhead and the delay 
for its packets. 

The destination segment is not necessarily the last 
segment in a route. As shown by the use cases in the next 
section, it might define only an intermediate node of the 
route, due to missing knowledge about gate numbers. 
Theoretically, multiple destination segments in one route are 
possible, which would emulate loose source routing. Due to 
security considerations [12], policies might restrict that. 

IV. USE CASES 

Based on the FoG architecture and its network protocol, 
we will now investigate three different use cases showing the 
provisioning of QoS functions ranging from IntServ to 
DiffServ to a combination of both. For simplicity, the same 
example network is used in each case. Only the gate setup 
and the responsibility for the classification states (CS) differ. 

Figure 3 and 4 show three networks with network 3 
providing QoS functions in the form of gates to network 1 
and 2. Gates are depicted as straight lines between the 
forwarding nodes (FNi), which are shown as dots. The dotted 
lines represent connectivity through some other network, 
where the gate numbers are not known. Known gate numbers 
are depicted with small letters. Each network has not only 
the forwarding component but also the routing component as 
defined by the architecture. It is depicted as an extra box 
with its known components inside. 

A. IntServ gates 

In Figure 3, networks 1 and 2 have requested QoS 
functions from network 3. Network 3 has set up one gate for 
each request and network 1 and 2 have informed their 
routing component about these gates. For example, each gate 
represents a (virtual) link providing 100 MBit/s. The router, 
which is represented by FN3, has to store the scheduling and 
signaling states required to provide and enforce these QoS 
functions. However, the classification states are not stored by 
FN3 but have been moved to network 1 and 2, respectively. 
Their routing components know about gates b and c, 
respectively, and handle the decision about which flows are 
mapped to these gates. 

If network 1 would like to establish a flow, the entity 
responsible for flow creation (e.g. one of the control nodes or 
the network edge) starts sending a signaling message with a 
route, which just contains a destination segment with the 
address of the destination and the requirements for the route, 
e.g., a minimum bandwidth of 10 MBit/s. In this example, 
the destination is FN4. The packet with the route 
[[address(FN4)]] is inserted into the forwarding component 
FN1, which proceeds as described in Section III. Since the 
topmost segment of the route is a destination segment, it 
contacts the routing component R1. In the given case, R1 
knows a route with all gate numbers to the destination. We 
assume that R1 did not map too many flows on these gates 
and that therefore there is enough remaining capacity. R1 
maps this new flow on the gates a and b and updates its 
classification states. It returns the route [[a, b]] containing 
only one explicit route segment. FN1 removes the destination 
segment from the packet and inserts this new route into the 
route field in the packet. FN1 restarts the procedure with the 
explicit route segment as topmost segment. It pops the gate 
number a from the gate number stack and looks it up in its 
list of outgoing gates. Then, it hands over the packet to gate 
a. The gate transports the packet to the next hop via a link 
layer, e.g., Ethernet. The packet arrives at FN3 with the route 
[[b]]. It pops b from the stack and hands over the packet to 
gate b. FN4 receives the packet with an empty route and 
processes the packet locally. 
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Figure 3. Gates representing IntServ reservations. 
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For network 2, the process is similar. However, there is a 
difference in the route required to reach FN3. R2 calculates a 
route with three route segments: [[d], [address(FN3)], [c]]. In 
contrast to the route calculated by network 1, one more 
request to the routing component has to be done. FN5 
receives a packet with [address(FN3)] as topmost segment, 
which triggers the remaining route request. 

B. DiffServ gates  

In Figure 4, network 3 provides one gate with a high 
priority and a best effort gate with a low priority. The latter 
is included in the scenario to demonstrate the integration of 
non-QoS links in FoG. The routing components of network 1 
and 2 have slightly different views on this situation. R1 only 
knows about e and R2 knows about both e and f. The reason 
might be that R1 decided to omit f or network 1 did not 
request a best-effort gate from network 3. Moreover, R1 and 
R2 have different strategies for tracking the flows mapped to 
these gates. R1 stores the classification states as in the 
previous scenario. However, the criterion for using gate e 
differs. Instead of bandwidth as in the previous example, R1 
might use a cost metric (e.g. money to pay to network 3) to 
decide which flow is important enough to justify the usage of 
gate e. R2 does not limit the usage of gate e nor f and does 
not store any classification states. 

The routes calculated are similar to the previous scenario. 
The main difference is in the policy for selecting gates in R1 
and R2. In addition to the previous scenario, R2 shows the 
benefit of knowing a broader set of gates available for a link. 
Depending on the requirements for a route, R2 can decide to 
use e or f. For example, it can return the route [[d], 
[address(FN3)], [f]] for flows with no QoS requirements. 
Gate e can be used by R2 without having to signal to FN3. 
Furthermore, FN3 does not have to know the details about 
flows and can just follow the gate numbers given in a packet. 
This reduces the load of the router providing FN3. 

C. Combined scenario 

Both gate types can be combined in a single scenario. 
Such a scenario can be constructed by merging the two 
scenarios shown before. This combined scenario has four 
gates between FN3 and FN4 representing different QoS 

functions. In such a scenario, R1 would have two options 
(since it does not know all gates) for a route from FN3 to 
FN4: 

 Gate b: The usage is limited by bandwidth already 
reserved by R1 for other flows. Through proper 
management of R1, a minimal bandwidth can be 
guaranteed. 

 Gate e: The usage is limited by the cost network 1 is 
willing to pay for a flow (if it is charged by network 
3). A certain amount of bandwidth cannot be 
guaranteed. However, the delay is minimized. 

Which gate to choose, depends mainly on the 
requirements for a flow and the requesting entity. 

D. Discussion 

Neither network 1 nor network 2 knows about the 
techniques used by network 3 to provide the QoS. These 
implementation issues are hidden by the abstract gate 
description for the routing and by the gate number used for 
the forwarding. 

In all scenarios, FN3 does not store any classification 
states and does not know which flows are mapped to its gates 
by network 1 and 2. It delegated the decision to these 
networks. However, the states required to enforce the 
characteristics of the gates remain in network 3. Thus, even 
though network 3 does not know which and how many flows 
are mapped to a gate, it can enforce that the combined traffic 
does not use better QoS than requested. Another benefit of 
this delegation is reduced signaling overhead. In particular, 
no signaling messages from network 1 or 2 are required to 
inform FN3 about a new mapping. 

The routes calculated by network 2 show an important 
case, which is not supported by MPLS and IP today. While 
the route [[d], [address(FN3)]] can be implemented with 
MPLS handling the explicit route segment and IP handling 
the destination segment, a subsequent explicit route segment 
([c] in the example) is not directly supported. In IP, the 
ingress router doing the IP forwarding has to have some 
classification states, which link a packet to the subsequent 
explicit route segment. However, FoG moves this state to 
other routers and thus reduces the number of states to be 
maintained by the ingress router. 

The main use case of FoG consists of a network that 
would like to sell some degree of QoS to its customers (its 
own end users and other networks). Thus, deploying FoG in 
order to implement a best effort network provides only 
limited advantages compared to IP. However, the degree of 
deployment is critical for QoS scenarios, too. The delegation 
of states and decisions cannot be done only by network 3, 
since it requires the support of network 1 and 2. 
Consequently, a partial deployment in today’s Internet might 
not benefit from these two features. However, the more 
networks support FoG, the better the exploitation of the 
advantages. A migration strategy for introducing FoG to 
existing networks depends mainly on the legacy systems, 
which should be supported. For example, MPLS might be 

Network1

Network3
FN1

FN3

a

R1

FN4

FN1 FN4

Network2

FN2

FN3

e

a

R2

FN2 FN4FN3

e

f

e

CS

R3
Best-effort link

High priority link

FN5

d

d

FN5 f

 
Figure 4. Gates representing DiffServ classes. 
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integrated by representing LSP as gates. However, suitable 
migration strategies are a subject for future work. 

V. IMPLEMENTATION & SIMULATION RESULTS 

We have implemented the FoG architecture in a Java-
based discrete event simulator. It can be switched to an 
emulator mode that handles events in real time. The FoG 
emulator includes interoperability solutions combining FoG 
and IP based networks [13]. FoG applications specify their 
QoS requirements directly via an interface and FoG reacts 
accordingly. The interface bases on the GAPI defined in [8]. 

For evaluating FoG in the context of QoS management, 
the route length of explicit route segments is a specific 
concern. The more hops a packet has to travel, the more gate 
numbers are required and the longer the header. In order to 
estimate the FoG protocol overhead, the length of explicit 
routes for large-scale scenarios has been analyzed. 

The network used for evaluation should match the 
characteristics of today’s Internet but be smaller in size in 
order to reduce simulation time. Therefore, the network has 
been generated with the GLP algorithm implemented in 
BRITE [14] and the parameters derived in [15]. Therefore, 
the graph has similar characteristics to the real world Internet 
graph on the autonomous system level. The scenario consists 
of 5000 nodes and 12437 links between them. In addition, a 
different graph generated with the default parameters of 
BRITE (5000 nodes and 8974 links) was used for simulation. 
Since the results do not differ significantly, only the results 
from the first graph are presented. 

The analysis is based on the total explicit route lengths of 
6000 connections between randomly chosen FoG nodes. 
Figure 5 shows the cumulative distribution function of route 
lengths. Since each intermediate node uses three gate 
numbers and each end node uses two gate numbers in order 
to encode its routing decision, only specific route lengths 
such as 4 and 7 are possible. An end-to-end route contains 
12.1 gate numbers in average. If each gate number is 
encoded in one byte, 91% of all routes remain below the size 
of an IPv6 address. The average number of hops between 
two FoG nodes L = 3.7 matches the expectations for the 
Internet [16]. 

VI. RELATED WORK 

QoS for networks has a long research history. A survey 
about today’s approaches is given in [17]. As discussed in 
the introduction, IntServ [2] and DiffServ [5] can be used to 
provide QoS. However, they do not support the movement of 
states. 

MPLS uses routes comparable to the explicit route 
segment. In combination with IP, some use cases can be 
supported. However, Section IV.D points out important 
cases where the combination of IP and MPLS does not allow 
the movement of classification states. Furthermore, FoG 
does not require a standardization of gate numbers as 
required for IP’s TOS field values in an inter-network 
scenario [18]. 

Other forwarding approaches using a stack of locally 
valid numbers to describe routes, like PARIS [19], Sirpent 
[20] or Pathlet [10], already introduce the split between 
forwarding and routing. In PFRI [9] the numbers are even 
globally unique in order to enable the end host to specify a 
loose source route based on links. An entry in a forwarding 
table represents virtual [10] or physical [21] next hops. Some 
(esp. the older) approaches are more related to intra-
networks. Pathlet [10], the newest one, deals specifically 
with policy issues in inter-network routing. However, QoS 
and other application requirement aspects are not discussed 
in detail. Only Pathlet [10] mentions QoS but does not 
describe any details about how to integrate IntServ and 
DiffServ and a network protocol.  

QoS protocols, like RSVP or NSIS [22] are able to signal 
QoS requirements. Either of these protocols or similar 
approaches are suitable to signal the setup of gates.  

Other proposals for new inter-network architectures 
focus more on the overall architecture and do not address 
scalability of state information, e.g., NewArch [23], IPC 
[11], RNA [24]. 

VII. CONCLUSION AND OUTLOOK 

In this paper, we have presented the Future Internet 
architecture “Forwarding on Gates” (FoG). It uses a network 
protocol, which provides the capability to explicitly define a 
route, use the destination address plus requirements for a 
route or a combination of both. This enables the movement 
of classification states between routers. IntServ and DiffServ 
are merged by introducing QoS functions, which are 
represented by directed gates in the FoG architecture. Routes 
can be defined by using the gates without knowing about 
their implementation. The protocol enables the flexibility to 
move classification states from the router implementing a 
QoS function to other routers, which take over the mapping 
of flows to QoS functions. This delegation of the mapping 
decisions reduces the amount of required signaling 
messages. 

Based on three use cases, the setup of gates in IntServ, 
DiffServ and mixed scenarios is described. Although the 
route length is dynamic, the protocol overhead remains low. 
A protocol simulation in a large-scale network with 5000 

 

Figure 5. CDF of route lengths for scenario with 5000 nodes. 
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nodes showed that 91% of the routes are shorter than an IPv6 
address. The results presented in this paper show the 
flexibility of FoG in providing QoS in a scalable way. It 
indicates that the FoG architecture seems to be a promising 
basis for a Future Internet. 

In the future, we plan to develop deployment and 
migration strategies from today’s network to FoG. 
Furthermore, we will use route repair techniques known 
from MPLS to evaluate the robustness of FoG routes against 
link and node failures. 
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Abstract—Social network analysis (SNA) aims to identify and
better determine the relationship amongst data in a graph
representation.The interpretation of several core SNA measures,
degree, closeness and betweenness centrality of a node, have been
the subject of extensive research in recent years. We concentrate
on the betweenness property, which seeks to determine the
relatedness of more than 2 nodes. We propose our betweenness
in unweighted graph algorithm and compare it to the k-path
centrality algorithm on two image collections. By design, our
proposed algorithm is less restrictive with the ability to consider
any subset of nodes for betweenness. Our findings also show
our proposed algorithm has a much shorter execution time as
compared to the k-path centrality algorithm.

Keywords-social network analysis; betweenness centrality; so-
cial networking graph model.

I. INTRODUCTION

In an effort to deal with the large amount of data being
generated in science, research and personally, data models,
frameworks and algorithms are designed to reveal information
connections that will result in useful knowledge. In many
contexts, data remains disjointed with a one-dimensional slice
of information. Data duplication and inconsistency are com-
mon concerns leading to a lack of confidence in the quality
of data. A comprehensive view of information, leading to
knowledge, can be obtained using a collection of semi-relevant
and overlapping data slices. The ultimate aim is in providing
knowledge which allows the end-user to have more confidence
in making informed decisions. These measures can be applied
in various fields like bioinformatics, image retrieval and supply
chain management.

To achieve this goal, social network analysis (SNA) have
been used in recent years to find connections amongst data
using a graphical representation. Given that search and sort
methods are at the center of SNA, the data quality and
information flow are assessed through novel implementations
of the degree, closeness and betweenness centrality of a node
methods, which effectively navigates a social network. The
degree algorithm focuses on popularity and frequency of
a particular node. The closeness algorithm concentrates on
pairwise relationships. The betweenness algorithm considers
the relationships amongst more than two nodes.

For this paper, we examine the challenge of applying
betweenness in isolating image tags’ relatedness, typically
used in image search. With the surge of digital photography,
image search and retrieval is a complex area of research.
Image search and retrieval usually fall into one of two main

approaches: content-based image retrieval (CBIR) or image
annotation/tagging. At the core, CBIR methods use numerical
values while image tagging uses keywords and word phrases
to represent an image. However, both methods have their
obstacles. CBIR can be time-consuming due to the need for
extensive image processing. Image tagging can be error-prone
due to lack of reliable verification and validation of manual
and (semi-) automated labeling.

According to the prior work on image search and retrieval,
image tagging has become the popular choice due to its ease-
of-use factor and reduced requirement of computing resources
as compared to CBIR approaches. We therefore concentrate
on the image tagging approach. We discover that image search
and retrieval is a very complex in social networks. Each image
is represented as a set of connected tags. When these images
are transposed to a graph, we have a multigraph structure.
We seek to navigate an image collection’s multigraph in order
to efficiently determine its betweenness connectivity. High
betweenness connectivity depicts that the node has a high
impact on the other nodes. We show examples of images
and their associated tags in Figure 1. We make the following
contributions:

• we present the betweenness in unweighted graph algo-
rithm and

• we compare it to the state-of-the-art k-path centrality
algorithm on 2 common image datasets, MIRFLICKR
and ImageCLEF.

Section 2 discusses the related work for betweenness
property in terms of algorithm design, experimental setup
and datasets. Section 3 describes the betweenness property
and proposes our algorithm for calculating betweenness in
unweighted graphs. Section 4 demonstrates the experiments
performed on BUG and K-path centrality algorithms. We
conclude and summarize the paper in Section 5.

II. RELATED WORK

In developing an efficient and effective betweenness algo-
rithm, we must compare prior work [1], [2], [14] with regard
to competitive algorithm design and experimental evaluation
e.g., experimental setup and datasets.

a) Algorithm Design: Using the K-path centrality al-
gorithm [1], every node selects another node to pass the
information to, at random, depending on the weights of the
edges and the nodes that have already been visited. It assumes
message traversals only along simple paths and of a maximum
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Fig. 1: MIRFLICKR and ImageCLEF sample data

length k. The algorithm runs in time O(k3n2−2α log n), where
k is the path length, n is the number of nodes. An adaptive
sampling algorithm [2] is presented for betweenness centrality.
It selects a subset of vertices and performs shortest path
computations and then varies the number of samples based on
the information obtained from each sample. This algorithm
outputs the centrality of all vertices. Okamoto et al. [14]
presents an algorithm to determine the top-k vertices by com-
bining the exact and approximate algorithms. Hence, unlike the
previous two algorithms, this algorithm is used to determine
the k vertices that have the highest centrality, with some error.
This algorithm takes O((k + n2/3. log1/3 n)(n log n+m)).

b) Experimental Setup: Alakahoon et al. compare the k-
path centrality algorithm with the Brandes [3], RA-Brandes [4]
and AS-Brandes [2] algorithms. The experiments show that
the k-path centrality algorithm can scale up easily to large
networks. The near optimal performance of k-path in both
correlation and speedup performance metrics can be achieved
when its parameters are set to α = 0.2 and k =ln(n + m),
where n and m are the number of nodes and the number of
edges in the network respectively.

Bader et al.’s experiments demonstrate that the estimated
centrality scores are very close to the exact ones and also
reduce the computation time by a factor of nearly 20. They also
show that the error variance is within acceptable bounds. The
experiments also show the graphs for number of samples/SSSP
computations as a fraction of n to depict the amount of work
done by the approximation algorithm. Since Okamoto et al.
only consider the top-k elements, the computation time is
considerably reduced if one is interested only in determining
the highly ranked nodes instead of the actual centrality values
of all the nodes.

c) Datasets: The scalability of the algorithms are a
concern. Bader et al. uses 6 real world graph instances (4
undirected, 2 directed graphs) where the number of vertices
varies from 2000 to 9914 and the number of edges varies
from 4,435 to 41,601. On the other hand, Alakahoon et al.
uses 7 real networks with the number of vertices varying from
2,424 to 82,168 and the number of edges varies from 13,354
to 948,464. Three of these networks use directed graphs while
the others use undirected graphs. The edges are unweighted
in all the networks except one.

III. BETWEENNESS PROPERTY

The betweenness property has its roots in social network
analysis theory [8], which considers the use of nodes on a
path between a particular source and sink node. A betweenness
method is usually costly, especially in complex networks [2],
[6]. In addition to betweenness, social network analysis also
proposes degree and closeness properties as methods to better
understand how data are connected in a graph. In general, data
has a semi-structured configuration, including data duplication
and naming inconsistency obstacles, led to the need for ex-
plicitly and implicitly leveraging relationships within the data.
Given the heterogeneous nature of today’s data, the challenge
is harnessing these data needs across architectures, operating
systems and devices.

In prior work, the Social Network Graph (SNG) model
[10], [11], [12] aims to integrate a more inclusive data
model for incorporating all forms of data from multiple and
diverse sources. Currently, SNG has an emphasis on repre-
senting personal images and their corresponding annotations.
Tagging can be daunting; hence, semi-automated annotation
approaches [5], [16] are typically employed. We make use of
SNG in identifying a set of attributes, (who, what, when, how,
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where), for an image. Other researchers do not consider this
more comprehensive view of an image. For instance, Ratten-
burg et al. [15] considers “where” the photograph was taken,
“what” is occasion at which it was taken and the association
between objects of “how” they are related. Golder [7] focuses
on images with people and, as a result, infers the picture-
taker’s social relationships.
SNG’s construction consists of a collection of multi graphs,

in which each image is represented by a clique connecting
the image’s tags. At the core of most betweenness algorithm
implementations is a shortest path method. The methods
differ with regard to graph size, number of edges and, most
importantly, navigational techniques. We will describe a state-
of-the-art betweenness algorithm proposed by Alakahoon et
al., which we will compare to our proposed method in the
Experimental Evaluation section.

A. K-Path Centrality Algorithm.

This algorithm attempts to introduce the k-path centrality,
which can efficiently compute randomized centrality with
accurate results even for a large network. By discovering a
way to compute the centrality effectively, the various graphs
can be analyzed to determine the effect of one node on
another. It aims at reducing the computation time by making
two assumptions - consider only simple path (no repetition
of nodes) and maximum path length is k (dependent on
the network). By using these assumptions, the complexity is
greatly reduced as the k-path centrality gives an accurate and
quick result for betweenness.

The pseudocode of this method is given as follows: it takes
as input a graph G = (V,E), a non-negative weight function
on the edges of G, and parameters α ∈ [-1/2,1/2 ] and integer
κ = f(m,n) where m are the number of edges and n is the
number of nodes in the graph. Lines 16-21 compute the sum
count[v] that a message originating from all possible source
nodes s, goes through v, assuming that message traversal
are only along random simple paths of at most κ edges.
To compute this, a vertex is chosen randomly such that it
has not been visited and an edge exists between the vertex
and s, with a probability proportional to the weight of the
edge. This sum is used to calculate the centrality in lines 27-
29.

1: function kpathcentrality(graph:G(V,E), array:W , int:k)
2: output Array Ck of k-path centrality estimates
3: N = number of vertices
4: α ∈ [-1/2, 1/2]
5: for v = 1 to N do
6: count[v]=0
7: explored[v] = false
8: end
9: /* S is a stack */

10: T ← 2k2n1−2α ln n ; S ← ∅
11: for i = 1 to T do
12: /* simulate message traversal from s containing l edges

*/
13: s ← a vertex chosen uniformly at random from V;
14: l ← an integer chosen uniformly at random from [1,k];

15: explored[s] ← true; push s to S; j ← 1;
16: while j ≤ l and ∃(s, u) ∈ E s.t. !explored[u] do
17: v ← a vertex chosen randomly from { u | (s, u) ∈ E

and !explored[u] } with probability proportional to
1/W (s,v);

18: explored[v] ← true; push v to S;
19: count[v] ← count[v] + 1;
20: s ← v; j ← j+1;
21: end
22: /* reinitialize explored[v] to false */
23: while S is nonempty do
24: pop v ← S; explored[v] ← false
25: end
26: end
27: for v = 1 to N do
28: Ck[v] ← kn . (count[v]/T);
29: end
30: return Ck;
31: end

B. Betweenness in Unweighted Graphs (BUG) Algorithm.

We propose a betweenness method that is best-suited for
unweighted dense graphs. We leverage the nearest neighbor
relationship SNG nodes and edges. Below we provide our
BUG pseudocode that makes execution calls to our closeness
method [12]. In our closeness algorithm, we implement Di-
jkstra’s algorithm (beginning at line 8) to find the shortest
search path from source node vi to the target node vj . Given
that our edges are not weighted, we implement a randomized
K Nearest neighbor (KNN) to select the neighboring unseen
node.

1: function closeness(graph: SNG, object: vi, object: vj)
2: for object vy ∈ SNG do
3: e(vi, vy) = ∞ // Unknown distance function from

source vi to vy
4: prev(vy) = null // Previous node in optimal path from

source
5: e(vi, vi) = 0
6: Q = all vertices V ∈ SNG
7: vcurr = vi
8: while Q 6= null OR reach vj do
9: object vclose = KNN(e(vcurr, vu))

10: if e(vcurr, vclose) =∞ then
11: break
12: remove vclose from Q
13: for each neighbor vn of vclose do
14: alt = e(vcurr, vclose) + e(vclose, vn)
15: if alt < e(vclose, vn) then
16: prev(vn) = vclose
17: vcurr = vn
18: break for-loop
19: return prev
Our BUG algorithm first computes the closeness between

each node-pair and stores each path in an adjacency matrix
(line 3-6). Then, we construct the final path from v1, . . . , vn
by identifying when (or if) path overlap occurs (line 9-22).
We divide the path overlap into three categories: (1) path 1

16Copyright (c) IARIA, 2012.     ISBN:  978-1-61208-211-0

AFIN 2012 : The Fourth International Conference on Advances in Future Internet

                            23 / 77



(a) MIRFLICKR dataset with 24 nodes and 31,000+ edges (b) ImageCLEF dataset with 258 nodes and 970,000+ edges

Fig. 2: Visual Representation of MIRFLICKR and ImageCLEF Datasets

and path 2 overlap in path 1 with the node at the beginning of
path 2, (2) path 1 and path 2 overlap with path 1 connecting
to a substring of path 2, and (3) path 1 and path 2 are disjoint,
which results in a union of both paths.

1: function BUG(graph:SNG,objects:{v1, . . . , vn})
2: pmatrix[n][n] =∞ // stores the path between each node-

pair
3: for i = v1 to vn−1 do
4: for k = v2 to vn do
5: pathik = closeness(i , k , SNG)
6: pmatrix[i][k] = pathik
7: fpath =∞
8: l = v1
9: while l 6= vn do

10: pathl = pmatrix[l][l + 1]
11: pathl+1 = pmatrix[l + 1][l + 2]
12: for j = 1 to r do
13: for m = 1 to s do
14: if pathl.get(j) = pathl+1.get(m) AND m = 1

then
15: pmatrix[l][l + 2] = pathl.substring(1, j) ∪

pmatrix[l + 1][l + 2]
16: boolean flag=true
17: break
18: else
19: pmatrix[l][l + 2] = pmatrix[l][l + 1] ∪

pathl+1.substring(m, end)
20: boolean flag=true
21: break
22: if flag = false then
23: pmatrix[l][l + 2] = pathl ∪ pathl+1

24: fpath.append(pmatrix[l][l + 2])

25: l+=2
26: return fpath

IV. EXPERIMENTAL EVALUATION

In this section, we describe the experimental results of our
BUG methods with that of the k-path centrality method. To
perform a more balanced comparison, we test these methods
on two datasets: MIRFLICKR-25000 [9] and ImageCLEF Seg-
mented and Annotated IAPR TC-12 [13]. One MIRFLICKR
collection consists of 25,000 images downloaded from the
social photography site Flickr through its public API. With
only 24 annotations, this dataset is very dense having a
large number of edges between any two annotations e.g.,
‘baby’ is labeled in 259 images and ‘people’ is labeled in
10,373 images. MIRFLICKR annotations are arranged in a
shallow hierarchical structure of general topic and sub topic
categories. The ImageCLEF SAIAPR TC-12 dataset contains
segmentation masks and segmented images for 20,000 images
and organized in a more complex conceptual hierarchical
structure with 258 annotations.

In Figure 2, we display the visual representation of both
datasets using Gephi, an open source graph visualization and
manipulation software (https://gephi.org). The edge thickness
correlates to the frequency of connection between two nodes.
We load each dataset into our SNG model, forming a clique
of the tags (nodes) for each image. Our MIRFLICKR dataset
has only 68 unique edges while the ImageCLEF dataset has
19,509 unique edges.

For our experiments, we execute tests which compare the
run times of the k-path centrality and our proposed algorithms
on both image datasets. In Figure 3, we display the run time
of each tag’s betweenness assessment for the MIRFLICKR
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(a) MIRFLICKR dataset

(b) ImageCLEF dataset

Fig. 3: K-Path Centrality Results, when K=3

and ImageCLEF collections e.g., x-axis denotes the image
tags and y-axis denotes the time in milliseconds. The time
on y-axis indicates the average time required to find the
shortest path between a node and other pairs of nodes. Each
collection’s hierarchical structure is revealed by the length
of the run time in which image tags located at or near the
tree leaves are accessed less frequently. Based on the design
of the k-path centrality algorithm, the betweenness evaluation
is conducted for each image tag as shown in Figure 3. Our
BUG algorithm, on the other hand, first identifies which image
tags are of interest and then computes their betweenness.
Hence, BUG considers the binomial coefficient in which we
find the betweenness of a set of nodes while the k-path

centrality focuses in the information-theoretic aspect in which
the information flow through a node is assessed. The k-path
centrality finds a path only of length k whereas the BUG
algorithm finds the shortest path between nodes without any
restriction on the path length. The k path algorithm maintains
a list of visited nodes and hence requires more overhead. BUG
does not require such tracking of these details.

Below we show a path samples from both datasets:
• MIRFLICKR

– BUG(baby, car, flower) has path baby → people →
transport → car → plant life → flower and takes 19
ms.

– BUG(car, lake, tree) has path car → transport →
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water → lake → plant life → tree and takes 7 ms.
– BUG(clouds, flower, portrait) has path clouds→ sky
→ plant life → flower → people → portrait and
takes 13 ms.

• ImageCLEF
– BUG(fabric, cloth, flock-of-birds) has path fabric
→ cloth→ humans→ flock-of-birds and takes 406
ms.

– BUG(glass, deer, hedgehog-porcupine) has path
glass → ground → deer → landscape-nature →
hedgehog-porcupine and takes 558 ms.

– BUG(diver, beetle, elephant) has path diver→ beetle
→ animal → elephant and takes 415 ms.

These samples showcase the shortest path planning route
given each collection’s hierarchical structure. The betweenness
assessment for the selected three image tags is not a simple and
direct path. For instance, the image tags, baby, car, flower, are
all child nodes within this MIRFLICKR collection with parent
nodes people, transport and plant life, respectively.

K-Path Centrality BUG
MIRFLICKR 519.39 ms 10.55 ms
ImageCLEF 71678.87 ms 776.93 ms

TABLE I: Run Time Averages

Table I shows the average execution times for each
algorithm-dataset pair. We set k-path centrality parameter
k = 3 denoting a 3NN information flow. We implement our
BUG algorithm with n = 3 denoting that we are finding the
relatedness of 3 image tags by not setting a restriction on K
within the KNN. The BUG algorithm takes a fraction of the
run time than that of k-path centrality. In addition, the BUG
algorithm generates the path of any number of objects even
when the objects do not have a direct edge between them.

V. CONCLUSION & FUTURE WORK

We propose our betweenness algorithm, that is designed
for a dense multigraph environment. We performed an ex-
perimental evaluation using an MIRFLICKR 25,000 image
collection and an ImageCLEF 20,000 image collection, in
which we compared our proposed method to the k-path cen-
trality method. Our findings show that the proposed algorithm
executed in a fraction of the run time than the k-path centrality
method. Additionally, our proposed method is designed with
a less restrictive interpretation of betweenness as the shortest
path including any subset of nodes is produced. In the future,
we plan to work on a weighted closeness and betweenness
for larger image datasets, including the MIRFLICKR 1M
collection. We would like to better incorporate information
theory principles in these methods and assess its impact in a
large-scale data environment.
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Abstract—The increasing demand for latency sensitive services 

through the Internet imposes the development of networks 

capable of delivering quality of service. These networks 

require the use of enhanced traffic management tools. This 

paper performs an analysis of IP telephony or VoIP traffic 

considering Internet Protocol Detail Record (IPDRs). When a 

VoIP call occurs upon the Internet, a ticket (a file record) is 

generated to produce information regarding that specific call. 

These files are called Internet Protocol Detail Record. The 

IPDR, which is generated for every VoIP call, contains 

information related to the history of the call. The full set of 

information in the IPDRs carries a very comprehensive 

description of what happened to the call and can provide 

valuable information about the state of the network during the 

history of the call. Therefore, IPDRs can be used to establish 

network traffic baselines. This paper presents the development 

of a baseline that supports VoIP traffic management in Open 

Access MANs. Our main conclusion is that this method can be 

used to manage VoIP networks. 

 

Keywords-Voice Over Internet Protocol; Network 

Management; Open Access Metropolitan Area Networks; IPDR. 

I.  INTRODUCTION 

As of the mid 90’s, with the steady evolution of 
technologies, the telecommunications networks have become 
more and more complex, being capable of bearing multiple 
services. These services a 

re part of a heterogeneous set of pieces of information 
which can be sent through the Internet, for instance, the 
telephone calls. In telephony companies, the voice 
transmission has been migrating from the classic telephony 
model to the IP networks, thanks to the development of VoIP 
technology [1][2].  

In the beginning of its utilization, the VoIP technology 
lacked service quality and raised interest only from a specific 
group of users. Among VoIP technology qualities are its low 
cost, mobility and multiple functionalities. It, therefore, has 
become a challenge [3][4] to assure quality to the service 
within acceptable standards. 

A solution which has demonstrated good results 
regarding to the QoS guarantee is the Open Access 
Metropolitan Area Networks which operate on broad bands 
[5]. Nevertheless, the quality of service (QoS) during the 
calls must be as good as possible, once, nowadays, the users 
have been becoming more and more impatient with the 
instability and unavailability of the network. 

The Open Access Metropolitan Area Networks [6] are 
examples of high speed networks that can be utilized to 

transmit multimedia services, such as: voice, video and data. 
The Open Access MANs are models for IP network 
architecture whose one of the main objectives is to 
interconnect public buildings to the people of the 
municipality through a convergent multimedia network. 

A solution to improve the behavior of the service in the 
systems is to create automation in the functions on 
management, aiming, mainly, to mitigate the interruption of 
services, to optimize the allocation of resources, to reduce 
costs and to, proactively, detect failures. A way to enhance 
and upgrade the VoIP traffic management is the utilization of 
tickets named IP Detail Record (IPDR) [7]. The IPDRs are 
tickets generated in the voice  PABX(Private Automatic 
Branch Exchange)/gateways during the event of a VoIP call, 
similar to the CDRS (Call Detail Records) which are 
generated in the conventional telephony [8]. The IPDR 
function is to supply detailed information of the whole 
history of a call. The IPDR standard was defined by the 
IPDR Organization and the Telemanagement Forum [9]. 

Our objective in this article is to propose a new 
management methodology for the VoIP system through the 
construction of baselines based on the IPDRs analyses. In 
other words, we seek to offer a new approach/methodology 
that may contribute to increase quality of service through the 
characterization of the VoIP traffic. Another component is to 
study the feasibility of using this model in the process of 
detecting failures and anomalous behavior. An important 
factor for this study progress was the lack of an efficient 
monitoring/management model of the IP telephony system 
based on the characteristics of phone calls. We do believe in 
the potential of new methods that approach to the analysis of 
the VoIP technology behavior and see this behavior from the 
point of view of the events that happen in the traditional 
telephony: completed call, call congestion, no answer, wrong 
dialing, busy lines, and technical failure. 

The remainder of this paper is organized as follows.  
Section II  presents the IPDR and the Pedreira´s Open 
Access MAN. Section III describes the IPDR classification. 
Section IV presents the concepts of Baselines. Section V 
describes the case study conducted in Pedreira’s Open 
Access MAN. Section VI concludes the paper and discusses 
future works. 

II. INTERNET PROTOCOL DETAIL RECORD 

As previously stated, the IPDR provides detailed 
information about the call. These tickets are essentially 
utilized in the generation of telephone accounts, that is, in the 
billing of calls made. There is a limited number of works 
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which focus on IPDRs. Tartarelli, et al. [10], has addressed 
the ticket analysis to manage the conventional telephone 
traffic by identifying problems and observing the utilization 
profile. He has analyzed a large amount of he logs and 
recorded all their background to help other operators with 
similar difficulties. A fraud management system (FMS) was 
developed based on the analysis of IPDRs carried out by 
Ruiz-Agundez and Bihina Bella [11][12]. They have 
proposed this system in NGN (Next Generation Network). In 
Proença, et al. [13], a baseline is proposed regarding to 
reliability and safety metrics in order to help network 
administrators with the system management. In Tartarelli, et 
al. [10], an approach is suggested in which the logs of 
gathered data were analyzed by a self-organized mapping 
system made up of neural networks capable of detecting 
frauds. 

Another possibility is to employ the CDRs and IPDRs to 
run an analysis in relation to the social aspects of the users. 

In Dasgupta, et al. [14], the authors analyze the CDRs to 
model the behavior of calls made by people who used to 
change operators very often. The objective of the authors in 
that case was to investigate the possibility of a person 
arbitrates to change operator led by influence of friends who 
had done that before. Besides, they propose an approach 
which aims to identify people who show bigger potential for 
changing operator based on their contact network. In 
addition to that, IPDRs and CDRs can be utilized to develop 
failure detection systems in communication. In Breda’s and 
Mendes’ [9] works, the performance of the algorithms was 
analyzed to detect failures through the CDRs analysis.   

 
A. Creation of IPDRs 

As we have already mentioned, the IPDRs are tickets 
generated in each call trial, no matter the call has been 
completed or not. Table 1 shows an example of IPDR in 
which some fields are shown. The most common use of the 
IPDR is in the pricing of subscriptions. Nevertheless, the 
IPDRs can also be utilized in the consumption management, 
traffic analysis, user profile definition, system dimensioning, 
among other applications. 

 
TABLE 1. IPDR EXAMPLE 

 
Type Switch Start Time End Time A Phone Number ... B Phone Number

00 35 17:17:25 17:19:58 22221056 22221089

00 35 17:17:28 17:17:35 22221087 38932221

00 2 17:17:30 17:28:01 22221045 22221007

00 35 17:17:31 17:18:33 22221009 97435330

00 35 17:17:31 17:21:04 22221033 22221029  
 
To subsidize our research along the six-month period, 

from January to June/2009, the IPDRs generated inside the 
Open Access Metropolitan Area Networks in the 
municipality of Pedreira were collected. This network was 
designed and, in part, managed by the Communications 
Laboratory of  School of Electrical and Computer 
Engineering at University of Campinas (UNICAMP). The 
objective was to gather a real base of IPDRs, within an 
acceptable time interval so that the baselines developed were 
according to reality. One of the main reasons to take those 

IPDRs in consideration to generate the baselines was that 
such IPDR database had been already set up in the MANs 
PABX/gateways. It is surely a reliable source of information 
which portraits a real full-functioning environment.  

 
B. Open Access Metropolitan Area Networks & VoIP 

The Open Access MANs can be characterized as being 
an infrastructure that allows the convergence of applications 
and multimedia services in municipal scope [15]. Such 
network calls attention for its high transmission capacity and 
for the gathering of different kinds of information. One can 
say the Open Access MANs stand for the public highways of 
information . 

A difference between the existing communication 
networks and the metropolitan networks is that the Open 
Access MAN have a universalizing character, and because 
they are multi-service ones, they can enable the distribution 
of various contents such as voice, video and data in a simple 
and unified way, what is currently taken in a separate way by 
the traditional operators. 

Figure 1 shows the physical structure of the Open Access 
MAN of the city of Pedreira [16]. The network interconnects 
various public buildings, such as: city hall, board of 
educational, police station, hospital, municipal schools, 
daycare institutions, secretaries, houses, etc. The 
interconnection makes use of two technologies: optical 
enlacements and radio links. The lines in red stand for the 
optical fiber backbone of 1 Gigabit (1000BaseLX) 
connections. 

 

 
Figure 1. Open Access MAN physical structure – City of Pedreira. 

 
The yellow dotted lines show the radio enlacements 

(IEEE 802.11a), where the light green circles are the wireless 
coverage areas for connecting the citizens to the 
Internet/network (IEEE802.11 b/g/n). The network is based 
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on the Ethernet standard, and the communication protocol 
employed is the TCP/IP. 

The main objective on implementing the VoIP systems in 
the Open MANs is the cost reduction of calls once the voice 
traffic happens on the pre-existing data network. The IP 
connections (VoIP to VoIP) are free of charge. VoIP calls to 
conventional telephones will have a decrease in the billing 
charge. The IP telephony in the Open Access MANs can 
offer a residential extension through which the citizens can 
talk to one another at no cost. 

Based on the statistics framed in [17], the utilization of 
VoIP extensions for intra-communication of buildings linked 
to public administration has generated a 76% savings in the 
city hall telephone bills, when compared to traditional 
telephony. 

City Hall of Pedreira has adopted the VoIP technology to 
interlink all the public facilities. The configuration of the IP 
Telephony network follows the structure as displayed in the 
Figure 2. 

III. IPDR CLASSIFICATION 

The entire set of IPDR gathered needs to be classified. 
Categorizing an IPDR is basically to say what happened to it 
as the call went on. It is to create a taxonomy (from the 
Greek tassein = classify and nomos = rule, law). The 
taxonomy varies from system to system, that is, for mobile 
telephony there are events, which are different from fixed 
telephony and from VoIP. For instance: for a system based 
on VoIP it is not possible to single problems out in a given 
station ahead, once in an IP network the traffic may follow 
distinctive paths to reach their destinations. In the fixed 
telephony there will not be Radio Stations Bases, RF 
blackout, common events that usually happens in Cellular 
Systems. Besides all that, there are always common events 
among different systems, such as: completed calls, trunk 
congestion, busy lines, no answer, and wrong dialing. 

 
 

Figure 2. Basic configuration of VoIP in the Open Access MAN of Pedreira. 

  
Every IPDR is submitted to classification which is done 

according to the pieces of information contained in the fields 
of the tickets. One of the contributions in this work was the 
categorization, which led to the taxonomy of IPDR tickets. 

As previously mentioned, to classify a call is like 
attaching a label to each ticket with information about the 
call destination. It is possible to create a large number of 
events to classify the tickets. Each one can be divided into 
sub-events, that is, sub-divisions which reflect the 
peculiarities of each event. An IPDR field of outstanding 
relevance in the creation of taxonomy is the field related to 
“call status”. This field reveals typically four situations: 

OK: for calls successfully accomplished. 
NOT OK: when the destination could not be found. 
TO: when the remote terminal was busy at that time. 
FAILED: when some kind of failure happened during the 

generation of the call. 
The “call status” field is known in the conventional 

telephony as “ending of selection” and indicates what may 
have occurred to the calls as they left the PABX and were 
forwarded, or also, events related to the ones coming in to 
the PABX. This piece of information is of utmost importance 
in the classification of tickets. Of course, the “ending of 
selection” field is not the only one to be considered at the 
moment taxonomy is created. Most of the fields owns 
relevant information and must be taken in consideration as 
events and sub-events relative to IPDRs are developed.  

Table 2 presents the taxonomy created to describe 
possible call records. 

 
TABLE 2. CLASSIFICATION FOR IPDRS 

 
Event Description 

CELE Indicates established calls Local => External 

CELI-A Indicates established call Local => Internal (context of 

A call) 

CELI-

A1 

Indicates local established calls on extensions. 

CELI-

A1.1 

Indicates local established calls which were terminated 

suddenly 

CELI-

A1.2 

Indicates local established calls with use of waiting 

music  

CELI-

A1.3 

Indicates local established calls with extension 

transference  

CELI-

A1.4 

Indicates local established calls with generation of 

voice message 

CNEE Indicates external non-established calls 

CNEI-A Indicates internal non-established calls (context of A 

call) 

CNEI-

A1 

Indicates internal non-established calls, once there was 

no answer from destination 

CNEI-

A2 

Indicates internal non-established calls due to 

junction/circuit overflow.  

TO Indicates calls whose  destination telephone is busy 

FCE-A Failure occurrence when executing external call (A call 

context) 

FCE-A1 FCE-A due to incorrect dialing 

FCE-A2 FCE-A due to channel overflow without feedback of 

signal/message  

FCE-A3 FCE-A due to channel overflow with feedback 

message  

FCE-A4 FCE-A due to channel overflow without feedback 

signal 

FCE-A5 FCE-A during IPDR generation 
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The classified tickes will be used to create the baselines. 

It is possible to create baselines for each type of event or 

classification. Therefore, there will be a baseline for the 

number of calls successfully established to an external 

number per hour, another baseline for the number of calls 

established successfully internally per hour and so on. 
Table 3 contains an example of classified tickets. 

Comparing both Table 1 and 3 it is possible to see that the 
unique difference between them resides in the fact that the 
latter displays a new field where the classification is. 

 
TABLE 3. CLASSIFIED  IPDRS 

 
Type Switch Start Time End Time A Phone Number ... B Phone Number Classification

00 35 17:17:25 17:19:58 22221056 22221089 CELE-A

00 35 17:17:28 17:17:35 22221087 38932221 FCE-A2

00 2 17:17:30 17:28:01 22221045 22221007 CELE-A

00 35 17:17:31 17:18:33 22221009 97435330 CELE-A

00 35 17:17:31 17:21:04 22221033 22221029 CELE-A  

IV. BASELINES 

With the continuous increase in demand for 
telecommunication services, more and more necessary is to 
automate the management of networks in order to optimize 
the resources, reduce costs, prevent from service 
unavailability, detect failures and avoid bottlenecks. Besides 
that, it is necessary to have a reliable network for providing 
latency sensitive services, as it is the case of VoIP 
technology. We do believe a far-reaching component for the 
automation of networks is the establishment of baselines. 
They stand for the natural behavior profile of the network. 
The baseline supplies subsidies for the administrator to make 
more accurate decision on management abnormalities or any 
other troubles that might be going on. 

This work, as previously mentioned, proposes the 
building of baselines relative to VoIP calls by making use of 
the IPDRs. The process of generating the baselines begins 
when a user makes a VoIP call. This call is processed and 
after that an IPDR is generated. The IPDR, then, is stored in 
a database. Next, the tickets are classified according to this 
taxonomy created. Once the tickets are classified, they can 
be used to build the baselines. 

Baselines have three dimensions: event x element x time. 
The baselines can reveal the various behaviors (events) of 
the network, such as overflowing, completed calls, 
transferences, busy lines, wrong dialing, etc. Beyond 
reflecting all these network behaviors, the baseline can be 
developed on the basis of all components of the network, for 
instance: telephone number, telephone prefixes, area codes, 
physical resources (extensions, junctions, PABX stations, 
and gateways). It is also possible to work with temporal 
representations like hourly, daily, weekly, monthly and 
annual periods. 

It is meaningful to emphasize the IPDR utilization 
potential, for any of these three combinations can be taken to 
build a baseline. This leads to a very substantial flexibility 
which results in versatility/efficiency to manage the system.   

 

V. CREATION OF BASELINES 

This section shows some examples of baselines that were 
created. To create the baselines we have used IPDRs relative 
to the commercial time, considering that,  at that time, the 
city hall staff was on duty and, therefore, making the large 
number of calls.  

The Figure 3 shows the baseline created to estimate the 
amount of calls made throughout the day. This Figure shows 
the profile of telephone usage. As it can be seen, the results 
demonstrate a good adjustment between the baseline and the 
real data, which are data related to the subsequent day, at the 
end of the sample taken to develop the baseline. The sample 
to create the baseline took a four commercial-week time, that 
is, from Monday to Friday from 8 am to 5 pm. Also, 
regarding to this Figure, it is possible to see that the biggest 
concentration of calls occurs between 11 am and 2 pm.  
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Figure 3. Amount of calls in one day. 

 
Figure 4 shows a comparison between the baseline of 

local established calls, internal network (CELI-A) and its 
real traffic. Around 2:00 pm, there was a peak of internal 
calls successfully established, and not predicted by the 
baseline. Once they are successfully established calls, this 
behavior deviation is somehow beneficial to the network. It 
is not a problem since there was an increase in the volume of 
completed calls. Anyway, it is a behavior to be investigated. 
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Figure 4. Baseline of established internal calls. 

 
Figure 5 shows the baseline created to demonstrate the 

behavior of established calls addressed to PSTN(Public 
Switch Telephone Network). This type of baseline can 
supply interesting pieces of information relative to calls, 
because in any PSTN problem it will have a decline in the 
amount of established calls. This helps detect problems in 
the network operators so that it can take pro-active action in 
order to reestablish the service. It is important to evidence 
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that the baselines can give the possibilities to find out the 
problems in interconnected networks to ours, even if we do 
not have any management power on those networks. 
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Figure 5. Baseline of the amount of calls to PSTN. 

 
Another interesting approach to the construction of 

baselines is to analyze the internal telephonic traffic. In the 
Figure 6 the calls addressed to the Board of Educational  
phone extension lines were a source for the creation of this 
baseline. Looking at the curves it is possible to realize a good 
adjustment between the baseline and the curve that 
represents the real traffic. This baseline is shown to highlight 
the potential of this methodology. We can go from a specific 
extension to an area code (telephone number) of a 
municipality or state. It is possible to choose either physical 
elements or logical ones.  
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Figure 6. Baseline of the amount of calls to Board of Educational Extension 

lines. 

 
The baseline in Figure 7 stands for the mapping of 

internal calls not established because of troubles in the exit 
junction (CNEI-A2). According to comparison between the 
baseline and the real curve, it is possible to identify a big 
deviation after 3 pm in the day analyzed. Such deviation 
means a problem, as there was excessive degradation, that is, 
a remarkable increase of uncompleted calls due to 
malfunctions in the exit junctions. 

We are casting algorithms that can be used to detect 
possible flaws going on the network. In [9], Breda and 
Mendes, it was researched algorithms that were being 
employed in the detection of malfunctions based on the 
utilization of CDRs (Call Detail Records) as a source of 
information. As it was already explained, the CDR is for 
fixed/mobile telephony the same IPDR is for VoIP 
telephony. The advantage of using algorithms is the 
assurance that the indicated warnings are true. This 
guarantee is a probabilistic value established by the network 

administrator. It is reached by means of the adoption of a 
probabilistic model. In [9], Breda and Mendes, it is explored 
algorithms that make use of Binomial, Normal and Poisson 
distributions with guarantee of 99.99999% that the warnings 
generated are true, that is, they have a root cause. This 
guarantee means that for every million warnings generated, 
there is the likelihood of one false-positive warning. A false-
positive warning is defined as the one that, despite having 
been generated, it does not end to be a problem, as it does 
not have a root cause in the system.  
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Figure 7. Number of CNE-A2 calls. 

VI. CONCLUSION 

Our main goal was the construction of a management 
model on the VoIP technology based on baselines which are 
put together from a database made up of IPDRs. The 
baselines feature the IP telephonic traffic, generating a kind 
of “signature” of the behavior of the system components. 
Such “signature” can be faced with the current behavior of 
the components, in a way that makes possible to infer the 
existence of problems affecting the network performance. 
Although we have taken data from a metropolitan network, 
this methodology can be applied to any kind of network, 
since it has IPDR tickets. Advancing a little bit more, we 
have got the conclusion that such methodology can be 
employed in any network, since it has logs, tickets, SNMP 
packs, that is, logs that portrait one or more events of the 
system elements. 

The classification of the IPDRs has provided a vast 
gamut of possibilities in the creation of baselines, for 
instance, the amount of interurban calls made in a given 
sector, or the amount of international calls originated from a 
specific extension. This example can be employed to help 
with the detection of frauds in the network and also with the 
definition of consumption profile of users. 

Another result that can be considered relevant is that the 
proposed model deals with VoIP systems management from 
the point of view of conventional telephony events. The 
VoIP technology is an application that runs with the TCP/IP 
protocol, that is, with a network of packs. The management 
on this network model is structured on SNMP objects and 
copes with some types of behavior related to those packs. 
The management we are proposing deals with the VoIP 
technology from the point of view of a regular telephonic 
call, that is, with all the outcomes a phone call may have. 
This is highly relevant as it is a change in the way of  looking 
into the VoIP management. 
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This new approach has demonstrated to be very useful 
and promising, as it allowed the characterization of the 
traffic based on information coming from the IPDRs. The 
creation and analysis of the baselines complemented the 
network management by attributing optimization and agility 
to the process. The baselines generated from the IPDRs were 
able to demonstrate that such methodology adds efficiency in 
the management of the network and can be employed to 
detect malfunctions. 

As a future work in this area, we intend to use our VoIP 
baseline to apply algorithms for detection of abnormal 
behavior and failures.  

ACKNOWLEDGMENT 

The work herein presented was developed under the 
shield of “Infovia Municipal – Uma Rede Metropolitana de 
Acesso Aberto”, specially the Open Access MAN of  City of 
Pedreira. 

REFERENCES 

[1] N.M. Markovich, and U. R. Krieger, “Statistical analysis and 

modeling of Skype VoIP flows,” Computer Communications, vol. 33, 

pp. S11-S21, 2010. 
[2] B. Xi, H. Chen, W.S. Cleveland, and T. Telkamp, “Statistical analysis 

and modeling of Internet VoIP traffic for network engineering,” 
Electronic Journal of Statistics, vol. 4, pp. 58-116, 2010. 

[3] S. Karapantazis, and F. Pavlidou, “VoIP: A comprehensive survey on 

a promising technology,” Computer Networks, vol. 53, no. 12, pp. 
2050-2090, 2009. 

[4] N. Blefari-Melazzi, J.N. Daigle, and M. Feminella, “Efficient and 

stateless deployment of VoIP services,” Computer Networks, vol. 53, 

no. 5, pp. 706-726, 2009. 

[5] O. Dabbebi, R. Badonnel, and O. Festor, “Automated runtime risk 

management for voice over IP networks and services,” Network 
Operations and Management Symposium (NOMS), 2010 IEEE , 

pp.57-64, 2010. 

[6] L.S. Mendes, M.L. Bottoli,  and G.D. Breda, “Digital Cities and Open 
MANs: A new communications paradigm,” Latin America 

Transactions, IEEE (Revista IEEE America Latina), vol.8, no. 4, 

pp.394-402, 2010. 
[7] TM Forum – IPDR norms, http://www.tmforum.org/ipdr, November 

2009. 

[8] G.D. Breda and L.S. Mendes, “Failures Detection in Voice 
Communication Systems,” In: GLOBECOM 2006. December 2006. 

San Francisco/CA, USA. 

[9] TM Forum – TM Forum IPDR Program, 
http://www.tmforum.org/BestPracticesStandards/IPDR/4501/Home.ht

ml, 2011. 

[10] S. Tartarelli, N. Heureuse, and S. Niccolini, "Lessons learned on the 
usage of call logs for security and management in IP telephony," 

Communications Magazine, IEEE , vol.48, no.12, pp.76-82, 

December 2010 
[11] I. Ruiz-Agundez, Y. Penya, and P. Garcia-Bringas, “Fraud Detection 

for Voice over IP Services on Next-Generation Networks,” editors: P. 

Samarati, M. Tunstall, J. Posegga, K. Markantonakis, D. Sauveron, 
Information Security Theory and Practices: Security and Privacy of 

Pervasive Systems and Smart Devices, Lectures Notes on Computer 

Science, Springer Berlin / Heidelberg, vol. 6033, pp. 199-212, 2010. 
[12] M.A.B. Bella, J.H.P. Eloff, and M.S. Olivier, “A fraud management 

system architecture for next-generation networks,” Forensic Science 

International, Vol. 185, Issues 1-3, 2009, pp. 51-58. 
[13] M.L. Proença Junior, C. Coppelmans, M. Botolli, and L. S. Mendes, 

“Security and reliability in information systems and networks: 

Baseline to help with network management,” Ascenso, J., Vasiu, L., 
Belo, C. and Saramago, M. (eds), e-Business and Telecommunication 

Networks, Springer, Netherlands, 2006. 

[14] K. Dasgupta, R. Singh, B. Viswanathan, D. Chakraborty,  S. 

Mukherjea, A.A. Nanavati, and A. Joshi, “Social ties and their 
relevance to churn in mobile telecom networks,” Proceedings of the 

11th International Conference on Extending Database Technology: 

Advances in Database Technology, pp. 668-677,  2008. 
[15] F. Marques and L.S. Mendes, "Proposta de uma Arquitetura Híbrida e 

Hierárquica de Rede de Sensores/Atuadores para Aplicação em 

Cenários Metropolitanos", 2010. 
[16] Pedreira´s Open Access Metropolitan Area Network,  

http://www.pedreira.sp.gov.br/ing/index.php, July 2006. 

[17] T. Porter, B. Baskin, L. Chaffin, M. Cross, J. Kanclirz Jr, A. Rosela, 
C. Shim, and A. Zmolek “Pratical VoIP Security”, Sygress 

Publishing, 2006.  

25Copyright (c) IARIA, 2012.     ISBN:  978-1-61208-211-0

AFIN 2012 : The Fourth International Conference on Advances in Future Internet

                            32 / 77



Message Scheduling and Forwarding in Congested
DTNs

Ahmed Elwhishi∗, Pin-Han Ho∗, and Basem Shihada†
∗Dept of Electrical and Computer Engineering, University of Waterloo, Waterloo, ON, Canada

Email: { aelwhish, p4ho}@uwaterloo.ca
†MCSE Division, KAUST, Thuwal, Saudi Arabia

Email: basem.shihada@kaust.edu.sa

Abstract—Multi-copy utility-based routing has been considered
as one of the most applicable approaches to effective message de-
livery in Delay Tolerant Networks (DTNs). By allowing multiple
message replicas launched, the ratio of message delivery or delay
can be significantly reduced compared with other counterparts.
Such an advantage, nonetheless, is at the expense of taking more
buffer space at each node and higher complexity in message
forwarding decisions. This paper investigates an efficient message
scheduling and dropping policy via analytical modeling approach,
aiming to achieve optimal performance in terms of message
delivery delay. Extensive simulation results, based on a synthetic
mobility model and real mobility traces, show that the proposed
scheduling framework can achieve superb performance against
its counterparts in terms of delivery delay.

Index Terms—Routing, Scheduling, Buffer management, DTN.

I. INTRODUCTION

DTNs are characterized as sparsely connected, highly par-
titioned, and intermittently connected networks. In these chal-
lenging environments the end-to-end path between a given
pair (source and destination) may never exist [1]. To cope
with frequent, long-lived disconnections and variations in link
condition over time, a node in a DTN buffers a message
and waits until it finds an available link to the next hop,
which in turn buffers and forwards the received message if
the node is not the end destination. This process continues
until the message reaches its destination. It is usually referred
as encounter-based, store-carry-forward, or mobility-assisted
routing, because it exploits the node mobility as a significant
factor for the forwarding decision of each message. This
model of routing constitutes a significant difference from
conventional ad hoc routing strategies which assume there
exists an end-to-end path between any source and destination
at any time.

To improve the robustness, reduce the delivery delay, and
increase the delivery ratio, extensive research efforts have been
reported in design of efficient multi-copy routing algorithms
[2], [4], [5], [6]. Although with excellent performance com-
pared with single-copy routing schemes, multi-copy routing
algorithms introduce additional power consumption and hard-
ware requirement by being subject to higher computation com-
plexity, and requiring more transmissions and buffer space. It
is envisioned that the future DTNs are composed of miniature

and hand-held devices (e.g., smart phones and PDAs), and
could be subject to extensive congestion due to dense nodal
distribution and large traffic volumes. Thus far, a few studies
have considered buffer space limitation and contention of
wireless links in the algorithm design [4], [10], [17], [20].
However, none of the previously reported studies provided a
complete study on an efficient message scheduling and buffer
management algorithm under heterogeneous DTNs.

Motivated by its importance, the paper investigates DTN
routing by introducing a novel message scheduling and buffer
management approach. Our goal is to come up with a solid
framework which can be incorporated with many encounter-
based routing schemes employing contact or inter-contact time
as main factor on message forwarding decision making pro-
cess. In particular, the proposed approach enables an effective
buffer management policy which determines which messages
should be forwarded or dropped when the buffer is full. Such
a decision is made by evaluating the impact of dropping each
buffered message according to collected network information.
Based on the proposed buffer management policy, we analyze
the message delay on a generic message forwarding scheme
reported in [17], called Self Adaptive Utilty-based Routing
Protocol (SAURP). The contributions of the paper are as
following:

• Developing new utility-based message scheduling mecha-
nism that incorporates with SAURP message forwarding.
This new mechanism provides per-message utility values,
which are calculated based on a simple theory that based
on inter-contact time, and the estimation of two param-
eters: the number of message copies, and the number of
nodes who have "seen" this message (the nodes that have
either carried the message or rejected the acceptance of
this message). The per-message utility values at each node
are then used for the decision on whether the buffered
messages should be dropped in any contact.

• Gaining understanding on the efficiency and effectiveness
of the proposed approach by comparing it with counter-
parts using extensive simulations.

The rest of this paper is organized as follows. Section II
describes the related work in terms of utility-based DTN
routing, and buffer management and scheduling. Section III
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provides the background of the study which includes the
SAURP mechanism and the system model. Section IV in-
troduces the proposed message scheduling approach. Section
V provides experimental results which verify the proposed
approach. Section VI concludes the paper.

II. RELATED WORK

Numerous studies have been reported to address the DTN
routing issues [3], [4], [5], [6], [11], [12], [17], [18]. Yet, the
impact of buffer management and scheduling policies on the
performance of DTNs has only been investigated in a few stud-
ies. Zhang et al. [8] addressed this issue in the case of epidemic
routing by evaluating a number of simple drop policies such as
drop-front and drop-tail, and analyzed the situation where the
nodal buffer has a capacity limit. The paper concluded that
the drop-front policy outperforms the drop-tail. Lindgren et
al. [9] evaluated a set of heuristic buffer management policies
based on locally available nodal parameters and applied them
to a number of DTN routing protocols. G. Fathima et al. [21]
proposed a buffer management scheme based on dividing the
main buffer into a number of queues, each being maintained
for a class of service and scheduled accordingly. When a
particular queue is full, the message is placed in the subsequent
queue. When the entire buffer is full, some of the messages
with least class of service should be dropped to yield room for
new messages. However, it is not clear how the messages are
classified. Dimitriou et al. [23] proposed a buffer management
policy based on using two types of queues. A low-delay traffic
(LDT) queue and a high-delay traffic (HDT) queue. Noticeably
all the aforementioned policies are only based on very limited
knowledge that is locally available to each node.

Dohyung et al. [20] presented a drop policy which discards
a message with the largest expected number of copies first, to
minimize the impact of message drop, while leaving the issue
of scheduling untouched. Erramilli et al. [22] introduced a set
of policies in conjunction with their forwarding algorithm. One
policy is based on forwarding the message that has the highest
delegation number and the other favours the smaller delegation
numbers, which serve as heuristics without any optimization
effort in the DTN context. Moreover, the aforementioned
studies did not address issues of scheduling.

Message scheduling under heterogeneous nodal mobility
was firstly addressed by Balasubramanian et al. [14], in which
a resource allocation problem was formulated. The statistics
of available bandwidth and the number of message replicas
in the network are considered in the derivation of the routing
metric to decide which message to replicate first among all the
buffered messages in the custodian node. The derivation of the
routing metric, nonetheless, is not related to buffer status. In
the same research line, Krifa et al. [10] proposed a forwarding
and dropping policies for a limited buffer capacity. The deci-
sion under these policies is made based on the value of per-
message marginal utility. The parameters of the utility function
are estimated under the assumption of homogeneous nodal
mobility, thus the scheme could be subject to considerable
performance impairment under heterogeneous nodal mobility

Algorithm 1 The forwarding strategy of SAURP
On contact between node A and B
Exchange summary vectors
for every message M at buffer of custodian node A do

if destination node D in transmission range of B then
A forwards message copy to B

end if
if 4T (i)

(A,D)> 4T
(i)
(B,D) do

if message tokens >1 then
apply weighted copy rule

end if
else if 4T (i)

(A,D) > 4T
(i)
(B,D) +4Tth then

A forwards message to B
end if

end if
end for

which is considered a more practical scenario. It is clear that
the aforementioned studies leave a large room to improve,
where a solution for DTN buffer management and message
scheduling that can well estimate and manipulate the network
status is absent.

III. BACKGROUND AND SYSTEM MODEL

This section presents the background of protocol under
consideration as well as the network model for utility-based
routing.

A. Self Adaptive Utility-based Routing Protocol (SAURP)

SAURP [17] is designed to solve the DTN routing problem
in terms of how to select a next hop for each carried massage.
Specifically, it initiates cooperation among a group of nodes in
making message forwarding decision for the stored messages
based on a utility function at each contact with another node.
Algorithm 1 shows detailed SAURP mechanism, where the
utility function value (4T ) simply represents the inter-contact
time duration between a node and the destination of message i,
while the routing decision for the message is made according
to whether message i is in the spraying phase (i.e., the number
of message i copy tokens > 1), or in the forwarding phase (i.e.,
the remaining number of message i copy tokens = 1). If the
message is in spraying phase, a rule called weighted copy rule
is applied for message forwarding decision. For more details
about SAURP, the reader referred to [17].

Although SAURP can effectively select the next hop to
forward a message, it lacks the ability to intelligently tell
which message should be dropped when the buffer is full.
This particularly becomes a problem in case of high traffic
load and stringent buffer limitation, where a node has to drop
some buffered messages that are less unlikely to be delivered
to the destination while accommodating those with more
likelihood to be successfully delivered, in order to achieve
better performance. Thus, an efficient message scheduling and
dropping policy should be in place as a countermeasure of the
aforementioned situation. The main challenge lies on how to
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Table I
NOTATION

Variables Description
Srj(t) The source of message j
Dstj(t) The destination of message j
Tj Elapsed time since the creation of the message
Rj Remaining lifetime of the message

(Rj = Txj − Tj )
nj(t) Number of copies of message j
mj(t) Number of nodes who have "seen" message j
Tx Message time-to-live

accurately predict the network state in a distributed manner
according to the collected historical data under heterogeneous
nodal mobility. The paper answers the question by investi-
gating a novel message scheduling and dropping policy that
incorporates with SAURP.

B. Network Model

For any given node A, let a number of JA(t) messages be
stored in its buffer at time t. Each message j, j ∈ [1, JA(t)]
is denoted by a tuple of variables denoted in Table 1.

The encounter (or mixing) rate between A and B, denoted
as βAB , is the inverse of the expected inter-encounter time
for the two nodes: βAB = 1

4TAB
. We assume that 4TAB , A,

B ∈ [1, N ] follows an exponential distribution (or referred
to as with an exponential tail [13]). It has been shown that a
number of popular mobility models have such exponential tails
(e.g., Random Walk, Random Waypoint, Random Direction,
Community-based Mobility [7], [15]). Recent studies based on
traces collected from real-life mobility examples [16] argued
that the inter-encounter period and the encounter durations in
these traces demonstrate exponential tails after a specific cutoff
point. The historical information becomes more accurate and
the adaptation of the mobility characteristics becomes precise
with a greater elapsed of time.

IV. PROPOSED MESSAGE SCHEDULING SCHEME

A. Network State Estimation

During each contact, the network information summarized
as a “summary vector”, is exchanged between the two nodes
through an in-band control channel, which includes the fol-
lowing data: (1) statistics of inter-encounter time of every
node pair maintained by the nodes, (2) statistics regarding the
buffered messages, including their IDs, remaining time to live
(Ri), destinations, the stored ni(Ti), and mi(Ti) values for
each message that were estimated in the previous contact. We
call the strategy of updating ni(Ti), and mi(Ti) values as
Encounter History-Based Prediction (EHP).

Since it is not practical to estimate global knowledge about
the network due to the heterogeneous nature of the nodal
mobility, when ever two nodes encounter each other they
update each other with respect to the messages they do not
have in common, and the values of mj(Tj), and nj(Tj),
{β1,dj

, β2,dj
...βn,dj

}, and {β1,dj
, β2,dj

...βm,dj
} are updated

accordingly, where βn,dj
and βm,dj

represents the encounter
rate between the nth custodian of the nth copy of message j

with the destination of message j, and the encounter rate of
mth node who has seen the message with the destination of
message j, respectively. These parameters are further taken as
inputs to calculate the proposed per-message utility function.

B. Utility Calculation

Based on the problem settings and estimated parameters,
the following question should be answered at each node
during every nodal contact: Given nj(Tj), mj(Tj), Tj , and
limited buffer space for supporting SAURP routing, what is
an appropriate decision on whether the node should drop any
message in its buffer or reject any incoming message from the
other node during the contact, such that the average delivery
delay can be optimized?

To ansewr this quetion, let us assume that nodes A and B
are in contact, and message j in A’s buffer is to be forwarded
to node B according to SAURP forwarding policy, while the
buffer is full at node B and there is a message i with elapsed
time Ti in a network that has K messages at the moment at
which the decision should be made by node B with respect
to dropping a message from all messages in its buffer.

To minimize the delivery delay of all messages, the decision
of dropping message i should result in least increase of
delivery delay of message i, while forwarding message j from
node A to B should result in most decrease in the delivery
delay of message j (i.e, node B should discard a message
such that the expected delivery delay of all messages can be
reduced the most). Since the delivery delay of the messages is
mainly affected by the nodal inter-encounter time, we assume
that all message have infinite or large enough Tx and derive
the utility function such that it is affected by number nj(Tj),
mj(Tj), {β1,dj

, β2,dj
...βn,dj

}, and {β1,dj
, β2,dj

...βm,dj
}.

To achieve the minimum average delivery delay, node B
should drop the message that satisfies the following:

Umini = argmini

∣∣∣∣∣∣
exp(− ∑

k∈mi(Ti)

βk,diTi)

(
1∑

l∈ni(Ti)
βl,di

−
1∑

l∈ni(Ti)\B
βl,di

)∣∣∣∣∣ (1)

Derivation of (1): Let random variable Td represents the
delivery delay of message j. Then the expected delay in
delivering a message that still has copies existing in the
network can be expressed
Dj = P{message j not deliverd yet} ∗ E[Td | Td > Tj ]

Di = exp(−
∑

k∈mj(Tj)

βk,djTj) ∗ E[Td | Td > Tj ] (2)

where
Pr{message j not delivered yet} =

nj(Tj)∏
l=1

exp− (βl,djRj) = exp(−(
nj(Tj)∑
l=1

βl,djTj)) (3)

,

E[Td | Td > Tj ] =

[
Tj +

1∑
l∈nj(Tj)

βl,dj

]
(4)
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When a node buffer is full, the node should make a drop
decision that leads to the least increase in Dj . To find the local
optimal decision, Dj is differentiated with respect to nj(Tj),
and ∂Dj is then discretized and replaced by 4Dj :

4Dj =
∂Dj

∂nj(Tj)
∗ 4nj(Tj), which is equivalent to

4Dj = exp(−
∑

k∈mj(Tj)
βk,djTj)∗[

1∑
l∈nj(Tj)

βl,dj
−

1∑
l∈nj(Tj)\B

βl,dj

]
4nj(Tj)

To reduce the delivery delay of all messages existing in
the network, the best decision is to discard the message that
maximizes the total delivery delay, D =

∑K(t)
j=1 Dj , among all

K(t) messages existing in the network. Therefore, the optimal
buffer-dropping policy at node B that leads to minimization
of the delivery delay is thus to discard the message that has
the min value of | 4Dj | (or−4Dj), which is equivalently to
choose a message with a value for Umini that satisfies (1),
which represents the marginal increase in the delivery delay of
message i if its copy at node B is dropped. While the optimal
buffer-forwarding policy at node A that leads to minimization
of the delivery delay is thus to forward a copy of message j
(or message j itself) to node B that leads to the max decrease
of 4Dj , which is equivalently to choose a message with a
value for Umaxj .

The decision of forwarding message j from node A to node
B should satisfy one of two cases; based on whether message
j is in spraying phase, or in forwarding phase. If message j
is still in spraying phase, the decision of forwarding message
j should satisfy the following:

Umaxj = argmaxj

∣∣∣∣∣∣
exp(− ∑

k∈mj(Tj)

βk,djTj)

(
1∑

l∈nj(Tj)
βl,dj

−
1∑

l∈nj(Tj)∪B
βl,dj

)]
(5)

which represents the margin decrease in the delivery delay
of message j if node A forward a copy to node B.

If message j is in forwarding phase, the decision of for-
warding should satisfy the following:

Umaxj = argmaxj

exp(− ∑
k∈mj(Tj)

βk,djTj)

(
1∑

l∈nj(Tj)
βl,dj

−
1∑

l∈(nj(Tj)\A)∪B
βl,dj

)]
(6)

The relation represents the marginal decrease in the delivery
delay if node A hands over message j to node B.

Derivation of (5) and (6): The derivation follows same
steps of deriving (1) with considering the marginal decrease
of delivery delay of message j at node A if it get copied or
forwarded to node B.

Algorithm 2 SAURP_based forwarding and dropping policy
On contact between node A and B
Exchange summary vectors
01: If (buffer at node B is full)
02: for every message j at the buffer of custodian
02: node A do
03: if ( B is not source node of i) then
04: if (remaining tokens of message
04: j ≥ remaining tokens of i) &&
04: (4TB,di

� min{4T1,di
, 4T2,di

..
04: ..,4Tn−1,di})then
05: if destination node dj in
05: transmission range of B then
06: B drops message i
07: A forwards a copy of message j to B
08: end if
09: else if (Umaxj − Umini > 0 ) then
10: B drops message i
11: A forwards message j to B
12: end else if
13: end if
14: end if
15: end for
16:end if
17:else ( apply SAURP)
18:end

C. SAURP_based Forwarding and Dropping Policy
(SAURP_FDP)

With the per-message utility, the node firstly sorts the buffer
messages accordingly from the highest to the lowest. The
messages with lower utility values have higher priorities to
be dropped when the node’s buffer is full, while the messages
with higher utility values have higher priorities to be forwarded
to the encountered node. Algorithm 2 illustrates the forwarding
and dropping actions which are largely based on the fact that if
the utility Umaxj of message j (the message with the highest
utility value) buffered in A is higher than Umini of message
i (the message with the lowest utility value) at node B, then
message i is dropped and replaced by message j or copy
of it, if the buffer of B is full during the contact between
the two nodes. To enhance the performance of the algorithm,
the lowest priority of dropping is given to a message that
has higher number of remaining message tokens or the inter-
contact time between its current custodian and the message
destination is the best one found so far.

V. SIMULATION STUDY

Simulation is conducted to examine the efficiency of the
proposed scheme, namely SAURP_based Forwarding and
Dropping Policy (SFDP). SFDP under EHP is denoted as
SFDP_E.
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A. Experimental Setup
To better understand the performance of the proposed strate-

gies and their gain over SAURP without buffer management,
we also implemented another estimation strategy for the val-
ues of mi(Ti), and ni(Ti), namely Global Knowledge-based
Management (GKM). GKM assumes knowing the exact values
of mi(Ti), and ni(Ti), and is supposed to achieve the best
performance. Since such an assumption is not practical [11],
the result of GKM is taken as a benchmark for the proposed
scheme. We call SFDP under GKM strategy as SFDP_G.

In addition to the above prediction strategy, we compared
the proposed buffer management schemes with three well-
known scheduling schemes listed as follows:
• Drop oldest (DO) drops the message with shortest re-

maining Tx when the buffer is full. This policy obtains
the best performance of all the policies used by Lindgren
et al. in [9]. We call DO under SFDP as SFDP_DO.

• Delegation forwarding scheme employs a dropping policy
based on drop message with highest number of forwards
(DF_N) by Erramilli et al. in [22].

• RAPID scheme employs a dropping policy based on drop
message that is most likely to miss the deadline [14].

We assume a message issued at a node (termed sourced
messages) has the highest priority at the node. If all buffered
messages and newly arrived message are from itself, the oldest
is dropped.

A DTN simulator similar to that in [19] is implemented. The
simulations are based on two mobility scenarios: a synthetic
one on community based mobility model (CBMM) [24], and
a real-world encounter traces with 98 nodes collected as
part of the Infocom 2006 experiment, described in [25]. The
simulation parameters are as shown in Table II. Each node has
a transmission range of D = 30 meters to achieve a sparsely
populated network, the size of all messages is same, and each
message transmission takes one time unit. Euclidean distance
is used to measure the proximity between two nodes and their
positions. A slotted collision avoidance MAC protocol with
Clear-to-Send (CTS) and Request-to-Send (RTS) features is
implemented in order to arbitrate the contention on a shared
channel between nodes. The message inter-arrival time at a
node is uniformly distributed in such a way that the traffic can
be varied from low (10 messages generated per node) to high
(70 messages generated per node). The buffer size is set to 10
messages, which is quite low compared with the considered
traffic arrival rates such that the network could easily go into
a congestion state. Message delivery ratio and the delivery
delay are taken as two performance measures. Each data is
the average of the results from 30 runs.

B. Simulation Results
This section examines the proposed policy for minimizing

the average delivery delay under the considered scenarios.
The plots of the delivery delay obtained under CBMM and
Infocom2006 traces is shown in Figure 1 and Figure 2.

As expected, the SFDP_G gives the best performance under
all traffic loads for both scenarios under consideration, while

Table II
SIMULATION PARAMETERS

Mobility pattern CBMM Infocom06
Simulation duration
(seconds)

30000 270000

Simulation area 700× 700 −
No. of Nodes 110 98
Average speed (m/s) - -
Tx(seconds) 9000 90000
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Figure 1. The effect of traffic load (CBMM scenario).

the SFDP_E is the second best and is competitive with the
SFDP_G in the case of low traffic. As the traffic increases,
the demand on the wireless channel and buffers increases,
causing long queuing delays and substantial message loss that
negatively affect the performance of all the examined policies.

Figure 1 shows the results under CBMM scenario. We have
observed that the SFDP_E outperforms the SAURP, RAPID,
DF_N, and SFDP_DO. SFDP_E is better than SAURP by
21%, RAPID by 35%, DF_N by 44%, SFDP_DO by 16%,
and a longer delay of only 23% of that achieved by SFDP_G.
Under the real trace scenario as shown in Figure 2, SFDP_E
achieved delivery delay better than SAURP by 27%, RAPID
by 43%, DF_N, by 56%, SFDP_DO by 20%, and a longer
delay of 14% of that achieved by SFDP_G.

VI. CONCLUSION AND FUTURE WORK

This paper has investigated a novel buffer management
policy for a utility-based forwarding routing in heterogeneous
delay tolerant networks (DTNs), aiming to optimize the mes-
sage delivery delay. The proposed framework incorporates a
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Figure 2. The effect of traffic load (real trace scenario).
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suit of novel mechanisms for network state estimation and
utility derivation, such that a node can obtain the priority for
dropping each message in case of buffer full. Using simula-
tions based on two mobility models; a synthetic (Community
based Mobility Model) and a real trace (Infocom2006), the
simulation results show that the proposed buffer management
policy can significantly improve the routing performance in
terms of the performance metrics of interest under limited
network information.

Note that in this work, our objective was optimizing the
message delivery delay. It would be interesting to introduce a
utility function to optimize the delivery ratio of all messages.
Also, in this study we considered relatively small network size,
and all messages have the same size and same Tx value. It is
important to study the performance of our proposed scheme
under various network set up, and develop buffer management
policies accordingly. For example, in case of larger network
size under high congestion, we expect that the cost of the
update of the parameters could consume larger amount of
available bandwidth, which may affect the network throughput.
Thus, this issue should be taken in consideration.
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Abstract—The success of user-centric networks depends on
the willingness of the participants to cooperate by sharing
resources and services. Reputation-based incentives and remu-
neration (based either on fiat money or on virtual currency)
have emerged as two complementary incentive mechanisms to
increase users’ motivation and to discourage selfish behaviors.
In this paper, we conduct a formal study of the benefits of the
joint application of these two mechanisms in the context of a
cooperation model recently proposed for user-centric wireless
networks. To this purpose, several performance properties of
cooperation incentives mechanisms are defined and analyzed
through model checking of probabilistic systems with an
underlying Markov process semantics.

Keywords-trust, virtual currency, model checking, user-
centric networks.

I. INTRODUCTION

As more and more people get involved in any kind of
online communities, ranging from social networks to sharing
communities and online games, user centric networking is
becoming more and more relevant for the future of the
Internet. User centricity, however, entails cooperation among
members of broad communities who usually do not know
each other in person. Hence, cooperation incentives and trust
mechanisms are essential requisites of any community, the
success of which strongly depends on the willingness of its
members to cooperate and can be impaired by mistrust and
selfishness. This is particularly true in user-centric wireless
networks (UCNs), where even the underlying communica-
tion infrastructure is dynamically built by users who share
their Wi-Fi connections, and the inherent limitations of
mobile devices (in terms of battery, CPU, and bandwidth)
can keep users from adopting prosocial behaviors.

When inherent motivations (including fairness, synergy,
and sense of community) provide no sufficient cooperation
incentives [1], they need to be complemented by extrinsic
motivations, such as reputation, reciprocity, and monetiza-
tion. It has been recently shown that a suitable support for
the implementation of extrinsic cooperation incentive mech-
anisms in UCNs can be provided by the joint application of
trust management [2] and virtual currency [3] systems [4].
Trust and virtual currency infrastructures provide the means
for implementing the so-called soft security, which is charac-
terized by relaxation of the security policies and enforcement
of common ethical norms for the community [5]. Such
means do not rely on pervasive controls concerning, e.g.,

assurance of payment or service delivery, thus exposing the
system to dishonest behaviors that, however, are contrasted
by the adoption of cooperation incentives. Hence, it is
important to verify to what extent the incentives can deal
successfully with mistrust, selfishness, and cheats.

A game-theoretic analytical study [6] has recently re-
vealed that reputation-based and price-based strategies must
be integrated in order to optimize the effects of cooperation
incentives. Game theory has been widely used to conduct
a mathematical analysis of the complex interactions among
nodes of wireless ad-hoc networks [7], [6]. The results of
the analytical study are consolidated by simulation results
showing the fast convergence towards cooperative behaviors
in the case of mixed incentive strategies.

This work provides an orthogonal view of the benefits of
mixed cooperation incentives by employing formal analysis
techniques for the evaluation of quantitative properties of
systems. In particular, as a real-world case study, we analyze
several performance metrics of the cooperation process
envisioned by Bogliolo et al. [4] for UCNs.

Formal methods provide mathematically rigorous tech-
niques and tools for the design and verification of systems.
More precisely, formal specifications are mathematical mod-
els (e.g., automata), formal verifications are based on well-
formed statements (e.g., in a temporal logic), and automatic
checks rely on analysis algorithms (e.g., model checking).
In this paper, we evalute the cooperation model under study
through the probabilistic model checker PRISM (see, e.g.,
[8], [9] for a survey of the approach). The modeling language
of PRISM is a state-based mathematical formalism based
on the Reactive Modules introduced by Alur and Hen-
zinger [10], from which different types of probabilistic mod-
els can be derived, including discrete-time Markov chains
(DTMCs) and Markov decision processes (MDPs) [11], [12].
Performance properties are expressed in a temporal logic –
subsuming both probabilistic computation tree logic (PCTL)
and linear time logic (LTL) – which is expressive enough to
specify state-based and path-based properties, and including
both probabilistic and reward operators [13].

In the remainder of the paper, we briefly introduce the co-
operation model of [4] and the related modeling assumptions
(Section II), we report and discuss the results of the model
checking analysis (Section III), and we draw conclusions
(Section IV).
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II. COOPERATION MODEL

This section briefly outlines the cooperation model under
study [4] and the modeling assumptions adopted for analysis
purposes. Cooperation involves users providing services,
hereafter called requestees, and recipients of such services,
hereafter called requesters. According to [4], the cooperation
process entails four phases, which rely on trust management
and virtual currency.

In the first phase, called discovery and request, the
requester searches for a requestee offering the required
service. Reputation of the requestee is a parameter guid-
ing the choice. If the requester is trustworthy enough to
access the required service, then the issued request can
be accepted. However, it may be also refused because of,
e.g., lack of willingness to cooperate. In the second phase,
called negotiation, requester and requestee establish service
parameters and reward, possibly taking into account the
trust of the requestee on the requester. In the third phase,
called transaction, service is delivered and then the related
payment is provided. In the fourth phase, called evaluation
and feedback, the transaction results are used to adjust, if
necessary, reputation of the involved parties.

A. Reputation System

As usual in several trust-based systems [5], we model trust
(reputation) as a discrete metric. Basically, the cooperative
attitude of the requestee depends on two parameters: the
dispositional trust dt , representing the initial willingness
to trust incoming requests, and the service trust level st ,
representing a threshold below which the service is not
accessible. Then, given a requestee i and a requester j, the
computation of the trust level of i towards j is obtained by
mixing direct experience and indirect recommendations:

Tij = α · trust ij + (1− α) · recsij

where α ∈ [0, 1], trust ij is the trust metric deriving from
previous direct interactions of i with j (the initial value of
trust ij is set to the dispositional trust of i, dt i), and recsij

is the average of the trust metrics towards j of other users
(different from i) that in the past negotiated directly with j.
Notice that, if Tij < st i then the service request of j cannot
be accepted by i.

B. Virtual Currency System

Reputation-based and reward-based incentives are com-
bined by including the trust level T of the requestee towards
the requester as a parameter affecting the cost of the nego-
tiated service. The other parameters are Cmin , which is the
minimum reward (cost) asked by the requestee regardless of
his/her trust on the requester, Cmax , which is the maximum
reward asked to serve untrusted users, and T ′, which is the
trust threshold above which the minimum cost is applied to

the requester. Then, the cost function C proposed in [4] is
defined as follows:

C(T ) =
{
Cmin + Cmax−Cmin

T ′ · (T ′ − T ) T < T ′

Cmin T ≥ T ′ (1)

C. Modeling Assumptions

For the sake of simplicity, here we assume that users do
not play the roles of both requester and requestee. Moreover,
we consider a unique type of service that is offered by
each requestee in the network. Trust values range in the
interval [0, 10], such that null = 0, low = 2, med = 5,
high = 8, and top = 10. Based on the system described
above, the modeling assumptions concerning the four-phase
cooperation process are as follows.

1) Discovery and request. The choice of the requestee can
be nondeterministic, prioritized (precedence is given
on the basis of (i) requestee’s reputation and then
(ii) requestee availability to negotiate; choice among
requestees with the same reputation is random), or
probabilistic (probabilities are weighted by requestee’s
reputation). By default, the chosen requestee i refuses
the request of requester j if and only if Tij < st i. The
default initial reputation is low for every requestee.

2) Negotiation. The agreement between i and j is suc-
cessful. The cost C determined by i through the ap-
plication of Equation (1) is accepted by j without any
further negotiation. The default values are Cmin = 0,
Cmax = 10, and T ′ = high .

3) Transaction. By default, the service is delivered with
success. Then, j decides whether to pay or not, either
nondeterministically or probabilistically with parame-
ter p ∈ [0, 1], namely j pays the obtained service with
probability p.

4) Evaluation and feedback. Since the service is satisfac-
tory, the reputation of i as perceived by j is increased
by 1. On the other hand, the trust of i towards j
increases (decreases) by 1 (by a factor k) in the case
j pays (or not) the service. Feedback is provided by i
to the other requestees.

The reader interested in the PRISM formal specifica-
tions of the cooperation model and of the logic-based
properties analyzed in the following section can refer to:
http://www.sti.uniurb.it/aldini/prism_uloop/.

III. MODEL CHECKING OF THE COOPERATION MODEL

The analysis of the cooperation process through model
checking is divided into two steps. First, we study the
vulnerabilities of the trust-based mechanism with respect to
a possibly cheating requester that may decide not to pay the
obtained services. Based on the results of such an analysis,
we then verify the efficiency of the mixed cooperation
incentives in discouraging selfish behaviors of the requestees
and motivating honest behaviors of the requester.
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Figure 1: MDP analysis: verification of Property 1 for 27 combinations of parameters α/st/k.

A. MDP Analysis

The effectiveness of the trust-based mechanism with
respect to cheating requesters is expressed through the
following property:

Property 1. What is the maximum number of services (out
of nr requests) that can be obtained by a requester without
honouring the payment?

This property is investigated in a scenario with a single
requester and three alternative requestees. With respect to
the assumptions of Section II-C, we consider requester’s
choices to be nondeterministic. Hence, the requester can be
viewed as an adversary controlling the way in which the
nondeterminism is solved adaptively. The aim of such an
adversary is to find out the strategy maximizing the number
of unpaid services, thus revealing the worst case from the
viewpoint of the requestees.

Formally, the semantics of the model turns out to be
an MDP on which Property 1 is evaluated by solving

the nondeterminism in all possible ways. Then, the model
checker returns the result for the best adversary strategy.
Notice that such a strategy corresponds to the most powerful
adversary, which can observe the behavior and the configu-
ration parameters of all the requestees.

We assume three equal requestees characterized by
the configuration of parameters α/st/k, where: α ∈
{0.5, 0.8, 1} is the contribution of direct experience to trust,
st ∈ {low ,med , high} is the service trust threshold, and
k ∈ {1, 2,∞} denotes the rapidity with which the trust to-
wards a cheating requester is decreased each time a payment
is not honoured (∞ stands for the immediate assignment of
the value null to the trust level). The dispositional trust is
chosen to be equal to the service trust threshold in order
to make it possible for a new requester to start negotiating
services with the requestees.

All the 27 combinations of the parameters introduced
above are analyzed, as illustrated in Fig. 1. The horizontal
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axis denotes the total number of requests nr, ranging from 1
to 25, while the vertical axis reports the maximum number
of unpaid services. From the analysis, we observe that for
each value of α and st the success of the cheating strategy
is inversely proportional to the factor k. In practice, the
higher the value of k is, the faster the reaction to dishonest
behaviors and, therefore, the negative effect upon trust. For
the same reason, the higher the service trust level st is, the
lower the number of unpaid services. When α = 1, however,
the service trust level does not affect the results because any
decision depends only on previous direct experience. The
analysis could be extended to values of α < 0.5, obtaining
results similar to those related to 0.5/low/ , regardless of
the value of st . These results reveal a typical attack of a
dishonest requester cheating only one requestee, which gives
too much weight to the positive recommendations provided
by the other requestees.

The results of Figure 1 suggest to categorize the behavior
of the requestee according to two limiting profiles:
• risky profile, for which the unpaid services increase

linearly and most of the served requests are unpaid (see,
e.g., configurations 0.5/low/ , 0.8/low/ and / /1).

• cautious profile, for which the number of unpaid ser-
vices is essentially constant (see, e.g., configurations
/high/∞, 0.8/med/∞, and 1/ /∞).

B. DTMC Analysis

The two profiles defined above give a clear and precise
perception of requestee’s attitude to take prosocial decisions
in an environment where requesters are possibly cheating.
This subsection reports the results of further investigations
conducted by considering risky requestees represented by
configuration 0.5/low/1 and cautious requestees represented
by configuration 0.8/med/∞. Whenever the profile is not
specified, configuration 0.8/low/1 is taken as default.

In order to analyze more specific properties, we assume
prioritized choice of the requestee and payment honoured
probabilistically with parameter p (see Section II-C). Hence,
now the semantics of the model is a DTMC, on which both
steady-state and transient-state analyses can be conducted.

On one hand, the steady-state analysis reveals the success
of the cooperation mechanism on the long run. Indeed, it
turns out that at steady state for each p < 1 the requester
becomes untrusted with probability 1 by any requestee. On
the other hand, the transient analysis is important to study
the convergence speed towards such a result.

Property 2. What is the probability for a cheating re-
quester of being untrusted by each requestee after nr re-
quests?

We evaluate this property by varying parameter p and by
assuming nr ∈ {10, 25, 50, 100}. Moreover, we consider:
(i) three risky requestees (see Fig. 2a), (ii) three requestees
among which one is risky and one is cautious, while
the default configuration is adopted for the third one (see

(a) 3 risky requestees.

(b) 1 risky, 1 cautious, and 1 default requestee.

(c) 3 cautious requestees.

Figure 2: DTMC analysis: verification of Property 2.

Fig. 2b), and (iii) three cautious requestees (see Fig. 2c).
All the curves tend rapidly to 1 for p < 0.5 and converge to
zero as p tends to 1. In particular, notice that in the case of
3 cautious requestees, for nr ≥ 25 the curves approximate
a step function, meaning that a cheating requester is almost
immediately untrusted by each requestee.

Three more properties are tested in order to investigate
the economic aspects of the cooperation mechanism:

Property 3. What is the number of requests accepted by
each requestee?

Property 4. What is the total expected earning for each
requestee?

Property 5. What is the average earning per accepted
request?
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(a)

(b) Cmin = 0 (c) Cmin = 2

(d) Cmin = 0 (e) Cmin = 2

Figure 3: DTMC analysis: verification of Properties 3, 4, and 5.

We use these properties to compare the two profiles in
a scenario with 50 requests and three requestees like those
of Fig. 2b. Fig. 3 reports the performance of the risky and
cautious requestees as a function of parameter p. The curves
show the following results.

The number of services accepted by the risky requestee is
higher than that related to the cautious requestee, see Fig. 3a.
The difference is due to the relaxed conditions applied by
the risky requestee, in particular the assumption k = 1 (resp.
k =∞ for the cautious requestee). In fact, by setting k =∞
also for the risky requestee, its curve would collapse with
that of the cautious requestee. Notice that in case of honest
requester (i.e., p = 1), the profile of the requestees does not
play any role, so that the requests are equally distributed

among them, because they are assigned with the same initial
reputation.

As p increases, the total expected earnings of the risky
requestee become much higher than those of the cautious
one, see Fig. 3b. The difference can be interpreted as a
reward for taking more risk.

Similarly, Fig. 3d shows that the average expected re-
ward/cost per service grows with the value of p up to a maxi-
mum point beyond which the expected reward/cost decreases
because of the effect of the trust-based discount applied to
trustworthy requesters. Such a maximum point is reached
earlier by the risky requestee, thus motivating the better
performance of the cautious requestee for p ∈ [0.6; 0.9].
We also observe that in such an interval the trust level of
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the requester becomes stably high from the viewpoint of the
risky requestee, as emphasized by the total earnings curve
of Fig. 3b. For p ≥ 0.95, the result is better for the risky
requestee, because the requester becomes trustworthy also
from the viewpoint of the cautious requestee, with a positive
impact upon the number of services such a requestee accepts,
see Fig. 3a.

In general, the combined effect of cost function and
trust management works as an incentive to adopt a ”risky”
prosocial behavior. On the other hand, it is clear that the
requester obtains more services at a lower average cost
whenever adopting a honest behavior.

In order to show that the shape of the reward/cost curves
is not purely a side effect of the assumption Cmin = 0, in
Figs. 3c and 3e we show the total and average expected
reward/cost obtained in the case Cmin = 2. The major
earnings with respect to the corresponding curves of Figs. 3b
and 3d reflect the difference between the minimum costs
applied in the two experiments.

In order to emphasize the effect of parameter k on trust,
in Fig. 4 we show the performance of the risky requestee
for k ∈ {1, 2,∞} and by assuming the same scenario of
Fig. 3. Observe that the curves related to number of accepted
services and total earnings improve their performance as
k decreases. Indeed, as we have previously seen, k and
tolerance to cheating behaviors are inversely proportional.
Instead, we observe the opposite result for the average
earnings, because a high value of k corresponds to a fast trust
decrease and, therefore, higher costs per service. Also notice
that whenever the requester is honest and, as a consequence,
k is never used, the three curves converge to the same values.

Similarly, we now study the impact of the dispositional
trust. By varying parameter dt ∈ {low ,med , high}, in Fig. 5
we show the performance for the risky requestee in the
same scenario of Fig. 3. Increasing the dispositional trust
has a twofold impact. On one hand, it works as an incentive
to accept more services and augment the total earnings
whenever the requester is not always honest. On the other
hand, as p tends to 1, the service cost rapidly converges
towards the minimum cost thus impairing the total earnings.
The same considerations apply to the analysis of the relation
between average reward/cost and dispositional trust.

C. Requestee’s Reputation

Requestee’s reputation is an orthogonal aspect the effects
of which are analyzed in Fig. 6. The objective is to measure
the impact of requestee’s reputation with respect to Property
3. In Fig. 6a we consider prioritized choice of the reques-
tee, one risky requestee with reputation high, one cautious
requestee with reputation low, while the reputation of the
third requestee (with default profile) is med. Regardless of
the profile, all the requests are served by the requestee
with highest reputation, as imposed by the choice strategy
followed by the requester. In fact, an analogous result would

(a)

(b)

(c)

Figure 4: DTMC analysis: verification of Properties 3 to 5
for the risky requestee by varying parameter k.

be obtained by swapping the reputations of the risky and
cautious requestees. Giving less importance to reputation
during the discovery phase has the effect of mitigating such a
drastic behavior, as confirmed by the following experiment,
in which the prioritized model of choice is replaced by
the probabilistic one (see Section II-C). The results, shown
in Fig. 6b, emphasize that also the cautious requestee can
obtain some service. However, regardless of the value of p,
it is always outperformed by the risky requestee.

The effect of requestee’s reputation is investigated also by
testing the performance of a paranoid requestee (α = 0.5,
dt = low , st = med , k = ∞) replacing the cautious
requestee in the experiment of Fig. 3. In Fig. 7a we evaluate
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(a)

(b)

(c)

Figure 5: DTMC analysis: verification of Properties 3 to 5
for the risky requestee by varying parameter dt .

Property 5 for the paranoid requestee in two possible cases
depending on its initial reputation. Apparently surprising,
a paranoid requestee with reputation med, when put in
competition with the other requestees (whose reputation is
low), does not obtain any reward. This result is motivated by
the fact that, initially, the paranoid requestee does not accept
any request until a sufficiently high number of positive
recommendations is received, because its service trust level
is higher than its dispositional trust. Moreover, such requests
are accepted by the other requestees, which gain reputation,

(a) Prioritized choice (risky rep. = high, cautious rep. = low)

(b) Probabilistic choice (risky rep. = high, cautious rep. = low)

Figure 6: DTMC analysis: verification of Property 3 with
mixed reputations.

thus causing preemption over the paranoid requestee during
the prioritized discovery phase. In order to observe some
request served by the paranoid requestee, it is necessary to
set its initial reputation to high. In this case, we evaluate also
Property 3 (see Fig. 7b). Notice that the paranoid requestee
accepts a very low number of services for p < 0.9, while
it outperforms the risky requestee only for p = 1, the
reason being that the honest requester becomes trustworthy
rapidly enough to overcome the non-cooperative attitude of
the paranoid requestee.

In a real-world setting, reputation of the requestees may
also decrease, e.g., because the quality of the delivered
service does not match the negotiated parameters. This
aspect is not captured by the experiments reported so far.
In order to analyze the importance of requester’s feedback,
we extend the cooperation model to represent the (possibly
negative) change of requestee’s reputation due to requester’s
evaluations. In particular, we model probabilistically with
parameter q ∈ [0, 1] the event of a service failure causing a
negative evaluation.

Property 6. How does requestee’s reputation impact the
number of accepted requests in the case of fallible services?

In a pessimistic scenario, upon each served request re-
questee’s reputation has the same probability (namely, 0.33)
of remaining unchanged, being increased by 1, or being
decreased by 1. In an optimistic scenario, with probability
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(a) risky rep. = low

(b) risky rep. = low, paranoid rep. = high

Figure 7: DTMC analysis: verification of Properties 5 and 3
with paranoid requestee.

0.8 requestee’s reputation is increased by 1, with probability
0.15 is maintained, and with probability 0.05 it is decreased
by 1. We compare these two scenarios with the original one
(modeling an ideal service provider) in which requestee’s
reputation is always incremented. Therefore, the three sce-
narios are characterized by q = 0.33, q = 0.05, and q = 0,
respectively. Moreover, for the analysis we consider a honest
requester, one cautious requestee with reputation high, one
requestee with default profile and reputation med, and one
risky requestee. In Fig. 8 we evaluate Property 6 for the
risky requestee, by varying its initial reputation from 1 to
10. For q = 0, the risky requestee is always outperformed
by the cautious requestee in every case in which its initial
reputation is less than high. The two requestees share the
same amount of services if the initial reputation of the risky
requestee is high as well, while the risky requestee takes all
the requests in the remaining cases. These results depend
on the fact that the reputation level high of the cautious
requestee never decreases. The other curves approximate
such a behavior (the lower q is, the closer the approximation
becomes) and reveal that the possibly negative feedback
provided by the requester affects the performance of the
requestees.

In an orthogonal way with respect to the previous ex-

Figure 8: DTMC analysis: verification of Property 6.

periment, we now consider the case of non-cooperative
requestees, which may refuse a request even if the requester
is trustworthy enough to access the service. To this aim,
we model probabilistically with parameter ci ∈ [0, 1] the
cooperative attitude of requestee i, such that i accepts a
trustworthy request with probability ci and refuses it with
probability (1−ci). Obviously, refusing a trustworthy request
is evaluated with a reputation decrease, as opposite to the
reputation increase determined by a satisfactory service.

Property 7. How does requestee’s reputation vary in the
case of non-cooperative requestees?

For analysis purposes, we consider a honest requester
and three risky requestees with initial reputation low = 2.
In Fig. 9a we evaluate Property 7 for the first requestee
as a function of parameter c1. In particular, we report its
average relative reputation variation after 50 requests in
two different cases, depending on the behavior of the other
two requestees. In the first case, they are fully cooperative
(i.e., c2 = c3 = 1), while in the second case they are
partially cooperative (i.e., c2 = c3 = 0.5). In general, the
lack of cooperation has a negative impact upon reputation
of the first requestee, while it converges towards the top
level as c1 increases. We also observe that the reputation
variation is slower in the first case with respect to the
second case. The reason is that in the first case most of
services are required to the two cooperative requestees,
whose reputation increases rapidly thanks to their prosocial
behavior. In order to emphasize the benefits of cooperative
behaviors, in Fig. 9b we evaluate Property 3 for the first
requestee in the two cases above. Notice that in the second
case the number of services accepted by the first requestee
increases dramatically whenever its attitude to cooperate
becomes higher than that of the other two requestees.

Finally, we verify how the observed results scale by
considering five requestees (four risky and one cautious with
the same parameters assumed in the analysis of Fig. 3). It
is worth comparing the obtained results, see Fig. 10, with
those of Figs. 3a and 3b. The analogy is emphasized by the
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(a)

(b)

Figure 9: DTMC analysis: verification of Properties 7 and 3
with non-cooperative requestees.

fact that the average expected earnings are exactly the same
as those of Fig. 3d.

IV. CONCLUSION

Mixed incentive strategies, combining reputation and
price-based mechanisms, have proved effective in inducing
prosocial behaviors while isolating selfish or cheating nodes
in a community [6]. A cooperation process entailing both
trust management and virtual currency to support mixed
incentive strategies has been recently proposed for user-
centric wireless networks [4]. This paper has reported the
results obtained by applying model checking techniques to
provide formal evidence of the properties of such a process.

In summary, cooperation incentives work properly for
both the requester and the requestee. On one hand, a honest
behavior of the requester is motivated by a higher number
of accepted services at a lower average cost with respect to
the results obtained by a possibly cheating requester. On the
other hand, both the reputation and the cooperative attitude
of the requestee have a positive impact upon the amount
of delivered services and the related earnings. This relation
is exacerbated whenever the requester adopts a prioritized
model for choosing the requestee during the discovery phase.
Moreover, from the viewpoint of the requestee, cautious
choices for the values of dispositional trust, minimum trust

Figure 10: DTMC analysis: verification of Properties 3 and
4 with 5 requestees.

level required to access the service, and all the configuration
parameters affecting the trust adjustment, impair directly the
trading volume and indirectly the reputation if in the same
network cooperative requestees are active.

The formal approach adopted in this work is currently
under development in order to build a design tool to be used
to assist the design and configuration of mixed incentive
strategies in real-world user-centric networks. In particular,
we are considering variants of the formal model taking into
account more requestee’s profile combinations and configu-
ration parameter settings. This extended study is intended
to integrate the overview provided in this work with a
complete sensitivity analysis. We conclude by observing that
the perspective provided in this paper is under consideration
for being adopted by the ULOOP Consortium [14].
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Abstract— In this work, the performance of a store-and-

forward protocol in M2ANET is investigated. The current 

protocols in MANETs require an end-to-end connected path 

between source and destination to transmit data. In a store-

and-forward protocol packets are allowed to be carried at any 

node for a period of time until the node gets connected to 

another node and is able to retransmit the packets. The store-

and-forward protocol is shown to maintain communication 

even if the end-to-end connection never occurs. Among the 

proposed store-and-forward protocols the GPS (Global 

Positioning System) enabled produce the largest throughput in 

the network.  

Keywords-store-and-forward protocols; disturbance–tolerant 

network; MANET; M2ANET; network simulation.  

I.  INTRODUCTION 

A network is a number of computers or devices that are 

connected to each other through physical or wireless links. 

An Ad Hoc network is a type of local area network where 

each individual device in this network can communicate 

directly with any other device in a peer-to-peer style. This 

arrangement eliminates the involvement of a central device 

that acts as a base station or a router. Ad Hoc networks 

operate with the absence of a fixed infrastructure. The nodes 

in Ad Hoc networks can be hosts as well as routers which 

allows a message to be transmitted form node to node 

through the network until it reaches its final destination 

[1,2]. 

A MANET (Mobile Ad Hoc Network) is a type of Ad 

Hoc network with mobile nodes moving around [1,2]. The 

mobile nodes in a MANET change locations and re-

configure connections between the nodes as needed. Due to 

the spontaneous and dynamic nature of a MANET, routing 

is a challenge. There are two aspects of MANET 

networking that are affected by the node movement: (i) 

changes in the network topology, and (ii) intermittent 

connectivity [3].  

A response to the changes in the network topology is 

typically built into the MANET routing protocols. A 

specialized routing protocol for MANETs, like DSR 

(Dynamic Source Routing) [8], discovers routes 

dynamically when the source node attempts to send the data, 

and when a route is broken the protocol initiates a route 

discovery again. 

 
Intermittent connectivity calls for an altogether different 

approach to transmitting data in a network. When a 
permanent path between a source and the destination cannot 
be maintained, the routing protocol must rely on a store-and-
forward approach [4]: the data can be transferred from node 
to node as a set (bundle) rather than one packet at a time [5]. 
Such an approach to data transmission is called Delay 
Tolerant Networking (DTN, also known as Disturbance 
Tolerant Networking) [5]. 

We propose to use for communication such a DTN 
mobile network with nodes moving randomly and sending 
data using a store-and-forward protocol. Such a network will 
appear as a formless communication medium consisting of a 
cloud of mobile nodes. We call this scenario M2ANET for 
Mobile Medium Ad Hoc Network [17]. 

We start by presenting a literature review in Section II. 
We review in details the protocols used in both MANETs 
and DTNs respectively. In Section III, we discuss our 
research objective. In Section IV, we describe our proposed 
solutions. In Section V, we describe the simulation 
environment. In Section VI, we present the results. Finally, 
we conclude the paper and give some ideas for future work. 

II. STATE OF THE ART 

A. Protocols used in MANETs 

Many protocols have been proposed to work in 

MANETs. Each one of these protocols has specific 

properties and structure to deliver a solution to a problem 

facing MANETs.  A wide range of these protocols have 

been categorized into three major categories. These 

categories are Proactive Routing Protocols, Reactive 

Routing Protocols and Hybrid Routing Protocols [7, 8].  

In proactive routing protocols, each node in the MANET 

network stores a table holding information about the other 

nodes in the network. Depending on the implementation of 

the protocol, the table might hold information about every 

other node in the network or some selective nodes [7]. 

These tables are updated periodically or whenever the 
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topology of the networks changes [7, 8, 9]. The protocols in 

this category differ in the way they update the table/s and 

the information kept in them. Examples of protocols that fall 

under this category are DSDV (Destination Sequenced 

Distance Vector), WRP (Wireless Routing Protocol), GSR 

(Global State Routing), FSR (Fisheye State Routing), STAR 

(Source Tree Adaptive Routing) and DREAM (Distance 

Routing Effect Algorithm for Mobility). 

Instead of updating the tables of all the nodes in the 

network, in Reactive Routing Protocols, updates are only 

preformed on the nodes that need to send data at a specific 

time. This is called On-demand routing [7, 8]. This means 

the route from the source to the destination is determined 

upon sending. Usually the source floods packets into the 

network to determine the best route to the destination. The 

packets flooded are small packets known as route  

request packets (RREQ) [8]. Based on the 

acknowledgment/response/replay resulting from sending 

(RREQ), the best route is chosen to deliver the data. 

Reactive/On-demand routing is further categorized into two 

categories known as hop-by-hop routing and source routing 

[7, 8]. The difference between these two categories occurs 

in the header of the sent packets. In source routing, the full 

information of the address is stored in the packet header. In 

hop-by-hop routing, only the addresses carried by a packet 

are the final destination address and the next hop address. 

The source routing is reported to be inefficient due to the 

overhead resulting from carrying too much information in 

the packets headers. Reactive/On-demand protocols are 

reviewed in [8] and include AODV (Ad Hoc On-demand 

distance vector), DSR (Dynamic Source Routing), ROAM 

(Routing On-demand acyclic multi-path), LMR (Light-

weight Mobile Routing), TORA (Temporally Ordered 

Routing Algorithm) and ABR (Associativity-Based 

Routing). 

Hybrid Routing protocols adopt a mix of the first and 

second categories’ properties. Hybrid routing protocols are 

reviewed in [7] and include ZRP (Zero Routing Protocol), 

ZHLS (Zero Based Hierarchical Link State), DST 

(Distributed Spanning Trees based routing protocol) and 

DDR (Distributed Dynamic Routing). 

B. Protocols used in DTNs 

Due to the repeated end-to-end connection loss, routing 

in DTN (Disturbance Tolerant Network) is challenging. A 

store-and-forward approach is used often in such networks 

[4]. In Store-and-forward, a message is stored in an 

intermediate node until the node sees an opportunity to 

retransmit the message. This gives the DTNs the advantage 

of delivering the message without the need of an end-to-end 

connection. The routing protocols in a DTN are designed to 

overcome the problem of repeated disconnections. They are 

two categories of DTN protocols: Deterministic Routing 

Protocols and Dynamic or Stochastic routing protocols [10]. 

In Deterministic DTNs, the future topology of the network 

is known or could be predicted simplifying finding a route.  

In Dynamic DTNs, the topology is not known. Dynamic 

Routing Protocols differ in the way they make decision to 

which node a message is forwarded. Two routing strategies 

are used in DTNs; one approach is called flooding 

(replication-based) routing and the other one is called 

forwarding [12]. In flooding [11, 12, 13], multiple copies of 

the same message are sent to other nodes in the network. 

These nodes stores these multiple copies until one of them 

come in contact with the destination node then; the message 

is retransmitted and delivered to the destination. The 

advantage of such a strategy is to increase the probability of 

a message getting delivered. Different types of flooding 

have been investigated in the literature. These types include; 

Two-Hop Relay, Tree Based Flooding,  Spray and Wait 

[14], MaxProp strategy and Epidemic Routing [12]. In 

Epidemic routing, each node sends the message to be 

delivered to each other node in range. A node accepts a 

message only if it does not already have another copy of the 

same message in its buffer. Flooding strategy suffers from 

bandwidth consumption due to the multiple copies of the 

same message circulating in the network. The multiple 

copies along with the repeated transmissions, lots of storage 

space are wasted. This raises the need of having a recovery 

scheme to deal with the copies of the data left in the 

network after a message is delivered. One solution is to 

introduce a life time parameter where a message is 

discarded if it has been carried for a period exceeding its life 

time. This life time scheme is optimal since the message 

would not reach the destination if the life time is too short. 

If it is too long, the storage capacity would be wasted. 

Another recovery scheme introduces acknowledgments that 

are flooded into the network once a message is received at 

the final destination. Each node in the network receives such 

acknowledgments. Then, it deletes the corresponding 

message stored in its buffer. These acknowledgments could 

be used as a way to guarantee successful delivery [10].  

Forwarding strategy uses local or global knowledge to 

find the best path (i.e., the existing shortest path) to deliver a 

message without having to create multiple copies. One 

forwarding algorithm is the Single Hop Transmission 

(Direct Delivery) where the source sends a message to the 

destination only if the destination is in range [10, 12, 13]. 

This means that the message does not propagate through the 

network and needs not to be stored and forwarded by any 

intermediate node. This type of forwarding suffers from 

long delays [12, 13]. First Contact Routing is another type 

of forwarding [10, 12, 13]. In First Contact Routing, a 

message is forwarded to an in-range randomly chosen 

neighbor. The decision made to choose a random node is not 

efficient since this randomly-chosen node might not be 

moving towards the destination. The drawback in First 

Contact algorithm is that a message might be exchanged 
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between only two or three nodes all the time which causes 

transmission delay or even loss of data.  

Another type of forwarding algorithm is location-based 

routing algorithm [12, 15]. This algorithm makes use of the 

physical location of the nodes. The physical location could 

be provided the Global Positioning System (GPS). The best 

path (i.e., the shortest) is determined upon the location of 

the source, the destination and the intermediate nodes. One 

location-based strategy is to forward the message to a node 

that is closer to the destination than the current node [16]. 

Another location-based algorithm is called Motion Vector 

(MoVe) which uses knowledge about location, velocity, and 

direction of a node to determine the closest and best path to 

the destination node [16].  

C. The Mobile Medium Network Model 

While a conventional view of a MANET is a (fully) 

connected network, we proposed in [17] to use a MANET as 

simply a medium for establishing a connection between two 

selected terminal stations. This medium is formed by the 

MANET nodes with forwarding capability allowing data to 

propagate through the medium in a way analogous to 

interaction between gas molecules allowing for the 

propagation of sound waves in a medium like air. This view 

differentiates explicitly between two MANET node types: 

(i) the terminal nodes (two communicating stations), and (ii) 

the mobile routing nodes (all other nodes in the MANET). 

We call such a network a Mobile Medium MANET, or 

M
2
ANET (pronounced "square(d) MANET" or “MANET 

Two”) [17]. The main task of the M
2
ANET is to establish 

communication between the terminal nodes (and not 

necessarily to link all the MANET nodes into a connected 

network). We propose to separate the network nodes into 

two categories: the terminal nodes and the communication 

nodes. A "cloud" of communication medium nodes forms a 

medium through which the communication channel is 

formed. The objective of this proposed research is to 

demonstrate the principles of the new M
2
ANET and to 

establish the conditions under which a channel is established 

between two (fixed, or mobile) stations by means of 

forwarding in a mobile medium network. As opposed to a 

typical approach of studying MANETs, e.g. the study 

described in [18], in this scenario some mobile nodes may 

become isolated without a detrimental effect on the channel 

formation. 

To further the idea of working with a mobile medium 

rather than having to deal with the individual nodes, we 

investigated a hypothesis that the performance of a mobile 

medium network depends on the characteristics of the 

mobile medium, rather than the performance (continuity of 

operation) of any one network node [19]. In a simulation 

experiment we switched the network nodes on and off 

periodically (i.e., put them to sleep) and shown that, given a 

sufficient number of nodes, such a network would still be 

able to transmit data reliably. In other words: in the 

experiment the performance of the network depended on the 

characteristics of the medium (density) rather than the 

performance of individual nodes (on/off states). 

III. OBJECTIVES 

In order to exchange messages or packets between any 

two nodes, the existing MANET networks require an end-

to-end direct path. Without a closed path no data gets 

through to the destination. The same applies to the new 

M2ANET; the mobile medium only “conducts” the message 

if it is “continuous” between the source and the destination. 

In order to overcome this problem, a message may be 

carried by the intermediate nodes and may have to stay there 

for some time until the nodes get connected to other nodes, 

which essentially follows the principle of store-and-forward 

approach. Then, the message is retransmitted again. In other 

words, thanks to store-and-forward capability the mobile 

medium (and M2ANET) acquires some inherent storage 

capacity, and can breach the temporary gaps in its continuity 

if they occur. Our objective is to test such a scenario by 

simulating different versions of store–and-forward protocols 

for establishing communication between two selected nodes 

and compare them to a standard scenario when a closed path 

between terminal nodes is required.  

IV. PROPOSED SOLUTIONS 

Different versions of store-and-forward protocols are 

proposed in this paper. The difference between these 

versions is in the algorithms that are used to forward the 

packets. The common property which all versions share is 

the ability to carry/store a message for a while until a 

connection occurs.  

These versions are; (1) First hop in the list routing (FLR), 

(2) closest hop routing (CHP) and (3) farthest hop routing 

(FHR). By introducing a GPS location (Global Positioning 

System), so that the distance to each node in the topology is 

known, (4) the closest to the destination routing (CGPS) and 

(5) forwarding to the hop that has the best next location to 

the destination (NGPS) are proposed. One last version of the 

store-and-forward protocol is simple flooding. In order to 

understand the underlying implementation of each version, a 

brief discussion is mandatory.  

The connectivity between the nodes is stored and 

maintained as a matrix of 0s and 1s, which means not 

connected and connected respectively.  In “First in the list 

routing”, the first node spotted, by the node currently 

carrying a packet (the carrying hop), is the one the packet is 

forwarded to. In “closest hop routing”, the distance between 

each connect node is calculated and the packet is forwarded 

to the one that is closest to the carrying node (in other 

words, the one having the strongest transmission signal).  In 

“farthest hop routing”, the packet is forwarded to the 

farthest node from the carrying node (in other words, the 

one having the weakest transmission signal).  
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In GPS-enabled routing, the current position of the 

destination is known to all the nodes in the network. In 

closest to destination routing, the distance between every 

connected node and the destination is calculated and sent to 

the carrying hop. The packet then is forwarded to the closest 

node to the destination.  Since there is movement involved 

in the network, it cannot be guaranteed that the closest node 

to the destination is not moving away from the destination. 

To overcome this issue, forwarding to the closest next 

location to the destination is proposed. Rather than sending 

the packets to the closest current location of the node to the 

destination, they are forwarded to the node that has the 

closest next location to the destination.  

V. SIMULATION ENVIRONMENT 

 A customized JAVA simulator was used to simulate the 

network and to develop the store-and-forward protocol. The 

JAVA simulator provides a controlled environment for 

testing the store-and-forward protocol and (unlike a standard 

off the shelf simulator, e.g., NS2 [20, 22]) provides a full 

control over the parameters and the algorithms used by the 

store-and-forward protocol. To simplify the simulation, 

some assumptions have been made. To be able to accurately 

monitor the data flow, it was decided that there was only 

one source sending and one destination giving only one data 

flow. To better visualize the network as well as to better 

understand how the intermediate nodes move, the source 

and the destination were assumed to be stationary with all 

other nodes mobile. Another assumption is related to the 

forwarding mechanism. It is assumed that packet 

transmission and delivery takes exactly 200 ms for every 

node (forwarding cycle). In 500 byte packets, this 

corresponds to the link transmission rate of 5kbps (assuming 

zero propagation time). In each forwarding cycle, only one 

packet is sent form each node if the node has a packet to 

transmit. Another assumption is regarding the type of the 

data flow and the data generator. The data generator is 

assumed to generate CBR traffic (Constant Bit Rate), with 

no acknowledgements required, at the source with fixed 

interval (one packet every 800 ms) between each packet 

generated. The packet is carried in the node for at most 10 

seconds and then, if not retransmitted, is dropped. Buffers 

were introduced in each node buffering no more than 50 

packets at a time. If the buffer is full, it is assumed that the 

node is not going to receive any more packets until the 

buffered packets get resent or dropped. In case of the buffers 

in the sending and receiving end nodes, a drop tail queue 

was introduce at the source which allow dropping the new 

generated packets if the buffer is full. At the receiving end, 

the buffer size is assumed to be infinity due to the fact that 

the receiving end is the final destination of the packets. 

The movement of the nodes is random in our simulator. 

The way the nodes move is by generating a random X and Y 

coordinate (treated as the next location and bounded by the 

network area) and then moving at a constant speed towards 

this next location. After the next location is reached, it is set 

to be the current location and a new next location is 

generated. The movement pattern used in the simulation is 

the same pattern used by the SetDest utility supplied with 

NS2. 

We investigated the randomness of the movement 

generated for our custom generator by calculating Variance 

to Mean Ration (VMR) and comparing it to the standard 

setdest movement generated in NS2 [22].  Throughout the 

simulation we divided the area into 64 quadrats, recorded 

node positions every 10 seconds and counted the nodes 

falling into 36 interior quadrats of the 8*8 grid. At each 

instance (101 samples used), the count in each of the 36 

quadrats was used to calculate the mean and the variance.  

The VMR ratios for NS2 setdest and for our generator are 

plotted in Figure 1. The VMR values for our generator fall 

in the same range on the VMR value for setdest. 

 
Figure 1. Comparison between setdest and our custom generator. 

VI. RESULTS 

We run the simulation of M2ANET using five different 

versions of DTN protocols proposed in Section IV. The 

results are compared based on the delivery ratio. We 

compare the number of bits received for different DTN 

protocols among themselves and against an idealized 

scenario where data would be transferred between the 

source and destination over a closed end-to-end path, when 

it exists. Two simulation scenarios were used in testing. One 

with N=7 mobile nodes and the other with 50.  

Figure 2 shows the end-to-end connectivity between the 

source and destination during the simulation captured from 

the first simulation scenario with low density (N=7). 

 

 
Figure 2. End-to-end connectivity for a scenario with N=7 nodes 

(connectivity is ZERO all the time). 
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Figure 3. Instantaneous throughput for different protocols for a scenario 

with N=7 nodes. 

 
Figure 4. Total number of bits received (N=7). 

     The graph shows that, in this experiment, the source and 

the destination are never connected by a closed path. Lack 

of end-to-end path in conventional MANETs prevents the 

data from being delivered.  

     Figure 3 shows the throughput resulting from 

implementing different versions of the store-and-forward. 

Although, there was no end-to-end path between the source 

and the destination, a store-and-forward protocol allows the 

data to go through and be delivered to the destination. GPS-

enabled versions, CGPS and NGPS, allow for the largest 

amount of data to be delivered.  

     Figure 4 shows the total number of bits received at the 

destination resulting from using different versions of store-

and-forward protocol. Again, the graph shows that the GPS-

enabled versions have the highest delivery.  

 

 

Figure 5. End-to-end connectivity for a scenario with N=50 nodes. 

 

Figure 6. Instantaneous throughput for different protocols for a scenario 

with N=50 nodes. 

 
Figure 7. Total number of bits received (N=50). 

     Figure 5 shows the end-to-end connectivity between the 

source and the destination in the second experiment with 

high node density when the number of nodes is 50 (N=50). 

With more nodes used for the experiment the end-to-end 

connectivity occurs periodically, i.e., when the mobile nodes 

are positioned close one to another and forming a path from 

the source to the destination.  

     The total time of end-to-end connectivity recorded in this 

experiment was 6300 ms. If we use 5kbps link rate we can 

estimate the maximum possible number of bits delivered. 

The estimated number of bits delivered over the 5kbps 

connection is 18,000 bits. This would be the maximum 

throughput achievable using a conventional MANET.  

     The throughput for the store-and-forward protocol for 

N=50 is shown in Figure 6. The total number of bits 

delivered is in Figure 7. For NGPS protocol, we recorded 

1,200,000 bits received in the course of the experiment.  

 

 
Figure 8. Store-and-forward vs. end-to-end protocols performance. 
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The clear advantage of the store-and-forward protocols 

over any protocol based on end-to-end connectivity only is 

clearly illustrated in Figure 8. The graph show the number 

of bits delivered from source to destination in a mobile ad 

hoc network for the best of the investigated store-and-

forward protocols (NGPS) vs. the theoretical maximum for 

any end-to-end connectivity based MANET protocol all 

simulated at different node density (for the number of nodes 

ranging from 7 to 250). We observe that a store-and-forward 

protocol gives the top performance at N=50 nodes, while 

end-to-end connectivity based protocol requires at least 

N=250 node to achieve the same number of bits delivered.  

VII. CONCLUSION AND FUTURE WORK 

We used simulation to compare the number of bits 

delivered by a M2ANET store-and-forward protocol vs. an 

end-to-end connectivity based protocol. The simulation 

shows that, under the simulated conditions, a store-and-

forward protocol offers the same throughput (i.e. bits 

delivered) as connectivity based protocol but with only 20% 

of the mobile nodes required (N=50 vs. N=250) in 

M2ANET.  

In the future, we plan to investigate the role of mobile 

node characteristics in M2ANET for example the buffer size 

and the data retention time at the node on the throughput of 

M2ANET. We also plan to investigate other performance 

characteristics of store-and-forward protocols in M2ANET 

like the propagation delay.  
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Abstract—The proposed service suggest the visitor a museum 
which is currently better to attend, based on visitor preferences 
and current situation in the region. For this purpose, smart 
environments of region museums have to be organized. The 
smart environment is a decentralized infrastructure which 
allows different devices to share required information between 
them. Every user of the smart museum service has a mobile 
device connected to the smart environment. This mobile device 
communicates with other devices of the smart environment to 
suggest the best museum for attending at the moment, and 
prepares an excursion plan for this museum. Prepared 
excursion plan based on the visitor’s preferences, the current 
amount of visitors in each museum room and other context 
information (closed exhibits, reconstructions, seasonal 
exhibitions and other) acquired from Internet and intranet 
services. Proposed service increases popularity of small and 
medium museums in the world, reduces traffic jams in 
museum rooms, and allow museum visitor to plan his/her time 
more efficiency way. 

Keywords-knowledge management; ontologies; Internet 
services; user profiles; smart environment; decentralized 
architecture; indoor positioning. 

I.  INTRODUCTION 
The paper extends the approach to context-oriented 

knowledge management for supporting visitors through their 
mobile device in museum smart environment (presented in 
AFIN 2011 conference [1]) to assist visitors in an area with 
several museums. 

Recently, the tourist business has become more and more 
popular. People travel around the world and visit museums 
and other places of interests. They have a restricted amount 
of time and usually would like to see many museums. 
Proposed service increases popularity of small and medium 
museums in the world. However, overwhelming majority of 
these museums has limited space for visitors causing 
accumulation of visitors and increasing waiting time for 
them. 

In this regard an approach is needed, which allows 
assisting visitors (using their mobile devices), in planning 
their museum attending time and excursion plans depending 
on the context information about the current situation in the 
museum (amount of visitors around exhibits, closed exhibits, 
reconstructions and other) and visitor’s preferences. 

Usually, smart and medium museums have a limited 
amount of money and often purchasing a set of expensive 
audio guides is not possible for them. 

The main benefit of the presented approach is assisting 
visitors in the museum smart environment using personal 
mobile devices. Such mobile devices should have Wi-Fi 
connection and possibility to show appropriate information 
to visitors. 

Main problems of the approach are: 
- To organize information sharing possibilities 

between different devices in museum; 
- To determine indoor position of the visitor; 
- Tto develop context driven ontology-based approach 

for assisting visitors in museum. 
The smart environment is an aggregation of devices, 

which can interact with each other and use pertinent services 
regardless of their physical location. Such technology has a 
decentralized architecture and allows seamless integration 
with other systems, services, and program modules. 

Decentralized smart environment in the proposed 
approach allows mobile device of every visitor acquire 
information from other visitor’s mobile devices and services 
(e.g., museum services or external services) and based on 
this context information make own decision about the best 
excursion plan for this visitor taking into account visitor’s 
preferences. 

Research efforts in the area of the smart environment 
have become very popular recently. Such topics of research 
as smart home, smart car, etc. are widely discussed on 
research conferences (e.g., Smart Homes [2], RuSMART 
[3]). In such systems all elements have to interact and 
coordinate their behavior without any user intervention. 

Modern tendencies of information & communication 
technologies require development of stable and reliable 
infrastructures to extract and keep different kinds of 
information and knowledge from various members of the 
smart environment. The smart environment assumes more 
than one device that uses common resources and services. 
One of the most appropriate approaches to implement such 
infrastructure is applying knowledge management systems. 

There is a large amount of research works in the area of 
indoor positioning, e.g., Google Indoor Maps [4], Qubulus 
indoor positioning [5], Walkbase indoor positioning platform 
[6], Ericsson Labs [7], Intel Place Lab [8]. Broadcom 

48Copyright (c) IARIA, 2012.     ISBN:  978-1-61208-211-0

AFIN 2012 : The Fourth International Conference on Advances in Future Internet

                            55 / 77



introduces new GPS chip (BCM4752), offering a platform 
for development of indoor positioning applications [9]. 

Our experiments show that it is possible to determine 
visitor’s position in the museum using Wi-Fi with accuracy 
of 2-3 meters. For this purpose, a set of Wi-Fi hot spots 
should be placed in a certain way. 

Museums of a certain area can be considered as a smart 
environment where each exhibit, group of exhibits, or 
museum is represented by a service or a set of services. Each 
device can interact with these services and with other 
devices. The visitor’s mobile devices interacts with each 
other and with different services in museum smart 
environment and provides the visitor with an acceptable plan 
of museum attendance, excursions inside museums based on 
the museum context (amount of visitors at exhibits, closed 
exhibits, reconstructions and other) and visitor’s preferences.  

Visitor’s mobile device can also provide textual, 
graphical, video and audio information about the exhibition 
for the visitor in his/her language. 

The following scenario can be considered. A tourist 
arrives to St. Petersburg. He/she is going to attend the 
Hermitage, the Museum of Karl May Gymnasium History, 
Dostoevsky museum. The tourist adds his/her interests to the 
user profile within the intelligent museum visitor’s support 
system. The intelligent museum guide suggests the visitor to 
see the St. Isaac Cathedral and Kunstkamera too. It proposes 
the visitor to attend at first day the Hermitage, because it is 
Wednesday (usually on Wednesdays the Hermitage is less 
crowded). When the visitor’s mobile device connects to the 
museum smart environment, acquires current situation in 
preferable for the visitor museums and proposes to attend the 
Dostoevsky museum and Kunstkamera. When the visitor 
approaches the exhibit he/she gets audio, textual and video 
information about it from appropriate services through the 
Internet or intranet. 

The rest of the paper is structured as follows. Section II 
presents an overview of mobile museum guides systems and 
indoor positioning systems. Section III introduces developed 
approach to knowledge management in museums smart 
environment. Information model of museum visitor’s profile 
is given in Section IV. The case study can be found in 
Section V. Main results are summarized in Section VI. 

II. RELATED WORK 
There are several research works and projects related to 

assisting visitor in museum and providing information about 
museum exhibition. The following ones are worth to be 
mentioned. 

Google Art Project [10] is a tool from Google that lets 
user visit world’s most important museums of art, via a 
virtual tour. The Art Project is available for more than a 
thousand works of art. 

The overall objective of the SMARTMUSEUM project 
[11] is to develop a platform for innovative services 
enhancing on-site personalized access to digital cultural 
heritage through adaptive and privacy preserving user 
profiling.  

The main research activity of HIPS project [12] is 
development of an approach for navigating artistic physical 

spaces (i.e., museums, art exhibitions). The system is meant 
to provide the visitor with personalized information about the 
relevant artworks nearby. The information is mainly audio in 
order to let the user enjoy the artworks rather than interacting 
with the tool. 

Bohnert et al. [13] describe a system for providing a 
visitor with a challenge of selecting the interesting exhibits 
to view within the available time. It includes the 
recommendation and personalization process, i.e., the 
prediction of the visitor’s interests and locations in a 
museum on the basis of observed behavior. 

Kuflik et al. [14] describe an approach for supporting 
users in their ongoing museum experience, by modeling the 
visitors, “remembering” their history and recommending a 
plan for future visits. This approach identifies some of the 
technical challenges for such personalization, in terms of the 
user modeling, ontologies, infrastructure and generation of 
personalized content. 

Project CRUMPET [15] has realized a personalized, 
location-aware tourism service, implemented as a multi-
agent system with a concept of service mediation and 
interaction facilitation. It has had two main objectives: to 
implement and trial tourism-related value-added  services for 
nomadic users across mobile and fixed networks, and to 
evaluate agent technology in terms of user-acceptability, 
performance and best-practice as a suitable approach for fast 
creation of robust, scalable, seamlessly accessible nomadic 
services. 

Existing systems don’t take into account information 
about the current situation in the museum, and they are 
oriented to assist user only in one museum whereas the 
proposed approach allows monitoring the current situation in 
several museums and its using for visitor assistance. Also, 
the approach presented in the paper allows using visitor’s 
mobile device for assisting the user. It is not needed to 
provide special equipment for museums. 

Therefore, the indoor positioning problem needs to be 
considered. 

F. Bohnert et al. [16] mentioned that there are two major 
schemes of indoor positioning: signal propagation and 
location fingerprinting. They have proposed several 
algorithms (based on both schemes) for indoor positioning 
and compared it. Each algorithm has advantages and 
drawbacks described in the paper in detail. 

In [17] T. Kuflik et al. present Wi-Fi-based indoor 
positioning technique with position accuracy of one to three 
meters. The technique was tested on the Nokia 770 Internet 
tablet. 

Place Lab [8] project’s aim is to determine user location 
indoor and outdoor. Technically, the system is based on 
radio beacons, which periodically sent radio signals by 
Wireless LAN access points, fixed Bluetooth stations, and 
GSM towers. Accuracy of the presented approach is 13-30 
meters. 

EZ Localization algorithm is presented in [18]. It is a 
configuration-free indoor localization scheme that uses 
existing Wi-Fi infrastructure to localize mobile devices. The 
accuracy of EZ approach is about 2 meters. 
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The Horus [19] is a WLAN Location Determination 
system characterized by high accuracy: through a 
probabilistic location determination technique and low 
computational requirements: through the use of clustering 
techniques. 

RADAR [20] is a radio-frequency based system for 
locating and tracking users inside buildings. RADAR is 
based on empirical signal strength measurements as well as a 
simple yet effective signal propagation model. Accuracy of 
the RADAR is a few meters. 

In [21], an indoor localization application leveraging the 
sensing capabilities of the current state of the art smart 
phones is presented. Application is implemented for the 
using on smart phones and it integrates offline and online 
phases of fingerprinting. Accuracy of presented approach is 
up to 1.5 meters. 

There are many systems and services which solve the 
problem of indoor positioning. Some considered papers 
propose algorithms and some propose the complete services 
or applications which can be used for determining indoor 
position. 

III. ONTOLOGICAL APPROACH OF SMART MUSEUMS 
SERVICE 

The approach presented in the paper relies on the 
ontological knowledge representation. The conceptual model 
of the proposed ontological approach is based on the earlier 
developed ideas of knowledge logistics [22]. In this work, 
the ontology is used to describe knowledge and information 
in the smart environment. It allows providing interoperability 
between different devices in smart environment. 

The architecture of the approach is presented in Figure 1. 
Mobile devices interact with each other through the smart 
environment. Every visitor installs smart environment client 
to the mobile device. This client shares needed information 
with other mobile devices in the smart environment. So, each 
mobile device can acquire only shared information from 
other mobile devices. When the visitor registers in the 
service, his/her mobile device creates the visitor’s profile 
(which is stored in a cloud and contains long-term context 
information of the visitor). This profile allows specifying and 
complements visitor requirements in the smart environment 
and personifying the information and knowledge flow from 
the service to the visitor. Utilizing of clouds for keeping user 
profiles allows visitors to change their mobile devices 
without loosing any settings for using the system. As clouds 
keep only user profiles, which consist of small amount of 
data, it is not needed to think about performance of this 
access.  

 
Figure 1. Architecture of the proposed approach 

Each time when the visitor appears in the smart environment, 
the mobile device shares information from the visitor’s 
profile with other devices. 

Visitor context accumulates and stores current 
information about the visitor in the smart environment 
(current visitor context). It includes: 

- Visitor location; 
- Museum reaching times for the visitor; 
- Current weather (in case of rain it is better to attend 

indoor museums); 
- Visitor role (e.g., tourist, school teacher); 
- Information about closed at the moment museums or 

exhibits; 
For getting external information for different system 

modules, the services are used. Four types of services are 
proposed: 

- Positioning service (calculates current indoor and 
outdoor positions of the visitor based on raw data 
provided by visitor mobile device); 

- Information service (provides visitor mobile device 
with needed information about exhibits, e.g., 
Wikipedia, Google Art Project, other information 
services, museum internal information services); 

- Current situation service (provides information about 
the current situation in the region, e.g., weather, GIS 
information, traffic information); 

- Museum / exhibition (provides information related 
to the museum and exhibits, e.g., holidays, closed 
exhibits). 

The proposed ontological approach to Smart Museums 
Service is presented in Figure 2. 

Each visitor has a mobile device, which communicates 
with mobile devices of other visitors (shares own 
information to them and gets needed information), uses 
different services for getting and processing information, 
accesses and manages the visitor’s profile, and processes 
information and knowledge stored in visitor context. 

Visitor’s profile and context have stored in the cloud, 
which allows visitors to access them from any internet 
enabled devices (when the visitor changes his/her mobile 
device it is needed only to install the appropriate software to 
use the new device). Also, clouds allow transferring complex 
calculations from mobile devices to the clouds. 

The visitor context is formed based on the interaction 
process between the visitor’s mobile device and different 
services through the smart environment. The context is the 
description of the visitor’s task in terms of the ontology 
taking into consideration the current situation in the museum. 
Visitor’s task in the proposed approach is a list of museums 
the visitor would like to attend. 

Ontology in the smart environment is used for the 
interoperability support of different mobile devices and 
services. It describes the main terms used for the museum 
smart environment description and relationships between 
them. Mobile devices and services use the ontology for the 
information and knowledge exchange. 

The following scenario for using the proposed service is 
considered. 
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Figure 2. Ontological Approach of Smart Museums Service 

A visitor arrives to a region. His/her mobile device finds 
the museums the visitor is going to attend in this region 
(stored in the visitor’s profile). The mobile device generates 
the context, which describes the current situation of this 
region. It connects to different services to extract information 
about interesting museums (working time, closed museums, 
closed exhibitions, statistical occupancy of interesting 
museums for the next few days) and propose to the visitor 
preliminary interested museums attending plan. 

When the visitor is going to attend the museum (next 
day), the mobile device updates the context by current 
situation in the region, e.g.: weather (in case of rain it is 
better to postpone attending outdoor museums), traffic 
situation on the roads, current museum occupancy, and 
expected museum occupancy (based on communicating with 
mobile devices of other visitors). Based on this information, 
the corrected museum attending plan can be proposed to the 
visitor. 

When the visitor enters the museum an acceptable path 
for visiting museum rooms is built based on the museum 
room occupancies at the moment. Using location service and 
Wi-Fi infrastructure the mobile device calculates the visitor’s 
location and shares it with other devices. Information about 
exhibits is acquired from the information service and 
displayed on the visitor’s mobile device. 

IV. VISITOR’S PROFILE 
Most of user profile models include such information as: 

first name, last name, gender, date of birth, languages, and 
contact information and user position. This information is 
also important for intelligent museum visitor’s support. 
Based on this information the service can update the 
excursion plan for the visitor. The visitor can hide his/her 
personal information from other visitors for privacy 
purposes. It is stored in the “Personal Information” module 
(Figure 3). 

Museum visitors can have different roles (e.g., individual 
visitor, family, group of schoolchildren and other). 
Intelligent museum visitor support system can take into 
account this information for building the plan of the 
excursion. Some parts of the visitor’s profile can be hidden 
from other visitors (for example, if the visitor would like to 
attend museum anonymously). For this purpose the visitor 
has to choose which information can be accessible to other 
devices. It is needed to provide the system with information 
about visitor’s hardware and software capabilities, because 
based on this information the system suggests the visitor 
which types of exhibit descriptions (audio, video, textual) 
he/she can use. This information is stored in the “System 
Information” module (Figure 3). 
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Figure 3. Model of museum visitor’s profile in intelligent museum visitor’s support system 

Since the proposed service is context-oriented, it is 
necessary to determine the location of the visitor in time. For 
this purpose the module “Context Information” is proposed. 
For building an acceptable plan of the excursion the service 
needs information about exhibits preferred by the visitor: 
types of exhibits (paintings, ancient items and other), styles 
of exhibits (modern, impressionism and other), and 
mandatory exhibits the visitor has to see (e.g., Benois 
Madonna, the Hermitage). Also, the visitor’s profile has to 
keep the long-term context information about preferable 
types of exhibit description (audio, video or/and textual), 
excursion duration (how much time the visitor can spend at 
this museum), exhibit occupancies (in case of high 
occupancy of an exhibit the visitor might prefer to skip this 
exhibit or to try to see it later). 

To keep the history of interaction between the visitor’s 
device and the museum smart environment for its further 
analysis, all excursions of this visitor, including the museum 
name, date, plan of the excursion, visitor’s feedback about 
the excursion, and the visitor’s context at the moment of 
excursion are stored in the visitor’s profile. Based on this 
information, the visitor’s preferences and preferred exhibits 
can be semi-automatically identified using ontology-based 
clustering mechanisms described in [23]. 

V. CASE STUDY 
The intelligent museum visitor’s support system has been 

implemented based on the proposed approach. Maemo 5 OS 
– based devices (Nokia N900) and Python language are used 
for implementation. 

An open source software platform (Smart-M3) [26] that 
aims to provide a Semantic Web information sharing 
infrastructure between software entities and devices is used 
for system implementation. In this platform the ontology is 
represented via RDF triples. Communication between 

software entities is developed via Smart Space Access 
Protocol (SSAP) [26]. 

Different entities of the system are interacting with each 
other through the smart environment using the ontology. 
Each device has a part of this ontology and after connecting 
to smart environment it shares a part of the own ontology 
with the smart environment. 

The system has been partly implemented in the Museum 
of Karl May Gymnasium History [27] located in St. 
Petersburg Institute for Informatics and Automation Russian 
Academy of Science building. 

The visitor downloads software for getting intelligent 
museum visitors support. Installation of this software takes 
few minutes depending on operating system of mobile 
device (at the moment only Maemo 5 OS is supported). 
When the visitor runs the system for the first time the profile 
has to be completed. This procedure takes not more than 10 
minutes.The visitor can fill the profile or can use a default 
profile. In case of default profile the system can not propose 
preferred exhibitions to the visitor. 

Response time of the Internet services depends on the 
Internet connection speed in the museum, number of people 
connected to the network, and workload of the services. 
Average response time should not exceed one second. 

A museum attending plan is presented in Figure 4. It 
consists of five museums: the Hermitage, Kunstkamera, the 
Museum of Karl May Gymnasium History, St. Isaac 
Cathedral, Dostoevsky museum. 

Three top screenshots (Figure 5) present the visitor’s 
profile. According to the model of museum visitor’s profile 
in intelligent museum visitor’s support system it consists of 
personal information, system information and visitor 
preferences (preferred exhibits and other preferences). The 
fourth screenshot shows an exhibit description acquired from 
an external Internet service (e.g., Wikipedia). 
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Figure 4. A smaple of museum attending plan in a visitor mobile device in the center of St. Petersburg. 

 
Figure 5. A sample of visitor’s profile and exhibition description on the visitor mobile device. 

VI. CONCLUSION 
The paper presents an innovative ontology-based 

approach to mobile smart museums service for supporting 
visitors in museum smart environment in a region using their 
mobile devices. This approach allows devices of different 
visitors to interact with each other for the purpose of 
generating personal museums attending plan and guiding 
visitor in the area of museum. User profiles allow keeping 
important information about the visitor and using it in the 
smart environment. 

Since there is no the centralized server in the proposed 
system, the performance is affected by the number of visitors 
indirectly. If there are many visitors using the system, the 
bottleneck of the system performance will be network 
capacity and Internet services. 
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Abstract – Recently, the electromagnetic pollution of the envi-
ronment starts to be a highly important scientific and research 
concern. Growing number of the electromagnetic field sources 
have caused the increased interest of the public about poten-
tially harmful effects of the long-term exposure to the electro-
magnetic radiation. As support for the efforts to inform public 
about the real-time and the overall level of the electromagnetic 
field in the environment, our team proposed wireless informa-
tion network – SEMONT, intended for remote and continuous, 
24 hours a day based, monitoring. This paper briefly explains 
the work in progress related to development of SEMONT sys-
tem and dedicated Internet portal for the public presentation 
of the measuring results. Information network SEMONT is a 
unique project at national level and develops within the pro-
gram of technological development of the Republic of Serbia, 
for the period of 2011-2014 year. 

Keywords – electromagnetic field; radiation exposure; wire-
less network; monitoring 

I.  INTRODUCTION 

The electromagnetic (EM) radiation starts to be ordinary 
phenomenon in the last few decades. It is considered in many 
scientific articles, since introduction of the any modern wire-
less transmission technology results with a variety of the EM 
field sources, particularly in range of the non-ionizing radia-
tion [1]. Their presence increases level of the EM field in the 
environment, since they are simultaneously present and most 
likely emits the EM field over the same area as sources that 
already exist in a power system and systems for the power 
transmission (transmission lines, distribution and substation 
equipment), together with sources from systems of radio and 
TV broadcasting.  

Diversity of the EM field sources characteristics enforces 
the problem of the safety of these devices both for the human 
health and the environment. In the same time it gives rise in 
numerous research studies focused on various aspects of EM 
field effects on the biological systems [2]. 

The inevitable EM exposure of the general population in 
their everyday lives resulted in a necessity to keep the public 
informed about the real-time level of the EM fields and their 
distribution in the areas that are related with human activi-
ties. The necessity encourages development and utilization of 
some modern technologies, such as wireless sensor networks 
(WSN), for sophisticated EM field monitoring [3]-[4]. Such 
systems are to be used to get the real-time information about 
the current in-situ EM field strength and in addition for the 
exposure assessment of population in the covered area. 

As a support for the Ministry of the Environment, Mining 
and Spatial Planning of the Republic of Serbia and the mu-
nicipal Agency for non-ionizing radiation protection [5]-[6], 
our research team is requested to develop the EM field moni-
toring network – SEMONT [7]-[9]. This system employs the 
existing WSN technology for the area, broadband, remote, 
automated and permanent monitoring of the EM field level. 
SEMONT performs measurements of the instantaneous and 
the overall level in the range of non-ionizing EM radiation. 
The feature of this system is that results of the measurements 
will be publically available in a real time over dedicated 
Internet portal [10]. 

The proposed SEMONT system has been recognized by 
the Government of the Republic of Serbia and Ministry of 
Education and Science of the Republic of Serbia [11], which 
has approved its development within the program of techno-
logical development of the Republic of Serbia, for period of 
2011–2014. 

In this paper, the basic description of the partially devel-
oped SEMONT system is given in Section II, while focus of 
this paper is concept and several technical details about de-
sign and realization of the Internet portal, presented in Sec-
tion III. The Section IV explains directions of the further 
development of the SEMONT Internet portal and Section V 
brings conclusion of this work in progress. 

II. BASIC IDEA OF SEMONT SYSTEM 

SEMONT is established on the well known technology 
of the WSN and represents implementation of the existing 
technology for new application. It is intended for the area 
supervision, introducing a new approach of the continual EM 
field monitoring.  

SEMONT is designed as a fully automated network, of-
fering the real-time monitoring. The utilization concept of 
this system is shown in Fig. 1. 

 
Figure 1. SEMONT utilization over urban area.  
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SEMONT system implements basic star network topol-
ogy of the WSN, with all benefits and weakness of such ap-
proach, especially in case of the EM field monitoring [12].  

The system is designed to consist of the following parts: 
 number of autonomous and independent monitoring 

sensors [13]-[16], spatially distributed over the su-
pervised area, having the task of monitoring of the 
EM fields from the all active sources around and in 
designated frequency range, 

 centralized control station (CCS) with Internet por-
tal which coordinates activities of the remote sen-
sors, collects data, processes and stores them in cen-
tralized database, 

 communication network, which provides interaction 
between the remote sensors and the CCS, and 

 management software that supports functionality of 
SEMONT information network. 

 
SEMONT is planed to implement commercially available 

sensors for the area EM field monitoring [13]-[16]. Those 
sensors have been developed in recent years and offer the 
long-term autonomy of the monitoring process [13]-[15]. 

The sensor nodes are equipped with solar panel and in-
ternal rechargeable battery, providing autonomous and con-
tinual monitoring for nearly 169 days [13]-[16], without to 
require the intervention of the technical personal.  

Such sensors are intended to be spatially distributed over 
the supervised area and have to be installed on remote loca-
tion without wiring to the CCS. In order to satisfy such de-
mands the remote sensor nodes communicate with the CSS, 
using the Global System for Mobile Communications (GSM) 
standard. Both the CCS and sensor nodes are equipped with 
a quad-band GSM/GPRS modems for remote control and for 
uploading/downloading the data [17]-[18].  

Moreover, the sensors are equipped with certain amount 
of the internal memory, storing the results of the performed 
measurements. Data are kept in sensor memory until the pro-
grammable time for the data download.  

The sensor nodes are isolated units that are deliberately 
left to perform the self-alone monitoring without intention to 
perturb the current distribution of the EM field. Their main 
and only purpose is monitoring, considering that their pres-
ence must have the smallest possible influence on the origi-
nal spatial distribution of the field. Thus, SEMONT system 
is designed so that remote sensors communicate only with 
CSS, without mutual communication. In addition, it is 
planned that once a day the data will be downloaded from 
sensors and stored in centralized database of the CCS. With 
such approach the energy of the sensors are more preserved.  

Several technical details about sensors have been already 
presented in some previous work [13]-[18]. Unfortunately, it 
is not possible to repeat all of them, since the focus of this 
paper are on some other part of SEMONT system, the Inter-
net portal [10]. 

Main idea behind SEMONT system is to employ the iso-
tropic broadband measurements in combination with perma-
nent daily monitoring of the EM field. Such a method pro-
vides information about the overall field level at any instant 
of time, without considering which of the sources are present 

in the observed area. Besides, the broadband measurements 
approach can, also, be much more convenient when it is nec-
essary to inform the general population. 

Moreover, the systems with continual monitoring provide 
history of the EM field changes, thus after some time we can 
have a so called register of the EM field, giving an overview 
of the daily fluctuations of the field level, as shown in Fig. 2.  

 

 
Figure 2. The long-term monitoring and history overview. 

 
Due to the broadband measurements, where contributions 

of the all active EM field sources are included, SEMONT 
system is designed to offer a history overview of the cumula-
tive EM field level, during the entire day [7]-[9].  

Moreover, SEMONT system compares the measurement 
results with the Serbian prescribed limits [19]-[21] and rec-
ommendations of International commission on non-ionizing 
radiation protection (ICNIRP) [22]. 

SEMONT system has been partially developed, with full 
functionality only of the Internet portal [10]. At the moment, 
development is work in progress, where communication part 
of the system and implementation of ten sensors are the pri-
ority. When they finished, those tasks will result with more 
technical analyses and performance studies of the system.  

Unfortunately, at this moment, SEMONT system can not 
present the real measurement results, but we expect that very 
soon the system will be operative.  

The present development will face several challenges that 
are intended to be in focus of some other presentation. This 
paper mainly presents some details about Internet portal re-
alization.  

III. INTERNET PORTAL OF SEMONT SYSTEM 

In order to transparently inform the general public about 
the real-time EM field level and the EM pollution of the en-
vironment, our research team developed dedicated Internet 
portal of SEMONT system [10].  

The Internet portal is a part of the CCS of SEMONT and 
mainly it is intended to present the measurement results ob-
tained from the sensor nodes, as well as related information 
about SEMONT system and its purpose. 

The Internet web portal is publically available and it is 
designed to present the results of the measurements for each 
sensor nodes separately. The location of each sensor nodes is 
displayed on the electronic map of the supervised territory, 
while the measurements results are presented over graphs, as 
shown in Fig. 3. 
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Figure 3. Example of the measurements presentation. 

 
The electronic map will help users to analyze the cumula-

tive level of the EM field, particularly the data from the sen-
sor node that is closest to their location. 

The sensors are able to perform measurements every six 
minutes, permanently and 24 hours per day. Thus, the moni-
toring can be considered as a continual and in combination 
with the history overview can offer a clear picture about the 
EM field fluctuation on particular location. 

Comparing with the classical measurements that are per-
formed in one moment, SEMONT system and its Internet 
portal possess superiority and offer significantly more infor-
mation about surrounding EM fields. 

 

 
Figure 4. Access to the CCS and Internet portal. 

The Internet portal consists of two separated parts: public 
part – available for public access and protected part – which 
is restricted area available only for authorized personnel, as 
shown in Fig. 4. 

The public access is allowed only for the front-end of the 
portal, while for the authorized users the access is in addition 
granted for the back-end part, besides to the CSS.  

The back-side of the portal is responsible for information 
upload/download and for maintenance of the CSS and Inter-
net portal. 

A. The front-end and presentation of SEMONT system 

The front-end of the Internet portal presents some of the 
key facts about SEMONT, in addition to the results of the 
measurements. Portal is hierarchically organized, presenting 
information as shown in Fig. 5. 

 

 About project
 Technical specif.
 Application
 Legislation 
 Measuring results
 Contact

 Technical specif.:

 About sensors 
 About communication
 ...

 Application:

 Low frequency app. 
 High frequency app. 
 ...

 Legislation:

 Serbian legislation 
 EU legislation
 ...

 Measuring results:

 Locations 
 Measurements
 ...

 
Figure 5. Front-end of the Internet portal. 

 
The interested users can find basic information about 

SEMONT features, its technical specification, several exam-
ples of the application, some for low frequency and some for 
high frequency EM field monitoring, and finally, the meas-
urement results.  

Furthermore, SEMONT system is designed for monitor-
ing according to the Serbian legislation framework [19]-[21] 
and recommendations of the ICNIRP [22] and EU standards 
[23]. That information is also present on Internet portal and 
can be valuable, especially for accredited laboratory that 
deals with the EM investigation. 

B. Measurement results organization and presentation  

The measurements data obtained from sensor nodes will 
be on automated way remotely collected and stored in a cen-
tralized database of the CSS. The Internet portal is designed 
to present those results respecting the hierarchy of the data, 
as shown in Fig. 6. 
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1:n

1:n

 Sensor 1
 Sensor 2
 ...

 Location 1
 Location 2
 ...  Measurement 1

 Measurement 2
 ...  Basic data for

 the particular
 sensor node

Internet

 
Figure 6. Hierarchy of the measurement results. 

 
The monitoring process is intended for particular location 

or area and it is possible that several independent measure-
ment campaigns can be performed during some period, using 
different sensor nodes.  

The Internet portal is planed to show for each location 
which measurements are to be performed and which sensor 
nodes are to be used for the specific measurement. As a re-
sult, relationship between Locations, Measurements and Sen-
sors are of the “1:n” type, which means that Location as a 
parent, can have several different Measurements, as children. 
Moreover, particular Measurement can have several associ-
ated Sensors and for each node several details are shown, as 
GPS coordinates, height on which sensor is installed, used 
field probe [13]-[16], etc. 

Internet portal is designed with several search functional-
ity allowing full history overview for a long-time period, as 
shown in Fig. 3. The search is available through the Loca-
tions and Measurements, over selected time period and ac-
tive/inactive measurement. 

C. Employed technology for realization of the portal 

The foundation of the Internet portal is the CCS central-
ized database, relaying on the MySQL server, which starts to 
be the standard in the open source programming. 

The most of the Internet portal is programmed using PHP 
programming language, and its special CakePHP application 
development framework. In addition, the Web Content Man-
agement System (WCMS) is implemented for the back-end 
side of the portal, providing website authoring, collaboration, 
and administration tools. 

The web form of the portal that presents measurement re-
sults also implements the Google maps technology. It can be 
expected that this page will be the most visited and in order 

to perform the smooth change of page content, the jQuery 
and AJAX web development techniques are employed.  

The AJAX enables that web applications can send data to 
and retrieve data from a server asynchronously (in the back-
ground) without interfering with the display and behavior of 
the existing page. 

Finally, the measurement results are displayed using the 
charts realized with open source JpGraph library for PHP. 

D. Directions of the further Internet portal development 

The shortly presented Internet portal represents the work 
in progress. At this phase the most planed features are real-
ized, but there are some that will be accomplished in the next 
phase. At the moment, Internet portal is able to present only 
results of the measurements of the existing and cumulative 
level of the EM filed. In next phase the portal functionality 
will be expanded so that it can perform the global exposure 
assessment, related to the increased risk of possible harmful 
effects of the EM radiation, according to the EN 50492:2008 
standard [24].  

The idea is to exploit the 24 hours a day monitoring and 
to calculate the daily limits of the global exposure, as shown 
in Fig. 7. 

 
Figure 7. Daily limits of the global exposure. 

 
SEMONT system is based on the broadband measure-

ment approach, resulting with the unknown frequency at 
which the source emits the EM fields. As a result, the lowest 
and the highest frequency of the sensor filed probe are con-
sidered, resulting with upper and lower exposure limits.  

Those daily limits can be quite valuable for the general 
public, because it can be unknown if some present source is 
active or not at the moment. Moreover, such method is a new 
approach that is able to inform the general public about the 
possible daily ranges of the exposure, something that is not 
possible with classical approach of the EM field measure-
ment in the moment. 

IV. CONCLUSION AND FUTURE WORK 

SEMONT system introduces an advanced approach of 
the wireless sensor networks implemented for a daily super-
vision of the overall and cumulative level of the various EM 
field sources, over the area of interest. 

The proposed SEMONT monitoring system is a unique 
idea at the national level and it is the most suitable solution 
for a constant supervision of the EM field strength, as well as 
for the global exposure assessment of the general population.  
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The Internet portal of this system is a significant support 
for the local authorities in their efforts to take a systematic 
care of the potential unhealthy effects of the non-ionizing 
radiation.  

Moreover, the Internet portal and SEMONT system are a 
respectable answer to public concerns about the long-term 
exposure to the EM fields.  

The potential of the proposed SEMONT system has been 
recognized by the Ministry of Education and Sciences of the 
Republic of Serbia, endorsing its development. 

Currently, SEMONT system has been partially devel-
oped, but we expect that very soon this system will be opera-
tive and that will be able to offer the real-time results of the 
measurements. Moreover, the upcoming work will be based, 
also, on the Internet portal feature enhancement, especially 
for the global exposure assessment of the general population. 
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Abstract—The present article is aiming at presenting different 
Operations, Administration and Maintenance (OAM) 
procedures that are used for Multiprotocol Label Switching 
(MPLS) Transport Profile (MPLS-TP).  We start by giving a 
quick review of what is MPLS-TP, and what makes it the 
solution for the Next Generation Network (NGN). This paper 
exposes the problem of having two standards on the MPLS-TP 
OAM Toolset. We highlight the difference between the two 
approaches and why they are not interoperable. We propose, 
as future work, to use a layered model solution in order to by-
pass this issue. 

Keywords-mpls-tp; OAM; Y.1731; 802.ag; 802.ah; G.8113.1; 
G.8113.2 

I.  INTRODUCTION 

While Time Division Multiplexing (TDM)-based 
technologies [1] ex. Synchronous Optical Network 
(SONET), and Synchronous Digital Hierarchy (SDH) has 
been for a long time a major player for transport, it shows 
weakness in the case of traffic burst such as packetized voice 
and video. This happens because of the fast growth of the 
demand for service sophistication and expansion (Triple 
Play, 3G / Long Term Evolution LTE, Cloud Virtualization). 
Carriers need to migrate from Time-Division Multiplexing 
(TDM) to packet in order to meet Packet Transport Network 
(PTN) requirements and to make efforts to minimize the cost 
for providing these services. 

A Joint Working Team created by ITU-T and IETF is 
actually developing a new packet transport technology 
(MPLS-TP) taking benefits from existing MPLS networking 
infrastructure [2].  

MPLS-TP is intended to provide all the advantages of the 
packet-based transport approach, while delivering at the 
same time, the reliability, availability, OAM capabilities and 

manageability features associated with traditional TDM 
transport networks.  It is a subset of IP/MPLS protocol suite 
with new extensions which allow addressing transport 
network requirements. These extensions consists of adapting 
current MPLS to make it more “Transport like” by inheriting 
OAM , reliability and operational simplicity from 
SONET/SDH networks.  

There are two approaches for MPLS-TP OAM at the 
standardization organizations and no industry agreement on 
that. The solutions are based on IETF and ITU-T 
recommendations. Both of OAM proposed solutions are in-
band. The IETF solution is based on the existing MPLS 
OAM tool [3], while the ITU-T solution is based on Ethernet 
OAM (Y.1731) [4]. 

In order to best understand the impact of having two 
distinct standards for MPLS-TP OAM, we need to know if 
both of them are meeting requirements and how Carriers 
should take in consideration during implementation. 

This paper starts by presenting fundamentals of MPLS-
TP. Then we will give the actual picture of the MPLS-TP 
OAM toolset status and how it can be an issue. Finally, we 
propose a solution to overcome the problem. 

II. WHAT IS MPLS-TP ? 

MPLS-TP is aimed to be based on the same architectural 
concepts of layered network that are already used in legacy 
SONET/SDH [5]. IP/MPLS [6] and MPLS-TP [7] are 
willing to be the main packet technologies deployed in 
Ethernet Backhaul Access’s and Aggregation’s Network for 
the next five years. Figure 1 illustrates how MPLS-TP takes 
the best of two worlds: OAM performance and maturity of 
TDM (SONET/SDH), and Control/Data Plane efficiency of 
IP/MPLS. 

MPLS-TP has the following key characteristics: 
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Figure 3.  MPLS-TP Architecture (PW as native service) 

Figure 2.  MPLS-TP Architecture (PW as native service) 

- Connection oriented: Equal cost Multi-Path ECMP and 
Multi-point to Point (MP2P) are excluded to ensure that, 
Penultimate Hop Popping PHP is disabled by default; 

- L2/L3’s client agnosticism; 
- Control Plane: static or dynamic Generalized MPLS 

(GMPLS); 
- Physical layer agnostic: allowing MPLS packets to be 

delivered over a variety of physical infra-structures including 
Ethernet, SONET/SDH and Optical Transport Network 
(OTN) using Generic Framing Procedure (GFP), 
Wavelength-Division Multiplexing (WDM), etc; 

• Strong OAM functions similar to those available in 
legacy optical transport networks (e.g., 
SONET/SDH, OTN);  

• Path protection mechanisms and control plane-based 
mechanism; 

• Use of Generic Associated Channel (G-ACh) to 
support Fault, Configuration, Accounting, 
Performance and Security (FCAPS) functions; 

• Network provisioning via a centralized Network 
management system (NMS) and/or a distributed 
control plane. 

Based on the relative standards and recommendations, 
MPLS-TP is a solution based on existing Pseudo-wire (PW) 
and Label Switched Path (LSP). MPLS-TP supports two 
native service adaptation mechanisms via:  

• A PW to emulate certain services, for example, 
Ethernet,  Frame Relay, or Point-to-Point Protocol 
(PPP) / High-Level Data Link Control (HDLC). 
These adaptation functions are the payload 
encapsulation; see Figure 2. 

• An LSP, to provide adaptation for any native service 
traffic type like IP packets and MPLS-labeled 
packets (i.e., PW over LSP, or IP over LSP). The 
adaptation function uses the MPLS encapsulation 
format; see Figure 3. 

The major attributes of MPLS-TP protocol’s suite are: 
• Data Plane: remains exactly the same as MPLS to 

facilitate interoperability with MPLS; 
• Control Plane: optional, dynamic via IP based 

protocols or static via management platform NMS; 
• OAM: transport-like OAM; 
•  Protection and Resiliency: SDH-like; 

In this paper, we focus on the OAM attribute in order to 
demystify their role and which will be the impact of having 
two standards options. 

III.  OAM TOOLSET 

MPLS-TP has a robust and a transport-like operations 
and management (OAM) capabilities. Carriers use OAM to 
provide reliable services with guaranteed service level 
agreements (SLA), while minimizing troubleshooting time 
and reducing operational expenses.  

The general MPLS-TP OAM requirements are: 
• Proactive (continuous) monitoring features, 

including continuity supervision, connectivity 
supervision, signal quality supervision (packet loss, 
frame delay, frame delay variation), alarm 
suppression, remote quality and continuity indication 

• Proactive monitoring applications, including Fault 
management, Performance/SLA monitoring, 
Protection switching 

• Re-active/on-demand monitoring, including fault 
localization, signal quality measurement 
(throughput, ordering and error measurement, 
transfer delay, delay variation and jitter 
measurement) 

• Communication channels, including protection 
switching head/tail-end coordination, network 
management, remote node management, service 
management [8]: 

There is three kind of OAM: Hop-by-hop (e.g., control 
plane based), Out-of-band OAM (e.g., User Datagram 
Protocol UDP return path) and In-band OAM (e.g., PW 
Associated Channel ACh). Within the MPLS, the ACh is 
known as technique for in-band Virtual Circuit Connectivity 
Verification (VCCV) applicable only for PW, while LSPs 
have no mechanism to differentiate user packets from OAM 
packets [9]. MPLS-TP extended the ACh to the Generic 
Associated Channel (G-ACh) and introduced a new label G
‐ACh Alert Label (GAL) to identify packets on the G-Ach. 
It is an in-band management channel on a PW or LSP that 
does not rely on routing, user traffic, or dynamic control 
plane functions. The OAM packets can then share the same 
path of user traffic, operate on a per-domain basis and/or 
across multiple domains, and are able to be configured in the 
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Figure 4.  OAM Network Model 

absence of a control plane. This constitutes an important 
toolbox which allows carriers to run OAM at each network 
level: LSP, PW and Section [10]. 

The network model of MPLS-TP OAM consists of: 
• Different OAM Level (administrative domains). 

Each Level can be independently monitored by its 
own Ethernet Connectivity Fault Management 
(CFM) frames. The scope of OAM frames is limited 
to the domain in which the carried information is 
significant. 

• Two plans; see Figure 4:  
o A “vertical plan” (red) that represents the 

OAM entities across different 
administrative domains,  

o An “horizontal plan” (blue) that represents 
the OAM entities within a single 
administrative domain. 

The Maintenance Entity Group (MEG) is the portion of 
the transport path that is being monitored or maintained. 
MEG endpoints are referred as management end points 
(MEPs) and intermediated nodes are referred as management 
intermediate points (MIPs). OAM message can be 
exchanged between MEPs, or from one MEP to other MIP. 
MEP handle OAM packet when it arrives at Label Edge 
Router (LER) because the label is popped and then the GAL 
is exposed which allow MEP to start processing by the 
corresponding OAM function. MIP can handle OAM packet 
using Time To Leave (TTL) mechanism. The TTL expiration 
causes the packet to be processed, and the existence of the 
GAL under the label for which the TTL expired causes the 
packet to be processed. MIPs cannot initiate OAM message, 
but may send an answer.   

There are two proposed standards for MPLS-TP OAM 
and no industry agreement on that. They are based on IETF 
(G.8113.2) and ITU-T (G.8113.1) recommendations [11].  

A. ITU-T OAM Tools G.8113.1 

 
ITU-T suggests reuse the same OAM Protocol Data 

Units (PDUs) and procedures defined in Ethernet OAM ITU-
T Y.1731 [12]. The presence of Y.1731 OAM PDU is 
identified by a single ACH channel Type (0xXXXX). Within 
the OAM PDU, the OpCode field allows identifying the type 
of OAM frame. 

 
The ITU-T OAMs provide a set of mechanisms that 

meets the MPLS-TP OAM requirements. The methods and 
procedure supported are listed in Table. 1: 

 

TABLE I.  G.8113.1 OAM FUNCTIONS [13] 

Application OAM Function (IETF draft-bhh-mpls-tp-oam-
y1731) 

Fault 
Management 
(FM) 

Pro-active 

Continuity check and 
Connectivity Verification 
(CC/CV) 

Remote Defect Indication (RDI) 

Alarm Indication signal (AIS) 

Client signal Fail (CSF) 

On-demand 

Connectivity Verification (CV) 

Diagnostic test (DT) 

Locked Signal (LCK) 

Performance 
Management 
(PM) 

Pro-active 
Loss Measurement (LM) 

Delay Measurement (DM) 

On-Demand 
Loss Measurement (LM) 

Delay Measurement (DM) 

Other 
Applications 

Automatic Protection Switching (APS) 

Management communication channel/ Signaling 
communication channel (MCC/SCC) 

Vendor-specific (VS) 

Experimental (EXP) 

 This OAM toolset claims to be mature and widely 
deployed. It is still under consensus of standardization. 
However G.8113.1 requires a G-Ach codepoint to be 
assigned by IANA (IETF). 

B. IETF OAM Tools G.8113.2 

The IETF solution is based on the existing MPLS OAM 
toolset and provides the following functions: CC for 
proactive monitoring, CV for End-point verification, PM, 
FM and Diagnostics. This solution needs specifics 
extensions of Bidirectional Forwarding Detection (BFD) and 
LSP Ping and needs also to introduce new mechanisms for 
the function that are not available in MPLS such as loss and 
delay measurement. BFD and LSP should be able to run 
without IP (IP less). The methods and procedure supported 
are listed in Table. 2: 

TABLE II.  IETF MPLS-TP OAM  FUNCTIONS/RFCS 

 OAM Functions RFC/draft 

Pro-active 
FM OAM   

MPLS-TP Identifiers RFC6370  09/2011 

RDI – use BFD extension RFC6428  11/2011 

AIS 

RFC6427  11/2011 Link Down Indication (LDI) 

Lock Report (LKR) 

Config MPLS-TP OAM using 
LSP Ping 

draft-absw-mpls-lsp-
ping-mpls-tp-oam-
conf-04   
April 13, 2012 

On-
Demand 
FM OAM 

CV – use LSP Ping and BFD 
Extensions 

RFC6426 11/2011 

Loopback Message/Replay 
(LBM/LBR) RFC6435 11/2011 
Lock Instruct (LI) 

Proactive 
PM OAM 
Functions 

Packet Loss Measurement (LM) 
RFC6374  09/2011 
RFC6375  09/2011 Packet Delay Measurement 

(DM) 
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Figure 5.  Layered OAM Model 

 OAM Functions RFC/draft 
and On 
demand 
PM OAM  

Throughput measurement (use 
LM) 
Delay variation measurement 
(use DM) 

 
IETF has overcome to luck of MPLS OAM by extending 

BFD and LSP Ping, and also by creating new tools in order 
to satisfy Transport-like OAM expectations. 

 
Since both of solutions are meeting MPLS-TP OAM 

requirements, the selection criteria depend on each scenario: 
• Different operators have different network scenarios  
• Different vendors have different implementations. 
G.8113.1 is supported by Alcatel-Lucent and Huawei 

Technologies Co. Ltd. and by carriers China Mobile 
Communications Corp. and Telecom Italia SpA. The 
G.8113.2 camp, meanwhile, counts Cisco Systems Inc. and 
Ericsson AB among its supporters. 

IV. INTEROPERABILITY OR INTERWORKING : ISSUES 

ITU-T continues to standardize its Y.1731 based OAM 
solution, and is currently using an “experimental” MPLS 
OAM. IETF, on their side, published about many RFCs last 
year in order to complete their MPLS based OAM solution. 
Both of proposed standards claim to satisfy MPLS-TP OAM 
requirements. The biggest difference is the PDU format and 
how to identify an OAM function which makes 
interoperability impossible. When both solutions are present 
in the same network, or when interconnecting two different 
networks using different OAM solution, delivering end-to-
end OAM become an issue. 

The first option to resolve this issue is by implementing 
Interworking Function (IWF) at edge router to secure the 

mapping of different OAM message. This is also the most 
expensive option, since vendors have to develop IWF on 
their equipments. 

The second one is to choose a network model in such a 
way to use the layered characteristics of MPLS-TP OAM: 
Section OAM (Link OAM), PW OAM, and LSP OAM. We 
suggest here, when possible, to run MPLS-TP OAM 
independently within each segment; see Figure 5. 
Maintenance Entity (ME) that exchange OAM inside the 
same Maintenance Domain has to use same OAM toolset. So 
“Operator Network 1” and “Operator Network 2” can run 
different OAM Toolset. Layered architecture can be based 
on peer or overlay model, or a mixture (hybrid). 

We need to study the layered architecture to figure out 
how it is resolving MPLS-TP OAM interoperability issues 
with respect to standard requirements. An OAM discovery 
mechanism can be a solution where each MEP inside a 
maintenance domain will discover other MEPs and then 
exchange their capabilities. 

V. CONCLUSION 

It is sufficient to have only one OAM solution for MPLS-
TP, however there is two standard or pre-standard toolset and 
both of them are supported by industry. Consequently, 
equipment and network deployments will be more complex 
and interoperability issues are becoming reality. Introduction 
of new interworking functions can present a solution but are 
cost effective and software/hardware update will be more 
complex. We propose to use layering model which can avoid 
developing IWF in a lot of cases. We suggest creating new 
capabilities on border Node (at layer level) which allow 
dynamic exchange of OAM information: Type of toolset, 

MEs, MEPs, MIPs, etc. the associated Channel ACh would 
be a good starting point of this vision.   
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Abstract—The relevance of machine-to-machine (M2M)
communications is growing significantly, largely driven by
wireless networks. Internet of Things (IoT) applications will
create new demands and challenges that will require high
bandwidth, real-time communications or reliability in remote
locations. Since M2M applications will generate traffic and
transactions that compete for bandwidth and priority, network
operators must be concerned of how to handle the enormous
increases in their signaling traffic and, in particular, in finding
new ways to meet each M2M application’s requirements and
service level agreements, while protecting the network and
making a more efficient use of the available resources. An
efficient design and control of the future Internet needs to take
into account the main characteristics of the supported traffic
and, therefore, accurate and detailed measurements of M2M
traffic have to be carried out in order to perform a complete
characterization and develop stochastic models that are able to
capture the most important statistical properties of the network
traffic. This paper considers a particular case of a M2M
service, a video surveillance application, and proposes a general
methodology that performs a detailed statistical characterization
of its traffic, while addressing the main challenges that are
involved in the development of an appropriate stochastic
modeling approach. The M2M traffic analysis relies on the use
of wavelet scalograms, which describe the signal energy on a
timescale/time domain and are constructed based on the wavelet
coefficients obtained from the multi-scale decomposition of the
traffic process, to identify all the different traffic features. An
innovative M2M modeling framework based on a multiple state
machine is also proposed: its parameters should be inferred
from the salient features of the traffic and it should be able
to characterize both the download and upload traffic and
quantify the overhead that is necessary to guarantee a secure
communication.

Keywords - M2M applications, wavelet transform, scalogram,
traffic modeling.

I. INTRODUCTION

Machine-to-machine (M2M) communications have emerged
as a cutting edge technology for next-generation networks,
undergoing a rapid development and inspiring numerous ap-
plications. Recently, this topic has attracted much attention
from the industry and research communities, mainly due to the
following factors: the emergence of wireless communication
systems became a premise for the advance of M2M communi-
cations; (ii) the development of advanced software components
that enable devices to operate intelligently and autonomously;
(iii) sensors that can be used to collect information for M2M
systems are being widely used and increasingly adopted.

According to the Machina Research’s Report ”M2M Global
Forecast & Analysis 2010-20” [1], global M2M connections
will increase from one billion at the end of 2010 to 12 billion
at the end of 2020, accounting for half of all global data
connections. Connections will be dominated by two sectors:
consumer electronics (including cameras, music players and
TVs) and intelligent buildings (e.g. security and surveillance,
HVAC systems), which will account for over 60% of the total.
Over 70% of the M2M devices will be connected by short-
range technologies (mostly WiFi), while of the remainder
wireless cellular technologies (mostly applied to utilities and
automotive applications) will dominate. At the end of 2010,
M2M accounted for 2% of cellular connections and by 2020
they will reach 19%, or 2.3 billion connections.

This traffic growth will have an increasing impact in
network management and dimensioning activities [2]. Mo-
bile network providers are starting to offer M2M integrated
applications, which will require the dimensioning and joint
management of multiple network elements for an optimal
operation. These operations will greatly benefit from the
development of new mathematical tools that are able to predict
network behavior under new M2M traffic scenarios. A rigorous
statistical characterization of the M2M traffic is essential: in
the past, several studies have shown that IP traffic properties
like burstiness, self-similarity and/or long-range dependence
had a significant impact on network performance and behavior
and should be included in the modeling frameworks; a similar
analysis should now be applied to these new applications,
whose traffic should be rigorously characterized in order to
design accurate and parsimonious modeling approaches.

The wavelet scalogram, which describes the signal energy
on a timescale/time domain and is constructed based on the
wavelet coefficients obtained from the multi-scale decompo-
sition of the traffic process, will be used as the statistical
fingerprint of each traffic trace segment. The wavelet scalo-
gram communicates the time frequency localization property
of the discrete wavelet transform, being possible to capture
the correlation that exists between the time variability of the
process and the different scales. Wavelet analysis allows the
degree of localization to be automatically and appropriately
adjusted - large window widths are used for analyzing low
frequency components, whereas small window widths are
used for investigating high frequency components. Thus, this
methodology is able to identify different peculiar behaviors
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even if this information is somehow hidden when performing
a classical statistical analysis of the traffic. In this paper, M2M
video surveillance traffic will be used to illustrate/evaluate the
suitability of the proposed analysis and modeling framework:
a set of traffic measurements was made in order to obtain long
duration (one week) traces that allow us to identify the main
characteristics and trends of this new communication paradigm
and understand which features/properties should be taken into
account when designing an accurate modeling framework.

The characteristics of M2M traffic are fundamentally in-
dependent from human behavior: in particular, the timings of
the information exchange are no longer defined by humans [3],
although many services may indirectly reflect human activities
in some way (like for example M2M video surveillance and
M2M car fleet telemetry services in case of non-authorized
movement/entries or car accidents, whose periodicity tend to
follow exponentially distributed human patterns). So, M2M
traffic can no longer be modeled and predicted by tradi-
tional approaches and a new modeling paradigm should be
developed. The new modeling framework must be a trade-
off between generality and mathematical complexity, must be
sufficiently generic to incorporate all possible M2M applica-
tions and heterogeneous characteristics, while maintaining a
low mathematical complexity and high applicability. Privacy
and security will be important features of any M2M service
and therefore the ability to characterize the additional traffic
overhead, to generate and maintain the communication keys,
should also be incorporated in the M2M traffic modeling
framework.

The accurate characterization and modeling of M2M traffic
can be exploited to enhance different traffic engineering and
management tasks. In fact, one way to improve network
utilization is to mix in the same set of network resources traffic
with contrasting behavior (e.g. traffic sources whose periods
of higher utilization are in disjoint time intervals). In general,
it is beneficial for network operators to cluster their traffic
sources into groups of similar traffic profiles and to apply
routing policies that are a function of the clustering solution.
So, following a measurement phase, a traffic source can be
classified into one of predefined groups and its routing can
be adjusted accordingly; this may free some resources, which
in turn, will allow additional sources to access the network.
This functionality can work in pseudo real time and should
be applied in a distributed way, mainly at the network traffic
entry points.

The paper is organized as follows. Section II discusses
the most relevant related work on M2M traffic statistical
characterization and modeling; Section III proposes a new
modeling framework for M2M traffic; Section IV presents
a brief background on wavelet transforms and scalograms;
Section V presents some traffic measurements that were made
for a particular case of a M2M service, a video surveillance
service, in order to illustrate the applicability/suitability of
a statistical analysis methodology that is also proposed to
identify the main statistical properties of the traffic; finally,
Section VI presents the main conclusions.

II. RELATED WORK

IP traffic modeling has been an active research field for a
long time. The growing diversity of services and applications
for IP networks has been driving a strong requirement to
make frequent measurements of packet flows and describe
them through appropriate traffic models. Several studies have
shown that IP traffic may exhibit properties of self-similarity
and/or long-range dependence (LRD) [4], [5], [6], [7], [8],
peculiar behaviors that have a significant impact on network
performance. The heavy-tailed characteristic of the probability
distributions (quite different from the simple Gaussian shape)
explained network performances that were quite different from
the ones predicted by traditional renewal and Markovian
models. Besides, the multifractal nature of network traffic,
firstly noticed by Riedi and Lévy Véhel [9], lead to the
proposal of random cascades [10], [11] and L-system models
[12] to describe the scaling behavior of IP traffic. However,
the mathematical tractability of Markovian models lead to the
development of several ingenious inference procedures that
were able to account for these peculiar behaviors [13], [14],
[15], [16], [17], [18], [19], [20]: these traffic models were able
to match the complex statistical properties of IP traffic while
maintaining an analytical simplicity that allow their use for
calculating network performance metrics and predicting future
traffic values.

Several reports describing the increase of machine-to-
machine services, their relevance and future trends have been
recently published [1], [2], [21], [22]. However, we did not find
any traffic model specifically designed to describe their statis-
tical characteristics: reference [23] is one of the few publicly
available studies on this topic, proposing a theoretical model
to calculate some characteristics of WPAN (Wireless Personal
Area Networks) traffic, although the model still needs some
modifications to account for application specific behaviors.
So, it is absolutely necessary to conduct a rigorous statistical
analysis of real M2M traffic applications and develop a generic
analytical framework that is able to describe their relevant
properties and predict future traffic values.

III. M2M TRAFFIC MODELING FRAMEWORK

The most efficient traditional traffic models usually include
multiple space states where the transition dynamics are prob-
abilistic and based on underlying exponentially distributed
timings. These dynamics are frequently mapped into Markov
chains that modulate the data generation process (deterministic
or exponentially distributed). Examples of these processes are
the Markov Modulated Deterministic Process (MMPP)[24]
and the Markov Modulated Poisson Process (MMPP)[17],
which assume that the time spent in each state of the space
state is exponentially distributed and information objects are
generated in periodic and exponentially distributed intervals,
respectively.

An efficient M2M traffic model must jointly incorporate tra-
ditional deterministic characteristics of automated mechanisms
and random characteristics of Artificial Intelligence, network
and human processes. Therefore, we propose a modeling
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framework based on a process ruled by a multiple space
state with heterogeneous (deterministic and random) dynamics
and generic information (e.g. messages, packets or bytes)
generation processes. This framework model will be called
Heterogeneous Chain Modulated Generic Process (HCMGP).

The HCMGP modeling framework is a multistage space
state process able to model the security bi-directional traffic
overhead, the M2M bi-directional communication process and
admits the definition of multiple possible events that reflect
different application profiles. As a result, each state will define
the type of generation process (deterministic, exponential or
other) and its corresponding parametrization. Moreover, the
dynamics of the state transitions are heterogeneous and can
be ruled by deterministic or exponential processes that define
the time of permanence in each state and the destiny of the
next transition.

The modeling framework parametrization will agree with
the assumption that state transitions can follow a deterministic
or random distribution. State transitions are ruled in parallel
by two (or more) parametric matrices that define, respectively,
the next transitions after a deterministic amount of time and
the probabilistic transitions after a random period of time.
The probabilistic/random transitions can follow an exponential
distribution (analogous to Markovian models) or any other
distribution. The information generation processes associated
with each state will also be parametrized by two (or more)
vectors defining, respectively, the deterministic values and
distribution function parameters for the rates and the amount
of generated information.

The chain modulated nature of the HCMGP modeling
framework will allow the usage of the traditional mathematical
tools (used on Markovian models) to determine the traffic
model resulting from the superposition of multiple M2M
sources. Existing mathematical tools allow the computation
[17] and reduction [25] of the matrix form descriptors of the
superposition model.

The M2M model framework is depicted in Figure 1. The
underlying space state of the model comprises two base states:
standby and active. The standby state models the terminal
conditional upon boot, and may include specific bi-directional
start-up transmissions (e.g. configuration, localization or log-
ging messages). The active state models the non-event related
operation of the terminal (e.g. localization, logging or periodic
metering). The remaining states will model event driven ac-
tions of the terminal (e.g. failure report, security event report,
non-scheduled metering/logging, upgrades or (re)configuration
actions). Two (optional) extra states were included to model
the security channel establishment and maintenance (key es-
tablishment and renegotiation). The security keys establish-
ment actions are perform upon boot (between the standby and
active states) and keys (re)negotiation actions are treated as any
other event and can be periodically or protocol based deployed.

IV. BACKGROUND ON WAVELET SCALOGRAMS

The inability of conventional Fourier analysis to preserve
the time dependence and describe the evolutionary spectral

Figure 1: M2M traffic model framework

characteristics of non-stationary processes requires tools that
allow time and frequency localization. Wavelet transforms
can provide information concerning both time and frequency,
which allows local, transient or intermittent components to
be elucidated. Such components are often obscured due to
the averaging inherent within spectral only methods, like Fast
Fourier Transform (FFT) for example.

Wavelets are mathematical functions that are used to divide
a given signal into its different frequency components. They
consist of a short duration wave that has limited energy.
Wavelets enable the analysis of each one of the signal compo-
nents in an appropriate scale. Starting with a mother wavelet
ψ(t), a family ψτ,s(t) of ”wavelet daughters” can be obtained
by simply scaling and translating ψ(t):

ψτ,s(t) =
1√
|s|
ψ(
t− τ
s

) (1)

where s is a scaling or dilation factor that controls the width
of the wavelet (the factor 1√

|s|
being introduced to guarantee

preservation of the energy, ‖ψτ,s‖ = |ψ|) and τ is a translation
parameter controlling the location of the wavelet. Scaling a
wavelet simply means stretching it (if |s| > 1) or compressing
it (if |s| < 1), while translating it simply means shifting its
position in time.

Given a time-series x(t) ∈ L2(<) (the set of square inte-
grable functions), its Continuous Wavelet Transform (CWT)
with respect to the wavelet ψ is a function of two variables,
Wx;ψ(τ, s), obtained by projecting x(t) onto the family {ψτ,s}
[26]:

Wx;ψ(τ, s) =< x,ψτ,s >=

∫ −∞
+∞

x(t)
1√
|s|
ψ∗(

t− τ
s

)dt

(2)
In analogy with the terminology used in the Fourier case, the

(local) Wavelet Power Spectrum (sometimes called Scalogram
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or Wavelet Periodogram) is defined in terms of normalized
energy (Êx(τ, s)), for all possible translations (sub-set S) and
a predefined sub-set of time scales (sub-set S), as

Êx(τ, s) = 100
|Wx(τ, s)|2∑

τ ′∈T
∑
s′∈S |Wx(τ ′, s′)|2

(3)

The existence of a peak in the scalogram of a time series
at a high (low) level indicates that a high (low) frequency
component is present in the time series. The volume bounded
by the surface of the scalogram is the mean square value of
the signal.

Scalograms reveal much information about the nature of
non-stationary processes that was previously hidden, so they
are applied to a lot of different scientific areas: diagnosis
of special events in structural behavior during earthquake
excitation, ground motion analysis, transient building response
to wind storms, analysis of bridge response due to vortex
shedding, among others [27].

V. USE CASE - A VIDEO SURVEILLANCE SERVICE

M2M video surveillance services in public areas, buildings
and transportation facilities will be very common in a near
future. M2M devices will provide security by means of stan-
dard movement alarms or video surveillance cameras. Some
applications transmit video continuously, while others only
transmit video upon movement detection (triggered by external
alarms or image analysis).

When we try to apply the general M2M modeling frame-
work to the video surveillance service, different profiles can be
identified, differing only in the amount and rate of information
generated when in the active state. In this state, the M2M
terminal will periodically transmit video and alarm data with a
deterministic rate and size. A generic system can be modeled
by a framework with two event states, one that models the
alarm reporting and other that models the start/rate change
of video streaming upon movement detection. Both event
states, which depend on human actions, will occur according
to exponential distributions, while their duration will also be
exponentially distributed. However, the information generation
rate will be deterministic (constant report size and average
video rate).

A. Measurement setup

In order to fully characterize the traffic generated by this M2M
service, we made an intensive set of traffic measurements at
our networks laboratory. The experimental measurement setup
is depicted in Figure 2, where two computers, a webcam and
a layer 2 switch were used. Computer 1, which is responsible
for creating the data stream, is a micro ITX system with
an Intel Dual Core N330 processor with 1.6 GHz, a 2 GB
DDR 2 memory and 120 GB of disk capacity. A generic USB
2.0 webcam, with a 640x480 pixel resolution, is attached to
computer 1. Computer 2 is a common workstation built with
an Intel Core 2 Duo, model E 8500, operating at 3.16 GHz,
4 GB of DDR 2 RAM and 320 GB of disk capacity. Both
machines operate using a Linux Ubuntu distribution, version

Web Cam

Computer 1
Switch

Computer 2

Figure 2: Video surveillance traffic measurement setup.
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Figure 3: Amount of data over a week period.

10.10, updated and configured by default. The layer 2 switch
is a common 10/100Mbps Ethernet switch.

The ’gst-launch’ software was used to compose a continu-
ous MPEG2 video stream, running over UDP, with a resolution
of 640x480 pixel and 30 frames per second.

B. Traffic characterization

Figures 3 and 4 represent the number of bytes and packets,
respectively, received by Computer 2 during a whole week
period. As can be seen, there is a clear periodic trend in these
plots, corresponding to the repetitive daily activities of the
laboratory users. The first peak of these plots corresponds to
Saturday, and we can see that the activity levels on Saturday
and Sunday are slightly different from the levels of the
remaining week days. On weekend days the movement activity
is very small, so the variability of the curves is also smaller:
on Saturday the laboratory is open, although with a small
number of users; on Sunday, it is closed, explaining the drop
of the curves in the late afternoon. In fact, on Sunday the
activity level corresponds exclusively to sunlight variations
(artificial lights are obviously turned off). On working days,
the activity level presents some degree of variability (due to
the presence of several users in the lab premises) and drops
abruptly at 12:00 PM because the lab closes at this instant
and lights are turned off. Finally, note that, for all days, there
is a marked peak in the early morning, corresponding to the
sunlight appearance.

A scalogram analysis was applied to the measured data-
streams, inferring the normalized energy (Êx(τ, s)) in all time
slots τ and for time-scales 1 to 64 (s ∈ S,S = {1, . . . , 64}).
The top plots of Figures 5 and 6 represent, respectively, the
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Figure 4: Number of packets over a week period.

traffic amount and the number of packets per minute corre-
sponding to a single day (since their patterns are repetitive),
while the bottom plots illustrate the corresponding scalograms,
in terms of normalized energy over time and timescale (darker
means more energy). The scalograms allow us to identify
and quantify the most relevant traffic variations, knowing
exactly the time instants and resolutions where they are more
noticeable. If a more detailed analysis of any segment of
the data trace is necessary, it is possible to calculate a new
scalogram that is confined to a small portion of the signal. As
an illustrative example, the top plots of Figures 7 and 8 repre-
sent the traffic amount and the number of packets per minute
corresponding to a generic dawn period, respectively, while the
bottom plots illustrate their corresponding scalograms. This
type of detail can be used to identify important frequencies
that are characteristic of some particular behaviors of a M2M
service. This analysis step will have obvious consequences in
the modeling phase of the M2M service: the knowledge of
the different energy components and of the timescales where
they are visible is an important input to the modeling effort,
allowing the identification of the different model states and
contributing to the inference of the various model parameters.

VI. CONCLUSIONS

This paper discussed the new paradigm that M2M traffic
carries for network operators. In face of several new challenges
that are imposed by M2M services, namely the periodicity
of the traffic profiles and the partial/total absence of human
influence, a new modeling framework able to conform with
the major current and future M2M applications was presented.
This approach is based on a multiple state machine and
can be a valuable tool for dimensioning, optimizing and
maintaining M2M services over future networks. In order to
perform a complete characterization of the M2M traffic, this
paper considered a particular case of a M2M service, a video
surveillance application, and proposed a general methodology
that is able to perform a detailed statistical characterization
of the generated traffic: the traffic analysis framework relies
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Figure 5: Traffic amount per minute (Top) and scalogram
(Bottom) corresponding to a single day.
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Figure 6: Number of packets per minute (Top) and scalogram
(Bottom) corresponding to a single day.

on the use of wavelet scalograms, which describe the signal
energy on a timescale/time domain and are constructed based
on the wavelet coefficients obtained from the multi-scale
decomposition of the traffic process.
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(Bottom) corresponding to the dawn period.
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