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Forward

The Eighth International Conference on Advances in Future Internet (AFIN 2016), held
between July 24-28, 2016 in Nice, France, continued a series of events dealing with advances on
future Internet mechanisms and services.

We are in the early stage of a revolution on what we call Internet now. Most of the design
principles and deployments, as well as originally intended services, reached some technical
limits and we can see a tremendous effort to correct this. Routing must be more intelligent,
with quality of service consideration and 'on-demand' flavor, while the access control schemes
should allow multiple technologies yet guarantying the privacy and integrity of the data. In a
heavily distributed network resources, handling asset and resource for distributing computing
(autonomic, cloud, on-demand) and addressing management in the next IPv6/IPv4 mixed
networks require special effort for designers, equipment vendors, developers, and service
providers.

We take here the opportunity to warmly thank all the members of the AFIN 2016 technical
program committee, as well as the reviewers. We also kindly thank all the authors that
dedicated much of their time and effort to contribute to AFIN 2016.

We also gratefully thank the members of the AFIN 2016 organizing committee for their help
in handling the logistics and for their work that made this professional meeting a success.

We hope AFIN 2016 was a successful international forum for the exchange of ideas and
results between academia and industry and to promote further progress in the area of future
Internet. We also hope that Nice, France provided a pleasant environment during the
conference and everyone saved some time enjoy the beautiful French Riviera.

AFIN 2016 Advisory Committee

Petre Dini, Concordia University - Montreal, Canada / China Space Agency Center - Beijing,
China
Eugen Borcoci, University Politehnica of Bucharest, Romania
Jun Bi, Tsinghua University, China
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Abstract—A Mobile Ad hoc Network (MANET) is a network of 

wireless mobile devices capable of communicating with one 

another without any reliance on a fixed infrastructure. A Mobile 

Medium Network is a set of mobile forwarding nodes 

functioning as relays for facilitating communication between the 

users of this Mobile Medium. The performance of the Mobile 

Medium depends on the Mobile Medium node density, 

distribution and movement. In the proposed new paradigm for 

node movement control based on swarm intelligence, the 

movement is determined based on whether the nodes are at the 

locations where data forwarding activity recently took place or 

not.   Simulation results show that directing the nodes to the 

locations where the forwarding activity has recently happened 

significantly affects the delivery rates in the Mobile Medium 

networks. For some networks, with a few forwarding nodes 

initially dispersed in a large region, applying the swarm 

intelligence algorithm increases the delivery ratio by up to 50%. 

 

Keywords-mobility models; self-organizing mobile network; 

swarm intelligence; Mobile Medium; M2ANET  

I. INTRODUCTION 

A MANET is a set of mobile devices that cooperate with 

each other by exchanging messages and forwarding data 

[1][2]. A Mobile Medium Ad hoc Network (M2ANET) 

proposed in [3] is a particular configuration of a typical 

MANET where all mobile nodes are divided into two 

categories: (i) the forwarding only nodes forming the so 

called Mobile Medium, and (ii) the communicating nodes, 

mobile or otherwise, that send data and use this Mobile 

Medium for communication. The advantage of this M2ANET 

model is that the performance of such a network is based on 

how well the Mobile Medium can carry the messages 

between the communicating nodes and not based on whether 

all mobile nodes form a fully connected network. An example 

of a M2ANET is a cloud of autonomous drones released over 

an area of interest facilitating communication in this area. 

The movement of nodes in a M2ANET can be predefined by 

the user, selected at random or purposefully controlled for the 

best performance. When the mobile nodes select for 

themselves their movement, we call to such a network  a Self-

organizing Mobile Medium Ad hoc Network (SMMANET). 

A sample node movement control for a SMMANET based on 

attraction/repulsion paradigm was proposed by Almutairi et 

al. [4]. There, the mobile nodes can move in any direction, 

except when they get too far apart: then they turn back to stay 

together. This type of autonomous control was shown to 

improve the mobile network performance. 

Recently, a number of projects that match the M2ANET 

model have been announced; they include Google Loon 

stratospheric balloons [5] and Facebook high altitude solar 

powered planes [6] for providing Internet services to remote 

areas, and the Swarming Micro Air Vehicle Network 

(SMAVNET) project where remote controlled planes are 

used for create an emergency network [7]. 

In Section II, we present background on self-organizing 

systems and swarm intelligence. The new movement pattern 

based on ant colony control is discussed in Section III. 

Simulation experiments of this movement under different 

scenarios are in Section IV. Finally, we present the 

experimental results in Section V, followed by the conclusion 

and future work. 

II. STATE OF THE ART 

A M2ANET is mobile network comprised of 

interconnected mobile nodes, which make wireless multi-hop 

communication possible for mobile users. M2ANETs exhibit 

a fault-resilient nature, given that they are not operating with 

a single point of failure and are very flexible. The deletion 

and addition of new nodes, forming new links are a normal 

part of operation of a M2ANET [1][8][9]. This paper focuses 

on applying the self-organization principles for controlling 

the movement of nodes in the Mobile Medium, aka 

M2ANET. 

W. Ross Ashby formulated the original principle of the 

system of self-organization in 1947, although it was not 

published until 1962. In his paper, Ashby explained the 

fundamental concept of organization, and the integration of 

machines, and how they lead to what he referred to as a 

system of self-organization [10]. Later, in 1999, Bonabeau et 

al. defined the concept of self-organization relating to 

“Swarm Intelligence”. Self-organization can be defined as a 

set of dynamic spontaneous global structures that appear out 

of the local interactions between lower-level components of 

an initially disordered system [11][12]. Spontaneous means 

that the process is not controlled by any agent inside or 

outside the system. Based on purely local information, an 

agent chooses which rules the process and its initial 

conditions should follow. This is distributed across all the 

agents in the system, which follow the same process in 

1Copyright (c) IARIA, 2016.     ISBN:  978-1-61208-491-6
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parallel. As a result of this, the organization is very robust, 

and self-repairs any damage or perturbations. Any 

elimination or replacement of individual agents will not 

affect the system. In such a complex system, the agents 

directly interact locally with other agents near them, by visual 

contact, chemical contact or by exchanging messages 

wirelessly, and affect the remote agents indirectly by 

changing the environment around them. The agents are goal-

directed and select one outcome over another during the 

evolution of the system [12][13]. Self-organization can be 

found in many different areas of science, e.g., physics, 

chemistry, biology, and telecommunication. Swarming in 

groups of animals, flocks of birds, schools of fish, and 

colonies of insects are common examples of self-

organization in nature. Individuals in swarms behave in a 

simple way that collectively create more complex behaviors. 

They interact locally with each other and with the 

environment around them to create a self-organization 

system able to solve complex problems [12][13].  

Implementing a swarm system with self-organization 

features in wireless networks is a real challenge. Bonabeau et 

al. [11] present self-organization in swarms through positive 

feedback, negative feedback, fluctuations and multiple 

interactions. Positive feedback as a simple behavior may be 

presented as a recruitment and reinforcement. For example, 

the dancing of bees, or laying of pheromone and following 

these trails of ants, are kinds of recruitment for their fellow 

species to reach a food source. On the other hand, negative 

feedback represents a way of balancing positive feedback and 

stabilizing the collective pattern. Fluctuations, such as 

random searches and errors, are important for self-

organization in swarms in order to create creativity, 

innovation and discover new solutions. Finally, multiple 

interactions appear from sharing and spreading information 

between agents in the swarm [11][13]. 

Swarm Intelligence (SI) is an artificial-intelligence 

approach to problem-solving using algorithms based on the 

self-organized collective behavior of social insects such as 

ants, bees, birds, fish, wasps, and termites that follow very 

basic rules [11]. Beni and Wang introduced the expression 

"Swarm Intelligence" in 1989 in the context of cellular 

robotic systems [14]. Natural swarm systems made up of 

millions of flexible individual agents following simple rules 

demonstrate complicated group behavior. Such systems can 

be found in ant and bee colonies, flocks of birds, and schools 

of fish [15][16]. SI based on the nature of insects provides a 

basis on which it is possible to explore collective (or 

distributed) problem-solving methods without centralized 

control or the provision of global models such as MANETs 

[16][17][18]. Swarm Intelligence algorithms can be used in 

MANETs and in M2ANETs to control the movement of the 

nodes in order to follow an optimal forwarding path during 

the network run time. Nodes using an SI algorithm have the 

same ability to connect as any other mobile nodes, except that 

they move dynamically and are called agents. The agents 

follow very simple rules, although there is no centralized 

control structure dictating how individual agents should 

behave. These interactions between agents may lead to 

"intelligent" global behavior, unrecognized by the individual 

agents [19][20][21]. 

The Particle Swarm Optimization (PSO) algorithm was 

introduced to solve nonlinear function optimization based on 

swarm intelligence by Kennedy, Eberhart and Shi in 1995 

[22]. Particle Swarm Optimization is an Artificial 

Intelligence (AI) technique, related to both genetic 

algorithms and evolutionary programming, to model group 

movement behavior inspired by flocks of birds and schools 

of fish. An example is birds flying randomly searching for 

food in different places, until one of the birds is close to the 

food source. The other birds then need to learn which bird is 

nearest to the food and how far away the food is. At this point, 

the bird shares the information about the position of the food 

with the other birds in the flock. Transference of the correct 

information will enable the flock to follow the bird closest to 

the food to reach the food [23] [24]. In this example, the flock 

represents the swarm solution and the food source represents 

the optimal solution. 

Ant Colony Optimization (ACO) is a type of optimization 

algorithm modeled on the actions of an ant colony using a 

swarm intelligence method. In 1996 Marco Dorigo, Vittorio 

Maniezzo and Alberto Colorni proposed the ACO approach 

based on their observation of ant behavior in nature [25]. 

ACO methods are useful in problems that need to find paths 

to goals. The first ACO algorithms aimed to solve the NP-

complete Travelling Salesman Problem [TPS] with the goal 

of finding the shortest round trip between a series of cities 

[25][26][27]. In nature, ants without vision (almost blind) 

explore the environment around the colony searching 

randomly for a food source. When an ant finds food, it leaves 

a chemical pheromone trail on the path taken returning to the 

colony carrying that food. The other ants start following that 

pheromone trail to reach the food source [28] [29]. 

Pheromone is not permanent, it evaporates over time and 

distance. The pheromone evaporates from the longer paths 

faster than the shortest one and in this way ants always find 

the shortest path to the food source. Artificial 'ants' as 

simulation agents locate optimal solutions by moving 

through a parameter of space representing all possible 

solutions to solve a problem [30][31][32]. 

Colorni, Dorigo and Maniezzo developed the first and 

simplest Ant Colony Optimization algorithm, called Ant 

System (AS) [25]. The Ant System algorithm was inspired by 

the parallel search over different paths for real ants in nature. 

Real ants take several ways to solve their problems based on 

the data and information stored in their memory about 

previously obtained results [25][33]. The AS transition 

probability was modified to include heuristic information. 

Also, a tabu list was added to the AS implementation as a 

memory capacity. In AS, a set of agents (Ants) follows local 

decisions to move through nodes (places) to solve a problem 

[34][35]. The probability rule used by the ant to move from 

place 𝑖 to place 𝑗 during iteration is:  

2Copyright (c) IARIA, 2016.     ISBN:  978-1-61208-491-6
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𝑝𝑖𝑗
𝑘 = {

𝜏𝑖𝑗
𝛼 𝜂𝑖𝑗

𝛽

∑ 𝜏𝑖𝑘
𝛼 𝜂

𝑖𝑘
𝛽

𝑘∉𝑡𝑎𝑏𝑢𝑘

             𝑖𝑓 𝑗 ∉ 𝑡𝑎𝑏𝑢𝑘

0                                     𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

             (1) 

                                                                       
𝜏𝑖𝑗- amount of pheromone trail, 

𝜂𝑖𝑗- visibility (0 ≤ 𝜂𝑖𝑗 ≤ 1), 

𝛼- impact of trail defined by the user (0 ≤ 𝛼 ≤ 1), 

𝛽- attractiveness defined by the user (0 ≤ 𝛽 ≤ 1), 
𝑡𝑎𝑏𝑢𝑘- tabu list contain the visited cities by antk during 
current iteration. 

 

The visibility value represents the heuristic information, 

which can be calculated by using the following expression: 

𝜂𝑖𝑗 =
1

𝑑𝑖𝑗
                                        (2)   

                                                                                                                             
𝑑𝑖𝑗- distance between place 𝑖 to place 𝑗. 

 

Each ant leaves a trail called pheromone 𝜏 after 

completing a solution to attract the other ants. This 

pheromone trail 𝜏 can be modified by other ants moving 

along the same path or it can just evaporate over time [35]. 

The pheromone 𝜏𝑖𝑗 laid on the connected edge between place 

𝑖 and place 𝑗 is updated by using the following equations: 

𝜏𝑖𝑗(𝑡 + 1) = (1 − 𝜌)𝜏𝑖𝑗(t) + ∑ ∆𝜏𝑖𝑗
𝑘𝑚

𝑘=1             (3)  

                                                                                          

             ∆𝜏𝑖𝑗 = ∑ ∆𝜏𝑖𝑗
𝑘𝑚

𝑘=1                                    (4)                                                                                                         

  
                                                     

∆𝜏𝑖𝑗
𝑘 = {

𝑄 𝐿𝑘    𝑖𝑓 𝑎𝑛𝑡𝑘  𝑢𝑠𝑒𝑑⁄  𝑝𝑎𝑡ℎ(𝑖, 𝑗)

0       𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                      
              (5)                                                        

                              
𝜌- the evaporation coefficient defined by the user 
(0 ≤ 𝜌 ≤ 1), 

𝑚-the number of ants, 

∆𝜏𝑖𝑗
𝑘 - the pheromone quantity laid by antk on the path (i,j), 

𝑄- constant, often 1, 

𝐿𝑘-the tour length of the solution obtained by antk. 

 

The ant agents use the pheromone trail information to 

control movement through the search operation to find the 

optimal solution for the problem [32][33][35]. 

III. ANT COLONY MOVEMENT CONTROL IN MOBILE 

MEDIUM 

M2ANET is a high dynamic network, also called Mobile 

Medium, where all the mobile nodes are moving in many 

directions at different speeds. This rapid movement of the 

mobile nodes causes changes in the M2ANET topology, 

which increase the rerouting and possibly disconnections 

between the source node and the destination node. This 

continual rerouting affects network performance and 

decreases packet transmission rates. In order to improve 

M2ANET performance, a dynamic-movement node-control 

algorithm based on SI is proposed to control the mobile node 

movement according to the node's awareness of the traffic 

condition. The proposed Ant System Node Control (ASNC) 

algorithm is implemented to control the mobile node 

movements in M2ANET according to the traffic condition in 

the network. The proposed ASNC is adapted from the ACO 

algorithm, and more specifically from the AS algorithm [35]. 

In this paper the proposed ASNC algorithms is used for 

movement control of mobile nodes in a Mobile Medium, and 

not simply for routing. It should be noted here that a variety 

of related SI studies and algorithms are already used 

specifically for routing: Ant-colony-based Routing 

Algorithm (ARA) [36], Simple Ant Routing Algorithm 

(SARA) [37], Ad-hoc Networking with Swarm Intelligence 

(ANSI) [38], AntHocNet hybrid algorithm [39], AntNet 

routing algorithm [40], and HOPNET routing algorithm [41].  

At the start, the mobile nodes are moving randomly in a 

M2ANET without any control. A stationary source node 

represents the ant colony while the destination node 

represents the position of the food source. The mobile nodes 

act like Ant-agents, they explore the simulation area 

randomly until the routing protocol detects the first 

forwarding path between the source and the destination. At 

this time, each active forwarding node, ant-agent, leaves a 

pheromone trail at its position, and the accumulation of the 

deposited pheromone shows the forwarding path that the 

packets transmit through from the source to the destination. 

Next, the other mobile nodes, ant-agents, start moving 

towards these pheromone trail positions deposited by the 

forwarding ant-agents. Each time a forwarding path is 

detected in the M2ANET, the active forwarding ant-agents 

deposit new pheromone trails at their forwarding positions. 

The pheromone trails are not permanent, they evaporate over 

time. Regarding a possible implementation of the ASNC 

approach in a M2ANET, while depositing the actual 

pheromone at a particular location may be possible in a 

biological system, the actual mobile network would have to 

use different means for marking and communicating the 

pheromone locations. While the means of implementing this 

pheromone marking is beyond the scope of this paper, one 

might consider having each node broadcast the intensity and 

the location of deposited pheromone trail to all other nodes in 

the network. 

In the ASNC approach, the deposited pheromone 

locations are modified by ant-agents, mobile nodes, moving 

toward new forwarding positions, otherwise the pheromone 

evaporates from the forwarding position over time as 

specified in the AS update equation (Equation 3). The ant-

agents follow the pheromone trail and move from one 

position to another using the AS probability rule (Equation 

1). A sample evolution of the pheromone trail recorded in our 

sample experiments is illustrated in Figures 1 and 2. The 

pheromone trail marks the locations the forwarding activity 

took place recently and, we hypothesize, where the 

forwarding activity is likely to take place again. The size of 

each circle indicates the pheromone intensity, different 

colours are used to better visualize separate pheromone 

deposits. Circles at locations (50, 400) and (950, 600) mark 

the location of the data source and the destination, and not the 

pheromone deposits.  
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Figure 1. Initial pheromone trail. 

 

Figure 2. Evolved pheromone trail showing preferred node locations. 

 

The pheromone trail is deposited based on the traffic 

condition of M2ANET and is used to control the movement 

of ant-agents during the simulation allowing them to find a 

position on a forwarding path between the communicating 

nodes, the source and the destination, and consequently to 

improve the network performance. 

IV. SIMULATION EXPERIMENT 

We used simulation in ns2 to test the new proposed ASNC 

algorithm that aims to control the mobile node movement in 

M2ANET based on awareness of the traffic condition in the 

network. ASNC used to control the random movement of 

mobile nodes is adapted from the AS algorithm, which is one 

of the existing ACO algorithms. For comparison, we used the 

random mobility model as a reference case scenario, mostly 

because it is a standard model used in network simulation. 

The base case model used is the Random Way Point (RWP) 

model available in ns2 [42]. In RWP, nodes are moved in a 

piecewise linear fashion, with each linear segment pointing 

to a randomly selected destination and the node moving at a 

constant, but randomly selected speed. 

All ASNC experiments simulated in ns2 initially utilized 

the RWP model in a restricted area of 1000x1000 meters. The 

mobile nodes, representing the ant agents, move toward 

random destinations at random speeds with an average speed 

of 4 m/s. In the experiments based on ASNC, two stationary 

nodes, the source and destination nodes located at (50,400) 

and (950,600) coordinates respectively, are communicating 

with each other using the CBR traffic generator over UDP. 

The experiments run over two different ad-hoc network 

routing protocols, Ad hoc On-demand Distance Vector 

(AODV) and Destination Sequenced Distance Vector 

(DSDV), on simulated mobile networks with five different 

node densities: 5, 10, 20, 30, and 40 nodes. Node density 

indicates the total number of mobile nodes in the 1000 m by 

1000 m square region modelled in the experiments. Each 

mobile network scenario has been simulated three times for 

500 second simulation run time and the average results taken; 

simulation details are summarized in Table 1. 

TABLE I.  SIMULATION PARAMETERS 

Parameters 
Simulator NS-2.34 

Channel Type Channel / Wireless Channel 

Network Interface Type Phy/WirelessPhy 

Mac Type Mac/802.11 

Radio-Propagation Type Propagation/Two-ray ground 

Interface Queue Type Queue/Drop Tail 

Link Layer Type LL 

Antenna Antenna/Omni Antenna 

Maximum Packet in ifq 50 

Area (n * n) 1000 x 1000m 

Source node location (50, 400) 

Destination node location (950, 600) 

Source Type CBR over UDP 
packetSize_ 512 

interval_ 0.05 

Simulation Time 500 s 

Routing Protocol AODV and DSDV 

 

At the beginning of each experiment, the mobile nodes 

move randomly to explore the simulation area without any 

control. The traffic of the network is observed during the 

entire simulation run time, waiting for the routing protocol to 

detect a forwarding path. The control mechanism starts when 

the first forwarding path is detected by the routing protocol. 

At this moment the information about the forwarding path 

becomes available including the ids of the active forwarding 

nodes and their positions. At the same time each forwarding 

node deposits a pheromone trail 𝜏 marking the location where 

the forwarding activity took place. (In the experiment, the 

simulator kept the locations of the pheromone deposits and 

made them available to all the network nodes.) The amount 

of the deposited pheromone trail 𝜏 on a new forwarding 

position is initially equal to one. These pheromone trails 

demonstrate the forwarding path that has been used to 

transmit data packets between the communicating nodes. For 

the ant agents, the source node represents the ant colony 

while the destination node represents the food source in the 

simulation. Rather than moving randomly, the nodes, ant-

agents, move toward the positions where the pheromone 

deposits are the strongest marking the locations where the 

forwarding activity took place recently. The closest 

pheromone trail position to the current position of the mobile 

node with the highest pheromone amount will be selected.  

The decision about where to move next during the 
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simulation is taken by applying the probability rule, which is 

also adapted from the AS algorithm (Equation 1). In ASNC 

the values of the probability rule parameters for 𝛼, the impact 

of the trail, and 𝛽, the attractiveness, were set to 0.5 while the 

distance value in the visibility 𝜂𝑖𝑗 =
1

𝑑𝑖𝑗
 (Equation 2) was 

calculated based on the distance between the communication 

nodes and the forwarding position. Changing the values of  𝛼 

and 𝛽 in the experiments did not affect the Packet 

Delivery Ratio (PDR) results. When the mobile nodes reach 

their destination positions, they pause for three seconds 

before determining again where to move next. 

A pheromone trail deposited on a forwarding position is 

modified when another mobile node moves toward this 

forwarding position, otherwise the pheromone evaporates 

over time. To update the pheromone trail 𝜏 the update 

equation (Equation 3) has been adapted from the AS 

algorithm where the evaporation coefficient 𝜌 value is equal 

to 0.01 and the constant 𝑄 is equal to 1. Also, changing the 

values of 𝑄 and 𝜌 did not affect the PDR result of the 

experiments. The update equation increases the pheromone 

amount on the visited forwarding positions and reduces 

and/or evaporates the pheromone amount on the unvisited 

forwarding positions. A new pheromone trail 𝜏 is deposited 

by the forwarding nodes each time the routing protocol 

detects a new forwarding path in M2ANET. The mobile 

nodes visit several forwarding positions before they find the 

perfect positions to transmit packets between communicating 

nodes.  

V. RESULTS AND ANALYSIS OF ASNC 

The performance of a Mobile Medium network 

implementing the ASNC node movement control algorithm 

was investigated using the simulated networks with varying 

number of nodes and running two different routing protocols 

AODV and DSDV. The experiments were conducted using 

the ns2 simulator and the performance of a M2ANET was 

measured in terms of PDR, End-to-End Delay and Forward 

Path Time Detection (FPTD).  

A. AODV performance: PDR 

Attracting the mobile nodes to move toward the best 

forwarding positions based on the deposited pheromone trails 

resulted in a significant increase in the delivery ratio in 

M2ANET (Figure 3). At a very low density, with only five 

mobile nodes, no forwarding paths were detected by the 

routing protocol AODV during the entire simulation run 

time. As a result, zero packets have been delivered in these 

experiment. Increasing the mobile node density to 10 showed 

a PDR of 26% for ASNC, compared with 4% in the Random 

movement experiment. The experiment with 20 mobile nodes 

in ASNC showed the most interesting results and the best 

benefit of controlling the node movements based on the 

behavior of ants in nature. With 20 mobile nodes, 89% of the 

data packets have been successfully delivered to the 

destination resulting in an improvement of 57% over the 

Random movement. The network with 30 or 40 mobile node, 

i.e., at high node density, performed very well at any 

circumstances giving a delivery ratio of 90% and 97% in 

ASNC compared with 74% and 88% with the Random 

movement, respectively.  
 

 
Figure 3. AODV performance: delivery ratio. 

 

B. AODV performance: end to end delay 

At five mobile nodes density, no packets have been delivered 

to the destination, (Figure 4). The longest packet delay, 

observed in the network with 10 mobile nodes, dropped from 

786 ms in the Random scenario to 239 ms in ASNC. For a 

network with 20 mobile nodes, the packet delay decreased to 

73 ms (together with the increase in the PDR) from 583 ms 

in Random movement. For the high mobile node densities of 

30 and 40 nodes, the end to end delays were 70 ms and 69 ms 

in ASNC and  201 ms and 125 ms in the Random scenario. 

 

 
Figure 4. AODV performance: delay. 

 

C. AODV performance: FPTD 

For the experiments with 10 mobile nodes, the average FPTD 

for AODV was 279 seconds, reduced to 87 seconds by 

increasing the number of the mobile nodes to 20, (Figure 5). 

With high mobile node densities, the AODV routing protocol 

was able to detect the first forwarding path in a very short 

time, less than 10 seconds, which also improved the overall 

delivery ratio during the experiments.  

N

1 
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D. DSDV performance: PDR 

As expected, no packet were delivered in the very low mobile 

node density experiments (Figure 6). For 10 mobile nodes, 

1.3% of the total packets have been delivered, compared with 

0.6% delivery ratio in the Random movement over the DSDV 

routing protocol. These result changed when more mobile 

nodes are added in the experiments, i.e., when using 20 

mobile nodes rather than just 10 nodes. The PDR reached 

55% during the experiments with only 20 mobile nodes, 

almost 50% higher than the Random movement even with 40 

nodes. In all previous experiments using either DSDV or 

AODV, scenarios with 20 mobile nodes showed the best 

absolute improvement in performance when using the  ASNC 

algorithm for controlling the movements of mobile nodes in 

M2ANET. With a density of 30 mobile nodes, the PDR in the 

Random movement was 21% of packets delivered, which 

improved to 55% with ASNC. The density of 40 mobile 

nodes resulted in the PDR of 58%, which is higher than in the 

Random scenario. 
 

  
Figure 5. AODV performance: path detection. 

 

 
Figure 6. DSDV performance: delivery ratio. 

E. DSDV performance: end to end delay 

No packets were delivered in a network with only five nodes. 

The packet delay for a network with 10 mobile nodes and 

when ASNC was used improved to 208 ms, compared with 

760 ms in the Random movement, (Figure 7). Increasing the 

mobile node density to 20 nodes decreased the delay to 49 

ms, which was half the delay experienced in the Random 

movement. The packet delay at the high mobile node density 

of 30 and 40 nodes reached 39 ms and 50 ms respectively, 

while in the Random movement the results were above 80 

ms.  

 

 
Figure 7. DSDV performance: delay. 

F. DSDV performance: FPTD 

Unlike in AODV, detecting a forwarding path in DSDV 

proactive routing protocol took a considerable time. In the 

ASNC experiments with 10 mobile nodes, it DSDV took 299 

seconds to find a good route for transmitting data packets 

between the communication nodes, which was 20 seconds 

longer than in the experiments with AODV (Figure 8). The 

FPTD for the network with 20 mobile nodes utilizing DSDV 

was 90 seconds, followed by 71 seconds for 30 nodes and 50 

seconds for 40 nodes. For ASNC over AODV experiments 

(Figure 5), the FPTD with 20 mobile nodes was 87 seconds, 

then dropped significantly for the high mobile node densities, 

showing a difference of at least 50 seconds compared to the 

DSDV results. The DSDV delay in detecting forwarding 

paths, which was larger than the delay in AODV, negatively 

affected the PDR network performance, Figures 3 and 6. 

 

 
Figure 8. DSDV performance: path detection. 

 

Please note again, that in the experiments with five 

mobile nodes, no forwarding paths were detected during the 

entire 500 second simulation experiments with either AODV 

or DSDV routing protocol. 

VI. CONCLUSION AND FUTURE WORK 

The new proposed ASNC algorithm is an adaptive ACO 

algorithm that aims to control the movement of mobile nodes 

in M2ANET. The adaptive ASNC algorithm is a complex 

N

1 
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self-organization paradigm used for controlling the 

movement of mobile nodes and make them behave in a way 

similar to a swarm of ants in nature. The ASNC algorithm 

observes the traffic condition in the network, waiting for the 

right moment to move the mobile nodes in the direction of 

where the forwarding activity is taking place. The mobile 

nodes in ASNC represent the ant-agents; they leave a trail in 

their path, called the pheromone trail, to attract other ant-

agents to move toward the places they marked. These marked 

locations are the positions in the network where forwarding 

activity took place recently, and moving toward these 

positions was shown to improve the network performance. 

The ASNC experiments were simulated for different mobile 

node densities over AODV and DSDV routing protocols. The 

ASNC PDR results showed significant improvements over 

the scenarios with the Random movement, at all the mobile 

node densities. As expected, the experiments with the low 

mobile node densities showed a low delivery ratio compared 

with the PDR results for the high mobile node densities, for 

both AODV and DSDV. Moreover, the experiment with 20 

mobile nodes demonstrated the highest benefit of using 

ASNC in M2ANET for controlling the movement of the 

mobile nodes.  In ASNC, the networks running AODV 

routing protocol performed better than the ones with DSDV. 

AODV performed better in a highly dynamic network, such 

as M2ANET, due to its quick discovery and maintenance of 

the routes. In the experiment with high mobile node densities, 

AODV was able to detect the first forwarding path in less 

than 10 seconds, while it took DSDV between 50 and 70 

seconds. The performance of ASNC in M2ANET over 

AODV showed better delivery ratio results, where 10% to 

50% more packets were delivered than in the experiments 

with the Random movement. DSDV experiments showed 

performance improvements of 20-50 percent when compared 

to the reference Random movement.  

In future, other scenarios may be considered in 

experiments, such as changing the source and destination 

positions during the simulation rather than keeping them 

stationary for the entire time. In addition, a scenario with 

multiple communication nodes, two senders and one receiver 

or one sender communicating with different receivers may 

provide interesting results. Also, as the ASNC approach 

requires that all mobile network nodes have access to the 

locations indicating where the pheromones have been 

deposited, the means of distributing this information to all 

nodes may need to be developed. The obvious means of 

accomplishing this would be to use broadcast messages sent 

by each node at the time when it deposits a pheromone trail, 

however, the effectiveness of broadcasting in a network like 

M2ANET, and any delays involved in this process would 

require further investigation.  Other routing protocols may 

also be considered, e.g., Dynamic Source Routing (DSR), in 

order to compare the performance over different routing 

protocols. As the ASNC algorithm adapts the AS from the 

ACO algorithms in order to control the movement of mobile 

nodes, other SI algorithms could also be considered to control 

the movement of the mobile nodes, for example Rank-Based 

Ant System, Max-Min Ant System and Best-Worst Ant 

System. Algorithms from BCO rather than ACO could also 

be explored using, for example, the Artificial Bee Colony 

approach. 
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Abstract— The paper deals with podcasting, which is an 
appropriate form of distribution of radio programs of 
University of Zilina Radio. In this paper, we explain and define 
several terms related to podcasting, its creation and 
downloading. Our work is presented in the context of Slovak 
and Czech Republic. We wanted to find out which programs 
would be welcomed by the listeners as podcasts on the website 
of the Rapeš Internet radio.  In the last part, the design of 
podcast for radio studio of Zilina University is described.  

Keywords-podcasting; RSS feed; radio; listener; podest. 

I.  INTRODUCTION  

Podcasting got into the user awareness during 2004. It 
was a year after the Apple Computer company introduced 
the iPod media player for audio files. IPod gave name to this 
phenomenon, although it is not needed for playing podcasts. 

Podcasting is a strength for communication between 
different individuals. Nowadays, anyone has the opportunity 
to become visible on the Internet. Podcasters, even with first 
podcasts, can reach a geographically diverse audience; 
everything, without transmitters, satellites, regulations. The 
whole world can really listen [1].  

Basically, Podcasting is an audio content available on the 
Internet, which can be delivered to the computer or portable 
player. 

University of Žilina does not use in its radio station any 
technology to make their archive available online. In our 
paper, we describe how this problem can be solved through 
the podcast technology. 

Section 2 describes the history of podcasting. Software 
for receiving podcasts and for creating and editing records is 
introduced in Section 3. Sections 4, 5 and 6 analyse the 
current state of research in the area of using podcasts. The 
procedure to design podcast for the student radio of 
University of Zilina is described in Section 7.  

 

II. HISTORY OF PODCASTING 

Adam Curry, who is an MTV presenter of radio station 
MTV and interactive creator, tried for several years to find 
ways to use broadcast video and audio streams on the 
Internet. In 2000, Curry met with respected programmer 
Dave Winer, who was an expert in the development of 
hundreds of Internet applications, as well as the creator of 
Rich Site Summary (RSS) format for reading articles and 
reports on the Internet. Together, Curry and Winer, theorized 
about the possible way to use RSS for sending not only 
headlines but also audio and video files as such. As a result 

of their theories, Winer created the <enclosure> tag through 
the RSS specifications, enabling applications to transfer files 
from the Internet by following the simple URLs through the 
source pointing to the file. 

Curry began working. He tried to find ways to use RSS 
with the audio track, but not to download to the computer, 
but move a step ahead and keep it in sync with the iPod. 
Curry needed an application that would control the various 
RSS feeds, withdrawing them and moved into his iPod [2]. 

After Adam Curry has published the source code of his 
application on the Internet, the programmers found many 
enthusiasts improved and publicized it. Curry´s session in 
August 2004 is regarded as the emergence of podcasting. Of 
course, at that time an appropriate name for use of audio with 
the RSS was not selected, most people called it audio 
blogging. 

Later, the name Podcasting emerged, combining two 
words "iPod" - digital music player from Apple in which 
audio files were played and "broadcasting" - (radio) 
broadcasts. The word Podcasting is derived from the words 
"pod” and "broadcast", where “pod” comes from iPod [3]. 
Despite the etymology, the content can be accessed using 
any computer that can play media files and not just portable 
music players. Use of the term "podcast" predates the 
addition of native support for Podcasting to the iPod, or to 
Apple's iTunes software.  

III.  PODCASTING TOOLS 

To upload and record a podcast it requires a microphone 
and freely available software applications. These are the 
basics enough to create a simple podcast. If a podcaster 
would like to create a complexed podcast, a mixing desk that 
allows the podcaster to record several 
sounds and combine them is also needed. [4]. 

A. Software for creating and editing records 

There are several programs for creating and editing 
podcasts. Some are difficult, in view of their operation, some 
are simpler. It is up to the user which program to choose. 
Among the most common tools for creating and editing 
audio are:  

• Sound forge [5]; 
• Audio Hijack Pro [6]; 
• BIAS Peak [7], and 
• CastBlaster [8].  
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B. Software for receiving podcasts 

Apple has integrated Podcasting into the operating 
system. To register to a podcast and the subsequent 
management of its editions, the program iTunes is 
sufficient, which is available as standard in each installation. 
Receiving podcasts in Windows is not native, but it can be 
easily reached. Receiving podcasts under this operating 
system can be divided into two categories [9]: 

• Programs that are installed on your computer 
download podcasts to a hard drive and as a 
subsidiary function typically include the possibility 
to transfer downloaded songs to a portable player. 

• Programs that are installed directly on the player. 
They starts automatically when connected to a PC, 
make use of the Internet and check sources of 
podcasts. If they find a new session, they download 
it directly to user’s player. 

Most of the most common players support this 
technology. Thanks to these programs, the files are 
automatically downloaded to the PC or a mobile player. 
Automation of this process distinguishes Podcasting from the 
common manual downloading of files from the Internet. This 
are the examples of these players [10]: 

• iTunes; 
• iPodderX; 
• Juice; 
• NewsFire; 
• Winamp; 
• myPodder, and 
• Cloud Caster. 

 

IV.  PODCASTING AT STUDENT RADIO STATIONS ABROAD 

The essential part of the analysis of the current state is to 
describe the ways how this problem can be solved abroad. 
For the needs of our work we looked for the best student 
radio stations rank in the USA. The list of the 20 best 
American student radio stations can be found at this website 
[11]. We have examined the individual websites of the 
university radio stations to find out how they podcast the 
programs [12]. 

Podcasting is used by the majority of these radio stations, 
because it is very common in the USA. The vast majority of 
US student radio stations distribute their podcasts 
exclusively through their Web portals without the use of 
external services. Their audio files - podcasts are streamed 
directly from their Web servers. Then we meet with another 
group of student radio stations, which share their programs 
on the Web portals for sharing audio files as Mixcloud or 
SoundCloud, and they can also stream podcasts on iTune, the 
use of which is also very common in the USA. 

Since 2005, the annual awards for podcasts are awarded 
on the initiative of Todd Cochran from the Podcast Connect 
Inc. The fans themselves can appreciate their favourite 
podcasters by nominating them into this competition. 
Nominated podcasts are divided into different categories, 
which arise from the most common nominations and belong 

to the most listened types of podcasts. More than 600 
podcasts have been nominated for the year 2016 already 
[13]. 

 

V. THE SITUATION IN THE CZECH REPUBLIC 

Compared with Slovak podcasts in the Czech Republic, 
this service uses more radio stations. Among the first was the 
Czech Radio, which offers to its listeners so called Radio on 
Demand. It also offers a trailer for the podcasts in the form 
of video advertising. Besides Czech Radio podcasts offer 
also other radio stations: Radio Impuls, Express radio, Radio 
Frequency1 and radio Europe 2. 

On the Czech websites, listeners can meet with other 
podcasts, which do not offer radio stations, but independent 
filmmakers. Examples include:  

• brouzdej.cz - website where bloggers publish their 
blogs. It allows to set up voice output support. A 
blogger can choose if the notes will be read by male 
or female voice. When the blogger writes the 
contribution, after he/she send it online, it is 
converted into Waveform Audio File Format and 
saved to webhosted disk. 

• respekt.cz - Respect Magazine offers users to 
download podcasts on their website. It offers storage 
space for audio recordings to each user. In case the 
user is interested to place a podcast in the magazine 
Respect, it is necessary to send the record to the 
editor by email. 

• podcasting.rogner.cz - a website dedicated to 
podcasting. The user can find information about 
podcasting, information about the software, about 
systems etc. The author of the website, Roman 
Rogner, does not provide his own podcasts. 

VI. THE SITUATION IN THE SLOVAK REPUBLIC  

The first Slovak media which noticed Podcasting 
technology was FM Radio [14]. This third circuit of the 
public radio started podcasts on its website from 2006. Also 
Slovak Radio provides podcasts and shows all its circuits in 
the form of podcasts. 

There are not so many podcasts which create an 
independent Slovak podcasters as in other countries. 
Websites with podcasts include: 

• niemand.sk - the first Slovak podcast, whose author 
is Thomas Ulej. It was established in 2005 and 
listeners can find on this website particular recording 
of literature. One of the attractions is the use of the 
voice of P. O. Hviezdoslav. The used format of 
podcasts is MP3. Update of recordings is not regular, 
as the recording is mainly occasional. 

• radioarwie.szm.sk - Internet radio, which was 
created in December 2005 with an irregular 
broadcast. Broadcasting in the form of podcast 
began at the end of March 2006. The listeners will 
also find on the website information about 
podcasting, programs, user manual for location RSS 
feed to iTunes and so on. 
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• gpkava.sk – podcast about coffee. Podcast dedicated 
to the forthcoming championship of Slovakia in the 
preparation of coffee in Aeropress. 

VII.  PODCASTING AND RADIO STUDIO OF ZILINA 

UNIVERSITY 

Radio studio of Zilina University is a non-profit 
organization, where students of the University of Zilina are 
also involved in the operational process. They can acquire 
knowledge and develop their skills during broadcasting in 
three possible areas: moderation, broadcasting technology, or 
music area. These can also help them in their future career 
after graduating from university. 

“RAPEŠ” radio studio, the only college radio studio in 
Slovakia, broadcasts 24 hours a day. During the term, 
listeners can listen to moderated broadcast from Monday to 
Thursday, from 18:00 to midnight. Except for NONSTOP, 
which is broadcast once a term for one week. Rapeš radio 
studio broadcasts universal programs from the world of 
music, music genres, Slovakia and Czech productions, 
through programs on current topics of everyday life as well 
as events at University, to programs in which listeners can 
win valuable prizes. 

The main aim of this paper was to design and present the 
podcasts for radio station of the University of Žilina. The 
significant part of this work was to determine the students' 
interest and the usage of podcasts on the website of the radio. 
To clarify the main aim, we selected a number of partial 
objectives. The first partial objective was to analyse the need 
for the creation of this service among students. We were 
trying to find out the attitude of students, their interests and 
the views on the creation of podcasts.  

Since Rapeš broadcasts many programs, we wanted to 
find out which of them would be welcomed by the listeners 
as podcasts on the website of Rapeš. On this basis, we 
developed a questionnaire, through which we also wanted to 
find out whether respondents are familiar with with the 
Podcasting service and what the conditions to use it are. 

A questionnaire was used. We contacted 100 
respondents, both men and women studying at different 
faculties of the University of Zilina aged 19-30 years. 
Response rate was 100%; all questionnaires were useful for 
our research. In the research component, the proportion of 
men and women was 59% and 41%. 

From the respondents 45% are familiar with the 
Podcasting.  Conversely, 55% of respondents do not know or 
are not familiar with this concept. It shows us that 
Podcasting has not yet got into the consciousness of the 
wider public. 

Although a number of respondents are familiar with 
podcasting, it is used by only 21%, which shows us that they 
were not impressed by this service or are not familiar with 
such content that would interest them enough to download it 
through podcasts. 

Technical equipment of people is sufficient, since 98% of 
respondents own a certain type of MP3 player. 39% own a 
portable music player, iPod. Probably for this reason, most of 
the respondents use iTunes, 48%. Only 5% use iPodder, 
despite the fact that it was the first program which could 

download podcasts. 33% of respondents use Winamp, and it 
is also the most commonly used music player on the PC. 
14% use other programs to download podcasts. 

Although 62% of respondents do not know which 
program they would welcome as a podcast or podcasts on the 
website Rapeš (Figure 1), 38% of respondents could imagine 
podcasts of some programs. 12% wished “Album of the 
week”, because they are interested in which artist released a 
new album. 9% would like to download “Cinema life” 
because they are interested in movie news and reviews. 8% 
are interested in competition and therefore would like to 
download the program “Not to drown”. 

Based on the received information about Podcasting 
service, we drew up a service proposal for radio studio 
Rapeš. The selection of programs was affected by the 
evaluation of questionnaire survey. The greatest interest had 
“Album of the week” and programs “Cinemalife”, and “Not 
to drown”. 

Characteristics of Podcasting programs:  
• Album of the week - a regular program in which the 

moderator presents the current album, which he/she 
considers as interesting, or special. 

• Cinemalife - Movie news, reviews and highlights 
from the show business. Listeners will learn current 
information from the world of film and can enter the 
competition to win free tickets to the cinema. 

• Not to drown - entertainment program in which two 
guests compete. Moderator prepares for them three 
competition rounds, and competitors try not to 
"drown" in the questions. 

After the selection of the program, the moderators were 
acquainted with the fact that their program will be recorded 
and subsequently placed on the website. There was also 
indispensable cooperation of technicians who are in charge 
of the recording of such programs. Programs were saved in 
MP3 format, which is the most commonly used format of 
audio files placed on the Internet. 

After obtaining the recorded program we contacted the 
webmaster who placed this program on the website. 
Webmaster realized the proposal and created a Podcasting 
service on the Radio Rapeš website. He created the username 
and password for us in the CMS, from where the website is 
administrated.  On this basis, we can add a recorded program 
on a page. 

Programs will be updated each week during the 
moderated broadcast of the radio station Rapeš. At the time 
the program is not broadcast, the last programs remain 
available as podcasts. Gradually, we will develop podcasts of 
other programs. 

VIII.  CONCLUSION 

There is a number of quality radio stations that could use 
Podcasting and enable their programs to be listened also after 
live broadcasting. At the same time, by provision of this 
service they could increase visits of their websites, as it was 
confirmed by FM radio after releasing the Podcasting 
service. From the survey, conducted on the potential users of 
the Podcasting service, came out that users have good 
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assumptions to use this service because they are technically 
skilled and open to new ideas. 

We were able to meet the aim of the research upon the 
analysis of existing technologies and used tools, and upon 
the survey among target customers – students, we designed a 
podcast for the radio station of the University of Žilina. 

As the next step, it will be necessary to examine the 
benefits and failings of our proposed solutions, the impact on 
the mentioned programs, and to propose any corrections, if 
necessary. 
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Figure 1.  Program that respondents would welcome as a podcast 
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