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AICT 2016

Foreword

The Twelfth Advanced International Conference on Telecommunications (AICT 2016), held
between May 22-26, 2016, in Valencia, Spain, covered a variety of challenging telecommunication topics
ranging from background fields like signals, traffic, coding, communication basics up to large
communication systems and networks, fixed, mobile and integrated, etc. Applications, services, system
and network management issues also received significant attention.

The spectrum of 21st Century telecommunications is marked by the arrival of new business
models, new platforms, new architectures and new customer profiles. Next generation networks, IP
multimedia systems, IPTV, and converging network and services are new telecommunications
paradigms. Technology achievements in terms of co-existence of IPv4 and IPv6, multiple access
technologies, IP-MPLS network design driven methods, multicast and high speed require innovative
approaches to design and develop large scale telecommunications networks.

Mobile and wireless communications add profit to large spectrum of technologies and services.
We witness the evolution 2G, 2.5G, 3G and beyond, personal communications, cellular and ad hoc
networks, as well as multimedia communications.

Web Services add a new dimension to telecommunications, where aspects of speed, security,
trust, performance, resilience, and robustness are particularly salient. This requires new service delivery
platforms, intelligent network theory, new telecommunications software tools, new communications
protocols and standards.

We are witnessing many technological paradigm shifts imposed by the complexity induced by
the notions of fully shared resources, cooperative work, and resource availability. P2P, GRID, Clusters,
Web Services, Delay Tolerant Networks, Service/Resource identification and localization illustrate
aspects where some components and/or services expose features that are neither stable nor fully
guaranteed. Examples of technologies exposing similar behavior are WiFi, WiMax, WideBand, UWB,
ZigBee, MBWA and others.

Management aspects related to autonomic and adaptive management includes the entire
arsenal of self-ilities. Autonomic Computing, On-Demand Networks and Utility Computing together with
Adaptive Management and Self-Management Applications collocating with classical networks
management represent other categories of behavior dealing with the paradigm of partial and
intermittent resources.

We take here the opportunity to warmly thank all the members of the AICT 2016 Technical
Program Committee, as well as the numerous reviewers. The creation of such a broad and high quality
conference program would not have been possible without their involvement. We also kindly thank all
the authors who dedicated much of their time and efforts to contribute to AICT 2016. We truly believe
that, thanks to all these efforts, the final conference program consisted of top quality contributions.

Also, this event could not have been a reality without the support of many individuals,
organizations, and sponsors. We are grateful to the members of the AICT 2016 organizing committee for
their help in handling the logistics and for their work to make this professional meeting a success.

We hope that AICT 2016 was a successful international forum for the exchange of ideas and
results between academia and industry and for the promotion of progress in the field of
telecommunications.
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We are convinced that the participants found the event useful and communications very open.
We hope that Valencia provided a pleasant environment during the conference and everyone saved
some time to enjoy the charm of the city.
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Further Throughput Optimization of IEEE 802.11
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Abstract—Successive interference cancellation (SIC) is a phys-
ical layer mechanism, which eases packet collisions. It can
decode simultaneously transmitted packets from multiple stations
with different transmitting power levels, and hence raises the
throughput of wireless networks. In an earlier work, the optimal
throughput of an IEEE 802.11 network with SIC for a given
initial contention window (W ) is investigated. In this paper, we
suggest that an optimal W can be chosen to further improve
the optimal throughput. We re-visit the throughput optimization
problem with W being another degree of freedom, and propose
an efficient way to obtain the optimal W and the corresponding
probability mass function of power levels. Numerical results have
verified that the optimal throughput can be further increased by
allowing W to be an optimal variable.

Keywords—multiple-packet reception; successive interference
cancellation; power randomization; 802.11.

I. INTRODUCTION

An IEEE 802.11 wireless local area networks (WLAN) is a
shared medium network. When operated in the infrastructure
mode, it comprises an access point (AP) and a number of
stations. Each station communicates with each other or external
networks via the AP. When stations transmit packets to the
AP, they need to contend for the channel. How each station
accesses the channel is governed by the contention-based
distributed coordinated function (DCF) [1]. Because of the
shared medium, if more than one station transmits packets
at the same time, a collision happens and no packet can get
through the channel. It results in packet retransmissions and
hence throughput degradation.

To improve such a situation, multiple packet reception
(MPR) techniques can be used at the physical layer. They
enable an AP to resolve collisions and successfully decode
multiple packets. Early MPR techniques are based on single-
user-detection approaches [2], which can only achieve low in-
formation rate. On the other hand, various multi-user-detection
approaches [3] have been proposed, including zero-forcing,
maximum likelihood, parallel interference cancellation and
successive interference cancellation (SIC). These approaches
can support high information rate.

Recently, an in-depth study of using SIC for MPR is
reported in [4]. The authors propose that, when transmitting a
packet, each station randomly chooses a power level so that
the probability of recovering the signals during a collision can
be increased. Hereafter, this scheme is referred to as SIC with
power randomization (SPR). More importantly, they derive a
discrete set of optimal power levels which only depends on the
target information rate. In other words, the set of optimal power
levels is applicable to any shared-medium wireless networks,
irrespective of their medium access control (MAC) protocols.
On the other hand, the MAC layer throughput depends on the
probability mass function of the optimal power levels and the
MAC protocols.

In [5], the throughput performance of an IEEE 802.11
WLAN using SPR is evaluated. Analytical expressions relating
the probability mass function and throughput are obtained. Fur-
thermore, an optimization problem is formulated to determine
the probability mass function which maximizes the throughput.
When solving the optimization problem, the authors of [5]
assume that the initial contention window, W , is fixed and
given. This limits the achievable optimal throughput. In this
paper, we relax this assumption and treat W as one of the
optimizing variables. As will be shown in the results, this
allows an IEEE 802.11 WLAN based on SPR to achieve a
higher optimal throughput.

The remainder of the paper is organized as follow. Section
II briefly reviews SPR. Section III summarizes the throughput
model developed in [5] for DCF with SPR. The formulation
of throughput optimization is given in Section IV. Then,
Section V presents our solution approach and Section VI
provides some numerical results. Finally, conclusions are given
in Section VII.

II. REVIEW OF SPR

First, let us consider the case of Gaussian channel. Assume
that the mean and variance of the channel noise power are 0
and N0, respectively. Let Ei be a positive real value recursively
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defined below,

Ei =

{
0 i = 0,

(2R − 1)(Ei−1 +N0) i = 1, 2, 3, . . .
(1)

A set E of discrete power levels can be formed as follows,

E =

{
{E1, · · · , EQ} R < 1,

{E1, · · · , Ei, · · · } R ≥ 1,
(2)

where R is the target information rate, and EQ is the solution
of the equation EQ = (2R − 1)(EQ +N0).

Consider that two stations are transmitting packets simul-
taneously, with randomly chosen power Ei and Ej from E ,
respectively. When receiving the combined signal due to the
two packets, the AP can first decode the stronger signal while
treating the weaker signal as noise. Subsequently, the AP can
subtract the stronger signal from the combined signal, and then
decode the weaker signal. In other words, as long as Ei ̸= Ej ,
both packets can always be decoded successfully. This is
because, for any Ei and Ej where Ei ̸= Ej , (1) guarantees
that the following conditions for reliable communication [6]
are always satisfied:

Condition for first decoding step:

log2

(
1 +

Ei

Ej +N0

)
≥ R. (3)

Condition for second decoding step:

log2

(
1 +

Ej

N0

)
≥ R. (4)

It has been proved in [4] that (2) gives an optimal set of
power levels in that sense that the achieved throughput is not
worse than any other power profiles while less average power
is consumed.

For the case of fading channel, each station only needs to
ensure that the power levels received by the AP fall into E .
Assuming that the instantaneous channel gain g is known and
that the channel is reciprocal. Then, the optimal power levels
for each station are {E1/g, E2/g, . . . Ei/g, . . . ,}.

III. THROUGHPUT OF DCF WITH SPR

Consider an IEEE 802.11 WLAN with N stations deploy-
ing SPR with M available power levels. When transmitting a
packet, each station chooses power level Ei, i = 1, . . . ,M ,
with probability pi. Assuming that, for each station, packets
arrive at the MAC layer from the upper layer with rate λ
(packet/second), and that each station has an infinite buffer.
Let τ be the attempt rate per slot of each station. In [5], a
fixed point equation relating τ to λ, W , {pi, i = 1, . . . ,M} is
derived, and is denoted in here as

τ = F(τ, λ,W, {pi}) (5)

In other words, τ is determined by a given λ, W and {pi}.

Packets can be successfully received by the AP if no more
than two stations are transmitting simultaneously. Therefore,
the average throughput T is given by

T =
LP1 + 2LP2

Tv
, (6)

where L is the payload size of a packet, P1 is the probability
that only one station transmits, P2 is the probability that two
stations are transmitting simultaneously, and Tv is the mean
slot duration after taking into account the deferment process
in DCF.

Clearly, we have

P1 =

(
N

1

)
τ(1− τ)N−1, (7)

and

P2 =

(
N

2

)
τ2(1− τ)N−2(1−

M∑
i=1

p2i ), (8)

where 1−
∑M

i=1 p
2
i is the probability that the power levels of

the two simultaneously transmitted packets are different.

From [1], Tv is given by

Tv = (1− Pb)σ + PbPs(Ts + σ) + Pb(1− Ps)(Ts + σ), (9)

where Pb = 1 − (1 − τ)N , Ps = P1+P2

Pb
, and both Ts and σ

are system parameters. Since Tv is effectively a function of τ ,
it is thus denoted as Tv(τ). Then, overall, T is given by

T = LN

τ(1− τ)N−1 + (N − 1)τ2(1− τ)N−2(1−
M∑
i=1

p2i )

Tv(τ)
.

(10)

This analytical model for throughput of IEEE 802.11 net-
works operating in DCF mode with SPR has been extensively
validated by simulations. Its accuracy is demonstrated by the
results reported in [5]. In this paper, this model is used to
evaluate the throughput for a given set of network parameters.

IV. FORMULATION OF THROUGHPUT OPTIMIZATION

To optimize the throughput, the following formulations are
given in [5].

A. Gaussian Channel

max T

subject to
M∑
i=1

pi = 1

M∑
i=1

piτEi ≤ Eav

0 ≤ pi ≤ 1, i = 1, . . . ,M.

(11)

where Eav is the average power limit.

B. Fading Channel

For the case of fading channels, a channel gain g is
associated with {pi(g), i = 1, 2, . . . ,M}, where pi(g) denotes
the probability that a station transmits with power Ei

g . In
order to optimize the throughput, the optimal {pi(g)} for
each channel gain g need to be found. Since, in general,
g is continuously distributed, this makes finding the exact
optimal solution extremely difficult. To simplify the problem,
the continuous distribution is approximated by a discrete
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distribution as follows. The range of g, [0,∞), is divided into
H intervals according to H+1 thresholds {gh|h = 0, . . . , H} ,
and uniform distribution within each interval is assumed. That
is

pi(g) = phi , g ∈ [gh−1, gh), h = 1, 2, . . . , H i = 1, 2, . . .M.
(12)

Clearly,
∑M

i=1 p
h
i = 1, ∀h. Let Ψ(g) is the probability

density function of g. Then,

pi =

H∑
h=1

phi q
h, (13)

where qh =
∫
g∈[gh−1,gh)

Ψ(g)dg.

When the received power is Ei, and the channel gain is g ∈
[gh−1, gh), the corresponding transmitted power is Ei/g with
probability density phi τΨ(g). The average transmitted power
is thus given by
H∑

h=1

M∑
i=1

∫
g∈[gh−1,gh)

(Ei/g)p
h
i τΨ(g)dg =

H∑
h=1

M∑
i=1

phi τEi/g
h,

(14)
where 1/gh =

∫
g∈[gh−1,gh)

1
gΨ(g)dg.

Then, the throughput optimization problem can be formu-
lated as follows,

max T

subject to 0 ≤ phi ≤ 1, i = 1, . . . ,M, h = 1, . . . , H

pi =
H∑

h=1

phi q
h, i = 1, . . . ,M

M∑
i=1

phi τ ≤ 1, h = 1, . . . ,H

M∑
i=1

H∑
h=1

phi q
h = 1

M∑
i=1

H∑
h=1

phi τ
Ei

ḡh
≤ Eav

(15)

V. OPTIMAL SOLUTIONS

Referring to the optimization problems given in (11) and
(15), it can be seen that both are non-convex. In [5], these
problems are simplified by assuming W is fixed and given.
When W is given, from (5), τ is effectively a function of {pi}.
Thus, the optimal variables in (11) and (15) are {pi} only. As
a result, the optimization problems become as follows.

Gaussian Channel:

min
M∑
i=1

p2i

subject to
M∑
i=1

pi = 1

M∑
i=1

piτEi ≤ Eav

0 ≤ pi ≤ 1, i = 1, . . . ,M.

(16)

Fading Channel:

min
M∑
i=1

p2i

subject to 0 ≤ phi ≤ 1, i = 1, . . . ,M, h = 1, . . . ,H

pi =
H∑

h=1

phi q
h, i = 1, . . . ,M

M∑
i=1

phi τ ≤ 1, h = 1, . . . ,H

M∑
i=1

H∑
h=1

phi q
h = 1

M∑
i=1

H∑
h=1

phi τ
Ei

ḡh
≤ Eav

(17)

The problems specified by (16) and (17) are convex and
can be solved readily by standard techniques. However, fixing
W limits the search space and thus the achievable optimal
throughput. We believe optimizing τ and {pi} concurrently
would further enhance the optimal throughput. By allowing τ
to be an optimal variable, it just means that W is not fixed
anymore. Instead, W is determined by the resulting optimal
τ . To this end, we propose to solve (11) and (15) exactly and
efficiently in the following two-step approach. In the first step,
for a fixed τ , we find {p∗i } and {ph∗i } , which are the solutions
of (16) and (17), respectively. In the second step, the optimal
τ , τ∗, is obtained by a full search over the range (0, 1).

Once τ∗ is obtained, the corresponding W can be obtained
by the following algorithm:

Algorithm 1 Finding W from τ∗

Require: τ∗, λ, {pi}
1: Let W=8
2: repeat
3: solve τ = F(τ∗, λ,W, {pi})
4: Set W=W + 1
5: until ( τ−τ∗

τ∗ < 0.001)
6: Obtain optimal W

Initializing W = 8 can reduce the computation time of
Algorithm 1. Since an extremely small value for W results in
many collisions, the resultant throughput would be far from
optimal. Thus, W = 8 is sufficiently large to initialize the
algorithm.

VI. NUMERICAL RESULTS

In this section, we compare the performance of our pro-
posed solution approach with that of [5]. We solve the opti-
mization problems using Matlab with the CVX optimization
toolbox for various Eav . The fixed system parameters used are
listed in Table I.

First, we consider the case of Gaussian channel. The results
are shown in Figures 2-3. With R = 1,M = 5, N = 5,
Figure 2 plots the resulting optimal throughput (normalized)
versus Eav when the optimal W and W = 32 (an arbitrary

3Copyright (c) IARIA, 2016.     ISBN:  978-1-61208-473-2

AICT 2016 : The Twelfth Advanced International Conference on Telecommunications

                           15 / 123



TABLE I. SYSTEM PARAMETERS

Slot Time 20 us
SIFS 10 us
DIFS 50 us
Retransmission limit 7
Data rate 11 Mbps
Control bit rate 1 Mbps
Header 576 bits
ACK 272 bits
No. of nodes 5
No. of discrete power levels 5
Packet arrival rate 250
R 2
N0 1

chosen value) are used, respectively. Obviously, the optimal
throughput corresponding to the optimal W is higher than that
corresponding to an arbitrary chosen W . Since the optimal W
corresponds to the most suitable back-off time, the collisions
are resolved in a better manner. This results in a higher optimal
throughput. Note that when Eav is small, the optimal through-
put corresponding to optimal W and W = 32 are similar.
According to [5], when Eav is small, stations are forced to use
low power levels with higher probabilities so as to fulfil the
constraint of average consumed power. SPR is not effective
to resolve collisions under small number of power levels.
Therefore, it is reasonable for the low optimal throughput
occurring at small Eav. Apparently, this phenomenon also
happens in the case of optimal W .

Figure 2 shows a similar difference between optimal W and
W = 32 when R is increased to 2. This demonstrates that SPR
is applicable when the network is operated at high information
rate. Comparing with Figures 2 and 3, it can be seen that the
improvement becomes less. This is due to two reasons. First,
it should be recalled that the throughput under W = 32 is
already sub-optimal; it is obtained by solving the optimization
problem given by (11). Second, as explained below, the optimal
W increases with N , and W = 32 happens to be close to the
optimal W . Thus, the improvement that can possibly be made
becomes smaller. However, our approach guarantees that the
optimal throughput is obtained.

Table II provides more comparison results for various M
and N . It can be seen that the optimal throughput is further
enhanced by our approach. Note that the optimal W increases
with N . As the collision probability increases with N , a larger
back-off time is required to reduce the collision probability.
This leads to a larger W . Therefore, a network with larger
N needs a larger W to achieve the optimal throughput. As a
whole, we notice that more discrete power levels provided by
SPR is the ultimate key to increase the optimal throughput.

TABLE II. Comparison of optimal throughput under different network
configurations for Gaussian Channel and R = 2

Config Throughput
(W=32)

Throughput
(Variable W) % Optimal W

M=5, N=5 0.372 0.403 +8.49 14
M=3, N=5 0.362 0.378 +4.3 14
M=5, N=10 0.3912 0.3967 +1.4 17
M=3, N=10 0.372 0.374 +0.53 24

Then, we consider the case of Rayleigh fading channel
with averaged power gain equal to 1. The whole range of

Eav
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Fig. 1. Optimal throughput comparison in Gaussian channel,
R = 1,M = 5, N = 5.
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Fig. 2. Optimal throughput comparison in Gaussian channel,
R = 2,M = 5, N = 5.

g, i.e., [0,∞), is divided into 20 intervals. Figures 4-6 plot
the resulting optimal throughput versus Eav for both solution
approaches under various system parameters. The observations
are similar to that of Figures 2-3. It demonstrates the efficacy
of our solution approach for the case of fading channels.

Table III provides more comparison results for various M
and N . Again, similar observations as the case of Gaussian
channel can be made.

TABLE III. Comparison of optimal throughput under different network
configurations in fading channel with R=2

Config Throughput
(W=32)

Throughput
(Variable W) % Optimal W

M=5, N=5 0.372 0.404 +8.6 14
M=3, N=5 0.362 0.3779 +4.4 14
M=5, N=10 0.3912 0.397 +1.5 17
M=3, N=10 0.372 0.373 +0.26 24
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Fig. 3. Optimal throughput comparison in Gaussian channel,
R = 2,M = 5, N = 10.
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Fig. 4. Optimal throughput comparison in fading channel,
R = 1,M = 5, N = 5.

VII. CONCLUSION

In this paper, we have suggested that the initial contention
window can be suitably chosen to further optimize the through-
put of IEEE 802.11 network based on successive interference
cancellation with power randomization. To this end, we have
formulated the optimization problem and proposed an efficient
way to obtain the optimal initial contention window. We have
compared the resultant optimal throughput with the approach
of arbitrarily chosen window size for both Gaussian and
Rayleigh fading channels. Numerical results have shown that,
by allowing the initial window size to be suitably chosen, a
higher optimal throughput can be achieved.
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Abstract—A lot of all-day products are equipped with radio
frequency identification (RFID) tags to enable a wireless
identification, payment etc. For a lot of applications, especially
for sensor based applications, location information of the RFID
based sensor tag would be helpful. In this paper an accurate
and robust method for position estimation of RFID tags based
on time of arrival (ToA) calculation of a transmitted
broadband spread spectrum signal is described. The used
spread spectrum waveforms are broadband chirp signals
which are generated by passive surface acoustic wave devices
(SAW). The performance of RFID position estimation under
additive white Gaussian noise (AWGN) conditions was
simulated.

Keywords-RFID tags; position measurement; chirp
modulation; surface acoustic wave devices; correlation.

I. INTRODUCTION

Radio frequency identification devices (RFIDs) are used
in numerous applications like wireless sensors. For advanced
applications the actual position and the tracking of RFID tags
is from importance. Therefore for battery operated devices a
method for RFID position estimation with low power
consumption is needed.

The principles of position estimation of RFID devices
can be separated into two groups. First, the RFID device is
detected by its ID response if it is powering up in the vicinity
of a base station. If a RFID device is supplied with energy
from an external device, the standard ISO/IEC 14443 [1]
defines that the RFID’s ID will be periodically transmitted.
Based on this principle, the position of a RFID device can be
roughly estimated from the maximum transmission distance
of the base station [2]-[4]. A second principle for position
estimation is given by base station connected to a directional
antenna. RFID tags are located on known position and if the
base station irradiates one of the RFID tags, it powers up and
transmits its ID. From the angle of the directional antenna
and the known position on the RFID tags, the position of the
base station can be estimated [5][6]. This principle is
commonly used for moving objects like robots. In general,
the performance of position estimation can be improved by
using the received signal strength (RSS) as an additional
indicator [7]-[9].

II. SYSTEM DESIGN

In this study, a principle for wireless position estimation
of RFID devices based on time of arrival (ToA) and phase of
arrival calculation of a transmitted broadband spread
spectrum signal is described (Figure 1).

Figure 1. Transmission of linear chirp signals for ToA measurement.

The used spread spectrum waveforms are broadband
chirp signals which are generated by passive surface acoustic
wave devices (SAW). The impulse response of the used
SAW filters is a linear chirp signal with center frequency
f0=250MHz and a bandwidth of B=80MHz (Figure 2). The
chirp signal is generated by exciting the SAW chirp-filter
with a short pulse which is delivered by the RFID unit on the
tag. To transmit a powerful chirp signal from the RFID tag to
the base stations a pulse generator based on an avalanche
transistor was developed. With this method, high energy
pulses with rise times below 3ns are generated for exciting
the SAW chirp filter. The chirp signal is transmitted via a RF
antenna to RFID base-stations which are located within the
transmission range.

Base-
station #2

Base-
station #1

Base-
station #3

RFID device

Pulse
generator

SAW chirp filter

RFID
link

RF-
antenna

RFID chip
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a)

b)

Figure 2. a) Linear frequency modulated signal (chirp signal), b)
compressed chirp signal after matched filter detection (autocorrelation

function ACF).

The RFID is not continuously in the active mode but will
normally be set in the low-power sleep state and powered up
only at scheduled time points or on request by a received
wake-up signal. After wake-up, the RFID unit starts a
periodic transmission of chirp signals to receivers within the
transmission range. To gain a high signal to noise ratio
(SNR) at the receiver a signal matched filter having the time
inverse impulse response of the transmitted signal is used
which generates in the matched filter case the chirp-
autocorrelation function at the output with a compression
gain proportional to the time-bandwidth product of the chirp
(Figure 2b).

The position estimation is done by trilateration [1-3]
where the time of arrival differences of the chirp signals at
the receivers is calculated (Figure 3). If the position of more
than none RFID tag should be estimated, each RFID
transmits its unique code for separation. The coding of the
transmitted chirp signals is done by pulse position
modulation where the chirps are located in different time
slots.

Figure 4. Mean accuracy of the RFID position estimation under
AWGN conditions. N = 100.

The localization accuracy of the proposed method was
determined under the assumption of an AWGN (additive
white Gaussian noise) transmission channel where the
received signal is corrupted with noise. The accuracy of
position estimation based on chirp signals under LOS
conditions is mainly given by the peak amplitude of the chirp
ACF and the noise on the transmission channel. The
simulation results for the accuracy of position estimation for
different SNR values are depicted in Figure 4. It is shown
that for SNR values above 10dB the position can be
estimated with an error below 2%.

III. CONCLUSION

An accurate and power-saving principle for wireless
position estimation of RFID devices was proposed. For
correlative signal processing with a high immunity against
interference in the transmission channel, linear chirp signals
for locating RFID devices are used. The signal generation is
carried out on the RFID tag by triggering a SAW-based chirp
filter with short and broadband pulses. Several simulations of
the chirp-based position estimation method under AWGN
conditions underlie the accuracy and robustness of the
proposed principle. Further simulations will be done under
AWGN and indoor situations. The proposed position
estimation principle should also be compared to different
existing methods.
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Abstract—Conventionally, the design of a correlation function for
unambiguous tracking of composite binary offset carrier (CBOC)
signals has focused on only the elimination of the side-peaks
causing the ambiguity in tracking without considering the loss
in height and sharpness of the main-peak during the elimination
process, thus resulting in a worse tracking performance compared
with that corresponding to the CBOC-autocorrelation function.
In this paper, we propose a novel correlation function with
no side-peaks and a main-peak that is higher and sharper
than those of the conventional correlation functions including
the CBOC-autocorrelation function, thus enabling us to have
not only unambiguity in tracking but also a better tracking
performance over that of the CBOC-autocorrelation function. We
first split the CBOC sub-carrier into multiple partial sub-carriers
and correlate each of them with the received signal, yielding
partial correlations. Then, we combine the partial correlations in
a specialized way, where the side-peaks are canceled out and
the main-peak becomes higher and sharper than that of the
CBOC-autocorrelation function. Finally, the proposed correlation
function is shown to have no side-peaks and to provide a better
tracking performance than those of the conventional correlation
functions including the CBOC-autocorrelation function.

Keywords–Composite binary offset carrier; Tracking ambiguity;
Galileo; global navigation satellite system;

I. INTRODUCTION

Recently, various global navigation satellite systems
(GNSSs) have been developed due to increasing demands for
location-based service [1]. Galileo is the GNSS developed by
European Space Agency and is now operating with twelve
satellites including six satellites launched in 2015 [2]. In
Galileo, CBOC signals have been employed in E1 band to
provide more precise location service than that of the con-
ventional GNSSs: The CBOC signal provides an improved
signal tracking performance compared with the phase shift
keying (PSK) signals of the conventional global positioning
system (GPS) due to its sharper correlation main-peak [3].
In addition, the CBOC signal enables Galileo to share the
frequency band with GPS. The CBOC signal is generated by
multiplying a pseudorandom noise (PRN) code and a CBOC
sub-carrier obtained from a weighted sum of two sine-phased
BOC sub-carriers, and is denoted by CBOC(x,y,α), where x
and y are the ratios of the chip period Tc = 1/(1.023× 106)
of the PRN code to the sub-carrier periods of BOC(x,1) and
BOC(y,1), respectively, and α represents that the power of the
sub-carriers of BOC(x,1) and BOC(y,1) accounts for α and
1−α of the power of the CBOC sub-carrier, respectively [3].

The main drawback of the CBOC signal is a problem of
ambiguity in tracking caused by multiple side-peaks around
the main-peak. The side-peaks could cause the tracking loop
to be locked on one of the side-peaks, eventually incurring a
biased tracking measurement. To tackle this problem, various
unambiguous correlation functions have been proposed [4]-

[12]. Several of them are for sine-phased or cosine-phased
BOC signals only and are inapplicable to the CBOC signal
[4]-[7]. Sousa proposed an unambiguous correlation function
for the CBOC signal, removing the side-peaks completely
[8]; however, the correlation function has a lower and blunter
main-peak than that of the CBOC-autocorrelation function,
and thus, leads to an inferior tracking performance compared
with the CBOC-autocorrelation function. Although there are
several correlation functions with a main-peak that is higher
and sharper than that of Sousa, the improvement in height
and sharpness of the main-peaks is not pronounced, and
consequently, the tracking performances of the correlation
functions do not exhibit a significant improvement over that of
the CBOC-autocorrelation function [9]-[11]. In [12], a novel
approach based on splitting the sub-carrier was presented for
improvement of the main-peak and it was shown that the
main-peak can be much higher and sharper compared with
those of the correlation functions mentioned above through
the approach. However, the splitting method is empirical and
the number of the split sub-carriers is limited to four in the
method.

Observing that a higher and sharper main-peak could be
yielded by splitting the sub-carrier more, in this paper, we
propose a systematic method for splitting the sub-carrier, by
which the sub-carrier can be split into any number of partial
sub-carriers, and consequently, a significantly improved main-
peak can be obtained. We first split the CBOC sub-carrier into
multiple partial sub-carriers, and subsequently, generate partial
correlations by correlating each of the partial sub-carriers and
the received signal. Then, we cancel out the side-peaks while
making the correlation main-peak higher and sharper than that
of the CBOC-autocorrelation function by combining the partial
correlations in a specialized way.

The rest of this paper is organized as follows: In Section II,
we describe the CBOC signal model. In Section III, we propose
an unambiguous correlation function with an improved main-
peak and no side-peaks. In Section IV, it is confirmed that the
proposed correlation function provides a better tracking per-
formance than those of the conventional correlation functions
including the CBOC-autocorrelation function in terms of the
tracking error standard deviation (TESD), and in Section V,
conclusion is presented.

II. CBOC(6,1,1/11) SIGNAL MODEL

In this paper, the CBOC(6,1,1/11) signal, denoted by B(t),
is considered and it can be expressed as

B(t) =
√
P

∞∑
i=−∞

pirTc(t− iTc)d(t)s
i
sc(t), (1)

where P is the signal power, pi ∈ {−1, 1} is the ith chip of a
PRN code with a period T , rα(t) denotes the unit rectangular
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Figure 1. The sub-carrier and partial sub-carriers of the CBOC(6,1,1/11)
signal.

pulse over [0, α), Tc is the chip period of the PRN code, d(t)
denotes the navigation data, and sisc(t) is the CBOC sub-carrier
for the ith PRN code chip. In this paper, we assume that every
chip of the PRN code is an independent random variable taking
on +1 and -1 with equal probability and the code period T is
sufficiently large compared with the chip period Tc. It is also
assumed that a pilot channel for signal tracking is provided so
that no data modulation is present during the tracking process
(i.e., d(t) = 1). The sub-carrier sisc(t) of the CBOC(6,1,1/11)
signal can be expressed as a weighted sum of the BOC(1,1)
sub-carrier and the BOC(6,1) sub-carrier with a power split
ratio of 1/11. Thus, the CBOC(6,1,1/11) sub-carrier can be
expressed as

sisc(t) =

√
10

11
siBOC(1,1)(t)−

√
1

11
siBOC(6,1)(t), (2)

where siBOC(1,1)(t) and siBOC(6,1)(t) are the BOC(1,1) and
BOC(6,1) sub-carriers for the ith PRN code chip, respectively,
and can be expressed as

siBOC(1,1)(t) =
1∑

l=0

(−1)lr6Ts(t− iTc − 6lTs) (3)

and

siBOC(6,1)(t) =

11∑
l=0

(−1)lrTs(t− iTc − lTs), (4)

respectively, where Ts = Tc/12, i.e., the pulse period of the
siBOC(6,1)(t). The CBOC(6,1,1/11) sub-carrier is depicted on
the left-hand side of Figure 1.

III. PROPOSED UNAMBIGUOUS CORRELATION FUNCTION
WITH AN IMPROVED MAIN-PEAK AND NO SIDE-PEAKS

To obtain an unambiguous correlation function with an
improved main-peak and no side-peaks, (i) we split the CBOC
sub-carrier into multiple partial sub-carriers and (ii) combine
the partial correlations in a specialized way.
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Figure 2. The autocorrelation and partial correlations for the
CBOC(6,1,1/11) signal.

A. Splitting the CBOC sub-carrier
First, we evenly split the CBOC(6,1,1/11) sub-carrier sisc(t)

into 12q partial sub-carriers, where q is a natural number (i.e.,
q = 1, 2, 3, · · · ). Thus, the pulse duration of each partial sub-
carrier is given by Ts/q, and the CBOC(6,1,1/11) sub-carrier
can be expressed as the sum of the partial sub-carriers:

sisc(t) =

12q−1∑
m=0

cim(t), (5)

where cim(t) is the mth partial sub-carrier for the ith PRN
code chip as depicted on the right-hand side of Figure 1, and
{cim(t)}12q−1

m=0 are used as locally-generated signals instead of
the CBOC sub-carrier.

The normalized CBOC-autocorrelation function shown on
the left-hand side of Figure 2 can be expressed as

R(τ) =
1

PT

∫ T

0

B(t)B(t+ τ)dt

=
1√
PT

12q−1∑
m=0

∞∑
i=−∞

∫ T

0

B(t)cim(t+ τ)pirTc(t+ τ − iTc)dt

=

12q−1∑
m=0

Sm(τ),

(6)

where Sm(τ) is the mth partial correlation shown on the right-
hand side of Figure 2.
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B. Combining the partial correlations
Now, we cancel out the side-peaks by combining two cen-

termost partial correlations S6q−1(τ) and S6q(τ). Specifically,
we use the following arithmetic relation: |x|+ |y|−|x−y| = 0
for xy ≤ 0 and |x| + |y| − |x − y| > 0 otherwise. Since the
product value of the partial correlations S6q−1(τ) and S6q(τ)
is positive and negative when |τ | < 1

24qTc and |τ | > 1
24qTc,

respectively, we can eliminate the side-peaks as follows:

Z0(τ) = S6q−1(τ)⊕ S6q(τ), (7)

where A(τ) ⊕ B(τ) = |A(τ)| + |B(τ)| − |A(τ) − B(τ)|,
and Z0(τ) is an intermediate correlation function obtained
right after eliminating the side-peaks and is shown in Fig-
ure 3. In fact, we could employ other partial correlations
besides S6q−1(τ) and S6q(τ) in (7); yet, we found that
the combination of S6q−1(τ) and S6q(τ) yields the sharpest
intermediate correlation function. For example, the half-width
of the intermediate correlation function would be 1

12q if S0(τ)

and S12q−1(τ) are used, which is twice the half-width ( 1
24q ) of

the intermediate correlation function obtained when S6q−1(τ)
and S6q(τ) are used, and so, the corresponding intermediate
correlation function would be half as sharp as that obtained
with S6q−1(τ) and S6q(τ).

Next, we increase the height of Z0(τ), which is much lower

than that of the CBOC-autocorrelation function; moreover,
decreases as the value of q increases, and so, is not useful
in obtaining a good tracking performance. We observe that
similar correlation functions to Z0(τ) are obtained by com-
bining each of the partial correlations and Z0(τ) as in (7), and
propose the following correlation function

Zproposed(τ) =

12q−1∑
m=0

Sm(τ)⊕ Z0(τ). (8)

Figure 4 shows the whole process for generating Zproposed(τ),
where Ym(τ) = Sm(τ)⊕ Z0(τ). Figure 5 shows the normal-
ized proposed and conventional correlation functions, where
we can observe that the proposed correlation function is much
sharper than the conventional correlation functions including
the CBOC-autocorrelation function, and also, that the differ-
ence in sharpness becomes larger as the value of q increases,
implying that we can further improve the tracking performance
by using a larger value of q. However, it should be noted
that the computational complexity is expected to increase as
the value of q becomes larger, and thus, an appropriate value
of q should be selected according to given system design
requirements.
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Figure 5. The normalized proposed and conventional correlation functions.

IV. NUMERICAL RESULTS

In this section, we compare the tracking performances of
the proposed and conventional correlation functions in terms
of the TESD defined as

σ

G

√
2BLTI , (9)

where σ is the standard deviation of the discriminator output
D(τ) at τ = 0, G is the discriminator gain at τ = 0, i.e.,
G = dD(τ)

dτ

∣∣
τ=0

, BL is the loop filter bandwidth, and TI is the
integration time [13]. The discriminator output D(τ) can be
expressed as D(τ) = Z2

proposed(τ+
∆
2 )−Z2

proposed(τ−∆
2 ), where

∆ is the early-late spacing for a delay lock loop (DLL). For
simulations, we consider the following parameters: q=1 and 3,
BL = 1 Hz, ∆ = Tc

96 , T = TI , and 20,000 Monte Carlo runs are
used for each carrier to noise ratio (CNR) defined as P/N0 dB-
Hz, where N0 is the noise power spectral density. In addition,
we consider T−1

c = 1.023 MHz and T = 4 ms, which have been
employed in the CBOC signal of Galileo E1 band [3]. For
several conventional schemes which have additional system
parameters [9][11], the optimized parameters of them are used
for simulations, and thus, the best tracking performances of
them are compared with those of other correlation functions
including the proposed correlation function.

Figure 6 shows the TESD performances of the proposed
and conventional correlation functions as a function of the
CNR. From the figure, it is clearly confirmed that the proposed
correlation function provides a significant improvement in
TESD performance over the conventional correlation functions
in the CNR range of 20 ∼ 40 dB-Hz of practical interest.
Specifically, the proposed correlation function gives a perfor-
mance improvement of more than 5 dB-Hz and 8 dB-Hz when
q = 1 and 3, respectively, over all of the conventional corre-
lation functions in the CNR range of practical interest. This
stems from the fact that the proposed correlation function is not
only unambiguous (i.e., the proposed correlation function has
no side-peaks), but also is the highest and sharpest. In addition,
as expected, the tracking performance becomes better, as the
value of q increases. Specifically, the tracking performance of
the proposed correlation function is improved by more than 3
dB-Hz when the value of q is changed from 1 to 3 as shown
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Figure 6. TESD performances of the proposed and conventional correlation
functions as a function of the CNR when ∆ = Tc/96.

in Figure 6.

V. CONCLUSION

In this paper, we have proposed an unambiguous corre-
lation function with an improved main-peak for tracking of
the CBOC signal. Splitting the CBOC(6,1,1/11) sub-carrier
into multiple partial sub-carriers and correlating each of the
partial sub-carriers and the received CBOC(6,1,1/11) signal,
we have obtained the partial correlations, and then, combining
the partial correlations through a specialized way based on
an arithmetic relation, we have canceled out the side-peaks
completely, and also, have obtained a main-peak that is higher
and sharper than those of the conventional correlation func-
tions including the CBOC-autocorrelation function. Numerical
results have confirmed that the CBOC tracking loop using the
proposed correlation function offers a significant improvement
over that using the conventional correlation functions in terms
of the TESD in the CNR range of practical interest.
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Abstract— As Vehicle Ad Hoc Networks (VANETs) become a 
key component of Intelligent Transportation System (ITS), 
trust is important in applications that besides traditional 
security requirements need to evaluate the behavior of 
different entities in VANETs. Highly dynamic environments of 
vehicles need an adapted form of trust establishment. There 
are efforts for evaluating trust in VANETs, based on 
reputation mechanisms. In this paper, we propose a definition 
of the reputation relying on the use of an ontology of VANETs, 
ensuring both an optimal coverage of the domain and a deep 
semantic rooting. This definition is based on the identification 
of the key aspects requiring the support of the ontology for 
their evaluation. 

Keywords- trust; ontology; VANETs; reputation model 

I.  INTRODUCTION 
Vehicular Ad Hoc Networks (VANETs) are a special 

type of Ad Hoc networks, formed by vehicles with 
processing and wireless communication ability, traveling on 
streets or highways. Commonly, the vehicles can 
communicate directly or by the use of a roadside unit (RSU) 
[1] – Fig. 1. Through this infrastructure, vehicles can access 
network services and obtain data from other networks, such 
as the Internet. Due to this nature, VANETs can be 
established in different environments such as in urban 
centers and highways [2]. The communication takes place 
both between vehicle-to-vehicle (V2V) and vehicle-to-
infrastructure (V2I), aiming to enable automated cooperation 
between different vehicles on the road. 

 
Figure 1. Example of an Intelligent Transport System (ITS) scenario [1] 

The emergence of VANET has generated new challenges 
and requires an even deeper consideration of reputation, as it 

is one of the ways to trust in vehicles or drivers sending 
messages. Reputation mechanisms are meant to offer 
insightful information about the capacity of nodes in a 
system to accomplish specific actions. Inter-vehicle 
communications can only occur when two vehicles are 
within the transmission range of each other, which we refer 
to as opportunistic forwarding. One key design question is: 
how do the vehicle/driver decide to (or not to) forward the 
data to adjacent vehicle/driver when the type of message 
requires trustworthiness based on node’s reputation? 

By nature, VANETs’ users may expect for opportunistic 
message forwarding than usual mobile users, as they intend 
to share information about traffic and road condition, for 
example. As such, the reputation of vehicles and drivers 
impact not only forwarding hops choice but also VANETs’ 
users relying on each other, driving users toward trying to 
build and maintain higher reputation. We suggest that not 
only the vehicles are evaluated. For instance, drivers are also 
part of the ecosystem, and have to correctly use services. 
Given this consideration, it becomes natural that reputation 
has to be envisaged as a characteristic of message forwarding 
service, but also a characteristic of vehicles, drivers and 
passengers if associated with this service. This research 
considers that reputation management based on ontology 
could drive many aspects of VANETs, and more particularly 
can serve as a reference for the production of feedback that 
will then feed the Reputation of the nodes. A formal 
specification of conceptualization permits data 
interoperability and attributes of reputation among the 
different entities involved in transportation systems. Trust 
relations can be built by the nodes through the definition of 
trust rules. Based on these rules, the users will be able to 
decide to forward the data to the neighbor node.  

In this paper, we propose the complexity of reputation by 
defining a model relying on the use of an ontology of 
VANET. This ontology ensures semantic consideration of 
the different elements and provides the necessary 
expressiveness, openness and mechanisms to fully represent 
their intrinsic complexity. The remainder of this paper is 
organized as follow. Section II describes the decision process 
of opportunistic message forwarding. Section III addresses 
the reputation model researched. Section IV goes into details 
with respect to the proposed reputation model for VANET. 
Discussion and future work conclude the article. 
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II. OPPORTUNISTIC  FORWARDING  DECISION 
Everyday, vehicles transit in a city and along their 

trajectories they encounter other vehicles. The frequency of 
these encounters is influenced by many factors, such as: 
vehicle speed, destination, traffic condition, and the period of 
the day.  

A possible scenario is a road with two roadways, where 
vehicles can receive, generate and forward messages 
between them (V2V) or with the infrastructure  (V2I). To 
simplify, the vehicles can forward one message at a time (it 
is not possible to send in bulk) and the types of messages that 
are taken into account for each transaction should require a 
node reputation level. This model consists of three phases 
(discovery, forwarding and feedback) in six steps as follow. 

The phase of discovery uses a HELLO-RESPONSE 
technique for detecting approaching vehicles. Vehicles 
carrying data (Message – M) send out periodic HELLO 
beacon [3]. If a neighboring node hears a HELLO message, 
it will send a RESPONSE message  to announce its presence. 
The HELLO (H) and RESPONSE (R) messages will also 
contain reputation information about the nodes – Fig. 2. 

 

 
Figure 2. Scenario to opportunistic forwarding decision  

The vehicle A (VA) sends “hello” beacon to its 
neighborhood. If vehicle B (VB) in the vicinity wants to 
interact with that VA, then it sends its reputation by a 
“response” beacon to VA. 

 
Step 1 – Hello message. 
VA is carrying data and waiting for a peer to forward its 

messages (M). VA sends out HELLO beacon every x 
seconds. Vehicles inside of range hear the HELLO message 
from VA and can send a RESPONSE message to announce 
their presence. 

 
Step 2 – Response message. 
VB hears a HELLO message from VA and sends a 

RESPONSE message to announce its presence. 
 
In second stage, phase of forwarding, VA executes the 

process which defines the next hop of the message M 
forwarding. First, VA listens the responses then determines, 
through the application of the opportunistic forwarding 
algorithm, which neighbor vehicles could forward the 

message. Aspects as vehicles' direction, position, and relative 
velocity could be taken as inputs to the algorithm [3].  After 
that, VA analyzes the reputation of vehicles based on 
opportunistic forwarding algorithm to select the vehicle with 
the highest reputation to the next hop.  

 
Step 3 – Analysis of reputation.  
VA verifies the reputation of VB, VC and VD, and then 

decides which vehicle has the highest reputation to receive 
M, in the example, VB.  The selected vehicle must be in the 
list of vehicles that sent responses to VA. 

 
Step 4 – Forwarding Message.  
VA adds to M its identification with its reputation and 

sends M to VB. If VB is not the final destination, VB will 
store M in cache and will restart from step 1, and so on, till 
M reaches its destination. 

 
In third phase, phase of feedback, when M reaches the 

final destination, the destination node performs the process 
of feedback of each vehicle involved in forwarding phase.  

 
Step 5 – Feedback. 
The destination node elaborates feedback of VA that 

generated M and feedbacks of the intermediary vehicles that 
forwarded M. Vehicles VA, VB and VK will receive 
feedbacks with weights according to the ontological structure 
(section IV). It is important to notice that no feedback will be 
generated if message M do not reach the destination. 
Feedbacks of intermediary vehicles depends on their mutual 
collaboration. Feedback of VA that generated M will be 
based in a subjective feedback related to message content. 

 
Step 6 – Feedback Reporting. 
The destination node sends the feedbacks to a Reputation 

Server via RSU/4G/LTE, as shown in Fig. 3.  In the server, 
the reputation of each vehicle is recalculated based on old 
and new feedbacks and updated. We represent feedback and 
reputation in section III.  

 
Figure 3. Feedbacks in opportunistic forwarding decision 

Besides the feedback, other aspects should be considered 
to calculate the reputation, for example type of message, 
content, context, time to delivery, etc,. 
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III. REPUTATION MODEL 
We initiated our research from the work of Hamadache 

[4][5], which provided the basis for the construction of an 
ontology driven reputation model for service-oriented 
computing in clouds. According to the general consensus, 
the reputation of service-oriented computing is characterized 
by an aggregation of the feedback provided by the different 
actors of the service ecosystem. Starting from this idea, the 
first concept to formalize is ‘feedback’. Different 
representations of feedback have been provided in the 
literature [6], according to the needs of their associated 
reputation. In our research, we decided to adopt a variation 
of Sabater [7] and Hamadache’s feedback tuple [4] using a 
6th element “time – T”.  

 Feedback: F = (A, S, K, X, V, T). (1) 

Equation (1) defines Feedback as a 6-tuple composed of 
the following elements: A is the actor (vehicle, driver, 
passenger, etc.) giving the feedback, S is the service on 
which the feedback is given, K stands for the service 
characteristic evaluated by the feedback (forwarding, alert, 
chat, etc.), X represents the context in which the feedback 
was given, V is the value of the feedback, and finally, T is 
the time at which the feedback was provided. The actual 
Feedback “F” represents the evaluation of the characteristic 
K of service S, by actor A in context X, at time T. Context 
can encompass a wide range of information, from the 
neighborhood on which the feedback was given, to the type 
of message being sent at the time of feedback.  

The time dimension provides information for different 
aspects of the reputation. The aspect “decay”, for example, 
will be associated to a lower weight to older feedback. 

As suggested by Hamadache[4], the following notations 
will help to represent sets of feedback matching certain 
patterns. Equation (2) is the first notation, it follows a similar 
approach as the one used by Sabater [7] and depicts the set of 
feedback provided by a specific actor A.   

 Actor Feedback Set: AFS = {F | (a, -, -, -, -, -). (2) 

From this first notation, a set of similar notations is 
derived for the different elements of the feedback:  

 Service Feedback Set: SFS = {F | (-, s, -, -, -, -). (3) 

Service Feedback Set contains all the feedback given 
about a specific service.  

 ASK Feedback Set: ASKFS = {F | (a, s, k, -, -, -). (4) 

ASKFS contains feedback provided by an actor on the 
characteristic of a specific service. A wide range of 
additional notations can be used, such as those used as 
illustrative samples. 

A. Individual Perception 
Starting from this consideration of feedback information 

(Feedback Set – 𝐹𝑆), it is possible to build the individual 
perception (IP) of a service characteristic (SK) for a given 
actor (𝐴) at a period of time !.  

 SKIP! 𝐴𝑆𝐾𝐹𝑆 =  ρ t, t𝑖 .V𝑖!"#$ ∈ !! . (5) 

Here it is considered all feedback (𝐹𝑖) provided by the 
actor (𝐴) on the service characteristic (𝑆𝐾 ). Then it is 
aggregated the value (V𝑖) of each feedback by weighting 
them according to the time it was given. In this perspective, 
ρ t, t𝑖  ∈ [0,+1] is a function giving higher values to more 
recent feedback. This function is used as a basis to compute 
the individual perception of the service itself. The principle 
of computing this value relies on the aggregation of all 
feedback provided on all the characteristics of the service 
and weighting each characteristic, not only according to the 
service but also according to its context. This leads to 
formula (6):  

 SIP! 𝐴𝑆𝐹𝑆 =   Υ 𝐹𝑖  . ρ t, t𝑖 .V𝑖!" ∈ !"#" . (6) 

On (6), Υ 𝐹𝑖  is the weight of the characteristic Ki. This 
weight is not always the same from one execution to another, 
as the actor may have varying expectations over time and 
may have, for example, sent/forwarded different message 
type, implying variability in the importance of the service 
characteristic. In order to compute this weight, it was 
proposed by Hamadache [4] to base the function on the 
ontological representation of service execution’s context.  

B. Ontology and Reputation 
The term ontology is used in the field of semantic web 

and refers to a structured set of concepts in a particular field 
of knowledge. There are generally two global entities in 
ontology. The first aims terminology, which defines the 
nature of the elements making up the field of ontology in 
question, as the definition of a class in oriented object 
programming in definition of the nature of the objects that 
we will manipulate later. The second part of ontology 
contains explicit relationships between multiple instances of 
the classes defined in the terminology. Thus, within 
ontology, concepts are defined in relation to each other (a 
graph model of the organization of knowledge), which 
enables reasoning and manipulation of knowledge. 

We can identify at least two functions that should be 
computed with the help of ontology. 

1) Weight of Message Type 
All characteristics of a message do not convey the same 

importance of the user and it may be completely irrelevant to 
consider that a message is sent/forwarded well but did not 
reach the final destination. Several approaches can be 
envisaged to tackle this need: establish a mapping between 
message types and importance of characteristics, asking 
users explicitly when they provide the feedback to rank the 
importance of the different parameters, or deducing the 
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importance level from the context in which the message is 
sent and from the interaction between the peers. 

Finding an efficient way to evaluate the importance of 
characteristics implies to consider what would be user’s loss 
if the characteristic fails. Comparing the needs of each type 
of message and establishing a rank between them should 
evaluate this importance – (see (7)).  

 γ F! =  
importance evaluated by user

γ! (F!,K!)
           . (7) 

The rank of characteristic Ki within the set of 
characteristics K! of the service with feedbacks (F!) of user 
(r) – γ! (F!,K!) – should take advantage of the previous 
evaluation of characteristic weight. 

2) Similarity of Message Types 
This is an important aspect of our work. Defining the 

similarity of message types, it is possible to prioritize the 
forwarding of some message types, define the necessary 
level of trust for each group, and associate the context during 
the execution of the message forward.  

IV. REPUTATION MODEL FOR VANET 
The proposed Reputation Model for VANET 

(REMOVAN) considers the ideas suggested by The Regret 
system [7]. The Regret system structure is based on three 
dimensions of reputation. If we consider only direct 
interactions between nodes to establish reputations it is said 
that the decision is based on the individual dimension. If 
information coming from other nodes and their social 
relations are used, we are talking about the social 
dimension. Finally, if we consider that the reputation of a 
node is not a single and abstract concept but rather a multi-
facet concept, it is considered an ontological dimension. For 
example, the reputation of being a suitable forwarding node 
summarizes the reputations of respond HELLO messages 
and generates messages about road conditions. The different 
types of reputation and how they are combined to obtain new 
types are the bases of the third dimension of reputation, the 
ontological dimension.  

A. Individual Dimension 
The individual dimension models the direct interaction 

between two nodes. The reputation that takes into account 
this dimension is the most reliable. This is because it takes 
into account all the peculiarities of the target node. The 
called outcome reputation (noted as R a → b (𝛿) where 𝛿 is 
the reputation type) is the reputation calculated from direct 
interactions between nodes. 

The subset of issues of an outcome taken into account to 
calculate a given reputation type 𝛿 is domain dependent. It is 
defined by a grounding relation (gr) as the relation that links 
a reputation type 𝛿  with a list of issues (i.e., other 
reputations). This set of issues allows the selection of the 
right subset of outcomes from the general outcomes’ 
database. Each issue is a tuple with the form (Ii, {+, −}, αi) 
[7]. The first parameter (Ii) is a label that identifies the issue. 
The second parameter ({+, −}) indicates how an increment 

of the value of the issue affects the reputation, that is, a + 
means that if the value of the issue increases, the reputation 
also increases while a − means that if the value of the issue 
increases, the reputation decreases. Finally, the last 
parameter is the weight that issue has in the general 
calculation of the reputation. As an example, the grounding 
relation for an intermediate node, which could forward a 
message, in our scenario should be defined as in TABLE I. 

 
TABLE I. TABLE TYPE STYLES 

𝜹 gr(𝜹) 
To_forward_message {(Forward, +, 0.8)} 
To_generate_message {(Generate, + 0.2)} 
To_refuse_message {(Refuse, −, 0.8)} 
To_have_ traffic_ticket {( Traffic_ticket, −, 0)} 

 
To calculate an outcome reputation it is desirable to use a 

weighted mean of the outcomes evaluation, giving more 
relevance to recent outcomes [4]. 

B. Social Dimension 
For an interaction between two nodes, past experiences 

of direct interaction is the most reliable source of 
information to define a reputation [1]. Unfortunately, the 
social dimension of VANETs does not permit the generation 
of reputation based just on direct experiences. Not only 
because the node can be a newcomer but also because for 
large networks such as the Internet, there will be a 
considerable amount of direct interactions to evaluate. We 
suggest indirect reputation processed by a broker of System 
Reputation. That reputation should be based on all direct 
experiences sent to a centralized database and used to 
calculate the individual reputation. 

C. Ontological Dimension 
Along the individual and social dimensions, reputation is 

always linked to a single behavioral aspect (an issue). With 
the ontological dimension it is added the possibility of 
combining reputations on different aspects to calculate 
complex reputations [5]. To represent the ontological 
dimension, graph structures are used. 

 Fig. 3 shows an ontological dimension for a vehicle in 
our scenario. In this case, the reputation of being a suitable 
vehicle to forward a message is related with the reputation of 
forwarding messages and the reputation of generate 
messages about road conditions. For the owner of this 
ontological structure, having traffic ticket is something 
irrelevant to be considered as a suitable vehicle to forward. 
Hence, to calculate a given reputation taking into account the 
ontological dimension, the reputation has to be calculated for 
each of the related aspects that, in turn, can be a node of 
another subgraph with other associated aspects. The 
reputations of those nodes that are related with an atomic 
aspect of the behavior are calculated using the individual and 
social dimensions. For instance, using the ontological 
structure in Fig. 3, we can calculate the reputation of B as a 
suitable vehicle to forward a message from A’s perspective 
using (8): 
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RA→B(suitable) = 0.8* RA→B (to_forward) +  
              0.2*RA→B (to_generate_message).  (8) 

 
Figure 4. Ontological structure for a suitable vehicle 

 

V. RELATED WORK 
Reputation modeling has attracted the interest of 

researchers in the field of e-commerce and cloud computing 
[4]-[6]. Hamadache et al. [4][5] has focused on reputation of 
services in cloud computing in the basis of ontologies for 
Service Level Agreements. Vavilis et al. [6] has investigated 
reference models for reputation systems using subjective 
user’s feedbacks in e-commerce. However, these works 
mainly focused on the description of the rules and the math 
involved in reputation calculation. They do not propose a 
hybrid model from different sources for evaluating feedbacks 
based on collaborative activity as message forwarding. Our 
work goes one step further, since it attempts to monitor and 
update the evaluation of the feedbacks during the whole 
message forwarding, including the context of user feedback 
to create and feed a meaningful reputation management 
system for VANETs.  

 VANET research Group at Middlesex University is 
developing a set of simulations to evaluate a VANET 
mobility model [8]. At University of Sao Paulo, we are using 
a simulation environment to evaluate our model and 
integrate it with their work. Our environment is composed by 
those tools: Simulation of Urban Mobility (SUMO) [9] to set 
up the mobility model, object-oriented modular discrete 
event network simulation framework (OMNET++) [10] to 
support the network model, and the framework Vehicles in 
Network Simulator (Veins) [11] to implement the 
propagation model and communications between vehicles.  
In our mobility model, a grid scenario of 1 Km2 is 
considered. A group of 100 vehicles enter to the scenario and 
stay there, traveling the time it takes the simulation; a RSU is 
fixed in the center of the scenario and it is connected to the 
reputation server. The maximum speed of the vehicles is 
13.9 m/s. We configured 20% of vehicles generating 
messages. The final destination is located in a fixed position. 
REMOVAN is being implemented on the WAVE Short 
Message Protocol (WSMP) stack [12]; it has adopted the 
standard IEEE 802.11p [13] and the Simplified Path-Loss 
model.  In TABLE II is showed the parameters of mobility and 
network.  

The goal of our simulations is to evaluate the 
performance of the reputation system in VANETs. So, the 

response variable that will be evaluated at the beginning is 
the average of the reputation of the vehicles in the reputation 
server. We supposed an initial reputation with neutral value 
(0), each time the destination receives a message; it generates 
and sends the feedbacks to the reputation server. The server 
will increase the reputation of the vehicles that generated and 
forwarded messages.   

 
TABLE II. SIMULATION PARAMETERS 

𝐏𝐚𝐫𝐚𝐦𝐞𝐭𝐞𝐫 Value 
Urban area (1km x 1km) 1km2 

Number of vehicles 100 
Packet format WAVE Short Message 
Beacon Interval in the RSU 1s 
MAC Protocol 802.11p 
Transmission rate 6Mbps 
Communication range 320m 
Simulation time 600s 
 

The main concepts of the ontology to be used in our 
model and their relationships are described in Figure 5. The 
main concepts are: Actor, Message, Feedback, Reputation 
and Broker. Context was omitted from this representation; it 
will be included into the ontology in next simulation. A 
Message is generated by an Actor. Car is an Actor, as are 
Passenger and Driver. So a Message can be generated by one of 
them. We are also categorizing cars in their types (Truck, Bus, 
Taxi, etc) to be further used on Context. A Message has a 
Content; Subjective Feedback is based on it, in other words, a 
Destination gives Feedback (Subjective Feedback) based on a 
Content of a Message. A Destination also gives Objective 
Feedback, but in this case, a route table is consulted in order to 
list all intermediary cars, which collaborated in message 
forwarding. A Message is addressed to a Destination. In future 
simulations, it should be addressed to more than one Destination 
or to all in the way, for example, an alarm message. A Broker 
(Reputation Server) receives Feedbacks and generates 
Reputation. Then Reputation is generated by a Broker. 
Reputation, as was said before, is an important concept in this 
work because message forwarding will take it into account.  
Note that Car has Reputation and not all Actors. It happens 
because Driver and Passenger will be linked to a car.  
 
 

 
Figure 5. Ontology High Level Concepts 

VI. CONCLUSION 
In this paper, we have presented our reputation model for 

VANET. The very next steps for this research will consist in 
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the refinement of ontological structure and testing 
implementation of the proposed algorithms and their 
evaluation against simulated scenarios and from real testbeds 
[8]. This will ensure the coherence and the common ground 
on which ontologies are built. By ensuring the coherence, the 
goal is the long-term evolution of feedback and reputation. 
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Abstract—A streaming video has some features that are different
from others, such as the occupation of a large amount of
bandwidth, and the possible scenes variation with a consequent
increase or decrease in the amount of transmitted bytes. Appli-
cations for the video streaming transmission (YouTube, Vimeo,
Netflix, Telecine Play, etc) have aroused the interest of the
scientific community regarding to the networks behavior. The
purpose of this paper is to measure, through a video stream, the
user experience, also known as Quality of Experience (QoE) based
on the arbitration of QoS parameters in a controlled environment
using NetFPGA.

Keywords–QoS; QoE; DiffServ; Correlation Models; NetFPGA.

I. INTRODUCTION

This paper presents some initial results that validate the
environment tests in a simple scenario, with only one cus-
tomer receiving the streaming video server. Its purpose is
to measure the user experience in a controlled environment
through Differentiated Services techniques (DiffServ) to adjust
the routing of packets between client and server, following
the appropriate adjustments according to the QoS parameters
(Jitter, packet loss, latency and bandwidth) and their applica-
tion (codec, latency, resolution). In our work, we have inserted
one NetFPGA hardware among routers to compose a cloud of
higher performance without QoS treatment.

From researches based on Alreshodi et al. [1] and Arousi
et al. [2] works on QoS/QoE correlation models, it was
possible to realize that these authors did not address papers
related to wireless networks; Gahbiche et al. [3] investigated
external/environmental factors that could affect the user ex-
perience without considering the QoS requirements of the
network layer; Bingjin et al. [4] and Kyeong et al. [5] have
developed/implemented methods for evaluating QoS, using
simulators like the Object-Oriented Modular Network Simula-
tor (OMNET) [6]. They used those simulators to shape the
effect of traffic from Internet Services Providers (ISP). On
the other side, Valente [7] proposed a prototype for QoS/QoE
provisioning of wireless networks, using NS2 for its evidences.

The objective of this paper is to demonstrate the user
experience in a real world scenario with router vendors that
have contributed to the adoption of open Standards, as the
Cisco example on the RFC 2475 and 2597 recommendations,
which determine the behavior of the packet to each passage
among routers on the Internet.

It is important to mention that the paper has been divided
into six Sections: the first one is related to the introduction;
the second one is dedicated to QoS and QoE concepts. The

NetFPGA board characteristics are described in Section 3.
Section 4 presents the scenario used in the experiment, and
some preliminary results have been presented in Section 5.
The last one, Section 6, suggests some ways to cover and to
assess the proposed problem.

II. QUALITY OF SERVICE AND QUALITY OF EXPERIENCE

Works on the user experience analyze the seven layers of
the Open Systems Interconnection (OSI) reference model. In
this paper only two layers will be considered: the network and
the application ones. According to Siller and Woods [8], we
can see a pseudo-layer over both, and inside it the authors
designed the user experience. These academics have defined
QoS as ”the experience perceived by the user being presented
by the Application Layer, which acts as a front-end user
presenting overall results of the individual Quality of Service”.

Hohlfeld et al. [9] deal with the specifics of the differences
between QoS and QoE, i.e., the first one is centered on the
network, while the second one, centered on the user. The
QoE depends on a multidimensional perceptual space that
includes: factors of influencing system (such as QoS measures,
transport protocols, or specific parameters of devices); the
influence of human characteristics (such as humor, personality
traits or expectations) and the context characteristics (location,
activities or costs) [9].

Quality of Experience is based on the Mean Opinion
Scores(MOS) Methodology. However, in Seshadrinathan et
al. [10] work, the research focuses on the difference of the
Difference MOS (DMOS). This technique was based on the
Video Quality Assessment (VQA) that considers the objective
aspects and the subjective human perceptions [10].

A. Quality of Service
The network layer allows the transfer of packets between

origin and destination, which might go through several hops
routers in order to get to the destination. In terms of services of
this layer, TCP/IP model seeks to deliver the same packets with
the ”least effort”. There are two ways of implementing services
on this layer: the oriented and the connectionless ones. Despite
of the Internet adopting connectionless services, Tanenbaum
[11] makes a highlight in four aspects that must be resolved
regarding the QoS:

1) What network applications are required;
2) How to regulate traffic entering the network;
3) How to reserve resources in routers to ensure perfor-

mance, and;
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4) If the network can accept more traffic safely. No
isolated technique deals, effectively, with all these as-
pects. In practice, there are two versions of QoS that
are widely used in many Internet routers: Integrated
Services and Differentiated Services.

1) Integrated Services: It is a service designed for unicast
and multicast applications that are able to deliver multimedia
flows through the Resource Reservation Protocol (RSVP) [11].
This, in turn, it operates as following: each group of stations is
assigned and addressed. For each transmitter that sends data,
these places address to the group in their own packets; then a
routing algorithm, through a multicast, builds a spanning tree
covering all members (this algorithm is not part of RSVP).
The Integrated Services have the key requirements admission
control and the resource reservation. In essence, real-time
services require some sort of service guarantee, but it is
important to be careful on the use of this term. It would be
more appropriate to use ”enough” or even ”acceptable” [12].

2) Differentiated Services: This service is based on the
”class” concept, where there is no need for resource reservation
to ”ensure” the packet delivery, hence there will be no channel
exclusivity after the connectionless establishment. It can be
offered in a cloud of routers belonging to the same domain.
Classes are defined as ”Per-Hop Behaviors” (PHB) [11], each
hop is a router, and each packet that is to arrive at a hop, after
being sent back to the network, will not have any guarantee of
delivery to the destination. This is a function of the Transport
layer.

B. Quality of Experience
Siller and Woods [8] have defined QoE as ”the experience

perceived by the user that is being presented by the Application
layer, which acts as a front-end of the user who has the overall
result of quality individual services”.

The QoE can be measured in all layers of the OSI model,
as it was presented in the Introduction part. The most common
action is to control the parameters of the network layer
(bandwidth, delay, loss and change) to prevent the user to
receive a stream with any low quantity during the playback.
As it will be presented in the next Section, subjectivity in the
user perception is a factor in his/her experience, like how to
evaluate his/her level of satisfaction during the involvement in
a particular site, or his/her enjoyment in a game, in real time
[13].

C. Correlation between QoS and QoE models
There are two methodological approaches to evaluate the

correlation between QoS and QoE models. They are the
objective and the subjective assessments [1]. These techniques,
whenever are observed separately, do not evaluate properly
the user experience. The models evaluated by Alreshoodi and
Woods were:

• IQX hypothesis (exponential interdependence of qual-
ity): based on a generic formula in which the pa-
rameters of QoS and QoE are connected through an
exponential relationship [14].

• VQM (Video Quality Metric)-based Mapping Model:
function n dimensional QoS (in which ”n” is the
number of different QoS parameters) [15].

• QoE Model using Statistical Analysis method: it is
a technique employed that correlates QoS parameters
and estimates QoE perceptions, and identifies the
degree of influence of each of the QoS parameters
on user perception [2].

• QoE Models based on Machine Learning methods: It
is a new approach for the construction and adaptive
QoE prediction models using classification algorithms
in machine learning, with trained data for subjective
tests [16].

• QoE model using Crowdsourcing for subjective tests:
it is based on Microworkers platform, it allows driving
surveys on-line tests as YouTube [17].

• QoE model using a Resource Arbitration System: it
is based on the integration between the Network and
Application layers (NQoS and AQoS) [8].

• QoE model considering equipment and environment
factors: it is a technique that can be used when the
source signal interference in the environment wireless
(such as frame error rate, and delay variation) can
occur. Different QoS parameters can be applied to the
user equipment. Then, parameters such as noise, jitters
and ambient light forming the interference environ-
ment in which QoE different parameters are used [4].

• QoE model based on Quantitative and Qualitative
Assessment: this model is a combination of both of
these approaches. The Set Gross Theory (RST) has
been used here for the Quantitative Evaluation, while
CCA framework (catalogue, categorize and analyze)
has been used for the Qualitative one [1].

For finishing this section, we would like to highlight that
it is necessary that the methodology for evaluating the user
experience includes the QoS requirements. This work has
studied the relationship between QoS and QoE influencing this
experience, since all the authors that studied this subject have
been treating these issues, most of them, by focusing between
network layer and the application one. Issues on physical layer
also have directly influenced the outcome after a broadcast, like
the Cyclic Redundancy Check (CRC) errors during a Voice
Communication over IP (VoIP).

Those who worked in the telephony industry during the
migration to VoIP, were able to observe what the biggest
problems were during this transition. There were constant
complaints from the users related to interference during phone
calls. The main reason was the CRC errors, and the main cause
was related to the cabling, which was totally obsolete.

III. FEATURES OF THE NETFPGA

The NetFPGA board, designed to assist researchers in re-
search projects for computer networks, is flexible and operates
at the rated speed of the Ethernet interfaces.

NetFPGA is the concept of Field Programmable Gate Array
(FPGA) dedicated to computer networks. The NetFPGA has
been increasing since its inception in 2001, being available
in 03 plate versions: NetFPGA, 1G-CML, NetFPGA 10G and
NetFPGA SUME. The NetFPGA 1G version was discontinued.
The NetFPGA 1G-CML model will be soon presented.
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A. NetFPGA CML model
This model was designed to operate under a PCIe 4X

second generation interface. This model has four (04) Gigabit
Ethernet ports, incorporating the Kintex-7 325TFPGA, Xil-
inx. This platform had been designed to support NetFPGA
architecture, developed by Stanford University, with reference
models available through GitHub NetFPGA community. It is
totally compatible with the Xilinx Vivado software and ISE
Suite Design, as well as embedded software projects of Xilinx
SDK. The board has the following characteristics:

• A FPGA (physical chip);
• Four network ports Gigabit Ethernet;
• Quad Data Rate Static Random Access Memory

(QDRII+ SRAM) - 36MBit (4.5MBytes);
• Double-Date Rate Random Access Memory (DDR3

DRAM), capable of 512MBytes;
• PCI Express Gen. 2;
• SD card storage and memory flash BPI (Byte Periph-

eral Interface)
• Expansion Interface (FMC and PMOD connectors);
• Additional features such as PIC micro-controller and

USB, RTC, chip with Crypto authentication;
• PCIe standard Form Factor;
• Flexible, open source.

The purpose of using this hardware is to make it available
to implement routing algorithms both at software (through
Microbloze processor), and hardware levels, using the FPGA
resources.

B. FPGA Configuration
All system programming logic is stored in SRAM Memory,

and for the fact that it is a type of volatile memory, the device
is setup each time it is powered up. The data configuration
is known as bit-stream, whose formats are used as ”bit”
or ”mcs”. It can be configured via BPI flash, USB drive
off-board or via PC. Another very important feature is the
Hardware Description Language (HDL), that allows to create
an Intellectual Property (IP), in which the most populars are
VHDL and Verilog, or use the creation of others. Among
the possible uses for the NetFPGA card, we can mention
an IP for Image and Video Processing Manipulation (Image
Characterization).

IV. PROPOSED SCENARIO

In order to simulate the closest testing environment of
an Internet user, the following scenario has been created as
depicted in Figure 1.

Figure 1. Proposed scenario.

In Fig. 1, the ”VLC Server” represents a streaming server
executing the VLC software; the ”Devices WiFi” represents
the devices on the LAN; R1 and R2 are the border routers
that will make the QoS requirements. The Cloud NetFPGA
represents the various Internet routers, allowing the passage
of simulated traffic generated by one of the following tools:
iPerf, Harpoon or RUDE/CRUDE.

A. Real Scenario

The routers used in our test environment are the Cisco 1841
model. The streaming server is an HP Pavillion desktop, with
Intel i3 CPU and 4GB RAM. The physical connection between
VLC server and R1 is Fast-Ethernet (100Mpbs), as well as
the connection between routers and the NetFPGA cloud. The
wifi devices are smartphones, notebooks and desktops with
interface, and infrastructure as a router DLINK DIR-610
802.11n model, and that device it is connected to the router
R2 via Fast-Ethernet. In order to capture frames, we will use
Wireshark version 1.10.6 for the analysis of packets, forensic
tool CapAnalysis 1.2.1 for the captured packets from the
NetFPGA board interfaces, and for the Cisco routers counters
analysis, we use the ManageEngine NetFlow Analyzer Tool.
The PRTG tool has been evaluated here, although it has shown
some inconsistencies regarding the counter reading on routers.

B. Expected Experiments

Through this research, it has been aimed to measure the
quality of the user experience, such as, for most part of them,
the mobile device, as well as smartphones and laptops. The use
of a residential router reflects, in general, the infrastructure in
the user’s homes. Tanenbaum has mentioned that with 1Mbps,
it is possible to watch a video from the Internet, using data
compression, with reasonable quality [11]. If somebody wants
to watch movies in High Definition (HD) quality with at
the same rate, it probably will not be a pleasant experience
since high-definition movies occupy an average of 2.5Mbps
bandwidth. This situation is critical in some countries, like
Brazil, where the average bandwidth contracted is 1Mbps [18].

V. PRELIMINARY ANALYSIS

This preliminary analysis consisted on watching two differ-
ent movies, in order to realize their characteristics and aspects.
The first film, ” Insurgent”, was played with a resolution of
1,920 x 800 dip per inch (dpi), frame rate equal to 23.97
frame per second (fps) and codec H.264. During playback,
the image was freezing for several seconds, but the audio
quality was good at all times. The second one, ”The Silver
Dollar”, was presented at a resolution of 632 X 352 dpi,
MPEG4 codec, frame rate equal to 25 fps and the movie
was reproduced satisfactorily. In the first case, the codec
has the characteristic of consuming a lot of processing, both
for the image compression and decompression, but it uses
low bandwidth (something around 2,5 Mbps). However, the
MPEG-4 codec, from ”The Silver Dollar” movie, did not
present frame loss. Fig. 2 depicts the bandwidth consumed in
this same movie (lower curve), and the amount of bandwidth
consumed in transmitting the ”Insurgent” movie. It is important
to highlight that in both cases, we had a 100Mbps bandwidth,
and we had used 2.5Mbps, but the user experience in the first
movie was not satisfactory.
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Figure 2. Use the channel during the transmission of movies.

In both cases, by unchecking the ”activate transcoding”
option at the VLC server, all processing happens to be executed
on the client. When the resolution of the movie is performed in
FULL HD mode, the CPU consumption increases considerably
enough to stop its reproduction for several seconds. If this
option has been checked, the processing reduces and the
movie playback becomes acceptable, but it will depend on
the processor speed and the amount of memory on the user
device.

VI. CONCLUSION

In this paper we have shown that the problem associated to
QoE is strongly dependent on multidimensional spaces, such
as QoS measures, transport protocols and specific parameters
of used devices, besides the influence of human and contextual
factors. In spite of these dependences, many of the studies and
researches have forgotten this correlation. For this reason, in
our proposal we have suggested a real scenario for measuring
the user experience in an environment controlled by Differ-
entiated Services techniques to adjust the routing of packets
between clients and servers, with appropriate adjustments to
the QoS parameters (jitter, packet loss, latency and bandwidth)
and application (codec, latency, resolution). We have used
a NetFPGA hardware which is inserted among routers to
represent a high performance cloud.

This experiment showed that it was necessary to make
adjustments in the Internet layer and Application. Despite the
low consumption of the channel, the film presented in FULL
HD had frames loss during playback. A probable cause was
the high consumption in the CPU processing on the client to
decompress the bit-stream generated by the H.264 protocol.
Another possible factor was the adjustment of the latency for
video playback on the user device. If the player has been
configured with low latency, frame loss increased considerably;
if set to maximum latency, losses frames were reduced by the
same proportion.

For future works we would like to suggest a deeper study
and research about the real contribution and usage of NetFPGA
in this experiment, to measure the quality of communication
and different real scenarios using different QoE and QoS
models.
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Abstract—The software defined networking (SDN) has become
one of the popular subject in the domain of information and
communication technology and a huge amount of research has
been conducted in this area. However, most of these existing
research works only provide theoretical SDN concepts and
they hardly show any implementation or testbed results. In
order to market the SDN technology, useful real-time practical
applications of SDN controller are required. Therefore, in this
paper we propose a novel SDN based high availability (HA)
solution for wireless local area networks (WLAN). The proposed
solution uses open network operating system (ONOS) controller
as a SDN controller. Our experimental results under real-time
network environment show that the ONOS controller can be used
to manage the overall WLANs.

Index Terms—Software defined networking; High availability
WLAN; Open network operating system.

I. INTRODUCTION

Recently, the software defined networking (SDN) has at-
tracted a lot of interest. The main characteristics of SDN is
to decouple the control and data planes of a network and
provide the freedom of programmability to development more
efficient network applications [1]. Furthermore, the SDN also
results in less complex and more flexible wired networks [2].
Due to these characteristics, many research works consider to
employ SDN architecture to wireless networks such as mobile
networks and wireless local area networks (WLANs) [3]-[7].

The existing studies in this area of wireless networks mainly
focus on the theoretical SDN concepts of wireless networks
and they rarely provide any real-time SDN based results.
It is due to the fact that the implementation of real-time
SDN controller is very difficult. Furthermore, the existing
research works hardly discuss any useful application of SDN
controllers. However, in order to market SDN technology the
industry requires valuable practical SDN applications. There-
fore, in this paper we study the feasibility of SDN controller by
implementing a real-time WLAN. As shown in Figure 1, our
proposed high availability (HA) scheme aims to provide HA
solution for WLAN by using open network operating system
(ONOS) controller . In our proposed scheme. When the ONOS
controller detects that a WLAN AP is unavailable due to some
unexpected system failure, it instructs its neighboring WLAN
APs to accommodate the abandoned stations (STAs) which
were previously associated with malfunctioned AP. In addition,
the ONOS controller also instructs the OpenFlow switches to
update their flow tables for efficient and reliable data transfer.
As a result, the STAs is not severely affected by the failure of

OpenFlow 

Switch ONOS based 

Controller 

Internet

WLAN AP  WLAN AP  WLAN AP  WLAN AP  

OpenFlow 

Switch ONOS based 

Controller 

Internet

WLAN AP  WLAN AP  

: Traffic flow

Fig. 1. Solution for High Availability WLANs

the WLAN AP. The rest of the paper is organized as follows.
Section II presents the preliminaries regarding our proposed
scheme. In Section III, we introduce the system architecture
and procedures for the proposed HA WLANs. Section IV
contains the detailed performance evaluation of the proposed
HA WLAN and Section V provides the conclusion of this
paper.

II. PRELIMINARIES

For better understanding of our proposed scheme, this
section provides a brief introduction of both OpenFlow and
ONOS controller.

A. OpenFlow

OpenFlow is a standard protocol to provide interface be-
tween the control and forwarding layers of SDN architecture
[8]. OpenFlow protocol identifies the common features in
the flow tables of the Ethernet switches [9] and it manages
the flow table of the switch. It enable the user to control
switches without any technical support from vendors [10].
The main objective of OpenFlow is to provide a platform
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to test the newly developed networking ideas [9]. Due to
these advantages several vendors around the globe are taking
keen interest in the standardization procedure of OpenFlow
protocol. The OpenFlow standardization procedure is carried
out by Open Networking Foundation (ONF) founded in 2011
[10].

OpenFlow network has centralized characteristic where a
single controller can manage multiple switches. In OpenFlow
network, single controller can analyze traffic statistics and
control the traffic flows. OpenFlow network consists of three
components: an OpenFlow switch, a OpenFlow channel, and
a controller [11]. An OpenFlow switch is comprised of one
or more flow tables and a group table. Each flow table of
the OpenFlow switch has a set of flow entities including
match fields, counters, and instructions for traffic packets.
A group table contains group entities with action buckets
dependent on group types. The action indicates the additional
processing and forwarding features such as multi-path, fast
rerouting, and link aggregation. Based on these flow tables and
a group table, the OpenFlow switch examines and forwards
data packets. An OpenFlow channel is an interface for the
OpenFlow switch to communicate with an external controller.
Through the OpenFlow channel, the OpenFlow switch can
receive the control message to add, update, and delete its flow
tables from the controller.

B. Open Network Operating System (ONOS)

During the past several years, open source SDN controllers
such as NOX [12], Beacon [13], and POX [14] had been
developed. The objective of these controllers is to explore and
demonstrate SDN potential. Since these controllers have prim-
itive programming and devices-oriented abstractions, SDN
applications for these controllers are tightly coupled to Open-
Flow protocol such as network device drivers. Therefore,
these controllers are hard to provide the key features such
as scalability and HA.

In order to provide these key features, ONOS is devel-
oped [15]. Since ONOS is a network operating system, it
is responsible for the following functions: management for
finite resources on behalf of resource consumers, isolation and
protection of ONOS users from each other, efficient resource
management, and security from the outside world. The ar-
chitecture of ONOS consists of distributed core, Northbound
abstraction/APIs, Southbound abstraction/APIs, and software
modularity.

• Distributed core: It is required to provide the scalabil-
ity, and HA of the SDN control plane. ONOS can be
deployed as a service on a cluster of servers running
the same ONOS software. If system failure occurs in an
ONOS server, the distributed core enables rapid failover.
In addition, a cluster of multiple ONOS servers can
perform applications and control network devices from a
single platform. This feature makes ONOS more scalable.

• Northbound abstraction/APIs: ONOS enables users
to easily develop application with the help of North-
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Fig. 2. System Architecture

bound abstraction/APIs. ONOS includes network graph
and application intents to ease development of control,
management, and configuration services. There are two
powerful Northbound abstractions; intent framework and
global network view. The intent framework allows an
application to request a service from the network without
information of how the service will be performed. And,
the global network view provides the application a view
of the whole network.

• Southbound abstraction/APIs: The Southbound ab-
stractions provides the interfaces between OpenFlow con-
trol plan and network devices. The Southbound abstrac-
tion enables ONOS to control or manage multiple diverse
devices, even if they use different protocols such as
OpenFlow, NetConf, etc.

• Software modularity: ONOS provides the freedom to
develop, debug, maintain, and upgrade ONOS as a soft-
ware system. Because of the modularity, new applications
or new protocol adapters can be added according to user
requirement. In addition, software modularity provides a
architectural integrity and coherence, easy maintenance
with fewer side effects of changes, and extensibility and
customization of components.

III. PROPOSED SCHEME

In this Section, we introduce a SDN-based HA WLAN
solution. For implementation of HA WLAN, we propose the
system architecture, the monitoring procedure for WLAN APs,
and the flow control and failover procedure.

A. System Architecture

Figure 2 shows the proposed system architecture for sup-
porting the HA WLAN application based on the ONOS
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controller. The system architecture consists of three compo-
nents; control box for network operators, ONOS controller,
and OpenFlow-based network. The control box provides the
abstractive view of OpenFlow-based network. Network oper-
ators can check the status of OpenFlow-based network and
control the OpenFlow-based network via Web graphic user
interfaces (GUI), command line interface (CLI), or RESTful
of the control box.

The ONOS controller performs the procedures for support-
ing HA WLANs. It periodically monitors the state of WLAN
APs. If the ONOS controller detects the system failure in one
or more WLAN APs, it instructs the available WLAN APs to
support the re-association of STAs which are abandoned by
the dead AP. When the STAs are re-associated to available
WLAN APs, the ONOS controller directs OpenFlow switches
to update their flow table in order to forward the respective
data traffic to newly associated STAs.

The OpenFlow-based network is comprised of several Open-
Flow switches and WLAN APs. Since the OpenFlow switches
support the OpenFlow protocol, they can be managed by
ONOS controller. WLAN APs are entities which provide
wireless accesses to their associated STAs. For implementation
of HA WLANs, WLAN APs also have interface to receive the
control messages from ONOS controller and report their state
to the controller.

B. Monitoring Procedure for WLAN APs

In order to provide HA WLAN, the ONOS controller should
detect the system failure of one or more WLAN APs. It
is impossible for the ONOS controller to perceive the exact
time when the system failure occurs in a WLAN AP. Hence,
the ONOS controller should periodically confirm the state of
WLAN APs as shown in Figure 3.

The proposed monitoring procedure for state of WLAN
APs is as follows: In Step 1, ONOS controller sends hello
messages to WLAN APs, and then it waits for the response
for a predefined time in Step 2. Based on the type of response,
the ONOS controller confirms the state of the WLAN APs. As
shown in Step 3-a) of Figure 3, if the ONOS controller receives
the ok messages from a WLAN AP before the timer expires it
perceives the state of the WLAN AP as the available state. If
the ONOS controller receives the WiFi Failure message from
a WLAN AP such as Step 3-b), it recognize the state of the
WLAN AP as the WiFi-disabled state which indicates that the
WLAN AP is running but its WiFi radio does not work. On
the other hand, If the ONOS controller does not receive any
message from a WLAN AP after the predefined time such as
Step 3-c), it perceives that a system failure has occurred and
the WLAN AP is dead. Thus, the ONOS controller sets the
state of WLAN APs to the unavailable state.

Even if some WLAN APs are malfunctioning, the proposed
HA WLAN system should provide seamless services to users
and in order to do this, ONOS controller determines alternative
WLAN APs which can accommodate the abandoned STAs. If

-b) Receive 'WiFi_Failure' message from 

          a WLAN AP before timer expiration 

WLAN AP
WLAN AP

ONOS Controller WLAN AP

 Send 'hello' messages to WLAN APs

 Waiting messages from Aps 

    during pre-defined time

-a)  Receive 'ok' message from a WLAN AP

           before timer expiration 

-c) Do not receive any message from 

         a WLAN AP before timer expiration 

In case of -b) and -c), 

 Select alternative WLAN APs 

Fig. 3. Procedure to monitor the state of WLAN APs

ONOS controller detects a WLAN AP under the WiFi-disabled
or unavailable (Step 4), it requests the re-association and re-
authorization for the abandoned STAs to the newly assigned
APs.

ONOS Controller OpenFlow Switch

 Send 'WLAN_AP_Failure' message 

 Detect the unavailable WLAN

    AP (or WiFi-disabled WLAN AP), 

    and then select alternative WLAN 

    AP 

 Update flow table 

Fig. 4. Procedure to control traffic flow

C. Flow Control and Failover Procedure

ONOS controller should adjust the traffic path in order
to prevent the data from being forwarded to the disabled
WLAN AP. If ONOS controller detects a disabled WLAN AP
under the WiFi-disabled or unavailable state, it sends WiFi AP
Failure messages to OpenFlow switches as shown in Figure
4. A WiFi AP Failure message includes IP addresses and
port numbers of the disabled WLAN AP and its alternative
WLAN AP. Based on the information of the WiFi AP Failure
message, OpenFlow switches delete their flow tables and stop
forwarding data packets to the faulty WLAN AP. Then, they
add new flow tables and forward the data packets to the
alternative WLAN AP.

If state of a malfunctioned WLAN AP is the WiFi-disabled,
it means that the WLAN AP is still running with null WiFi
signal. In this case, ONOS controller can command the
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WLAN AP to reboot. After rebooting, if the WLAN AP
successfully recovers, the ONOS controller confirms the state
of the WLAN AP by performing the monitoring procedure,
and then it changes the state of the WLAN AP from the WiFi-
disabled state to the available state. The ONOS controller
requests that the WLAN AP performs the re-association and
re-authorization for its STAs. Simultaneously, it sends the WiFi
AP Failover message with IP addresses and port numbers of
the WLAN AP and its alternative WLAN AP. By using WiFi
AP Failover message, OpenFlow switches update the flow
tables of OpenFlow switches in order to forward data packets
to the WLAN AP.

IV. PERFORMANCE EVALUATION

In this Section, a detailed description of our test envi-
ronment for the performance evaluation of HA WLAN is
provided. Under the real-time test environment, we measure
and analyze the data rate by using WireShark application [16].

A. Test Environment

For performance evaluation of HA WLAN, we construct
test environment with one ONOS controller, three OpenFlow
switches, and two WLAN APs as shown in Figure 5. The
ONOS controller is made by installing the ONOS Drake
package (version 1.3.0) on a desktop PC. Since the ONOS
controller has fixed global IP address, OpenFlow switches can
be connected with the ONOS controller via Internet.

For implementation of OpenFlow switch and WLAN AP,
Raspberry Pi [17] which is one of open source hardware
(OSHW) platforms is utilized. The Raspberry Pi supports the
Raspbian OS based on the debian linux [17]. It can perform the
functionalities of OpenFlow protocol by installing the Open
vSwitch packages [18]. In our test environment, we define the
Raspberry Pi using Open vSwitch as Pi OVS. As shown in
Figure 5, three Pi OVSs are deployed as a binary tree, where

Pi OVS #1

Pi OVS #3Pi OVS #2

Pi AP #1
Pi AP #2

STA

(a) Before turning off the power of Pi AP 1

Pi OVS #1

Pi OVS #3Pi OVS #2

Pi AP #2

STA

(b) After turning off the power of Pi AP 1

Fig. 6. Network topology in the Web GUI of ONOS

all Pi OVSs manages the packet forwarding based on their flow
tables. Two WLAN APs used in our test environment comprise
WLAN USB adaptors having MediaTek RT5572 chipsets and
Raspberry Pi. The Raspberry Pi can perform the functionalities
according to IEEE 802.11 standards by installing the hostapd
package [19]. We define the WLAN APs as Pi AP. The Pi APs
1 and 2 are connected with Pi OVSs 2 and 3, respectively. One
laptop PC with IEEE 802.11 WLAN radio interface is used
as a STA. In our test environment, Pi APs and the STA utilize
the 5GHz ISM band to communicate with each other, which
is not used by any other WLAN hot spot in the neighborhood.

B. Experimental Result

Under our test environment, we consider a test scenario to
confirm feasibility of our proposed HA WLAN solution. In the
HA WLAN scenario, we consider that the STA is associated
with the Pi AP 1. We configure that the Pi AP 2 is the alternate
WLAN AP of the Pi AP 1. In case that the power of a WLAN
AP (i.e., PI AP 1) is turned off, we check whether the STA
associated to the PI AP 1 is reconnected to the alternative
WLAN AP (i.e., Pi AP 2) or not. Since ONOS controller
provides the Web GUI showing the network topology. we
confirm the execution of the our proposed HA WLAN solution
through the Web GUI of ONOS controller as shown in Figure
6. Figure 6(a) shows the initial condition where the Pi AP 1
with an STA is running normally. When the power of Pi AP
1 is cut off (that is, the Pi AP 1 is disabled), an STA will be
re-associated to the Pi AP 2 due to HA WLAN solution of
ONOS controller. By Figure 6(b), we confirm that the STA is
successfully re-associated to the Pi AP 2.
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(a) Not employing HA WLAN solution

(b) Employing HA WLAN solution

Fig. 7. Packet data rate

For estimating the effect of HA WLAN, we measure the
packet data rate by using WireShark application [16]. Figure
7(a) and 7(b) show that the effect of our proposed scheme
for high availability when WLAN AP is disabled. We send
packets from domain name system (DNS) server of google IP
to STA, then power off Pi AP 1 at 80 seconds. As shown in
Figure 7(a), STA can not receive the packets after Pi AP 1
is disabled. It means that other WLAN AP (i.e., PI AP 2) do
not recognize the disconnection between Pi AP 1 and STA in
the ordinary environment. However, Figure 7(b) presents the
successful re-association from Pi AP 1 to the Pi AP 2 with HA
WLAN solution of ONOS controller. After being disabled Pi
AP 1, Pi AP 2 can associate with STA by using HA WLAN
solution of ONOS controller. Thus, after 4 seconds, STA can
receive the packet from Pi AP 2 instead of Pi AP 1. Through
these experimental results, we confirm the feasibility of our
proposed scheme.

V. CONCLUSION

In this paper, we introduced an ONOS SDN controller based
HA WLAN solution for WLANs. Unlike previous research
works where only theoretical concepts of SDN are discussed,
we developed a real-time ONOS controller based WLAN test
environment. Furthermore, we also implemented and evaluated
the performance of our proposed HA WLAN solution. Accord-
ing to our proposed scheme, the SDN controller periodically
monitors the state of its attached WLAN APs and in case
of an AP failure it re-associates it abandoned STAs to a
neighboring functional AP. Through experimental results, we
confirm the successful implementation of our proposed HA

WLAN scheme. As part of our future work, we plan to reduce
the re-association time by enhancing the algorithm and to
make the scenario more realistic.
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Abstract— The paper describes a centralized cooperative 

spectrum sensing system, implemented on Universal Software 

Radio Peripheral (USRP) hardware platforms driven by the 

Genuinely Not Unix (GNU) Radio software. Spectrum sensing is 

realized by energy detection and a new block of energy detector 

with uncertainty is developed using GNU Radio out-of-tree 

implementation. A centralized scheme for cooperative spectrum 

sensing is applied  and a hard global decision is taken in a fusion 

center which collects the local decisions from secondary users, 

selects those of them which will be taken for global decision 

estimation and performs classical decision fusion logic, such as 

AND, OR, MAJORITY rules. Based on measured data, the 

probabilities of detection for different Signal-to-noise ratios 

(SNRs) are built for each secondary user and for different 

scenarios of cooperative sensing. 

 
Keywords — Cooperative Spectrum Sensing;, Energy Detector; 

Fusion center; USRP; GNU Radio. 

I. INTRODUCTION  

In cooperative spectrum sensing, multiple secondary users 

(SUs) cooperate to overcome the unpredictable wireless 

environment which includes multipath fading, shadowing, and 

noise power uncertainty. By exploiting the spatial diversity, it 

has been proven that cooperative spectrum sensing outperforms 

single-user sensing [1].  

In centralized cooperative sensing each local decision from 

SUs is collected in a central unit called fusion center (FC), 

which merges sensing data or local decisions and makes 

selection of the secondary users which will contribute to the 

global decision [13]. Then it takes a global decision through an 

algorithm often based on counting (voting), obtained by the 

classic logic rules such as AND, OR, MAJORITY applied on 

local decisions of SUs. The global decision is transmitted back 

by the FC to the SUs through a control channel.  Different 

schemes of cooperative sensing, as well as issues, are 

considered in [7]. Two stage cooperative sensing with coarse 

and accurate stages in perspective to reduce power 

consumption and sensing time is proposed in [8].  Hard and 

soft information combined algorithms for cooperative sensing 

are described in [9], whereas [10] focuses on hard decision 

solutions. A widely used technique for spectrum sensing is 

energy detection [2] [3] [12].  The impact of noise uncertainty 

on the energy detector performances is considered in [6]. 

Recent papers are proposing some hardware implementations 

of energy detector and cooperative spectrum sensing schemes. 

An implementation of energy detector on USRP is presented in 

[4]. An implementation of centralized cooperative spectrum 

sensing with two SUs, realized on USRPs is described in [5] 

and its functionality is illustrated through a video transmission. 

In [15], probabilities of detection in cooperative sensing system 

implemented with 3 USRPs with 3 scenarios are compared – 

individual sensing, hard (OR) and soft decision. In [16], a 

validation of the advantages of cooperative sensing over 

individual sensing is proposed, through a hardware set-up with 

2 SUs on USRPs and applying Roy’s Largest Root Test 

algorithm for sensing decision. Joint energy-and-bandwidth 

spectrum sensing with GNU radio and USRP is proposed in 

[11]. Kullback-Leibler distance-based optimization to 

determine the decision thresholds for cooperative sensing and 

its scalability with the number of SUs  is implemented in [14]. 

These implementations have quite limited applications and a 

more profound study is needed. 

The paper describes a centralized cooperative spectrum 

sensing system, implemented on USRPs hardware platforms 

using GNU Radio software. Spectrum sensing is realized by 

energy detection and a new block of energy detector with 

uncertainty is developed in GNU radio. A centralized scheme 

for cooperative spectrum sensing is applied and a hard global 

decision is taken in FC which collects the local decisions from 

SUs, selects those of them which will be taken for global 

decision estimation and performs AND, OR, MAJORITY 

estimates of the global decision. Based on measured data, the 

probabilities of detection for different SNRs are built for each 

SU and for cooperative sensing with different scenarios. 

The rest of the paper is organized as follows. Section 2 

describes the Energy detector used for spectrum sensing and 

the GNU radio block built. Section 3 describes the Cooperative 

spectrum sensing scheme applied, the experimental setup, 

based on USRPs, as well as GNU radio flowgraphs constructed 

for the FC global decision making. Section 4 presents 

simulation results based on measurements and processing in 

GNU radio. Section 5 contains conclusion remarks. 

II. ENERGY DETECTOR BLOCK WITH GHU RADIO 

A.  Theoretical aspects of energy detector 

The energy detector (ED) is based on the idea that if a 

signal is present in the channel, there will be significantly more 

energy than if signal is absent. The block diagram of ED is 

shown on Fig. 1. Detection technique is available for every 
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primary user (PU), without knowledge about any PU’s signal, 

and it includes a threshold on the collected energy from the 

channel. The threshold is used by the ED to make the decision. 

 

 

 

 

 
 

Figure1. Energy detector’s block diagram 

The PU signal is modeled by a random signal s with 

additive white Gaussian noise (AWGN) w. The received signal 

y is sampled and it can be presented as a zero mean stationary 

Gaussian process with variance
2
w +

2
s . The noise samples are 

assumed as a random variable with mean zero and 

variance
2
w . The received signal detection at the SU can be 

specified as binary hypothesis: 
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where ][ny is the received signal, ][nw is the additive noise, 

][ns is the PU signal, and N is the number of received samples 

corresponding to the length of the interval of interest. The 

signal received is only noise when H0 is true or signal plus 

noise when H1 is true. The test statistic Λ, is a sum of squared 

input samples and it is compared with the detection threshold λ: 
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The ED threshold λ depends on the probability of detection 

Pd or the probability of misdetection Pmd or the probability of 

false alarm Pfa, which are defined and interconnected, as 

follows. 
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The choice of a suitable threshold is particularly important 

for good performance of the ED. If the threshold is too high, 

the SU can decide that there is free space in the spectrum when 

the PU signal is present, and its transmission will interfere with 

the PU transmission. If the value is too low, the detector will 

not react to the absence of a signal in the channel and the SU 

will then miss the opportunity to use the spectrum. 

 When the number of samples and the noise variance are 

known, the threshold is calculated with a constant false alarm 

probability Pfa. The IEEE 802.22 wireless regional area 

network (WRAN)  limits Pfa down to 10% [2]. In practice, the 

exact value of the noise variance is not always available and 

first the noise in the channel must be evaluated. 

Using the Central Limit Theorem (CLT) when N→∞, the 

test statistic Λ could be approximated by Gaussian distribution 

and evaluated, as follows:                             

)
22

2

(

wN

wQ
fa

P



 
    (6) 

)

)22(
2

)22(
(

swN

swQ
d

P








    (7) 

When it has included uncertainty in the noise model [5], the 

Pd and Pfa are calculate by: 
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is the tail probability of the normal Probability density 

function. The parameter ρ defines the level of the noise 

uncertainty. The threshold can be calculated as follows: 
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where:  erf 
-1

 is the inverse error function and   (resp. β) is 

the upper (resp. lower) false alarm probability. Then, if the test 

statistic Λ is greater than λα (resp. lower than λβ), the detector 

decide H1 (resp. H0). 

B. Energy detector block in GNU radio 

A new block of ED is developed and implemented in the 

GNU Radio Companion's libraries [17]. The input parameters 

of the ED block are the number of samples, the noise variance 

and the parameters   and β that specify the level of  

uncertainty. 

 

Figure 2. Block diagram of the experimental set-up for testing the energy 
detector 

The ED developed is tested, as shown on the block diagram 

of the experimental set-up from Fig. 2.  A signal generator 

SMY01 9 kHz – 1.040 GHz Rohde & Schwarz is used for 
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transmitter. It is connected with broadcast antenna by Bayonet 

Neill–Concelman (BNC) coaxial cable. The generator is set to 

a frequency of 433MHz, with FM modulation with a deviation 

of 200 kHz. The generator provides different values of the 

transmitted signal in the range -30 dBm to 10 dBm with step of 

2 dBm. The receiver is implemented with USRP N210 of Ettus 

Research, connected to a PC via Gigabit Ethernet, installed 

with a GNU Radio. 

III. COOPERATIVE SPECTRUM SENSING SCHEME AND 

EXPERIMENTAL SET-UP USING USRPS AND GNU RADIO 

The system considered consists in a single PU and four 

SUs, all  located in a laboratory. One of the SUs - SU1 is put 

behind a screen. During the experience no change in noise 

conditions is considered. The SUs detect the spectrum for the 

presence of the PU signal and a FC takes the global decision 

after a preliminary selection of the PUs to be involved in the 

decision process. Hard decision combining rules are applied in 

the FC, for making decision about the presence of PU signal. 

The SUs make local decision and send 1 bit decision to the data 

FC. The FC combines sensing results and makes the global 

decision by AND, OR and MAJORITY rule. The function OR 

decides that the PU signal is present when any SU has reported 

“1”. The function AND decides that the PU signal is present 

when all SUs have reported decision “1”. In MAJORITY rule, 

if half or more SUs have reported a local decision “1”, FC 

decides that PU signal is present. The block diagram of the 

experimental set-up is shown on Fig. 3. Here, also a signal 

generator SMY01 9 kHz – 1.040 GHz Rohde & Schwarz is 

used as a transmitter. It is connected with broadcast antenna by 

BNC coaxial cable. The generator is set to a frequency of 

433MHz, with FM modulation with a deviation of 200 kHz. 

The generator provides values with different of the transmitted 

signal in the range – from 30 dBm to 10 dBm with a step of 2 

dBm/5 dBm. 

 

Figure 3. Block diagram of the model of cooperative sensing system 

The receivers are implemented with 4 USRP N210 of  Ettus 

Research, connected to a host personal computer (PC) via 

Gigabit Ethernet installed with a GNU Radio. 

Photos of the experimental set-up are shown and the 

flowgraph in GNU Radio for saving measurement data files at 

Fig. 4. Data are saved for 2 minutes at each emitted power. 

Fourteen files are created for each one of the 4 SUs. The first 

group of 4 measured files is obtained when signal is missing 

and only noise is received. The EDs in the SUs calculate in that 

case the noise variance 
2
w   estimations. These estimations are 

used later as input data for each one of the EDs in the SUs. The 

values obtained are presented in Table I. 

TABLE I.             NOISE VARIANCE ESTIMATIONS 
2

w
  IN SUS 

SU SU1 SU2 SU3 SU4 

σw
2
 14.7nW 46.5nW 43.6nW 46.1nW 

 

Combining rule block diagrams for functions OR/AND 

applied for decision making in the FC are built in GNU Radio 

companion.  On Fig. 5  is shown the flowgraph for global 

decision taking in FC, using the function OR. The sequences 

emerging at the output of the detector are collected by the 

block File Sink and they are saved in files. The files are binary 

type, and they can be opened in MATLAB. The FC decisions 

for MAJORITY function are calculated in MATLAB. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 4. Block diagram of the experimental set-up for testing the energy 

detector 

 

 

 

 

 

 

 

 

 

 

Figure 4. Experimental set-up for cooperative sensing and flowgraph in GNU 

Radio for saving measured data files 

IV. RESULTS FROM COOPERATIVE SPECTRUM SENSING BASED 

ON MEASUREMENT DATA 

The ED’s performance characteristic of the probability of 

detection Pd as a function of SNR is built, based on subsets of 

the first 700000 data of each file from the experimental file set 

for the 4 SUs. Fig. 6 presents the Pd(SNR) curves for all 4 SUs.  
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Figure 5. Flowgraph in GNU radio for global decision taking in a fusion center, using the function OR on the local decisions of SUs

  

 

Figure 6.  Pd(SNR) curves for all 4  SUs 

 

Figure 7. Pd(SNR) curves of  3 SUs  selected by  FC,   Pd(SNR) curves of FC 

using functions OR, AND, MAJORITY  and MATLAB  curve as reference 
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The observation  of  the 4 curves show that 3 of the Pd curves 

for SU1, 2, 4 are typical ED curves and the Pd curve for SU3 is 

almost invariant. It’s a good illustration of the need of selection 

procedure in the FC for security and reliability reasons. 

Outliers and sharply differing curves have to be discarded to 

avoid skewed result for the global decision. 

Here, the criterion proposed in [12], for discarding SUs 

with invariant curves by the FC, before decision making, is 

applied. So, the global decision, taken by the FC is based on 

results from SU1, 2, 4. Three SUs, often used in  cooperative 

sensing experiments [7][15], are enough to give meaningful 

results for MAJORITY function, which is not possible with 2 

SUs [5][16].  

Three rules - OR, AND, MAJORITY combinations of the 

local decisions of the three SUs are experimented. Fig. 7 

presents the Pd(SNR) curves of the 3 SUs, selected by FC  and 

the Pd(SNR) curves of the FC when using functions OR, AND, 

MAJORITY on the local decisions of these 3 SUs. As it can be 

noticed, the OR function gives the best result in this particular 

experience. The yellow curve comes from simulation in 

MATLAB and it’s given as reference. The results on Fig. 7 are 

obtained after 100 minutes long simulation on a notebook. The 

results on Fig.7 fully correspond to theory. Functions OR and 

MAJORITY in FC decision allow to overcome the late 

detection from SU1 which is behind the screen. The 

MAJORITY curve is the closest to the MATLAB simulation 

curve and it's the recommended function for the FC since the 

risk in the OR function is that in case of false alarm in only one 

SU, it will be transmitted to the FC decision. 

V. CONCLUSION 

The paper presents the results of a research on the 

implementation on USRP and GNU Radio of cooperative 

sensing system with EDs. The experimental setup realized 

permits to perform experiments using different scenarios as 

OR, AND, MAJORITY rules for decision making in  FC on 

the basis of local decisions of SUs. More research on the 

performance of each function in cases of lower and higher 

thresholds in the EDs is foreseen. Special attention is given to 

selection function which is important to be included in the FC 

in order to discard outlying and misleading results, thus 

improving reliability and security of the system. Further work 

is foreseen focused on uncertainty influence and overcoming in 

cooperative sensing systems. 
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Abstract—The growing interest in Industry 4.0 increased the
search for technologies that can help in its implementation. This
technology has also evolved over the years enabling an increasing
deployment of these industries. The Internet of Things (IoT),
communication machine-to-machine (M2M) and Cypher Physical
Systems (CPS) are essential for the implementation of Industry
4.0, while the Software Defined Networks (SDN), arrives as a new
concept that can help in communicating devices that are part
of the network that works with these industries. In our paper,
we present an SDN architecture that implements the control
plane together with the production control of an industry, where
production decisions are passed directly to the SDN controller.
In addition to the implementation of SDN communication, we
also show the communication using a traditional network of
computers. To validate the SDN architecture, we perform some
simulation in scenarios of Industry 4.0, where success was
obtained in the communications of industrial components.

Keywords–Industry 4.0; SDN; IoT; M2M; CPS.

I. INTRODUCTION
With the emergence of new technologies over the past few

years, several industry sectors have benefited from advances.
The trend is that more and more technologies are created in
to assist us in everyday tasks. But for this to happen, we must
use them efficiently and effectively.

Among these technologies, we can highlight the Internet
of Things, which are physical objects with some kind of
technology such as Radio Frequency Identification (RFID)
tags or sensors connected to the computer network, known as
smart devices. These smart devices enable the integration of
various processes such as communication devices themselves,
production information, environmental information, equipment
status and many other services.

New global requirements, such as environmental awareness
also benefit from the use of these technologies, which have
changed the way of production in industries with the use of
green products and energy efficiency Based on these changes
and developments, the main purpose of our paper is to propose
a architecture of communication that can help in the techno-
logical evolution of industries, better known as Industry 4.0,
making the communication more agile and efficient.

In Section II, we will present the technologies used in
Industry 4.0. In Section III, we will present the SDN archi-
tecture for communication in Industry 4.0. In Section IV, we
will perform the simulation with the proposed architecture,
and finally in Section V, we present the conclusion and future
work.

A. Problems and Goals
In the Industry 4.0, there may be hundreds of smart devices,

devices that require network connections to cooperate with
each other, and to perform increasingly complex tasks without
manual assistance.

In addition to the proposal for an architecture that can
connect the various components of Industry 4.0, from sensors
to customers, there are also specific goals that would approach
the requirements necessary for the operation of Industry 4.0.

Some requirements for the implantation of Industry 4.0
highlight some cited by Shrouf et al. [1]:

• Mass customization: Production processes have to
meet varying requirements of production orders. It
allows individuals to be included in the design, and
enables last minute changes.

• Flexibility: Intelligent production processes and self
configuration have to consider different aspects; such
as time, quality, price and the ecological aspects.

• Factory visibility and optimized decision-making:
Making the right decisions at anytime is a key to
succeed in the market. IoT provides end-to-end trans-
parency almost in real time (e.g., production status),
allowing for optimization across factory sites in the
area of production, and then improvement in factory
efficiency.

• Connected Supply Chain: IoT will help manufactur-
ers gain a better understanding of the supply chain
information that can be delivered in real time. By
connecting the machines and equipment to suppliers,
all parties can understand interdependencies, the flow
of materials, and manufacturing cycle times.

• Energy management: Energy efficiency improvement
requires awareness of energy consumption behavior
at production line and machine level. Smart meters
can provide real time data, and take decisions based
on their capabilities and in collaboration with external
services.

• Creating values from big data collected: New improve-
ments and value can be provided by the analysis of
large quantities of data connected by IoT devices (i.e.
big data).

• Remote monitoring: IoT technology will enable in-
volvement by a third party (e.g., suppliers) in moni-
toring, operating and the maintenance of factories with
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new services.
• Proactive maintenance: Monitoring production system

and collecting performance data in real time will have
a positive impact to improve proactive maintenance.

B. Contributions of Work
To achieve our main goal, we implemented an architecture

of computer networks for Industry 4.0 using the paradigm of
SDN to connect the components of Industry 4.0. With the new
architecture we can mention some of the contributions:

• External communication for devices through Gateway
SDN.

• Connection and management of data a cloud.
• Dynamic management of smart devices.
• Feed of data and automatically decision-making.
• Optimization and fault tolerance in production lines.
• Connection of customers and suppliers directly with

Industry 4.0.
• We create scenarios for Industry 4.0 and run tests with

simulators.

II. INDUSTRY 4.0 AND ITS TECHNOLOGIES
The next step in the industrial development will be related

to smart devices and the interaction of the products that are
a part of the manufacturing process. Also called the New
Industrial Revolution, Industry 4.0 or Intelligent Industry aims
to transform the product which is usually a passive object
into an active object, it is essential for decision-making and
optimization of its manufacturing.

Among the main features of smart devices is the ability
to self-monitor, detect faults, alter flows, perform calculations,
and the main function is to communicate with other compo-
nents.

Some recent research already addresses the Industry 4.0,
Varghese et al. [2], discuss some of the challenges of wireless
communication that must be met before it can be utilized in
Industry 4.0. They describe how the 5G can help with the
implementation, considering the communication m2m focused
on latency, longevity, and reliability of communication. In our
work in addition to addressing wireless communication and
M2M communication, treat interoperability between commu-
nications technologies and validated through simulation, the
implementation of an Industry 4.0. M2M communication, the
study [3] Paelke show that the Intelligent Industry can also
help users in manual tasks performed in the industry. An initial
experience with an augmented reality system helps workers in
an environment with constant changes in production decisions.
The system helps workers in unfamiliar tasks through spatially
registered task information in the users field of vision.

Gorecky et al. [4] also highlight the participation of users in
Industry 4.0, with the flexibility proposed in this new concept,
users will be faced with a wide variety of works ranging
from the specification and monitoring, to also check production
strategies. The aid technology will allow users to perform the
management more accurately as well as control the production.

But there are still many essential concepts behind the
Industry 4.0, such as Cyber Physical Systems, the Internet of
Things and Machine-to-machine communication.

A. Cyber-Physical Systems
CPS are automated systems that enable connection of

the operations of the physical reality with computing and

communication infrastructures. Unlike traditional embedded
systems, which are designed as standalone devices, the focus
in CPS is on networking several devices. CPS goes with the
trend of having information and services everywhere at hand,
and its inevitable in the highly networked world of today [5].

The infrastructure of Industry 4.0 is composed of CPS,
which makes the study of these systems necessary for correct
implementation. Jazdi [5]present a prototype that demonstrates
the essential aspects of Industry 4.0. In our work as well as
evidenced in an architecture for network communication, we
conducted several tests to validate the operation of the network.

B. Internet of Things
With the growth and popularization of the Internet emerged

the IoT, this evolution is the future of communication and even
computation. But for it to develop further, it depends on new
technologies and service models that are being created and/or
improved. For the IoT is a network of devices that make the
integration between the physical and computational systems
all through an infrastructure that collects and exchanges infor-
mation.

To better understand the information circulating in IoT
networks, Perera et al. [6] made a study of the context aware of
this information. The work is an analysis of the context of the
life cycle, and evaluates a subset of related projects. Based on
these evaluations, they compare, highlight the lessons learned,
and discuss the applicability to the Internet of Things.

In addition, the IoT is also one of the main factors involved
in the implementation of Industry 4.0, if not the biggest
supporter so that the next step is taken. This is due to its
connectivity and interaction with many devices such as the
Industry 4.0.

In [1], it is shown the relationship between IoT and Industry
4.0, which is created an architecture for Industry 4.0 based
on IoT. They define the main characteristics of Industry 4.0
focused on sustainability. And propose an approach to power
management in Intelligent Industries based on the paradigm
IoT.

C. Machine-to-Machine
M2M technologies are used for communication between

devices. Kim et al. [7] did a study on the M2M communication.
They discuss the need for M2M platforms, comparing and
analyzing the existing approaches and M2M solutions plat-
forms, Thereby Identifying the requirements and functionality
of the optimal service platform for M2M. Finally based
on this information, the authors propose an architecture for
M2M services platform (M2SP) and its features, then present
the M2M ecosystem with this platform. Different application
scenarios are presented to Illustrate the interaction between the
components of the proposed platform.

So in the Industry 4.0 M2M, the communication between
production components is allowed, enabling the exchange of
information between them, facilitating decision making and
speeding up the entire production process.

D. Software-Defined Networking
In recent years, the traditional networks have been limited

compared to other technologies, as it relates to the manage-
ment, performance, and scalability. Contrary to this limitation,
a new paradigm in networks has shown to be the solution,
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SDNs propose networks which have more flexible and dynamic
computers.

The idea of SDN is to separate the control plane from
the data plane while the data plan stays in the forwarding
devices, the control plane stays in a central controller with
a software responsible for the behavior of the network. The
protocol OpenFlow is the most used for communication of
SDN components and the main focus of recent related research
because it allows the creation of SDN networks with common
forwarding devices.

Despite many studies related to SDN and OpenFlow, so
far there are few studies using SDN applied to IoT, some
work as [8], presenthow the structure should be made, but
does not simulate and generate statistic results. Already in
[9] they designed an approach defined by software to an
IoT environment in a scenario involving a heterogeneous
wireless network. The prototype then uses a scenario with
electric vehicles, locations for electric loading, and a smart
grid infrastructure. But the IoT network vehicle has different
requirements from a network of Industry 4.0, as a much greater
mobility.

SDN can also address many challenges of Industry 4.0,
since the adaptability which is one of the main characteristics
of SDN to the energy efficiency that can be improved with
communication between devices. Because the Industry 4.0 has
a knack for effective communication as well as its flexibility
and self-management, its exactly what the SDN has to offer.
What makes SDN one with a potential tool for technology
deployment Industry 4.0.

A well-known SDN limitation is centralized control. In
Industry 4.0 network this limitation tends to be lower, due to
the low data flow during production. But the network controller
is a point of failure, meaning that if it stops working, the whole
network stops. But this problem has been solved by using some
techniques [10] of distributed network control.

In this paper, the SDN network is responsible for every con-
nection made by smart devices and products. In order to have
more efficient connections, favoring communication between
devices, products, customers, suppliers, and administrators.

III. SDN ARCHITECTURE FOR INDUSTRY 4.0
The traditional computer networks are not prepared to

adapt to constant changes that occur in the network flow
and a lot of devices and information travels on it. These
are the characteristics of most IoT networks. Based on these
characteristics some authors have proposed SDN architectures
for IoT [11][12][13], but to date none about Industry 4.0.

In Figure 1 it is shown an SDN architecture with applica-
tions and equipment used in Industry 4.0.

The application layer has applications that communicate
with the SDN controller, and we implemented an Application
Programming Interface (API) that communicates the SDN con-
troller with the Production controller. The production controller
is responsible for managing the production, as well as the
one who makes all decisions related to production. When
a decision is recieved, the production controller passes the
information necessary to the SDN controller, in reverse the
same thing is done when the SDN controller collects infor-
mation related to the network, it transfers it to the production
controller, all done through the API.

We also have the application layer of the cloud of data that

Figure 1. SDN architecture with the Production Controller.

is responsible for storing all the data collected. In the cloud,
part of the production data can be accessed by customers and
suppliers, who use this to follow the production process and to
send data to the cloud, data that will be used by the production
controller. While the production controller writes production
data in the cloud, the Network Controller (SDN) enables
automation of services, which is critical for cloud services.
From the network details collected, all changes requested by
cloud components are automatically reflected in the forwarding
plane.

The control layer has the SDN Controller which is the
central node of the industrys communications network, and
responsible for all network management. The API that com-
municates with the application layer must be implemented in
the same language of the controller. To communicate with the
infrastructure layer a SDN protocol should be used, in our
case, we use the OpenFlow.

In the infrastructure layer, all the SDN devices are managed
by SDN controller, these devices have only the data plan that
is sent by the controller, and any other decision is taken by
the SDN controller, which has the control plane. While the
switches receive and must perform packet forwarding, the gate-
way receives this and mounts their routes for communication.
Status and information of sensors can be collected, as well
as the necessary information to communicate with different
networks and technologies, for example we can mention the
cloud communications.

A. Packet Forwarding
The data path of an OpenFlow switch contains one or more

flow tables. Each flow table in the switch contains a set of
flow entries where each entry contains match fields, counters,
and instructions. An entry is identified by its extensible match
fields which comprise the switch ingress port and different
packet header fields. For received packets on the data path,
the switch tries to match the ingress port and packet headers
with the match fields in the different flow entries.

If a flow entry field is wildcarded and has a value of ANY,
it matches all possible values in the header. Only the highest
priority flow entry that matches the packet must be selected.
The counters associated with the selected flow entry must be
updated and the included instruction set must be applied. If a
matching entry is found, the instructions associated with the
specific flow entry are executed. If no match is found in a flow
table, the outcome depends on the switch configuration. The
default in the OpenFlow switch specification version 1.2 is to
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send packets to the controller over the OpenFlow channel via
a packet-in message. Another option is to drop the packet. The
packet-in message may either contain the entire packet or just
a fraction of the packet header [14].

IV. SIMULATION AND VALIDATION
Industry 4.0 implies the use of concepts that tangent state

of the art, such as CPS, M2M and IoT, to create a smart
production process, which is self-manageable and dynamic.
SDN apply under this scenario allows a flexible manage-
ment resource. In order to evaluate the performance of the
communication mechanisms of an SDN network a different
simulation was implemented in OMNeT ++ simulator [15]
with an extension to OpenFlow call ofomnet [14]. In addition
to the performance analysis of the SDN, we also provide an
analysis of the capacity of a production process on Industry
4.0 to self-manage and self stabilize.

A. Scenarios
Based on some studies [16][17], about Industry 4.0, we

developed a production scenario that addresses some charac-
teristics in these industries. The chosen scenario is a generic
factory that has N line productions, with several interconnected
devices. In Figure 2 a production line used at work in Industry
4.0. Therefore, all applications used in the scenarios were
implemented in the Industry 4.0 standards.

Figure 2. Scenario addressing Industry 4.0 on OMNeT ++.

To compare the possible deployments of Industry 4.0, we
implemented two scenarios, the first scenario works with a
traditional network of computers and is called Scenario 1. The
second is Scenario 2 and works on an SDN network, in this
case there is an additional network controller, and network
switches are SDN, specifically OpenFlow.

Below is a description of each component of the scenario:
• Manufactured product: the product is an active object

in production, where each product has an RFID tag,
which will be used to identify the product, from the
start of production until such time that it is ready to
be sent to a client.

• Client: It is an agent, which can be a person or another
industry, which should be able to place orders on
demand and monitor the production process of your
order. The manufacturing process is a response to a
client request.

• Supplier: It is notified by Industry 4.0 when there is
a need for more raw material for production.

• Production controller: Controls the entire process of
production in Industry 4.0, in Scenario 2 some of its
features are automated by the SDN. In addition to
collecting information about each product throughout
the production line, the production controller is able
to make decisions such as:

◦ When a production line is overloaded, the load
is distributed with other production lines.

◦ If the inventory level of raw material is low,
more raw materials are required to go to the
supplier

◦ If the production line is idle, the line is used
to produce another product.

• Data Cloud: The cloud stores all the information that
is transmitted in Industry 4.0, and customers and
suppliers also have access. The production control and
data cloud could be implemented together, but for
better organization and independence, we decided to
implement them separately.

• SDN Controller: Is implemented using the Open-
Flow protocol, and used in the scenario 2. The SDN
controller is responsible for managing the Indust.ry
4.0 network. In the scenario 2, the SDN controller
exchanges information with the production controller
to make decisions about packet forwarding, and net-
working devices status check.

• Switch/Gateway: In the scenario 1 we use common
switching devices. In scenario 2 everything is imple-
mented using the OpenFlow protocol. In this case, the
Switch/Gateway is managed by SDN controller, that
mounts the data plan.

• Production start sensor (RFID Product): RFID sensor
that collects product tags to begin the manufacturing
process.

• Quality sensor (RFIDSize and RFIDWeigth): RFID
sensors that are responsible for quality control. If the
product does not have the quality requirements it is
discarded and the request for a new product is sent to
the server.

• Factory Equipment: The equipment is used in the
manufacture of the product, and are also connected to
the production controller by an switch. Eg laser cut-
ting machine, laser welding system, bending machine,
thermoforming machine, etc.

B. Testing and Results
In order to evaluate the use of traditional computer net-

works and SDN in Industry 4.0, we implemented two pro-
duction lines that are able to attend the demand of a client
automatically. Products used generically to illustrate that this
process can be applied to other kinds of industry.

The simulation begins with a client requesting 100 products
in producing. Throughout the simulation, the client makes 10
requests for 100 products in each. These requests are made
periodically, and it is important to validate the properties of
the industry cope with the demand scale, distributed production
between the various production lines reducing the possibility
that they are idle.

The production process begins when the production con-
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troller receives a client request. At this time, the production
controller checks for raw materials in sufficient inventory to
meet the new demand for products, if there is no stock of raw
materials, or if the stock not enough, the production controller
makes a request to the supplier for more feedstock. As we are
dealing with a factory, it is common for some raw material is
lost during the production process, therefore, the production
controller considers it a waste rate of 10% when making a
request to the supplier.

As noted above, a stock or raw material may exist, but
this stock is not enough to attend the clients demands. In
this case, the production controller requests the production of
many products as the stock allows, and the other products of
demand are produced when the production controller is able
to guarantee enough stock to produce them.

Still with the objective of maintaining the tests applicable
to other industries, monitoring the product within the produc-
tion process is made by three sensors which represent: a sensor
for registering the start of manufacturing of a product, from
this moment the product is monitored until it is ready to be
delivered to the customer.

The two other sensors represent quality tests to which
products must attend. For each product, it is generated a
random number between 0 and 1 with uniform distribution.
If the generated number is greater than 0.9, the product is
considered defective and the production process has to deal
with such a problem requiring the production of a substitute
product, guaranteeing that the client demand is met.

During the simulations, to meet customer demand of 1000
products, the error function used by the sensors detected in
average 224 defective products in scenario 1 and 226 in
scenario 2, that is, during the entire production process in
average were produced 1224 products in scenario 1 and 1226
in scenario 2. Despite that error rate though it may seem large
for a production process for our experiments it represents
greater opportunities for communication, the greater amount
of data transmitted and even still, an opportunity for more
learning.

The simulations used parameters related to the Ethernet
protocol, which can be seen in Table I. To generate the
results we conducted 3 simulations for each scenario, then we
averaged the results.

TABLE I. PARAMETERS USED IN THE SIMULATION.

Parameter Value
Delay in channel 1µ
Transmission rate 100Mbps
Request package size 200B
Response package size 1MB

As a result the communication showed the most common
metrics used in computer networks such as end-to-end delay,
sent packets, and received packet. Figures 3 showed the end-to-
end delay of main simulation devices, with the information of
maximum delay, minimum delay, average delay, and standard
deviation.

Made more comparisons between scenarios can be seen in
the Figure 4, is made counting the number of incoming and
outgoing packets in Mbytes, respectively. The communication
usually begins with a request from a client that attends and
is then answered by the server. As we can see in Table I, the
size of the request and response packets are 200B and 1MB,
respectively. That server usually answers the requests and the
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requests contain only 200B, which causes it to transmit fewer
bytes than the other network nodes.
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To illustrate the benefits of using the SDN Industry 4.0,
we made some simulations to show the efficiency of the use
of SDN. In the simulation, a product takes on average 100s to
finish, and a new product starts on the production line every 5s,
thereby a production line has a maximum 20 products being
produced.

In Figures 5 and 6, it is shown the simulation of 50
products in the same two scenarios with two Production
Lines(PL1Cen1, PL2Cen1, PL1Cen2, PL2Cen2). In Figure 5,
it is shown a number of products in process of production at
an instant of time. The increasing number means new products
being produced, and the declining number means products
being finalized. During the simulation a failure occurs in a
production equipment at 120s, between the interval of 60s and
180s.

In scenario 2, when a problem occurs in some equipment
production, the moment in which the machine fails or stops
the communicate, the Network Controller detects based on
communication with the switch, and communicates the Pro-
duction Controller. Then, the production controller changes the
production line until the problem is resolved. In scenario 1, if
the equipment fails, the production controller will not have
a quick feedback, it will not know if the communication is
slow or stopped. When the problem occurs in any network
equipment, in scenario 2 it automatically can be solved by the
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network controller, which can change the route of communi-
cation, which can not be done in Scenario 1.

In Figure 6, it is shown the finished products where the
scenario 1 finished all production in 355s, the scenario 2 fin-
ished the same amount of products in 305s. Other simulations
were realized with some types of failures(Failure to equipment,
switch overload, failure to sensors) and all had similar results.
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From these results it is possible to observe that the bigger
the number of production lines and equipment, the more
evident will be the advantages of using the SDN.

V. CONCLUSION AND FUTURE WORK
In the article, we propose an SDN architecture for network

communication in Industry 4.0 based on SDN, which enables
a flexible and effective management in the flow control of
production and resources. The architecture uses the SDN
Controller working together with the Production Controller,
providing speed in decision making. Many APIs have been
implemented and tested in a simulation in scenarios for Indus-
try 4.0. The infrastructure has enabled customers and suppliers,
consult and add information in real time on production.

The simulation results showed that it is possible to imple-
ment this new concept called Industry 4.0 and will soon be a
reality for most industries. It was also shown that the features
of technologies such as IoT, M2M, CPS and SDN are essential
to the implementation of the Industry 4.0.

As future work we intend to simulate variations in the
scenarios, implement new functions for SDN devices, and
work on the security of network devices.
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Abstract—With the dense use of smart phones, the global
mobile data traffic has increased from 0:2exabytes/month in
2010 to 2:5exabytes/month in 2014. With a growth of 1150%
over 4 years it is expected that global mobile traffic will
increase by a factor of 10 between 2014 and 2020 [1]. Mobile
Base station (BS) cell sites consumed over 60% of the company
total energy consumption for most mobile carriers, therefore
current research has a significant focus on improving the
energy efficiency of mobile access networks. In recent years,
the increasing impact of networks on the environment has
made energy efficiency in telecom networks an important
theme for researches. In this context, heterogeneous wireless
networks (HetNets) plays a key role in 4G and 5G due to offer
easily access services anywhere and anytime. Our study is
developed based on IPv4 protocol but our developed algorithm
can apply too IPv6 easily. In this paper, we propose a new
approaches which provides more energy efficient than Green
Joint Radio Resource Management (JRRM) Architecture. Our
proposed model has 2 stations, which are separated from each
other. One of them, which is called macrocell, addresses the
control of a vast territory. The other is located in more
sophisticated and local areas. All calls come to the macrocell at
first. According to the intensity of call rate microcells turn on
or off. These actions are performed by a threshold located in
the macrocell. Control of the macrocell achieves a good level of
energy efficiency. As it is showed in the illustrations, Handoff
Green JRRM Architecture is better than Green JRRM
Architecture in the aspect of energy-saving, in any case. The
energy-saving action changes the range from 45% to 70% in
an average traffic load. Handoff Green's Dynamic Coverage
Management (DCM) algorithm promises more opportunities in
saving energy. Using a Markov model, the diagram of the
states transitions is represented and some obtained
performance results are showed by the figures.

Keywords-Energy efficiency; HetNets; joint radio resource
management (JRRM); macrocell and microcell occupancy;
green network design; threshold macrocell and microcell;
Markov process; performance.

I. INTRODUCTION

In this paper, we have proposed a new algorithm for
conserving energy in wireless networks which will be benefit
economically for the power industry. The reason of these
improvements to wireless networks is that the world of
mobile communication growing at an amazing rate.
Nowadays, Information Communication Technologies (ICT)
consumes a significant portion of all energy that is produced

in the world. It seems that ICT will continue to increase in
the consumption of energy for many years to come. Due to
this forecasted increase in energy consumption in the future,
it is vital importance that some energy-saving actions must
be taken in consideration. Furthermore, if precautions are not
taken soon to improve this situation, there will be enormous
negative effects on the environment. The production of
electrical energy releases harmful gases that contribute to the
Greenhouse Effect on the atmosphere. It is imperative that
we make an effort to decrease this energy consumption as
much as possible. One solution is finding "greener" ways to
produce electricity, and another is to develop new
technologies and methods of reducing the consumption of
energy. In this paper, we have focused on the ways in which
the consumption of electrical energy can be reduced.

The current forecasts predict that by 2018, high-speed
coverage will reach over 85 percent of the world’s
population, and global traffic in mobile networks are going
to rise with a compound annual growth rate (CAGR) of 50
percent, reaching a 12-fold increase since 2012 [2].

Nowadays, heterogeneous wireless networks (HetNets)
4G or 5G wireless networks allow to reach access services in
everywhere and every time, the ICT carbon emission is
comparable to that of the global aviation industry [3]. By
2020, this emission is foreseen to grow at a rate of 3.8
percent, expecting to contribute 2.3 percent of the global
greenhouse gas emissions, which represents 1.27
[4]. The important part of this energy is consumed by Base
Stations (BSs) [1]. This consumption is approximately 57%
of the whole energies used by all ICT sector [5].

In our study, while lowering energy consumption we have
to keep the performance of the system at acceptable level.
Our developed algorithm defines a threshold value as a
certain percentage of the whole capacity of the system. If the
number of calls is lower than the defined threshold, the calls
are accepted by macrocell and microcell is kept off. If the
number of calls is equal or higher than the defined threshold,
Calls are assigned to microcells from that are coming. The
most engaged microcell is activated and its calls are
transferred to their microcell. If microcell occupancy falls
under predefined microcell threshold, the microcell transfers
its calls to macrocell and closes itself. If microcell occupancy
is greater than its threshold value, the microcell stays on
working (on) state. Alternating microcells on working (on)
and off states, we can save electrical energy.
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In Section 2, we recall related works in this area and our
contribution. In Section 3, we introduce general scheme and
algorithm flow charts of the handoff green Joint Radio
Resource Management (JRRM) algorithm that we
developed. Besides, the explanation of our algorithm and it is
shown the differences between green JRRM algorithm and
handoff JRRM algorithm. Section 4 presents the modelling
of our proposed scheme and the state transition diagram to
compute blocking probability and idle state probability.
Section 5 demonstrates the numerical results of energy-
saving. One of them compares the two algorithms based on
active microcell numbers. If we compare the number of
active microcells, we will find the energy-saving ratio. In the
last section, we talk about the future work to bring closer our
experimented results to real ones by using real traffic and
more microcells.

II. RELATED WORK

Falowo et al. [6] proposed the issue of unbalance in radio
resources allocation among limited-capability heterogeneous
mobile terminals in HetNets. They reproduced a terminal-
modality based joint call admission control method that uses
the RAT terminal capability and the network load as criteria
for call admission control decisions.

Ngo et al. [7] addressed distributed RRM-based methods
to optimally separate subcarriers and power in OFDM-based
cognitive radio ad hoc networks. The issue of RRM is
formulated as an optimization issue where the throughput is
maximized subject to some network-related constraints such
as the number of sub channels that each individual
unlicensed user might engage, bearable interface at main
network level, etc.

Guerrero-Ibanez [8] addressed a QoS-based dynamic
pricing approach for services and besides resource supplying
in HetNets. In their suggested scheme, an access network
selection mechanism is proposed that assists choice the
convenient network for every requested user's service and
preferences.

Carvalho et al. [9] have proposed to build a green DCM
algorithm which is based on a threshold. There are 2 layers
which are called macrocell and microcell. Macrocell has the
threshold making a decision whether or not microcell is
needed to keep off.

In this study, the purpose of DCM algorithm is to ensure
the energy efficient through the opening and closing of
microcells on system by using a Markov model. Our
contribution to this work is to reduce energy consumption by
using handoff on macrocell and open the most engaged
microcell.

Yao et al. [10] addressed the effectiveness of the derived
centralized and decentralized QC-learning algorithms in
balancing the tradeoff between energy saving and QoS
satisfaction.

III. HANDOFF GREEN JRRM DESIGN

Our green JRRM algorithm is based on the following idea.
We have to take into consideration the traffic load
fluctuating during the day. The data is used as input values.
Load of BSs is used to make a decision about the defining
the threshold. The power-saving will be obtained by this
threshold.

Macrocell

Microcell -2 Microcell -3Microcell -1

DCM algoritm.
Load Control.

Incoming call n-1

KM ( treshold)

KmKmKm

Incoming call 1
.
.
.

Incoming call n

Figure 1 Handoff Green JRRM design

Figure 1 represents our green JRRM algorithm. It has two
layers. One of them is called macrocell and the other is
called as microcell. K is our Threshold value. According to
K value, we are going to make a decision whether a BS is
needed to be kept off or not. Load Control (LC) monitors the
load of the system by certain periods. The decision of turning
off a BS is made by DCM algorithm. In this architecture,
macrocell always needs to be kept open. macrocell covers
huge geographic territory generally considered as a country.
Macrocell and microcells are completely independent of
each other.

Figure 2 shows the flowchart of our algorithm. Let IM be
the call number of macrocell, let Im be the call number of
microcell and Rm is the number of calls continuing on
microcell. After the calling reached to Green JRRM, it is
necessary to determine their source, which requires
recognizing whether or not the incoming calls are coming
from the macrocell. After the call has been assigned as
macrocell, and it is checked if this macrocell has the
available capacity to handle the call, then if yes, the call will
be accepted by the macrocell. However, if the capacity of the
macrocell is full, the incoming call will be dropped. If the
incoming call is defined as microcell call, then it is necessary
to determine which microcell it belongs to. After the
microcell is found, its density variable is increased by 1. All
of the density variables of microcells are stored in the array.
If they are less than the threshold value, the incoming calls
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will be handled by the macrocell. The microcells will
continue to stay in off. Energy savings will be achieved as
long as the microcells are kept off. If the value is greater than
threshold (K) value or equal to K value, the most engaged
microcell passes into an active position and accepts the call.
At this point, the microcell is active, which means that it is
consuming energy. The microcell has its own threshold as
well. DCM algorithm makes a decision by the assist of its
own threshold value whether or not the microcell needs to
keep itself off. If incoming calls are equal to the threshold
value of the macrocell, or more than the threshold value of
the microcell, then the microcell will remain active. If
incoming calls are less than the threshold value of the
microcell, then the microcell will ask about the intensity of
the macrocell. If the intensity of macrocell less than the sum
of IM and Rm calls, the microcell passed to off position itself
and Rm calls will be transferred to the macrocell. If macrocell
is not available the microcell will stay active. In this way,
Energy-efficiency and system balance is assured.

Incoming Call

Green JRRM

IsMacrocell

Mc ≥ IM

MicrocellNoYes

IM + Im ≥ KM

Turn the most engaged
Microcell On

Covered by
Macrocell

No

Service
Completion

Yes

Drop
Call

Transfer Microcell calls and
Accept Microcell calls on

Microcell

Detect the call which
Microcell has belonged

and increase density
variable by 1.

Rm ≥ Km

IM + Im + Rm≥ KM

No

No

Turn Microcell off and
transfer Remaining
calls to Macrocell

Yes

No

Figure 2 Handoff DCM-based green JRRM algorithm.

IV. PERFORMANCE MODEL FOR HANDOFF

As we mentioned earlier, our model has 2 layers:
macrocell and microcell. Arrival process are assumed to be
Poisson in both layers with macrocell rate and
microcell rate. In the green JRRM scheme, the state
transition diagram for a small-scale system with =5,

= 5, K=2. The number of macrocell and microcell
channels are and respectively. K is considered as
a threshold value defined by multiplying the capacity of
macrocell by a certain coefficient, shown in Figure 3.

Figure 3 State transition diagram for the handoff green JRRM
scheme with Mcell = 5, mcell =5, K=2

Figure 3 represents the state diagram threshold value is
calculated by multiplying the total capacity of the macrocell
by 0.6 (NICIN 0.6) In this case, it is calculated as 3. Using
bidimensional Continuous Time Markov Chain (CTMC)
model, we define the state as:

From this point, formula 1, the blocking probability in the
macrocell and formula 2, the blocking probability in the
microcell are obtained as [9]:

Regarding DCM algorithm, formula 3, the probability of
idle state of macrocell can be calculated as [9]:

V. PERFORMANCE EVALUATION

In this section, we evaluate the performance of our DCM-
based green JRRM scheme. The scenario of this experiment
consists of 1 macrocell and 5 microcells and there is no any
macrocell call to measure the performance of microcell call.
We assume that the number of channels of the macrocell is
20, and the number of channels of the microcells is 10. The
threshold value is 10. The threshold value is automatically
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determined so that the number of the macrocell's capacity is
multiplied by 0.5 coefficients.

Scenario

Figure 4 The occupancy of microcell calls on macrocell.

Figure 4 shows the sum of the number of incoming
microcell calls. The number of incoming calls can't exceed
the value of 10 due to fixing the threshold value to 10.

Figure 5 The occupancy of macrocell calls on macrocell.

Figure 5 shows the occupancy of macrocells which have
occurred by the incoming calls on them. If there are not any
microcell calls on the macrocell, then the macrocell has the
right to consume all of the function of the macrocell's
channels in order to recover its calls. The threshold value
defined on the macrocell means that the sum of the number
of microcell calls cannot exceed the threshold value. In our
study, first of all, it is necessary to determine exactly the

microcell to which the incoming call belongs. Secondly, the
intensity variable of the microcell is increased by 1. When
the sum of these calls reaches the threshold value, the most
engaged microcell is activated, and the calls of this microcell
are transferred to itself. Our aim is to underline the
advantage of Handoff Green JRRM Architecture versus
Green JRRM Architecture. If the number of incoming calls
exceeds the threshold value, then the following incoming
calls are diverted directly to microcells and will subsequently
activate new microcells. The advantage of our approach is
manifested at this point. The macrocell is alleviated after it
has opened the most engaged microcell on the macrocell.
Moreover, channels are opened for receiving new calls. For
example, let us assume that the threshold value is 10 and we
have 5 microcells. There are 10 calls. The distribution of
these calls would be divided in such a way that there would
be 4 calls coming from the first microcell, 3 calls coming
from the second microcell, and 3 calls coming from the third
microcell in a certain time period. In Green JRRM
Architecture's approach, the fourth and fifth microcells will
be opened even if there is only one call. In Handoff Green
JRRM Architecture's approach, the most engaged microcell
is activated and the calls are transferred. The other two
microcells are covered by the macrocell until a total of 4
calls are keeping one microcell active. In this way, the green
DCM algorithm is achieved. In the approach by Green
JRRM Architecture, 2 microcells remain in an activated
state. This example states that there is an energy savings of
50 %.

Figure 6 The average number of active microcell.

In Figure 6, the energy saving experiment is
demonstrated by 5 microcells as shown above. The
maximum number of microcell calls is 10 because of setting
the threshold value to 10. As seen in Figure 6., there is a
huge difference between the varying approaches made by
Green JRRM Architecture and Handoff Green JRRM
Architecture. The energy saving activity is made by closing
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the most engaged microcell. This action leads to alleviating
the macrocell. In this way, the calls made by other microcells
will continue being accepted on the macrocell.

Figure 7 The percentage of energy savings versus Green JRRM
Architecture.

.

In Figure 7, as seen, the energy saving action carried out
by 5 microcells is shown as a percentage in Figure 7. It states
that until threshold congestion occurs, both approaches act
the same. Neither one of these approaches opened a
microcell, nor were the calls handled by macrocells. With the
average rate of call traffic, energy savings has been recorded
in the range of 45% to 70 %. Further energy savings have
been achieved by keeping the microcells closed. Energy
saving opportunities were diminished by increasing the load
of calls.

VI. CONCLUSION AND FUTURE WORK

In this paper, we have introduced a new approach to the
DCM-based energy efficient scheme for HetNets. Our
Handoff DCM algorithm is based on 2 basic structures. One
of them uses the Handoff mechanism and the other requires
setting a threshold on the macrocell. Using both of these
methods, we have obtained more energy savings and
developed an anti-pollution algorithm. Green JRRM
Architecture diverts new calls directly to the microcell by
opening other microcells after the threshold is reached.
Handoff Green JRRM Architecture is interesting in the way
of opening the most engaged microcell by assigning
incoming calls. The results have shown that Handoff Green
JRRM Architecture has advantages in all ways, versus Green
JRRM Architecture.

In future work, we are going to develop a smarter program
by using statistics. We need not only instant data but also a
database to assist making a decision which BS needs to open
continuously to ensure more energy-efficiency. The next
Generation Handoff Green JRRM algorithm will consist of a

database and more complex decision mechanism. Further
work will include adding more microcells and testing the real
traffic load. This will enable us to understand the effect of
various traffic loads on our new green DCM algorithm. It
will be useful to take some precautions in order to avoid
congestion as we strive towards our goal of reaching the
pinnacle of energy-efficiency algorithm.
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Abstract—Present-day vehicles involve many Electronic 

Control Units (ECUs).  Future vehicles will have even more 
ECUs.  Currently, the firmware of these ECUs is updated at the 
dealership when there is a need.  The updates are sent to the 
dealership using electronic media.  This process is very time-
consuming and lacks the possibility of performing these updates 
to all vehicles of a certain model in parallel.  A future trend by 
auto manufacturers would be performing these updates over the 
air.  Firmware Over-The-Air (FOTA) will be prone to a variety 
of attacks. This paper proposes a security architecture for the 
FOTA updates and discusses how this security architecture is 
implemented for vehicles at customer locations, dealership sites, 
and production lines. 

Keywords—ECUs; Firmware; FOTA; Security Architecture; 
Security Protocol 

I. INTRODUCTION 

   There are a number of bus systems or protocols available in 
today’s in-vehicle networks.  Examples of these include Local 
Interconnect Network (LIN), Controller Area Network (CAN), 
Media-Oriented System Transport (MOST), and FlexRay.  
The LIN protocol was introduced to complement the CAN 
bus.  It is a low speed bus and supports various applications 
including door locks, and seat belts.  The CAN bus has a 
maximum speed of 1 Mbps.  Higher speed is supported by 
MOST, a standard multimedia and infotainment networking in 
automobiles.  FlexRay was designed to be the next-generation 
and fault-tolerant protocol to support high-bandwidth and 
safety-critical applications [1]-[3]. Modern-day vehicles 
typically deploy more than one of these protocols. CAN is 
currently dominant, and vehicles include two or three CAN 
buses providing two to three different speeds.   
   Modern vehicles are equipped with 50-70 embedded 
electronic control units (ECUs), which supervise a great deal 
of their functionality [4].  This functionality has a broad set of 
tasks including overseeing door looks, climate, sunroof, body 
systems, transmission, advanced safety and collision 
avoidance systems, and pressure monitoring systems.  On each 
ECU, a specialized and independent firmware is executed, and 
upgraded versions of the firmware are introduced as errors are 
identified or new functionality is added [5].  ECUs receive 
signals sent by sensors located at various parts and in different 
components of the vehicle. Based on these signals, ECUs 
control various key units in the vehicle [6]. 
   The entire network, including the buses and the ECUs, need 
to be protected against security attacks.  Various analyses of 
the buses, especially the CAN bus; have revealed various 

vulnerabilities in the available in-vehicle network protocols 
[7] [8].  The in-vehicle networks connecting the ECUs to the 
buses are not deemed closed network but an open network 
attracting many cyber-attacks.  The fact that some ECUs, such 
as the immobilizer, are equipped with specific security 
capabilities does not rule out the reality that the security 
requirements; confidentiality, authenticity, availability, 
integrity, and nonrepudiation are not satisfied [9].   A security 
analysis, which was carried out recently on a production 
vehicle, showed that an adversary might tamper with the 
brakes when the car is running once access to the in-vehicle 
network via the Bluetooth is assured [10] [11].  Other attacks 
are made possibly through the On Board diagnostics (OBD-II) 
port.  Compromising one ECU allows the attacker full access 
and control of all other ECUs since the in-vehicle network is 
fully connected [12].  Security needs to be considered in the 
early stages of the development process of vehicle electronics 
systems by demanding firmware standards that avoid 
firmware defects giving rise to cyberattacks, and by 
incorporating security mechanisms, such as authentication and 
cryptology, to enable the verification of the identity of the 
sender to prevent bogus and potentially harmful messages to 
be replayed/transmitted across the communication network 
[13]. 
   All ECUs’ firmware needs to be updated.  Updates include 
urgent firmware fixes through recalls, feature upgrade, 
security patches, and customer complaints fixes.  It is also 
possible to replace the whole firmware with a brand new one.  
Currently, all firmware updates are performed at the 
dealership.  When the work is completed, the technician 
checks the targeted ECU to ensure it is functioning correctly. 
Assessment of the traditional approach signified that such 
updates are time and resource consuming, result in higher cost 
of labor and customer dissatisfaction, and prevent parallel 
updates as a result of physical equipment connection [14].   A 
future trend in auto industry is to adopt Firmware Over-The-
Air (FOTA) updates.  FOTA refers to the process of wireless 
firmware transfer to the ECUs [15].  Mobile phone companies 
have been successfully updating their software Over-The-Air.  
It is anticipated that FOTA will gain wide acceptance in 
automotive industry following the great success in mobile 
phone industry.  With FOTA, updates will be performed at the 
customer (any) location and not at the dealership site.  This 
will mean fast, effective, and cost efficient approach of 
firmware updating. 
   Firmware Over-The-Air (FOTA) definitely implies wireless 
communications.  This will widely open the door for many 
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cyberattacks.   Many of the current wireless security attacks 
will take advantage of the FOTA approach.  The consequences 
will be disastrous as safety is involved.  Therefore, there 
should be a serious and imminent move by auto industry to 
protect their vehicles’ ECUs against all the possible attacks.  
To cope with such vital attacks, few researchers introduced 
their analysis and possible solutions to such challenges.   
Phung and Nilsson [16] proposed a threat model for the 
vehicle software architecture to pinpoint possible threats and 
suggested countermeasures for some improper conduct caused 
by malicious or poorly designed applications. Their approach 
is based on modifying the application at the wireless gateway 
of the vehicle before installation to guarantee safety and 
security of the vehicle through spotting likely attacks. The 
approach relied on the reference monitor component to decide 
whether to grant requests for resources based on security 
policy [17]. The vast majority of attacks take place when the 
software is being transferred from the manufacturer site and 
before reaching the gateway.  In addition, setting a security 
policy for the arrived software is hard to achieve when many 
vendors provide different software and firmware to auto 
manufacturers. 
   Idrees et al [18] proposed on-board security architecture to 
facilitate the firmware update processes using both hardware 
and software modules. This was followed by a protocol to 
demonstration how their security architecture was employed 
to accomplish secure firmware updates for electronic control 
units (ECUs).  Their approach is mainly based on a hardware 
security process to safeguard critical parts, such as secure key 
storage and the functioning of the cryptographic algorithms, of 
their architecture during the firmware update.  The 
introduction of hardware is definitely valuable.  However, 
from a security point of view, this will introduce the additional 
problem of hardware attacks in addition to software attacks.   
Furthermore, the paper indicated the use of a public key but no 
private key was specified. 
   Miller and Valasek [19] introduced possible attacks on 
various vehicles through the CAN bus and the Electronic 
Control Units (ECUs).  They investigated a remote attack on 
an unaltered vehicle model and similar vehicles that causes a 
physical control of some parts of the vehicle. They hoped that 
their work on this remote attack will help in enhancing the 
security of connected vehicles in the future by avoiding the 
vulnerabilities that result in compromising the CAN and 
ECUs. 
   This paper presents security architecture for Over-The-Air 
update of   ECUs.  It covers the update of firmware at the 
production site, dealer site, and customer location. A security 
protocol to implement this architecture is introduced.  Both 
symmetric and asymmetric cryptology will be used.  The 
suggested architecture and protocol will ensure that the 
security requirements; confidentiality, integrity, 
authentication, and non-repudiation will be satisfied.  The 
remainder of the paper is organized as follows: Section II will 
discuss the FOTA security architecture.  Section III will 
introduce the implementation of the architecture via a security 
protocol.  The approach is extended in Section IV to cover 

application software in addition to firmware.  The paper is 
concluded in Section V. 

II. FOTA SECURITY ARCHITECTURE 

   The FOTA security architecture is depicted in Fig. 1, which 
uses two different colors to highlight the connections between 
the components.    It is composed of seven components: 
Certificate Authority (CA), Firmware Repository (FR), 
Firmware Distribution Authority (FDA), Vendor Firmware 
Packaging Manager (VFPM), Production Site Manager 
(PSM), Dealer Stock Manager (DSM), and Master ECU 
(MECU).  All the components are connected to both CA and 
FDA.  In addition, FDA is connected to CA. 
 

 
 

Figure 1. FOTA security architecture 
 

   The Certificate Authority (CA) is in charge of issuing 
certificates to all components including the Firmware 
Distribution Authority (FDA). The CA can be part of the 
manufacturing site or an independent party.   The most 
important component is the Firmware Distribution Authority. 
The FDA is responsible for firmware updates of all vehicles at 
the dealership, production lines, and customer locations 
(garages, parking lots, streets, etc.).  It receives the packaged 
firmware updates from vendors and stores them in the 
firmware repository prior to sending them to vehicles.  Further 
responsibilities include ensuring all vehicles of that type and 
model have been updated, and the updated ECUs are 
functioning properly.  Updates include improving the ECU’s 
functionality, firmware bug fixes, and brand new firmware to 
completely replace the old version. It is assumed that the 
manufacturer site has the capability to verify the update is 
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functioning correctly. The FDA is also in charge of issuing the 
session keys and the Message Authentication Code (MAC) 
keys. 
   The Firmware Repository (FR) is the firmware storage at the 
manufacturer’s site.  It is in charge of storing the firmware 
received from the FDA and providing the FDA with the 
needed firmware when requested.  For each firmware, 
additional information including update version number, 
update type (full, bug fix, and enhancement), ECU type, date 
it was received, size of updates in bytes, vehicle model, 
vendor ID, and checksum are stored.  The Vendor Firmware 
Packaging Manager (VFPM) is responsible for preparing the 
firmware update and securely forwarding it to the Firmware 
Distribution Authority at the manufacturer’s site to be stored 
in the Firmware Repository. 
   The Production Site Manager (PSM) is charge of updating 
all the vehicles in the production lines before sending them to 
dealerships.  Updating all the used and new cars at the 
dealership is the responsibility of the Dealer Stock Manager 
(DSM). 
   The Master ECU (MECU) plays a major role in the 
firmware update.  It is a gateway equipped with the needed 
hardware, software, and memory.  MECU may be closed to 
disable interfaces like Universal serial Bus (USB), Universal 
Asynchronous Receiver/Transmitter (UART), and Joint Test 
Action Group (JTAG).  For this purpose, the Telematics 
Control Unit (TCU) can also be used.  The MECU receives 
the firmware updates from the Firmware Distribution 
Authority and updates the ECUs in question in addition to 
updating its own.  It warns the FDA when the firmware update 
is completed.  Note that both DSM and PSM communicate 
with MECU of their vehicles.  They behave like brokers.  The 
direct secure communication between the MECU of the 
customer and the FDA will be discussed in the next section.  
The behavior of the MECUs connected to the Dealership 
Stock Manger and Production Site Manager is similar.  
Therefore, it will be explained once.  To elucidate the 
participating parties in the architecture, Table 1 should be 
relied on. 
 

TABLE I.  PARTICIPATING PARTIES 

Symbol Role 

CA Certificate Authority 
FDA Firmware Distribution Authority 
FR Firmware Repository 
DSM Dealership Stock Manager 
PSM Production Site Manager 
VFPM Vendor Firmware Packaging Manager 
MECU Master ECU 
SDM Software Download Manager 
SCM Software Charge Manager 
RDM Remote Diagnosis Manager 

 
  

 
 
 

III. SECURING THE FOTA 

   Securing the FOTA updates will include securing the 
communication between the seven components of the above 
security architecture.  For this purpose, cryptographic 
protocols are used.  The protocol notations are introduced in 
Table 2 to illustrate the role they play in the protocol. 
 

TABLE II.   PROTOCOL NOTATIONS 

Symbol Meaning 

PUFDA, PRFDA Public & private key of  FDA 
PUFR , PRFR Public & private key of  FR 
PUCA , PRCA Public & private key of CA 
PUDSM, PRDSM Public & private key of DSM 
PUPSM, PRPSM Public & private key of PSM 
PUVFPM, PRVFPM Public & private key of VFPM 
PUMECU, PRMECU Public & private key of MECU 
KSFR Session Key shared between FDA and FR 
KSDSM Session Key shared between FDA and DSM 
KSPSM Session Key shared between FDA and PSM 
KSVFPM Session Key shared between FDA and VFPM 
KSMECU Session Key shared between FDA and MECU 
KMFR MAC Key shared between FDA and FR 
KMDSM MAC Key shared between FDA and DSM 
KMPSM MAC Key shared between FDA and PSM 
KMVFPM MAC Key shared between FDA and VFPM 
KMMECU MAC Key shared between FDA and MECU 
C(KMX, F) MAC function 
X Refers to  FDA, FR, DSM, PSM, VFPM, or MECU 
TSi i=1-12 Time stamps 
T1 Time stamp 
T2 Certificate validity period 
NX Nonce for X 
CRX Certificate of X 
IDU Update ID 
F Firmware 
IDECU ID of the ECU to be updated 
IDV Vendor ID 
H(B), H(I) Hash function of bug and improvement messages 
L List of vehicles VIN numbers 
E Encryption 
VIN Vehicle identification number 
  

 

A. Certificate Authority 

   The Certificate Authority (CA) is in charge of issuing 
certificates to all the other components.  The CA shares its 
public key (PUCA) with the components.  A component 
requests its certificate by sending its public key (PUX), its ID 
(IDX) and a nonce (NX) all encrypted with the public key of 
the CA. Here, X is used to denote any of the six components.  
Upon receiving the request, the CA decrypts it with its private 
key (PRCA) and sends X its certificate encrypted with PRCA. 
The certificate of the component (CRX) will have the format 
below: 
 

CRX     = E [PRCA, (PUX || IDX || T1 || T2)] 
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The certificate and the nonce will be concatenated and then 
encrypted with the public key (PUX) of the requesting 
component and sent to the component.  Assuming the private 
key of the component (PRX) is not compromised, this will 
assure no one but the requester can access the certificate. 
 

CA  X: E [PUX, CRX || NX] 
 
   In addition to the public key and ID, the certificates include 
a timestamp, T1, and a certificate validity period (expiration 
date), T2.  Both T1 and NX are attached for additional 
assurance that the message involving the certificate is not a 
replay.  The parties (components) receiving this message will 
decrypt it with its private key, verify T1 and NX and get its 
certificate (CRX).  Note that X will be replaced with FDA, FR, 
VFPM, PSM, DSM, or MECU in the next sections to denote 
the different components. 
 

B. Firmware Distribution Authority 

 
   The Firmware Distribution Authority exchanges its 
certificate (CRFDA) with all other components.  It will decrypt 
the received certificates to obtain the public key and ID of 
each component.   
   FDA creates the session keys; KSFR, KSVFPM, KSPSM, KSDSM, 
and KSMECU, to be shared with each component, encrypts them 
with the corresponding public keys; PUFR, PUVFPM, PUPSM, 
PUDSM, and PUMECU, and sends them to FR, VFPM, PSM, 
DSM, and MECM respectively.  In a similar fashion, the FDA 
creates the MAC keys KMFR, KMVFPM, KMPSM, KMDSM, and 
KMMECU, and sends them to the respective components. 
   When the Vendor Firmware Packaging Manager informs the 
FDA about the packaging of a firmware update via a secret 
message, FDA acknowledges the message.  This step is then 
followed by the actual transfer of the firmware update.  Once 
the update is received, the FDA sends a notification message 
to the Firmware Repository.  After this message is 
acknowledged, the firmware update is forwarded to the FR as 
follows: 
 

X1 = E [PRFDA, C (KMFR, F) || Info || IDU || TS1] 
FDA  FR: E [KSFR, F || E (PUFR, X1)] 

 
   The term C (KMFR, F) refers to the MAC of the firmware; F. 
Info represents additional information, such as update version, 
update ID (IDU), date received, ECU ID, vendor ID, vendor 
name, and type of update.  TS1 is the time stamp.  Note that 
both public key and symmetric key cryptology is used.  Public 
key cryptology is used for small messages because it is slow, 
and the symmetric cryptology is used with possibly large 
messages, F in this case.   
   The MAC is signed with the private key (PRFDA) of FDA.  
The expression X1 is encrypted with the public key (PUFR) of 
FR to provide confidentiality as only FR can decrypt this 
message with its private key (PRFR).  The MAC, C (KMFR, F) 
provides the message authentication. In addition, the 

encryption with the symmetric key, KSFR, designates further 
confidentiality and authentication.  
   Similar messages will be sent to the other parties with the 
exception of info. 
 

X2 = E [PRFDA, C (KMVFPM, F) || IDECU || IDU || TS2] 
FDA  VFPM: E [KSVFPM, F || E (PUVFPM, X2)] 

 
X3 = E [PRFDA, C (KMPSM, F) || IDECU || IDU || TS3] 

FDA  PSM: E [KSPSM, F || E (PUPSM, X3)] 
 

X4 = E [PRFDA, C (KMDSM, F) || IDECU || IDU || TS4] 
FDA  DSM: E [KSDSM, F || E (PUDSM, X4)] 

 
X5 = E [PRFDA, C (KM MECU, F) || IDECU || IDU || TS5] 

FDA  MECU: E [KSMECU, F || E (PUMECU, X5)] 
 

C. Firmware Repository 

 
   After performing the required decryptions on the received 
message, E [KSFR, F || E (PUFR, X1)], calculating and verifying 
the MAC, and ensuring TS1 is current, the FR stores the 
firmware, F, together with Info and any other data needed for 
indexing.   Upon receiving a request from the FDA, it 
retrieves the firmware in question and sends it to FDA within 
the following message:  
 

X6 = E [PRFR, C (KMFR, F) || IDECU || IDU || TS6] 
FR  FDA: E [KSFR, F || E (PUFDA, X6)] 

 
   The FR stores the date the request was received and the date 
the firmware, F, was sent for auditing purposes. 

 

D. Vendor Firmware Packaging Manager 

 
   Auto manufacturers deal with several vendors.  The security 
architecture above contains only one box for the Vendor.  
Therefore, the message sent here will include the vendor ID. 
 

X7 = E [PRVFPM, C (KMVFPM, F) || IDV || || IDECU || IDU || TS7] 
VFPM  FDA: E [KSVFPM, F || E (PUFDA, X7)] 

 
   Note that IDV is the ID of the vender. IDECU represents the 
ID of the affected ECU.  The message above is preceded by a 
notification message (of new update) sent and an 
acknowledgement message received. 
 
   In addition to the vendor initiating updates and packaging 
them, the FDA can request updates when a bug is discovered 
or an improvement is needed.  A message containing the bug 
or the improvement will be sent to that specific dealer: 
 

X8 = E [PUVFPM, B || E (PRFDA, H (B) || IDV || IDECU || TS8)] 
FDA  VFPM: X8 

 Or, 
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X9 = E [PUVFPM, I || E (PRFDA, H (I) || IDV || IDECU || TS9)] 
FDA  VFPM: X9 

 
 
   Here, B is the bug detail, I the improvement detail, H (B) 
and H (I) represent the hash function of B and I respectively, 
and IDECU is the ID of the ECU that has a bug or needs 
improvement.  The VFPM will decrypt the message, calculate 
the hash and verifies it is the same as the received hash.  When 
the verification is successful, the update process will take 
place.  Note that only public key cryptology was used here 
because the message is not large. 

E. Production Site Manager 

 
   The PSM is responsible for the updates of the ECUs in all 
the vehicles in the production lines.  After receiving the 
message X3 from the FDA and executing the required 
decryptions and verifications, PSM has to send the firmware 
to the MECU of the vehicles in that line.  For this purpose, it 
will act like the FDA and communicate similar encrypted 
messages with the MECU of each vehicle.  Once the update is 
received by the MECUs, the update will be implemented in 
parallel as they all received it.  The approach used by the 
MECUs of production line’s vehicles is the same as in (G) 
below. The MECUs will inform the PSM when the updates 
are completed for that update ID (IDU). The PSM will then 
inform the FDA of all the vehicles that have their firmware 
updated by sending a message containing the list of vehicles 
VIN numbers, L.  This is needed for ensuring that all vehicles 
are updated and for reporting purposes. 
 

X10 = E [PRPSM, C (KMPSM, L) || UID || TS10] 
PSM  FDA: E [KSPSM, L || E (PUFDA, X10)] 

 

F. Dealer Stock Manager 

 
   The firmware updates at the dealership site are controlled by 
the DSM.  The task of the DSM is similar to that of the PSM.  
The work will be completed by the MECUs in parallel here 
too.   

G. Master ECU 

 
   The Master ECU is responsible for managing the updates of 
the firmware of the ECUs.   For customers’ vehicles, the 
MECU will communicate with the driver through the vehicle 
screen or via email to warn about a new update and request the 
vehicle to be turned off, as soon it is possible.   Vehicles in the 
production lines and at the dealerships are assumed to be not 
running since they are under control.   
   The MECU will fulfill the required decryptions and 
verification of the MAC.  Once successful, it will extract the 
firmware F, IDECU, and IDU.  The MECU will then 
communicate with the desired ECU based on the IDECU to start 
the updating process.  For busses where there is limitation on 
the size of the data packets, such as eight bytes for the CAN 

bus, the protocol can use the Counter Mode (CTR) to divide 
the plain/cipher text (firmware) to be encrypted/decrypted into 
blocks of eight bytes each.   
   Upon completing the update using any secure process, the 
MECU of customer’s vehicle will inform the FDA by sending 
the following message: 
 

X11 = E [PRMECU, || IDECU || IDU || VIN || TS11] 
 

MECU  FDA: E (PUFDA, X11] 
 
   For firmware update at the dealership and production sites, 
the MECU will send a similar message to DSM and PSM 
respectively.  As, mentioned above, DSM and PSM will send 
a list of all the vehicles’ VINs that are updated by collecting 
the information from all the MECUs within their site. 
 

IV. EXTENDING THE SECURITY ARCHITECTURE 

 
   The above security architecture can be enhanced to deal with 
software apps in addition to firmware.  In general, software is 
not free.  To accommodate software download and software 
update, two components need to be added to the architecture; 
Software Download Manager (SDM) and Software Charge 
Manager (SCM).  The latter is needed when the software is 
not free.   Both SDM and SCM will be connected to FDA and 
CA.  All the security measures used above will still apply 
here.  With these two new components, the auto manufacturer 
will be able to implement Software On-The-Air (SOTA) in 
addition to FOTA. 
   An important component that could further be added in the 
future is the Remote Diagnosis Manager (RDM).  Software 
companies, such as Microsoft, can remotely connect to our 
computers with our permission to diagnose problems.  Upon 
customer request, it is anticipated that RDM will connect to 
the vehicle and diagnose problems.  Once the problem is 
diagnosed, a message requesting firmware update for the 
particular ECUs will be sent to FDA.  Another task that the 
RDM will be responsible for would be testing the update to 
certify the ECU is functioning as expected.  The FDA will 
initiate the needed firmware update following the 
cryptographic protocol above.  Certainly, RDM will be 
connected to both FDA and CA. 
   In the aforementioned protocol, it was assumed that one 
MECU will take care of updating all the ECUs.  It is 
suggested adding more MECUs and dividing the ECUs among 
them.  In other words, each MECU will be in charge of some 
ECUs.  The added MECUs can play a backup role too in case 
an MECU is not functioning.  Furthermore, if an MECU is 
compromised, it will not impact other MECUs (other ECUs). 
   A further extension will be replacing the Master ECU with 
the Telematics Control Unit (TCU).  The TCU is a small 
computer that listens in on the communications of other 
electronic systems (ECUs) in the vehicle, then construes and 
disseminates that information as necessary.  The TCU 
connects to the external server.  This server could well be the 

                           61 / 123



AICT 2016 : The Twelfth Advanced International Conference on Telecommunications

Copyright (c) IARIA, 2016. ISBN: 978-1-61208-473-2 50

FDA.  All that is needed is to make the TCU more powerful in 
terms of processing and memory. 
 

V. CONCLUSION AND FUTURE WORK 

 

   With the FOTA gaining increasing popularity among auto 
manufacturers as a future trend, security measures need to be 
enforced to ensure the firmware travelling on the air will not 
be attacked.  To account for possible security attacks, this 
paper presented a security architecture and protocol to protect 
the updating of firmware of various ECUs at the customer 
location, the dealership site, and the production lines.  Both 
symmetric and asymmetric cryptology techniques were 
adopted.  The suggested security architecture and protocol can 
be further extended to include Software On-The-Air (SOTA).  
Future work will also concentrate on the most suitable 
algorithms for symmetric and asymmetric cryptography, MAC 
and hash functions, and the length of the various keys. 
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Abstract—Recently, Muti-User MIMO (MU-MIMO) downlink 
system which uses multiple antennas at base station and 
accommodates multiple users with multiple receive antennas 
attracts much attention. In MU-MIMO downlink system, by 
knowing the Channel State Information (CSI) at the base 
station, Inter User Interferences (IUI’s) among users are 
pre-excluded at the base station. By increasing the number of 
transmit antennas assigned to each user, the transmission 
quality of each user is improved. In MU-MIMO, there exists 
linear precoding or nonlinear precoding method, but linear 
precoding is considered more easily implemented and adjusted 
than nonlinear precoding. In this paper, we aim the coverage 
extension and the transmission quality improvement by using 
a regenerative Detect & Forward (DF) relay in MU-MIMO 
downlink system. We use Block Diagonalization (BD) + Eigen 
mode transmission (E-SDM) for linear MU-MIMO scheme. By 
sharing the BD matrix at both base station and relay, the relay 
can demodulate the receive signal only with receive CSI and 
can forward the signal to each user. With this system 
configuration, we have shown the effectiveness of regenerative 
relay through simulations. 

Keywords-MU-MIMO; Block Diagonalization; Eigen mode 
transmission; Regenerative relay; Detect & Forward. 

I. INTRODUCTION 

Recently, Multi-User MIMO down link communication 
systems in which base station can transmit spatially 
multiplexed signals to multiple users without Inter-User 
Interference (IUI) are well investigated [1]-[7]. In 
MU-MIMO downlink system, in order to remove the IUI at 
base station, the channel state information (CSI) of 
downlink has to be known at the base station. By increasing 
the number of transmit antennas at base station, the channel 
quality to each user can be arbitrary improved. As 
representative methods, there exist BD (Block 
Diagonalization) [2] and Channel Inversion (CI) [3] 
categorized as linear methods, and DPC (Dirty Paper 
Coding) [4], THP (Tomlinson-Harashima Precoding) [5] 
and Vector Perturbation (VP) [6][7] as nonlinear methods. 
Although nonlinear methods can achieve greater channel 
capacity than linear methods, its complexity is higher and 
the design method is more difficult. As for the linear 
methods, the CI method has the problems of increasing 
transmit power and limited sum-rate. The BD method 
consumes a lot of degree of freedom to make the nulls, but 
it can remove the IUI completely. Also, the BD method 
matches the Eigen mode transmission (E-SDM; Eigenbeam 
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-Space Division Multiplexing) [8] well and is considered a 
practical design method. On the other hand, concerning the 
use of relay in MU-MIMO downlink, increasing the 
channel capacity by using the relay has been discussed 
[9][10]. On the relay transmission in MU-MIMO downlink 
system, the BD methods are used to remove the IUI at base 
station [11]-[15]. In [11], during the 1st time slot 
transmission from base station to relay, MU-MIMO is not 
employed, but during the 2nd time slot from relay to each 
user, it is used. In [12]-[15], the transmission from base 
station to relay is done during the 1st time slot, but the 
direct link from base station to each user during the 1st time 
slot is not considered. 

In this paper, on the DF relay in MU-MIMO downlink 
system, we employed the BD+E-SDM method for the 
transmission from base station to each user during the 1st 
time slot. We assume that the DF relay which locates 
between base station and each user already knows the 
precoding matrix of the base station. By knowing the 
precoding matrix, the relay can demodulate the receive 
signal only by using receive CSI. Accordingly, the base 
station does not need to assign the transmit antennas to the 
relay and the transmission from base station to relay 
becomes SU (Single-User)-MIMO. During the 2nd time 
slot, the DF relay transmits the signals to each user also 
using the BD+E-SDM method. At each user, the received 
signals during the 1st and the 2nd time slots are combined 
using the symbol LLR (Log Likelihood Ratio) addition and 
the combined signal is demodulated. We show the 
effectiveness of the proposed novel DF relaying system in 
MU-MIMO downlink through computer simulations. 

The paper is organized as follows. In Section II, the DF 
relay model in MU-MIMO downlink is introduced. In 
Section III, we design the downlink transmission during the 
1st time slot. In Section IV, we design the downlink during 
the 2nd time slot. In Section V, we present the symbol LLR 
combining method of received signals at each user terminal. 
In Section VI, we clarify the BER characteristics through 
computer simulations. The paper is concluded with Section 
VII with the most important results and future work. 

II. DF RELAY MODEL IN MU-MIMO DOWNLINK 

The proposed DF relaying model in MU-MIMO 
downlink system is shown in Figure1. The base station is 
equipped with sN  transmit antennas. There exist total uN  
users and the user ( 1, , )ui N   has im  receive antennas. 

Thus, there are total 
1

uN

d ii
N m


   receive antennas at users. 

A Regenerative Relay Transmission in Linearly Precoded MU-MIMO Downlink 
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Figure 1. DF relay model in MU-MIMO downlink system 

 
The DF relay, which locates between base station and user 
terminals, has RM  receive and RN  transmit antennas. At 
base station, the transmit signal 1[ ]

u

T
i Ns s s s   

to each user is firstly multiplied by the precoding matrix V  
for making the multiple stream transmission using E-SDM. 
The transmit signal to user i  is expressed as 

( )(1)[ ]iS
i i is ss   where iS  is the number of signal 

streams of user i . The matrix V  is expressed as 

1

uN

 
 

  
 
 

V

V

V

0 0

0 0

0 0

                     (1) 

where the diagonal element matrix of V  is the precoding 
matrix of E-SDM for each user. Secondary, the precoding 
matrix SDN  for BD is multiplied by Vs . The transmit 
signal from the base station antenna is then given by 

SDx N Vs 1 2[ ]
s

T
Nx x x  . During the 1st time slot, the 

transmit signal x  is broadcasted both to user terminals 
and the DF relay. The precoding matrix SDN  makes the 
channel matrix SDH  from base station to each user block 
diagonal. The receive signal vector SDy  at destination 
(users) is expressed as 

,
SD SD SD SD SD SD SD SD

SD SD SD SD

     
  

y H N Vs n B Vs n H x n

B H N x N Vs
   (2) 

SDB  in (2) is the block diagonalized channel matrix and 
is expressed as 

1

2

u

sd

sd

SD

sdN

 
 
   
 
  

B

B
B

B

0 0

0

0

0 0


 

  


             (3) 

where , 1, ,sdi ui NB   is the block channel matrix for user 
i  and SDn = 1 2[ ]

usd sd sdNn n n  in (2) is the receive 
noise vector for each user. The size of block channel matrix 

sdiB  for user i  in (3) is given by i im n  , 1, , ui N  , 

where in  is the nullity of matrix sdiH ( )d i sN m N  [16] 
with sdiH  being the matrix in which the channel matrix 

sdiH ( )i sm N  for user i  is subtracted from the entire 
channel matrix SDH ( )d sN N . The nullity in  of the 
matrix sdiH  is defined by 

( ) ( )i sdi s sdin nullity N rank  H H          (4) 

As the rank of sdiH  is given by 

( ) min( , )sdi D i srank N m N H             (5) 
the nullity in  is expressed as 

( ) 0i s sdi s d in N rank N N m     H      (6) 
We assume that the DF relay knows the precoding 

matrix SDN V  of the base station. Therefore, the base 
station has to inform SDN V  to the relay before the data 
transmission starts. The transmission from base station to 
relay during the 1st time slot is done by Single User-MIMO 
(SU-MIMO). The receive signal SRy 1 2[ ]

Rr r rMy y y   
at relay is expressed as 

( )SR SR SR SR SD SR   y H x n H N V s n            (7) 
where SRn ( 1RM  ) is the receive noise vector at relay. The 

effective channel matrix ( )SR SDH N V  in (7) is assumed to 
be known at the relay and the demodulation of transmit 
signal s  is done by MMSE nulling or MLD (Maximum 
Likelihood Detection). This means that the base station 
does not need to inform the channel matrix SRH  between 
base station and relay to the relay. The demodulated signal 
ŝ  at relay is transmitted to each user during the 2nd time 
slot using MU-MIMO with BD which is the same 
transmission scheme as in Source-Relay (SR) link. As in the 
Source-Destination (SD) link in the 1st time slot, the 
E-SDM is employed for the multiple stream transmission 
from relay to each user. At each user terminal, the received 
multiple stream signals during the 1st and the 2nd time slots 
are combined using symbol LLR addition and demodulated. 
When the errors are detected at relay through the CRC 
(Cyclic Redundancy Check) code for example, the 
transmission from relay to each user during the 2nd time 
slot may not be utilized. Because it causes the error 
propagation. That is, only when errors are not detected at 
relay, the demodulated signals at relay can be transmitted to 
the users. In this case, the 2nd time slot is not utilized 
between relay and each user, thus the vacant time slot can 
be used as the repeated transmission from base station to 
each user with BD+E-SDM as in the 1st time slot. 

III. DESIGN OF DOWNLINK TRANSMISSION 

A. Transmission during the 1st time slot 
1) Design of SD Link 

The SD transmission during the 1st time slot is done by 
using BD+E-SDM. The size of block channel matrix sdiB  
is given by 

iN im n   and the number of streams of eigen 
mode becomes min( )

iN im n  . When the number of streams 
is one, BD+E-SDM is referred to as BD+MRT (Maximum 
Ratio Transmission) [17]. From (6), the nullity in  of user 
i  can be arbitrary chosen by increasing or decreasing the 
number of transmit antennas sN  at base station. If the 
elements of channel matrix SDH  follow the i.i.d. complex 
Gaussian random variables, i.e., SDH  is the MIMO 
channel matrix of quasi-static flat Rayleigh fading, the 
diversity order of the first eigen mode stream in E-SDM for 

1
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the block channel matrix sdiB  is given by i im n   [18]. 
When the minimum number of receive antennas among 
users is minm , from (6) the nullity minn  of minimum 
antenna user is given by 

min min 0s dn N N m                (8) 
Hence, the number sN  of transmit antennas at base station 
is expressed as 

min mins dN n N m                (9) 
When the number of transmit antenna is sN , the nullity 

in  of user i  other than the minimum antenna user 
becomes 

min=i s d in N N m n                (10) 
The size of block channel matrix sdiB  of user i  is 
determined as i im n  . In this design method, firstly the 
nullity minn  of the user which has the minimum number 
of receive antennas minm  is determined and secondary the 
nullity in  of the other user i  is derived. The diversity 
orders of the first eigen mode stream of minimum antenna 
user and other user i  are given by min minm n   and 

min mini im n m n     respectively. 
For example, we consider the case where the number of 

total users is 3uN  , the numbers of receive antennas of 
users are 1 3m  , 2 2m  , 3 1m  , and the total number of 
receive antennas is 1 2 3 6dN m m m    . In this case, 

3 1m   is minimum and it holds 3 1minm m  . If the 
expected diversity order of the first eigen mode stream of 
user 3 is set to 3 for example, then we obtain 

3 3 1 3min minn m   . With those parameters, the total 
number of transmit antennas at base station sN  is 
determined as sN  min d minn N m  3 6 1 8     and the 
size of block matrix 3D  of user 3 becomes min minm n 

1 3  . Thus, the nullity of user 2 is determined as 2n 

2s dN N m  8 6 2 4    , the size of 2D  becomes 

2 2m n  = 2 4 , and the diversity order of the first eigen 
mode stream of user 2 is given as 2 2 2 4 8m n    . 
Likewise, the nullity 1n  of user 1 is given by 1n 

1s dN N m   8 6 3 5    , 1D  becomes 1 1m n  3 5  , 
the diversity order of the first eigen mode stream of user 1 
is determined as 1 1 3 5 15m n    . 

2) Design of SR Link 

For the SD link from base station to DF relay, the 
precoding at base station is not used. This means no degree 
of freedom of transmit antennas (number of transmit 
antennas) at base station is consumed for the SR link. This 
is because if the transmit antennas at base station are 
assigned to the DF relay also for BD, in the absence of relay 
the assigned transmit antennas to relay are of no use. 
Therefore the extra transmit antennas are then used for the 
users to enhance the SD link quality. In this case, the effect 
of using relay becomes not obvious compared with the 
enhanced SD link. That is, the DF relay should be 
employed when the SD link quality is poor and the 
additional relay brings great effect to the overall 

performance. As the demodulation at DF relay is done by 
only using receive CSI, the precoding matrix SDN V  at 

base station needs to be informed to the relay in advance 
before the data transmission starts. The DF relay 
demodulates the receive signal with MMSE nulling or 
MLD by using equivalent channel matrix of SR SDH N V . So, 

the SR link transmission is done by SU-MIMO and not by 
MU-MIMO. As the SR link quality directly affects the 
subsequent Relay-Destination (RD) link quality, we must 
raise the SR link quality as much as we can. Because the 
poor SR link quality causes error propagation to the RD 
link. To solve this problem, increasing the number of 
receive antennas at relay is considered. Also at relay, MLD 
with better BER characteristic than MMSE nulling is 
considered. But when the number of transmit streams of s  
from base station is large, the exponential increase of 
complexity in MLD becomes a problem. In such case, we 
can resort the problem to employ the Sphere Decoding (SD) 
with less complexity or to use the MMSE nulling with far 
less complexity for demodulating SU-MIMO signals. Even 
though the elements of SRH  are i.i.d. complex Gaussian 

random variables, the row elements of equivalent SR link 
channel matrix SR SDH N V  do not always become i.i.d. 

complex Gaussian random variables. This channel element 
correlation deteriorates the BER characteristic of MMSE 
nulling, MLD or SD compared with i.i.d. random variable 
case. Also if errors are detected at the DF relay by using 
CRC code etc., we can consider the protocol in which the 
demodulated data at relay are not forwarded to users in the 
2nd time slot. In this case, as the RD link in the 2nd time 
slot becomes vacant, in order to utilize the vacant time slot 
effectively, we can repeat the SD link transmission from the 
base station again in the 2nd time slot. 
 
B. Transmission during the 2nd time slot 

For the RD link transmission during the 2nd time slot, 
we use BD+MRT or BD+E-SDM the same as in the 1st 
time slot. In this case, the number of streams to each user of 
SD link should coincide with the one of RD link. This is 
because the symbol LLR combining for each user stream is 
done at each user. We can design the RD link quality like 
the SD link. Thus, we can improve the RD link quality by 
increasing the number of transmit antennas at relay RN . In 

order to prevent the error propagation in the RD link, we 
adopt the protocol in which the data from relay are only 
forwarded to each user in case of no error detected at the 
DF relay. When the error is detected at the relay and the RD 
link is not used during the 2nd time slot, in order to prevent 
the degradation of receive signal quality, we repeat the SD 
transmission using the vacant 2nd time slot. The signals 
received in the 1st and the 2nd time slots are symbol LLR 
combined and demodulated at each user. 

At each user terminal, each stream of MRT or E-SDM is 
equivalently represented as the AWGN channel with the 
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complex gain h . When the received signal in each stream 
is denoted as r  and the corresponding transmitted signal 

, 0, , 1ls l Q  has Q  modulation levels, the equivalent 

AWGN channel of each stream is expressed as 
, 0,1, , 1lr hs n l Q                   (11) 

The symbol LLR is the extension of bit LLR and defined as 
 
 0

|
log

|
l

l e

p r s
LLR

p r s
                    (12) 

where the transition probability density function  | lp r s  
is expressed as 

 
2

2

1 ( )
| exp

22
l

l

r s
p r s


 

  
 

          (13) 

and 2 2(1 / 2) {| | }E n  . From (12) and (13), it holds 
2 2

0 0
2

2 ( ) ( )

2
l l

l

r s s s s
LLR


  

             (14) 

When the modulation level is 2Q  , the symbol LLR 
coincides with the bit LLR. The symbol LLR combining (or 
addition) of two independent LLR’s is equivalent to the 
MRC (Maximum Ratio Combining) and they give the same 
BER characteristics. 

IV. INVESTIGATION OF BER CHARACTERISTICS 
THROUGH COMPUTER SIMULATIONS 

We have checked the BER characteristics of the proposed 
MU-MIMO downlink transmission using DF relay. The 
abscissa of BER characteristic is taken as the transmit SNR 
[19], which is defined as the ratio of total transmit power 
P  from the base station to the receive noise power 2  at 
each user receive antenna and is given as 

2

S P

N 
   
 transmit

               (15) 

The channel from base station to each user, the channel 
from base station to relay and the channel from relay to 
each user are all assumed to be quasi-static Rayleigh fading 
channel. That is, the element 

ij
h  of channel matrix H

( , , )SD SR RDH H H  is an i.i.d. complex Gaussian random 

variable with the variance of 2{| | } 1ijE h  . We consider the 

distance from base station to each user is equal among users 
and the DF relay locates at the middle point between the 
base station and users. We also set the power decaying 
exponent as 3.5   on the different distances from the 
base station to relay and users. 

First, we investigate the case where the number of 
transmit antennas of base station is 2sN  , the number of 
user terminal 2uN  , the number of receive antennas of 
each user 1 2 1m m  , the number of receive antennas of 
relay 4RM  , and the number of transmit antennas of relay 

2RN  . We call this as 2 (4,2) (1,1)   model. In this model, 
for the SD link during the 1st time slot, BD+MRT scheme 
is used as the MU-MIMO transmission. QPSK modulation 
is used for each user stream. The BER characteristic is 
shown in Figure2. In Figure2, “SD link 2 times w/o relay” 
means the scheme in which the MU-MIMO transmission on 

SD link is repeated twice without using the relay. 
“ 2 (4,2) (1,1)   MMSE” and “ 2 (4,2) (1,1)   MLD” mean 
the schemes in which the receive signal at DF relay is 
demodulated using MMSE nulling and the one in which the 
receive signal at DF relay is demodulated using MLD, 
respectively. 

We see from Figure2 that, by using the DF relay and 
combining the symbol LLR’s of SD link and SRD link 
signals, the BER characteristic with using relay is very 
much improved compared with 2 times transmission on SD 
link without using relay. The SD link transmission without 
relay shows the diversity order of 1 1(BER 10 / 10 dB) . As 
stated in III.B, as the row elements of channel matrix 

SR SDH N V  on the SR link do not always become 
independent, the SR link quality is degraded. Accordingly, 
the diversity order of 2 at each user is not achieved 
especially when the MMSE nulling is used at relay. 
However, by using the MLD at relay, the SR link quality is 
improved and we can get the diversity order of almost 2. 

Next, we consider the case where the number of 
transmit antenna at base station is 4TN  , the number of 
users 2uN   and the numbers of receive antennas of each 
user are 1 2 1m m  . Compared with the previous case of 

2TN  , more transmit antennas are assigned to each user. 
The numbers of receive antenna and transmit antenna at 
relay are 4RM   and 4RN   respectively. We call this as 
4 (4,4) (1,1)   model. The transmission protocols of SD, 
SR and RD links are the same as the previous 
2 (4,2) (1,1)   model. The modulation format is QPSK. We 
show the simulation results in Figure3. In Figure3, the 
channel matrix SDH  on SD link is 2 4  and the channel 

matrix sdiH  in which the channel matrix for user i  is 
excluded from SDH  becomes 1 4 . 

From (10), the nullity of 
sdiH  is calculated as 

4 2 1 3, ( 1,2)in i     . The size of block matrix iD  of 
each user becomes 1 3, ( 1,2)i im n i     and the diversity 

 
Figure 2. BER characteristics of 2 (4, 2) (1,1)   model (Transmission 

rate to each user is 2(bps/Hz).) 
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order of each user stream is given by 3, ( 1,2)i im n i   . 
From Figure3, “SD link 2 times w/o relay” shows the BER 
slope of about 310 / 10 (dB)  for the transmit 
SNR=5~15(dB) and we see that the diversity order of 3 is 
almost obtained. When using relay, we can also expect the 
diversity order of 3 on the RD link as in the SD link. Thus, 
if there is no error on the SR link, then we can say the 
diversity order of 6 is obtained on the BER after the symbol 
LLR addition at each user. As the transmit SNR becomes 
higher, the errors on SR link decrease and the diversity 
order of 6 is more easily achievable at high SNR region. 
But in Figure3, we see the BER falls by 110 / 2 (dB)  for 
SNR=7~9(dB) and we know the diversity order of 5 is 
achieved in this SNR region. 
Next, we consider the case where the number of transmit 
antenna at base station is 4TN  , the number of users 

2uN   and the numbers of receive antennas of each user 
are 1 2 2m m  . The numbers of receive and transmit 
antennas at relay are 4RN  respectively. We call this as
4 (4,4) (2,2)   model. In this case, the optimum 
modulation formats which minimize the BER 
characteristics are selected under the constant transmission 
rate of 4(bps/Hz) on the SD link. This means one stream 
transmission with BD+MRT+16QAM or two stream 
transmission with BD+E-SDM+QPSK is adaptively 
selected for given SDH  [8]. Also in case of two stream 
transmission using two QPSK’s, the optimum power 
assignment to the 1st and 2nd eigen mode channels which 
minimizes the BER is made [8]. In this two stream 
transmission, the DF relay needs to know in advance the 
precoding matrix SDN  for BD, the matrix V  for the 
eigen mode transmission in E-SDM and the power 
allocation factor to the 1st and 2nd eigen mode channels. 
Also in order to make the symbol LLR addition at each user, 
the number of streams on the RD link must coincide with 
the one on the SR link. Hence, the BD+E-SDM 
transmission on RD link adopts the same number of streams 
as in the SD link. The simulation results are shown in 
Figure4. In Figure4, BD+E-SDM scheme is employed on 
the SD link and the size of block channel matrix for each 
user becomes 2 2 ( 1,2)i i  D . The transmission to each 
user is done by one stream transmission with the maximum 
eigen value using 16QAM or two stream transmission with 
two different eigen values using two QPSK’s. Figure4 
shows the average BER characteristics. In this 
4 (4,4) (2,2)   model, like in Figure2 and Figure3, the use 
of DF relay and the symbol LLR addition at each user 
during the 1st and 2nd time slots improve the diversity 
order and the BER characteristic when compared with the 2 
times transmission on the SD link without using relay. 

Next, we consider the case where the number of transmit 
antenna at base station is 8TN  , the number of users 

4uN   and numbers of receive antennas of each user are 
1 2 3 4 2m m m m    . The numbers of receive and transmit 

antennas at relay is 8RM   and 8RN   respectively. We 
call this as 8 (8,8) (2,2,2,2)   model. This model is the 
extension of previous 4 (4,4) (2,2)   model to 4uN   
users. The transmission protocols are the same as the 
previous 4 (4,4) (2,2)   model. On the SD link, the size of 

 
Figure 3. BER characteristics of 4 (4, 4) (1,1)   model (Transmission 

rate to each user is 2(bps/Hz).) 
 

 
Figure 4. BER characteristics of 4 (4, 4) (2, 2)   model      

(Transmission rate to each user is 4(bps/Hz) and 16QAM or QPSK is 
optimally selected to minimize the BER.) 

 

 
Figure 5. BER characteristics of 8 (8,8) (2, 2, 2, 2)   model  

(Transmission rate to each user is 4(bps/Hz) and 16QAM or QPSK is 
optimally selected to minimize the BER.) 

1.00E-05

1.00E-04

1.00E-03

1.00E-02

1.00E-01

1.00E+00

0 5 10 15 20 25 30

B
E

R

Transmit SNR (dB)

SD link 2 times w/o relay

4*(4,4)*(1,1) MMSE

4*(4,4)*(1,1) MLD

1.00E-05

1.00E-04

1.00E-03

1.00E-02

1.00E-01

1.00E+00

0 5 10 15 20 25 30

B
E

R

Transmit SNR (dB)

SD link 2 times w/o relay

4*(4,4)*(2,2) MMSE

4*(4,4)*(2,2) MLD

1.00E-05

1.00E-04

1.00E-03

1.00E-02

1.00E-01

1.00E+00

0 5 10 15 20 25 30

B
E

R

Transmit SNR (dB)

SD link 2 times w/o relay

8*(8,8)*(2,2,2,2) MMSE

8*(8,8)*(2,2,2,2) SD

55Copyright (c) IARIA, 2016.     ISBN:  978-1-61208-473-2

AICT 2016 : The Twelfth Advanced International Conference on Telecommunications

                           67 / 123



block channel matrix for each user becomes 
2 2 ( 1,2,3,4)i i  D . For each user, one stream 

transmission with BD+MRT using 16QAM or two stream 
transmission with BD+E-SDM using two QPSK’s is 
adaptively selected for SDH  under the constant 
transmission rate of 4(bps/Hz). The RD link transmission 
uses the same number of streams as in the SD link. We 
show the simulation results in Figure5. In this 
8 (8,8) (2,2,2,2)   model, the demodulation using MLD at 
relay becomes difficult because the number of searches in 
MLD becomes 84 65536  for the total 8 streams from 
the base station. So instead of the MLD, we used the Sphere 
Decoding SE algorithm [20][21] that can obtain the same 
ML solution as the MLD with far less computational 
complexity. Like in Figure2, Figure3 and Figure4, the use 
of DF relay and the symbol LLR addition at each user 
during the 1st and 2nd time slots improve the diversity 
order and the BER characteristic compared with the 2 times 
transmission on SD link without using relay. We also see in 
Figure3~Figure5 that the BER difference between MMSE 
nulling and MLD (or Sphere Decoding) at relay is not so 
large. This is mainly because the BER of relay by MMSE 
nulling or MLD (or Sphere Decoding) is far better than the 
one of SD link, and the combined BER at destination is not 
so affected by the BER difference between MMSE nulling 
and MLD (or Sphere Decoding). 

V. CONCLUSION AND FUTURE WORK 

In this paper, we discussed the improvement of 
transmission quality when the DF relay is applied to the 
MU-MIMO down link system with the linear block 
diagonalization plus MRT or E-SDM scheme. By knowing 
the precoding matrix of base station at the DF relay, the DF 
relay can demodulate the transmit signals from base station 
only with the receive CSI. As the existence of relay does 
not affect the design of precoding matrix at the base station, 
we can add the DF relay only when the cannel quality 
between the base station and user terminals is insufficient. 
By adding the DF relay and utilizing the 2nd time slot, we 
can improve the receive quality of each user terminal. We 
made the design of SD, SR and RD links during the 1st and 
the 2nd time slots and verified the effectiveness of using DF 
relay. Although the SR link quality affects the total BER 
performance very much, we can utilize the simple MMSE 
nulling by increasing the number of receive antenna at DF 
relay to improve the SR link quality. 

As future studies, although we handled the case where 
the numbers of transmission streams on SR and RD link are 
equal, the case of different numbers will be considered. 
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Abstract –In this paper, a fullwave-mode analysis method is 

proposed for analyzing the dispersion properties of 

anisotropic coupled microstrip circuits with arbitrary 

located metallic strips in multilayer configuration. The 

numerical procedure is based on a spectral domain approach 

via an adequate choice of basis functions for current 

densities on the strips. The proposed model should be useful 

in computer-aided design of such structures in ultra-wide 

band (UWB) and millimeter-wave applications. Numerical 

results are in good agreement with data available in the 

literature. 
 

Keywords- multilayer; anisotropy; spectral technique; 

dispersion. 

I.  INTRODUCTION 

In microwave and optical regions, several techniques 

and technologies have been well developed, leading to 

various applications in radar, communications and other 

commercial sectors. The growing interest for coupled 

structures in microwave integrated circuits applications 

has considerably increased recently due to their various 

applications in microwave frequencies including UWB 

band  (3.1-10.6 GHz) to build mixers, modulators, filters 

and other specific circuits.  

Layers of suitable materials may be added to improve 

the performance of a device or may be required as 

essential building blocks in the design of a component. 

For example, in suspended microstrip couplers, extra-

layers of dielectrics may be used to improve directivity, 

very useful in filter design [1]. The analysis of such 

coupled structures is complicated by the inhomogeneous 

nature of the problem. The analysis method depends on a 

number of considerations, such as efficiency, accuracy, 

memory requirement and versatility.  

Anisotropic coupled microstrip-type structures with 

arbitrary located strips are the most popular circuit 

elements in microwave integrated circuits (MICs) since 

they are useful in many practical applications due to their 

flexibility in the design process and easier matching to 

external element connections [2]. In such coupled 

structures, the propagation is described in terms of C- and 

π-modes [3], which correspond to in-phase and out-of-

phase modes, respectively. As mentioned, the analysis of 

such coupled structures is complex due to the 

inhomogeneous nature of the problem.  

In this paper, the authors propose an original approach 

that combines speediness and accuracy to efficiently 

characterize coupled circuits with arbitrary located strips 

as well as in arbitrary multilayer configuration by the 

well-known spectral domain approach (SDA) method 

using the Galerkin's procedure via a suitable choice of 

basis functions.  

This paper is organized as follows. In Section 2 we 

discuss the hybrid-mode spectral domain approach  

for asymmetric anisotropic coupled structures in 

multilayer configuration. Numerical results are presented 

in Section 3. Finally we summarize our major results and 

outline our future work. 

II. FORMULATION OF THE METHOD 

To illustrate the adopted numerical procedure used to 

evaluate the model dispersion parameters, we considered a 

shielded coupled microstrip structure with different widths 

(w1 not necessary equal to w2) in multilayer configuration 

(Figure 1). The number of layers can be arbitrarily set. 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. Cross section of an anisotropic microstrip coupler with 
arbitrary located strips in multilayer configuration 

All dielectric layers are assumed anisotropic and 

lossless. Each layer i (i =1 ... N) is characterized by its 

own permittivity [εi] and permeability [µi] as 
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multilayer configuration [5]. The immittance approach 

allows obtaining the Green’s functions via a recursive 

process based on the determination of the equivalent 

admittances at all dielectric interfaces Hi (i=1 ... N). 

Because the propagation modes are hybrid in a 

fullwave analysis, the EM field components have been 

evaluated in each dielectric layer assuming that the hybrid 

mode is the superposition of LSE (Ey=0) and LSM (Hy=0) 

modes. So, the transverse EM field components in the 

Fourier domain can be expressed as 

  (1a) 

    

(1b) 

   

(1c)               

   (1d) 

where Ey and Hy are solutions of the field propagation 

equations [5]. αn and β are the spectral parameter and the 

phase constant, respectively, with εci=εxi=εzi and 

µci=µxi=µzi . The index  ∼ represents the Fourier transform 

following x. 

The following step was to use boundary conditions at 

all dielectric interfaces Hi to express the tangential electric 

field components (Ez, E
x
) in terms of the currents 

densities J
x
 and J

z
 on the metallized interface Hm in the 

spectral domain. This allowed evaluating the admittance 

Green’s dyadic functions: 

    (2) 

and then, deducing the impedance form of the dyadic 

Green’s matrix [G] by a simple inversion of matrix [Y]. 

A. Resolution by Galerkin Technique 

The Galerkin’s procedure is a particular case of the 

moment method where trial functions are equal to basis 

functions. In this technique, the tangential components Jx 

and Jz of the current density on each conductor strip are 

expanded onto two complete sets of P and Q basis 

functions, respectively:  

   

(3) 

with ap,k and bq,k the real unknown coefficients to 

evaluate, with k = 1, 2 (left or right strip conductor of the 

coupler, respectively).  

First, the Fourier transforms of (3) are evaluated and 

substituted into (2). Next, after using the inner product 

with trial functions, the Parseval’s identity as well as the 

complementarity relations between the current and electric 

field on the two strips, we obtained an algebraic system of 

2(P+Q) homogeneous linear equations in terms of the 

2(P+Q) unknown coefficients ap,k et bq,k (k=1, 2).  
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The above homogeneous system was then solved for 

the phase constant β at each frequency f by setting the 

determinant of the matrix [Cj,m(ω,β)] (j, m =1... 4) to zero 

and by seeking the roots of the resulting equation. 

B. Basis functions choice criterias 

An adequate choice of basis functions is essential to 

assure a reliable solution with minimum numerical 

treatments and processing time. Indeed, a suitable choice 

of basis functions leads to a better configuration of the 

current density on the strips. This choice must respect 

several convergence criteria as detailed in [6]. 

Convergence may be speeded up by using basis functions 

whose behaviors resemble the physical distribution. 

Sinusoidal trial functions with metallic edge singularities 

have been chosen for the general nonsymmetrical case [7]: 
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Note that the solution accuracy for β can be 

systematically enhanced by increasing the number of basis 

functions.  

 

III. NUMERICAL RESULTS AND DISCUSSIONS 

To confirm the adequate choice of basis functions, we 

analyzed a bilayer nonsymmetrical shielded coupler. 

Figures 2 and 3 show the convergence of the effective 

permittivity versus the total number of basis functions Nfb 

(equal to 2*(P+Q)) and the total number of Fourier terms 

Ntf. Note that 100 Fourier terms and about 8 basis 

functions were sufficient to achieve a good convergence. 
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Moreover, we note that narrow strips (w1 = w2 = 0.18mm) 

require more spectral terms compared to wide ones  

(w1 = w2 =0.36mm). A good compromise was found 

between accuracy, CPU time and memory storage with 

regard to differential methods since 4 basis functions per 

current density components were sufficient to reach 

convergence. Compared to differential methods which 

require a very dense mesh for a very good accuracy 

resulting on a large CPU time (as finite element method or 

FDTD method), the proposed technique is faster with a 

minimum memory storage. 
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Figure 2. Convergence of the effective permittivity versus Nfb 
 (a=3.556 mm, S=0.45 mm, h1=0.254 mm, h2 =6.858 mm, C1=0.5 mm,  

ɛr =2.22, f=10 GHz, Ntf=500) 
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Figure 3. Convergence of the effective permittivity versus Ntf  

(a=3.556 mm, S=0.45 mm, h1=0.254 mm, h2 =6.858 mm, C1=0.5 mm,  

ɛr =2.22, f=10 GHz, Nfb=16) 

 

Figure 4, showing the variation of the determinant of 

Ci,j(β), demonstrates the simultaneous existence of two 

distinct solutions for β, very similar to those published in 

[7]. Note that the authors in [7] used the resonance 

transverse method (TRM), generally used to get the wave 

propagation constant in waveguides including dielectric 

ones. It takes advantage of the fact that a standing wave is 

present along a certain direction (transverse with respect 

to the main propagation direction), due to purely reactive 

loads at both ends of the transmission line (which 

represents the wave propagation). Compared to TRM 

which is an integral method, the CPU time was reduced of 

about 20% depending of spectral terms Ntf and the 

number of basis functions Nfb 

Figure 5 shows the variation of the effective 

permittivity εeff for different values of h1. The results 

agree well with [7]. The evolution of the effective 

permittivity is characterized by the existence of three 

regions: first, εeff decreases with h1 for both c and π 

modes, this can be explained by the high concentration of 

fields in the thin substrate (near horizontal walls of the 

shield). Then, εeff reaches a constant value of about 1.6 

corresponding to equal thicknesses between the substrate 

and the air region.  

Finally, εeff decreases from h1= 6.6mm, due to the 

larger thickness of the substrate. The effective permittivity 

is higher for the lowest values of the substrate thickness.  
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Figure 4. Determinant of C(β) versus phase constant β (a=3.556 mm, 

S=0.45 mm, h1=0.254 mm, h2 =6.858 mm, W1= W2=0.36 mm, C1=0.5 
mm, ɛr=2.22, f=10 GHz) 
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Figure 5. Permittivity versus h1 (a=3.556 mm, h1+h2=7.112 mm,w1=0.08 

mm, w2=4w1, S=0.45 mm, C1=0.9 mm, εr=2.22, f=10GHz) 

 

Table I shows the effective permittivity of both even 

and odd modes for a coupled structure on epsilam 10 

substrate. The relative average error is estimated to 1.5% 

for the odd mode and about 2% for the even mode. 
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TABLE I. VARIATION OF EFFECTIVE PERMITTIVITY VERSUS w/h1 

(h1=1mm, h2=9mm, S=0.1mm, a=50mm, f=100 MHz, εc = 13, εy = 10.3) 

 
w/h odd odd [8] even even [8] 

0.1 6.29 6.29 7.02 6.83 

1 6.49 6.38 7.69 7.57 

3 7.01 6.82 7.98 8.13 

 

Figure 6 shows a comparison of dispersion charts 

between two anisotropic couplers using epsilam 10 

substrate (εx=εz=13, εy=10.3) and niobate lithium 

(εx=εz=28, εy=43), respectively. Note that the phase 

constant is greater for lithium niobate due to higher field 

concentration.  
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Figure 6. Dispersion chart for two anisotropic materials: Epsilam10 and 

niobate lithium. (a=3.556 mm, S=0.45 mm, h1=0.254 mm, h2=6.858 mm,  

w1=w2=0.36 mm, C1=0.5 mm). 
 

Figure 7 illustrates the variation of the guided 

wavelength λg versus frequency for a three-layer 

anisotropic coupler (εx=εz=28, εy=43) and a bilayer 

isotropic coupler. 
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Figure 7. Comparison between a three-layer anisotropic coupler and a 
bilayer isotropic coupler (a=3.556 mm, S=0.45 mm, h1=0.254 mm, 

h2=6.858 mm, w1=w2=0.36 mm, C1=0.5 mm, isotropic: εr=2.22, Sapphire 

(εx=εz=9.6, εy=11.6) and Epsilam10 (εx=εz=13, εy=10.3). 

The curves show that λg is always smaller for the three-

layer coupler than for the bi-layer, thus allowing reducing 

the device size. 

IV. CONCLUSION 

This paper highlights an efficient and fast way to 

determine the fullwave numerical solutions required in 

multilayered coupled microstrip line analysis with 

arbitrary located metallic strips. Such devices are used in 

various applications in microwave integrated circuits, 

particularly in wireless communication, multiplexors, 

shifters, and delay lines, to name a few. To achieve this 

aim, we used the spectral domain technique via an 

adequate choice of basis functions for c- and π-modes 

through the Galerkin's procedure. The computed results 

are in good agreement with data available in the literature. 

The proposed CAD approach should be useful in high 

frequencies where the dispersion effects cannot be 

neglected.  
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Abstract—Trends such as 5G and Internet of Things are driving
modern systems towards increasing complexity in diverse con-
figurations of heterogeneous networks, ubiquitous integration of
hardware and software, and complex interactions between the
different parts. This paper describes the testing technologies de-
veloped and deployed in our 5G test network (5GTN), to support
development and testing of such systems, next generation services
deployed on them, and the underlying network technologies. We
describe the 5GTN testing technologies, including the software
architecture enabling distributed test generation, monitoring and
data collection from test execution. We also describe the 5GTN
integrated data analytics services enabling efficient use of the test
data, as well as initial results for the first tests in the network.

Keywords - 5G, test network, testing technologies, big
data, analytics

I. INTRODUCTION

Internet of Things (IoT), cloud computing, big data pro-
cessing and fifth generation (5G) networks are all trends
currently strongly driving next generation software and service
development. They are enabling services such as accurate
(indoor) positioning, low latency control, high bandwidth
streaming, deep data insights, and large scale computational
capacity on demand. However, these are currently fast evolving
technologies, and for many actors in the service development
space it is difficult to benefit from these opportunities to create
such next generation services, due to limited access to suitable
environments enabling innovation in this space.

The Finnish national 5G test network (5GTN, [11]) is a
joint effort created by VTT, University of Oulu and 15 industry
partners. It is designed to support a number of use cases
for testing, network management and business development
purposes. Some of the main examples include:

• Support testing new applications and services, as well
as networking solutions in evolving networks.

• Provide a living lab environment for 3rd party appli-
cation, service, algorithm, system testing.

• Offer a test network for virtualized services.

Some of the generally identified prime objectives in 5G
technologies are increased capacity, increased data rate, lower
latencies and higher quality of service [3]. Specific technolo-
gies typically associated with 5G are, for example, small cell
access points, virtualized network elements/network cloud,
and increased IoT traffic and adoption [3]. These provide
both opportunities for new types of service development (e.g.,
higher bandwidth and lower latencies) but also challenges (e.g.,

different types of traffic profiles in IoT stressing the network
in unanticipated ways). Making use of the opportunities and
addressing the challenges makes 5G relevant to almost all
actors in the software and networking domain.

The 5GTN is an environment intended to enable service
innovation in this context by providing a test environment that
is constantly incorporating latest technologies available in the
5G networking infrastructure, as well as providing support
for different levels of cloud computing (including mobile
edge computing [17]), IoT devices and services, and extensive
monitoring and big data analytics support. The test network
is provided as a service to interested parties working in the
area, to provide an environment for developing and testing
new innovative next generation services. This both removes
the barrier for companies who do not have direct access to
such environment themselves, as well as provides a place for
network and telecom equipment vendors to test their products
with actual end users, customers and next generation services.

The initial version and use cases for 5GTN have been
described in [5], and a general overview of its testing tech-
nologies was given in [4]. A more recent technical overview
of the network elements is given in [9]. In this paper, we focus
on describing latest developments in the testing technologies
part, as well as in describing the initial use cases/test scenarios.

The rest of the paper is structured as follows. In Section II,
we describe related work. In Section III, we present the 5GTN
architecture. In Section IV, we briefly illustrate some example
scenarios for the 5GTN. In Section V, we discuss these in a
broader context. Finally, conclusions sum it all up.

II. RELATED WORK

5G is currently a hot topic and various test networks exist
to support different actors in developing 5G products and
services. The big players in the field have been running their
own specific 5G technology tests already for a long time [2].
However, access to such technology is limited for smaller
players. 5G test networks are means for these two types of
actors to interact, with the smaller (more software service
focused) players having access to a more realistic and state-
of-the-art test environment, and the telco actors getting access
to real end users to test their products.

We briefly review some of these other 5G networks here
to give added context to our 5GTN. Each of these has a
specific focus, while we provide a holistic overall test network
ranging from 5G devices and virtualized network functionality
to software services. 5GTN is also itself part of a broader
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network of Finnish testbeds related to 5G development, called
5GTNF [12].

The 5G Berlin [15] is a German test network providing a
number of different testbeds for 5G development and testing,
such as 5G access technologies, optics, core network technolo-
gies and virtualization. Some examples of the 5G Berlin work
include the air-interface related topics as described in [8]. The
5G Dresden [13] another German effort, focusing on research
in the area of Tactile Internet, which refers to near-realtime
interaction of people with physical and virtual objects [1]. The
5G Innovation Centre [14] is a test network located in Surrey,
UK. It focuses especially on new air-interface technologies.

Many test network system issues related to these types of
networks are discussed in [21], and with our test network we
aim to address also these issues. In comparison to the other 5G
test networks such as the ones mentioned above, in 5GTN we
provide a unified test network allowing a holistic overview for
testing of devices and services, while supporting also linking
to a larger nation-wide testbed concept as part of 5GTNF. We
also provide integration with an advanced monitoring and data
analytics infrastructure to provide means to not just run the
tests but also to deeply analyze and understand the results and
use them to guide and optimize towards better products and
services.

In relation to different types of tests, various approaches for
integrating performance and function tests, with e.g., behav-
ioral models and their monitoring against large scale test data
have been applied [20]. Currently, we perform this in a more
qualitative way, as illustrated by our performance test scenario
example in Section IV. However, if needed, our approaches
in the test network could be extended to include this type of
testing more formally as well.

The complexity of building a test environment supporting
big data style data analytics and complex integrations of all
required parts in test environments is discussed in [22]. In
our test network, we aim to make the application of such
techniques possible for all interested parties by providing and
managing the complexities of the infrastructure as a service.

In relation to the types of traffic profiles and tests we
support, many works have also targeted specific areas of the
types of testing that we support in our test network, such as
such as video Quality of Service (QoS) ([7]). We combine
support for these as a holistic platform in our 5GTN.

III. 5GTN

Figure 1 shows a high-level picture of our test network
from the testing technologies viewpoint. The macro cell pro-
vides extensive outdoor coverage for the relevant test scenar-
ios. A set of small cells is deployed indoors to provide an
indoor test environment. The backend system contains the full
Evolved Packet Core (EPC) with all the associated compo-
nents, along with network monitoring components deployed
as Virtualized Network Function (NFV) instances on top of
the OpenStack platform.

Supporting various types of actors (developers of infras-
tructure, services, end user devices, etc.) in their testing needs
requires the ability to generate and execute tests at different
levels of such a network, to collect extensive data about the

performance of different elements in the network, and to be
able to perform advanced analytics on them. A related archi-
tecture called ”Big Data Network Highway”, and associated
challenges, is described in [10]. Expanding on the three layers
presented in [10], we define several layers for the network, the
end user device (e.g., phones, sensors, computers) layer, the
(wireless) access (point) layer, the basic routing infrastructure,
the core network (e.g., EPC, Content Delivery Network (CDN)
servers) layer, and the datacenter layer (here test data and
analytics architecture).

Not many actors have access to such complex environ-
ments, expertise on using all the advanced testing technologies,
executing complex test setups, and performing the advanced
analytics. We provide support for all these layers in terms of
supporting diverse sets of protocols at the end user and access
point layer, a full EPC core network, several test enabling
application services such as video streaming CDN servers,
IoT sensors and servers, and diverse test tools. Different
combinations of these can be combined to create different test
scenarios. For the more technical parts of these test network
infrastructure components, we refer the reader to [9].

The analytics architecture follows the trend of what is
commonly referred to as the Lambda architecture in big data
processing [6]. This means we support both batch processing
as well as stream processing. Using tools such as Apache
Spark Core we provide batch processing support to analyze
large scale datasets collected through the different test runs.
Using tools such as Apache Spark Streaming and Apache
Storm we provide support for near real-time stream processing.
With batch processing we can provide support for long term-
analysis, finding trends and correlations and doing similar
analytics. They can be applied at any time, to explore new
topics of interest in existing data sets as new things are learned
and hypothesis need to be confirmed. With stream processing
we provide support for interested parties to test real-time traffic
optimization, network management and similar algorithms, as
well as means to guide online test generation.

Apache Kafka in our case forms the ”Big Data Highway”
for the measurement data, allowing us to effectively stream
data from numerous distributed locations to several different
and concurrent distributed processing systems. We call this in
the following sections the data collection layer. For example,
data is published from test tools, test targets, test generators,
IoT gateways and similar system elements into this layer. Data
is consumed (subscribed) from this layer by several analytics
tools to perform real-time stream processing or to store the
data for long-term historical batch analysis. Real-time stream
processing systems can also publish additional data in the form
of derived measures to the data collection layer, from which it
can be further consumed by other stream processors and stored
in long-term storage by batch storage consumers.

To enable execution of extensive test sets on top of this
infrastructure, we also need to be able to generate various types
of traffic and collect extensive monitoring data. We provide an
extensive set of tools available in this environment, enabling
monitoring of all deployed network elements, as well as of any
test generation components and application servers that have
interfaces to query relevant information.

The set of available test and monitoring tools is constantly
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Figure 1. Test and Analytics Architecture overview

evolving, and includes:

• Model-based testing tool: Driving test scenarios to
simulate realistic users on test devices, at single
device/service as well as overall test scenario level
(several devices/services).

• Virtualized (NFV) monitoring tools: Attached to Net-
work Function Virtualization Infrastructure (NFVI) to
provide monitoring of network traffic and parameters
for the EPC

• IP traffic monitors: Collecting QoS measurements
such as packet loss, latencies, ...

• Call generators: Large scale call traffic in the network

• Load generators: Large scale IP traffic in the network

• Test devices: Mobile devices, laptops, IoT devices, ...

• Data store: Used to collect test data such as control
information and monitoring statistics

• Analytics tools: Test data analytics, both real-time and
long-term historical

For the technical details on these, we again refer the reader
to [9].

Our extensive set of monitoring tools enable us to collect
data from different parts of the network, and these can be
deployed on several network nodes at the same time. For

example, QoSMet [18] is a tool capable of measuring detailed
QoS network parameters between two endpoints. By deploying
this on several of the endpoints at the same time, we can
get a detailed view of the QoS for all the different elements.
Similar data can be collected from the core network, and its
interfaces, using monitoring tools deployed as Virtual Netword
Function (VNF) elements with the EPC. Various similar tools
can be deployed to monitor different properties as needed,
and application specific monitoring interfaces can also be
integrated into the data collection layer as needed. The overall
data can be accessed through the data analytics layer.

Test traffic can be generated using different devices and
services, both with real user equipment (phones, sensors,
etc.) and large scale simulators. Specific types of large scale
network data and specific service usage sequences can be
generated at large scale using general computing resources as
part of the network.

Tools such as model-based testing tools are used to gen-
erate traffic based on user profiles. These simulate real traffic
and user activity in the network and on the service applications
deployed on top it. They can be generated either based on
recorded real traffic or simulated test models based on a model
of the expected behaviour of the end user/sensor in question.
The current main test scenarios/user profiles include:

• Video streaming

• Web browsing
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• IoT sensors

High quality (e.g., 4k) video streaming is expected to be
one of the major usage scenarios for high bandwidth con-
sumption in the future, and provides a baseline for large-scale
streaming. This type of stream is high-bandwidth consuming
but can typically be scaled down in different QoS levels.
IoT sensor traffic is expected to increase at large scale as
the current IoT trend continues and the IoT products are
increasingly deployed in practice and everything is connected
to the network. This provides a specific type of traffic profile,
where small burst of traffic are generated but they may be
generated in large amounts by the numerous sensors deployed.
Some of this traffic may also be of higher priority and must
maintain high QoS, such as safety-critical measurements. Web
browsing represents a current typical usage scenario that is
used to provide a realistic background context for these.

Different profiles can be combined to provide test scenarios
for different testing needs. For example, testing network in-
frastructure components may require generating varying loads
of video, browser and IoT traffic, with varying network
configurations and analyzing the results using multivariate
analysis techniques to identify performance limits, optimiza-
tion possibilities and problematic configurations and scenarios.
From a different viewpoint, testing application services in the
test network enables us to see their performance in different
network loads, run functional and performance tests across
the infrastructure and effectively pinpoint which issues are
related to the application server or clients, and which are
artefacts of the underlying infrastructure. Also in this context,
our test services also enable combining different type of traffic,
monitor the overall network, vary the service parameters, and
observe and analyze all the results in depth. For end user
devices, we can support a number of different protocols (as
detailed in [9]), and their co-existence with various other
devices and services in the network. In all these cases our aim
is to provide a holistic view of the test environment, system
under test, its environmental context, and broad analytics
support.

IV. USE CASES AND TEST SCENARIOS

In this section, we give examples of the current usage
scenarios we are running on the network, and using these to
further develop it to be constantly more widely applicable for
industrial testing and provide new testing services.

A. IoT testing

In this IoT test scenario, we have a Constrained application
Protocol application (CoAP [16]) server deployed withing the
network. Various actual sensor nodes available in the test
laboratory are used to produce test traffic representing real
IoT traffic in the network. This is passed through customized
service gateway instances in the network edge (which also
include the ability to calculate traffic statistics and publish
them on the data layer), which forward the data over the
test network to the CoAP application server. Several client
instances are used over the network to scale up the test traffic
over the gateways and other interfaces. More detailed test
results for this case are available in [9], where they are shown
as examples of measurements in the network, and we do not

repeat them here. The important thing to note is how we can
provide extensive support for various types of IoT sensor traffic
and related protocols. Figure 2 illustrates the base concept of
this type of a test case.
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Figure 2. IoT case.

B. Application server performance

This test scenario is an example of a mobile service
deployed with both mobile clients and an application server
as part of the test network. The application server provides
location tracking services for several moving nodes that it
receives location data for. Any number of clients can be
expected to connect to it at any time, and receive continuous
streaming updates for sessions of different length. The data
is provided as binary streams of protocol buffers messages
over SSL encrypted sockets. The application server can be run
either as part of the test network or as its own external cloud
service (e.g., on Amazon EC2).

Figure 3 illustrates the beginning of one execution for this
test scenario. The top row shows the frequency of updates as
recorded by the application server (and directly reported to
the data layer) in orange, and the average of the receiving
frequencies observed at the clients (reported by the tester
clients to the data layer) in green. The middle row graph
shows the number of SSL errors observed by the clients when
connecting to the server (orange for cumulative, green for per
frame). The bottom row graph shows the combined number of
live sessions by the tester clients during the test execution.

From Figure 3, we can see how at around 1500 concurrent
sessions the service quality starts to degrade, with client
average latencies starting to fluctuate, and how this fluctuation
and number of errors increases as more sessions are initiated.
In this case, a single error is an SSL handshake failure, where
the client fails to establish a connection to the server, and
these are recorded by the customized test client and also
reported to the data layer. Running this test causes the system
to fail practically all new sessions at around 4000 active
sessions, showing a hard limit, where the test system stops
after reaching an error threshold for number of failures in a
continued sequence.

To better investigate the cause for the issues, we need
to understand what is the status with the different system
elements. Figure 4 shows the load on the application server,
indicating that the server has no issues handing the traffic.
This is also visible in top row graph in Figure 3, where the
server (orange line) observes a constant result of providing the
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Figure 3. Errors observed in the performance test.

data to the clients on average at 1 second intervals as expected
(while the clients show increasing fluctuation). The multiple
multi-colored lines on the left side of Figure 4 are load per
core, and the single green line on the right is overall load.

Figure 4. Server load.

We find further insight by looking at the router that is
used to connect all the devices together in this case. This
load is shown in Figure 5. This is the CPU load on the
router collected using Simple Network Management Protocol
(SNMP) probes, which again feed the measurements into the
data layer. In relation to the server load shown in Figure 4, this
has a 5 second resolution as it is the best resolution that the
router can provide. This provides some added data analytics
challenge due to different granularities of measurements, and
automated correlation of failure thresholds to hitting specific
limits. However, looking at these, we made the evaluation that
the router overload is causing the errors in the test case.

We had high-confidence in this result from looking at the
detailed resource use measurements and performance indica-
tors we collected for all the system elements, including the
application servers, test clients and router(s). The only one
experiencing constant load issues towards the end is the router.
For further investigations in this type of scenario we could
modify the network configuration to alleviate such bottlenecks
but in this scenario the result was enough to provide the needed
results for this application server.

Figure 5 shows actually the end of one of these test se-
quence executions, where the sharp drop indicates the stopping
of the test clients. A notable piece of information here is how
the load in the router at the the end does not drop to zero but
stays at around 25%. This is due to a set of baseline traffic
providing a specific traffic profile for a combined test scenario.
In this case it is a set of real users streaming YouTube video

Figure 5. Router load.

traffic on the same network, continuing throughout the test
scenario and after.

Thus we can say that the server can handle larger numbers
of concurrent clients but the network in this case would need
additional resources. We see testing this type of a scenario
as useful for scenarios such as large-scale IoT and mobile
service deployments, or large events and similar locations
where large crowds are gathering. The next iteration in this
type of testing would be to add additional network elements,
more distribution and continue to investigate the system limits
in different configurations. However, we use this example here
illustrate our point of using the test network to also provide a
holistic view on the test network and system under test, and
we leave these topics for future work.

C. QoS mapping

Figure 6 illustrates one of our executed test cases for
measuring and mapping the QoS for some of our network
devices. This one shows the outdoor area surrounding the test
network site, with green parts showing where the observed
streaming QoS is above a specified threshold value. Red
indicates values where the value is below the threshold. The
values can be collected using our tools (e.g., QoSMet [18]) for
QoS measurement and mapping these to a map of the area of
interest.

Similar measurements can also be provided for indoor areas
(e.g., indoor small cell coverage). This is a service we can
perform as part of our test environment to provide insight
into and compare, what is the strength of the signal using
various equipment under different configurations. It also gives
us insight into how we might expect the QoS to behave for
different services being tested in the network when they are
mobile through the network. Such QoS values can further be
incorporated into the analytics results.

V. DISCUSSION

The examples we have provided here are only intended
to illustrate potential use cases for the test network and
the benefits of a holistic tests and analytics architecture. As
mentioned in the architecture section, in addition to these basic
test execution scenarios described above, The overall testing
process with the test network is intended to start with the
visual data exploration phase described in the previous section,
followed by tuning the testing as new things are learned about
the system and its performance in the network, and proceeding
to deeper analytics enabled by more advanced algorithms that
can be implemented on top of the big data analytics platforms.

As mentioned in Section III, we have also integrated
support for these big data analytics platforms in the form of
tools such as Apache Spark and Storm. In addition to large-
scale historical analysis, output from these tools can be used
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Figure 6. QoS map.

to provide real-time input for algorithms in different domains
such as network management or to guide test generation
towards interesting goals when specific statistical effects or
impacts are observed. Properties of interest to study this
way include varying parameters in the test network elements,
varying the traffic profiles in relation to these, and analyzing
the measurement data to find relations. Besides this current
level of integration, one of our long term goals in this relation
is the ability to to further link this with more advanced test
automation support to enable automated variation, collection
and analytics. As our test network constantly evolves and we
execute increasingly complex test scenarios we plan to address
these as part of our future work.

The application service performance test example given
in Section IV focused on the overall performance aspect.
In addition to such non-functional properties, we find such
tests can also support functional testing through our broad
data collection and analytics support. In our performance test
example we illustrated how we can integrate any types of
service specific measures into the system. In this case they
were the application server session counts, and test client and
server internal processing latencies. Besides the performance
measure, these were also used during testing to identify linger-
ing sessions causing resource leaks in different execution and
load scenarios (visible as the live session count not dropping
after the tests and high error rates).

In relation to our goals for the test network set in Sec-
tion III, the architecture and example test scenarios show how
we can use this type of a test architecture to support various test
goals such as the ones described at the beginning of this paper.
We can introduce network elements, including both actual
hardware and virtualized (NFV) software appliances, into the
network, test their functionality and impact separately and as
part of the larger network. Similarly, we can provide a testing
platform for next-generation software-based services making
use of the features enabled by these fifth generation (5G)
networks, and provide a holistic view on their functionality
and performance in relation to different elements. All together,
we see the 5G test network as providing a holistic innovation
platform for next generation services.

Integration of big data monitoring and analytics provides
some specific issues to be addressed. Fast reactions and real-
time analytics need special attention as telecommunications
systems are real-time systems where situations happen quickly
and need fast reactions also from analytics and the operations
it can trigger. Building such a heterogeneous test network
as described here also requires integrating multitude of het-
erogeneous devices and services, as well as all of the data
they produce. This requires extensive integration over different
interfaces, and means to combine them.

It also requires integrating the diverse data formats to
the diverse set of analytics tools. In our case, we have used
data ingestion components collecting the data from different
sources and transforming them to the shared binary protocol
format. However, besides this basic transformation, the type
of data and its meaning requires extensive experience on
multitude of domains both within the telecommunications
domain and application domains (each different). Within the
telecommunications domain alone, specific components alone
(e.g., EPC or base stations) can produce hundreds or thousands
of parameters. Identifying the relevant elements and their
combinations from all this requires diverse expertise from
numerous players and takes a lot of time, as well continuous
evolution. Our set of diverse project partners is one of the
enablers for addressing these needs.

VI. CONCLUSIONS AND FUTURE WORK

In this paper, we described the testing technologies in the
5G test network. The 5GTN is an ongoing project focused
on building a platform for next generation services. With
a comprehensive test generation, monitoring, and analytics
architecture it enables extensive testing of both related devices
and software, as well as provides a platform for building
innovative services targeting next generations of networks. We
continue our work and expand the network and its services,
including addressing the issues identified and discussed in this
paper.

In the future we will continue evolving the network as
new 5G technologies become available and as we learn new
things from the testing performed on the network. We will
also investigate additional real application services as part of
the network and how to evolve the services to support added
use cases. For the analytics part, emerging technologies such
as edge computing provide interesting options to distribute and
optimize the overall analytics architecture.
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Abstract—Virtual lectures are popular live delivery of 

lectures via the Internet, which have been adopted recently 

as alternative or adjunct to traditional lectures worldwide. 

Whereas the adoption and usage of virtual lectures have 

been studied extensively, we do not know how facilitating 

conditions influence students’ intention to use this 

technology. Therefore, this research aimed to fill this 

knowledge gap by studying the dimensions of the 

facilitating conditions that could influence students’ 

intention to use virtual lectures. A quantitative approach 

was followed, by obtaining 204 survey responses at a 

Jordanian university, and statistically testing the 

dimensions of the ‘facilitating conditions’ construct 

adapted from the Unified Theory of Acceptance and Use of 

Technology (UTAUT) models. Results revealed that 

students’ familiarity, online support, course fee and course 

nature suitability can significantly influence students’ 

intention to use virtual lectures, whereas technical 

resources availability and system compatibility showed 

insignificant impact on usage intention. Research 

implications and future work were specified afterwards.  

 

Keywords—Facilitating Conditions; Intention to 

use; Virtual Learning; Virtual Lectures; 

Synchronous Student Learning Systems 

I. INTRODUCTION 

In today‘s dynamic tertiary education systems, web-
based applications are playing an increasingly significant 
role in supporting the learning process. For instance, 
utilizing blackboards, e-learning classroom systems, 
online exams, web-based learning systems and virtual 
lectures could change education significantly [1]. 
University virtual lectures, specifically, continue to grow 
increasingly and are expected to become a more general 
learning trend in many developing countries worldwide. 

A lecture is traditionally defined as ―a process in 
which information passes from the notes of the lecturer 
to the notes of the student without passing through the 
minds of either‖ [2, P.640]. In general, lectures have 
been remaining the popular approach of undergraduate 
teaching since universities were founded, for several 
reasons. Firstly, lectures are effective in delivering big 
amounts of information by one person to a flexible 
numbers of students (lecturer-centered approach). 
Secondly, lectures can be easily combined with other 
teaching methods [2][3]. Additionally, lectures are 
considered cost-effective instruction methods, especially 
for big classes. However, the emerging web technologies 
have transformed the university learning styles to 
become more learner-centered, which has popularized 

the live delivery of internet and virtual lectures as 
alternative or adjunct to traditional lectures [4]. Virtual 
lectures (also called synchronous classes or digital live 
lectures) are playing an increasingly significant role in 
delivering today‘s lectures at many universities and 
educational institutes globally. 

It is worth mentioning that virtual lectures are not 
equivalent to e-learning or online learning. 
Specifically,  e-learning is considered the umbrella of all 
mentioned terms that indicates utilizing electronic means 
to support the learning process, whereas online learning 
comprises the utilization of the internet and web-based 
application for education purposes, where material could 
be stored on storage devices for anytime use. Virtual 
lectures, however, means attending live lectures 
synchronously and by digital means without students‘ 
physical attendance to classes.  

 There are several advantages afforded by the usage 
of virtual lectures in comparison to traditional lectures:  
1)  Students have the opportunity to take the lecture in 

the place of their own choice, resulting in more spatial 

learning flexibility [4][5].  

2)  Virtual lectures are highly useful for students who 

live in rural areas or in a region far from the university 

campus. They are also suitable for students who find 

some kind of trouble with transportation to attend 

university lectures on campus in a daily basis.  

3)  By using virtual lectures, students can learn at their 

most attractive mode of learning, such as having the 

most appropriate setup and convenience [3][4]. 

4)  Virtual lectures provide a better alternative to 

traditional lectures in large classes with 50 or more 

students, in which the former are more practical way 

for every student to take advantage of an instructor's 

teachings, and the instructional material presented [3]. 

5)  Virtual lectures have environmental and social 

advantages, such as decreasing pollution rate and road 

traffic, and saving time in getting on campus of 

universities or colleges. These advantages benefit 

students as well as lecturers and people in the society. 

Despite its popularity and potential, virtual lectures 
are currently having very limited adoption rates in 
Jordanian universities and colleges. In addition, little 
research in the literature is found to address the factors 
that influence students‘ usage of virtual lectures in this 
country. For instance, students‘ willingness to accept and 
take virtual lectures was empirically examined by 
applying the whole UTAUT model [4]; the findings 
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revealed that facilitating conditions (as one variable) and 
attitudes towards virtual lectures were exclusively found 
to have significant direct influence on students‘ intention 
to take virtual lectures. Whereas ‗attitudes‘ construct is 
an original variable in the UTAUT model, and well 
defined in huge bundle of research, the construct 
‗facilitating conditions‘ has been usually included as an 
optional extension, and has not been clearly measured as 
the ‗attitude‘ construct. Furthermore, there might be 
many facilitating conditions that could influence 
students‘ intention to use virtual lectures, which varies in 
its significance and influence power. Whereas the paper 
[4] fully utilized the UTAUT in an empirical study, the 
current study extends the previous one by focusing on 
‗Facilitating conditions‘ as a focal construct of 6 
variables to empirically test and valid them separately, as 
no previous studies have yet paid any attention to them. 
Therefore, this study aimed to investigate these 
dimensions of the facilitating conditions, and to 
understand which of them could have a significant 
influence on students‘ intention to use virtual lectures. 
Accordingly, this paper reviews the relevant literature in 
Section II, and then demonstrates research model and 
hypotheses in section III. In Section IV, the methodology 
of this research is presented, followed by the findings 
and analysis in Section V. Finally, a discussion and 
conclusion are given in the Section VI.         

II. LITERATURE REVIEW 

Facilitating conditions are originally defined as the 
objective factors in the environment that observers agree 
that they make an act easy to accomplish [6][7]. Those 
objective factors are theorized to have a direct effect on 
intention to use information technology resources. In the 
context of virtual lectures, facilitating conditions can be 
relating to the people directly involved in the process 
(students and faculty members), the technical 
infrastructure, and the technical  support for the use of 
the virtual lecturing system [8][9]. Facilitating conditions 
could act as an adoption enabler if available resources 
and facilities are adequate, and accordingly individuals 
may exhibit positive attitudes toward the use of virtual 
lectures [7]. Conversely, facilitating conditions could 
lead to negative attitudes towards virtual lectures should 
those conditions are not found satisfying to users.  

As mentioned earlier, facilitating conditions have 
been extensively used as an extension of the (UTAUT) 
and its next version (UTAUT2), which are widely used 
in the field of information and communication 
technology acceptance modeling [6][7]. In relevance to 
this study, ‗facilitating conditions‘ has been studied in 
the fields of electronic learning [8]-[16], online learning 
[17][18], virtual learning and virtual lectures [19]-[23], 
and mobile learning [24]. It is noteworthy that most of 
the studies found in the literature focused on the 
acceptance and usage of e-learning tools and 
technologies, whereas very scant research particularly 
concentrated on the adoption of virtual lectures. In 

addition, the construct ‗facilitated conditions‘ has been 
measured by different items, and thus we do not 
understand precisely how facilitating conditions 
influence e-learning technologies in general, and virtual 
lectures specifically. Moreover, this construct is most 
often studied as one variable while its items differ from 
one study to another, resulting in low clarity of the 
nature of this construct, and a little understanding about 
how it affects intention to use virtual lectures. 
Importantly, no previous studies have been found yet in 
the literature that discuss the factors that compose the 
‗facilitated conditions‘ variable, and how these 
components influence students‘ intention to use virtual 
lectures specifically, and e-learning technologies in 
general.   

Therefore, this study proposes and tests some 
variables that are associated with the ‗facilitating 
conditions‘ construct, and discover its influence on 
intention to use virtual lectures. This original endeavor 
has not been seen in the literature, to date. Next section 
discusses the factors in details.  

III. RESEARCH MODEL AND HYPOTHESES 

Based on the literature of the ‗facilitating conditions‘ 
construct and its associated items, six variables were 
developed to measure their impact on students‘ intention 
to use virtual lectures. These variables are: students‘ 
familiarity, technical resources availability, system 
compatibility, online technical support, course fee and 
course nature suitability. The proposed research model is 
shown in Fig. 1. 

Facilitating Conditions

Intention to Use 

Virtual Lectures
H3

Online Technical 

Support 

Students’ Familiarity

Technical Resources 

Availability

System Compatibility

H1

Course Fee

Course Nature 

Suitability

H2

H4

H5

H6

Figure 1  Proposed research model 

The research hypotheses associated with the research 
model are seven, presented in Table I.  

 

TABLE I  SET OF RESEARCH HYPOTHESES 

H# Statement 

H1 Students‘ familiarity significantly influences their 

intention to use virtual lectures 

H2 The availability of technical resources significantly 

influences students‘ intention to use virtual lectures 

H3 System compatibility significantly influences students‘ 

intention to use virtual lectures 
H4 Online technical support significantly influences students‘ 

intention to use virtual lectures 
H5 Course fee significantly influences students‘ intention to 

have it via virtual lectures 
H6 Course nature suitability significantly influences students‘ 

intention to use virtual lectures 
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IV. METHODOLOGY 

This study followed a quantitative approach to 
address the research aim. The targeted population was all 
undergraduate students at the Faculty of Economics and 
Administration, at Al-Zaytoonah University of Jordan 
(in Amman, Jordan). This faculty is considered the 
largest in the university in terms of students and 
resources, and includes six departments: business 
administration, accounting, finance, marketing, 
management information systems, and tourism 
management. Details about the data gathering, 
instrument development, and instrument validity are 
presented in the subsequent subsections. 

A. Data Gathering 

The research data were gathered through a random 
sampling approach via an online self-administered 
survey. In total, 218 respondents completed the survey in 
two-week duration, but 14 of those responses were 
discarded due to  incompletion, and thus, a net sample of 
204 usable questionnaires remained. This sample size is 
considered statistically sufficient, given the 95% 
confidence interval and the population size of the 
Jordanian undergraduate students locally (around 
55,000). This sample size is also consistent with the 
often-cited 10 times rule, which states that the sample 
size should be equal or larger than 10 times the largest 
number of structural paths at a particular construct in the 
model [25][26]. The survey was mainly promoted online 
and hosted by the e-learning system at the faculty. 
Students were invited to take the questionnaire by 
sending them the link of the survey webpage on their e-
learning system profiles. As an incentive for 
participation, respondents were given the chance to enter 
a prize draw of a bookshop voucher valued 30JDs. 

B. Instrument Development     

A survey instrument of 29 items was developed 
based upon the conceptualization and development work 
of previous literature [6][7][17]-[23]. Specifically, the 
questionnaire contained 4 items for variables such as 
‗familiarity‘, ‗system compatibility‘ and ‗course nature‘, 
whereas the constructs ‗course fee‘, ‗online technical 
support‘, ‗technical resources‘, and ‗intention to use‘ had 
3 items each. Items are shown in Appendix A. In 
addition, five items were developed to measure 
demographic variables, such as gender, age, academic 
year (on 1

st
, 2

nd
, 3

rd
, or 4

th
 year), major, study program 

(matinee, or evening), having work (part time, full time, 
or casual). A 7-point Likert scale was used to measure 
the constructs presented in the proposed model (scores 
were ranged from 1 = ―strongly agree‖ to 7 = ―strongly 
disagree‖, with ―neutral‖ score = 4). This scale could 
effectively allow respondents to express their opinions in 
this research, as it offers a wider range of agreements to 
statements than the 5- point.  

The survey was available in two languages (Arabic 
and English). When translating the questionnaires, the 
researcher ensured that the meaning of the source 

language statement was preserved in the translation 
(called semantic equivalence) [4]. The questionnaire was 
originally designed in English, and was then translated 
into Arabic. The back translation method was used after 
the Arabic version had been translated back into English 
by another bilingual person. 

The survey instrument was refined during the pre-test 
phase to ensure the internal consistency of the measured 
instrument, with the involvement of 18 respondent 
students. Consequently, the wording of some questions 
was modified. Afterwards, a pilot study was conducted 
by 29 students to assure the reliability and validity of the 
instrument. As a result, two items which were assigned 
to measure the constructs ‗technical resources‘ and 
‗Online technical support‘ were removed from the 
questionnaire due to their very low reliability scores 
(alpha coefficients of .34 and .27 respectively). 
Consequently, the questionnaire included 27 validated 
items in total. 

C. Instrument Validity and Reliability 

It is essential to check that the questionnaire will 
measure what it is supposed to measure, which is its 
validity [25]. Most of the items in the survey instruments 
were adapted from the items developed by [6][7] to 
estimate the facilitating conditions employed in 
UTAUTs, and from other studies in the virtual lectures 
literature [9][11][12][14][23]. Thus, the face validity of 
the survey instrument has been already established for 
most of the items. The internal consistency (reliability) 
of the instrument was also assessed. Reliability is the 
extent to which the items measure the same way each 
time they are used, under the same conditions, with the 
same sample [25][26]. Instrument‘s reliability was 
maximized by using clear conceptualization of the 
factors and ensuring accurate measurements, in addition 
to operationalizing each group of factors with multiple 
indicators [26]. Furthermore, the questionnaire was pre-
tested and modified to ensure that it was easily 
understood. Additionally, the validity and reliability of 
the constructs and their associated items were 
statistically assessed in the data analysis phase. 

D. Data analysis 

Firstly, Descriptive statistics were performed to 
overview the research sample profile, by using IBM 
SPSS statistics18.0 software. Secondly, Structural 
Equation Modeling – Partial Least Squares (SEM-PLS) 
analysis were conducted, in order to check the effect 
power among various constructs, by using the 
SmartPLS2.0 software. SEM-PLS is a second-generation 
comprehensive statistical data analysis approach, which 
is more powerful than other first-generation multivariate 
techniques in measuring multiple relationships at the 
same time [27]. The findings are shown in the scenario 
below. 
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V. FINDINGS AND ANALYSIS 

Based on the demographics and other background 
characteristics of the participants in the research, around 
58% of the samples were male students, whereas female 
students accounted for around 41% of the targeted 
population. In addition, around two thirds of the sampled 
students were in their middle academic years (either 
sophomores or juniors). Students with accounting, 
Management Information Systems (MIS) and marketing 
majors accounted for the majority of the study sample. 
Additionally, more than two thirds of the students had 
some sort of work (part time 41.7%, full time 19%, or 
casual 4.4%). Not all of them agreed to share their Grade 
Point Averages (GPAs), however, many of the 
respondents had Good or Very Good GPAs (45.6% and 
23.5% respectively). Further demographic details are 
shown in Table II.  

 
TABLE II DEMOGRAPHIC PROFILE OF PARTICIPANTS  

Demographic 

variables 
Categories 

Response 

information 

(N=204) 

Gender Male 
Female 

119 (58.3%) 
85 (41.7%) 

Academic year Freshman (1st year) 

Sophomore (2nd year) 

Junior (3rd year) 
Senior (4th year) 

Other 

27 (13.3%) 

71 (34.8%) 

67 (32.8%) 
39 (19.1%) 

15 (6.9%) 

Major Business administration 
Accounting 

Finance 

MIS 

Marketing 

Tourism management 

34 (16.7%) 
56 (27.5%) 

18 (8.8%) 

49 (24.0%) 

29 (14.2%) 

18 (8.8%) 

Work No work 
Yes, full time 

Yes, part time 

Yes, casual work 

71 (34.8%) 
39 (19.1%) 

85 (41.7%) 

9 (4.4%) 

Grade Point 
Average 

Excellent 
Very Good 

Good 

Satisfactory 
Poor 

17 (8.3%) 
48 (23.5%) 

69 (43.6%) 

16 (18.5%) 
4 (6.8%) 

 
The PLS method is usually analyzed and interpreted 

in two stages: firstly, by assessing the reliability and 
validity of the measurement model (constructs and 
items), and secondly, by assessing the structural model 
through interpreting the path coefficients and identifying 
the adequacy of the research model [27]. The subsequent 
section discusses the results of these two stages. 

E. Measurement (Outer) Model Results  

In order to view the correlations between the latent 
variable and the reflective indicators in their outer 
model, the values of the outer loadings were examined. 
Indicators with an outer loading above 0.7 were retained, 
whereas indicators with outer loadings between 0.4 and 
0.7 were considered for removal from the scale only 
when deleting the indicator leads to an increase in the 
composite reliability (or the average variance extracted) 

above the suggest threshold value [27]. Indicators with 
very low outer loadings (below 0.4) were eliminated 
from the scale.  

As a result, the majority of the items were above the 
acceptable level of (0.4), and thus demonstrating reliable 
items. However, two items, CN4 and SC2, were found 
with low loadings: (0.3815) and (0.3156) respectively. 
Therefore, as recommended by [27][28], these items 
were eliminated from this study and were not involved in 
further analysis. All item loadings are shown in 
Appendix B. In order to examine the discriminant 
validity across the items, the pattern of item loadings 
across constructs in the model was also examined. The 
rule of thumb for demonstrating discriminant validity is 
to keep the difference between an item loading on its 
intended construct and its next highest loading at least 
.10 [27]. In this research, the discriminant validity of all 
items was demonstrated, as all cross loadings among 
different constructs were not less than the determined cut 
off point, as shown in the same appendix (Appendix B). 

Construct validity assesses whether the measures 
chosen are true measures of the constructs describing the 
event, and that these measures are actual tools for 
representing or measuring the construct being 
investigated [27][29]. For the current study, construct 
validity was established, including both convergent and 
discriminant validity. Convergent validity refers to the 
extent to which a measure correlates, or converges, with 
other measures of the same construct [27]. Convergent 
validity is demonstrated when the Average Variance 
Explained (AVE) value between the constructs is equal 
to, or exceeds, 0.5 [27][28]. As presented in Table III, 
the AVE scores for all constructs in the model were 
greater than .50, which meets the first requirement of 
achieving convergent validity. Consequently, all 
constructs demonstrated convergent validity. Another 
approach to assess the convergent validity of the 
constructs is to examine the composite reliability of the 
constructs [26][27]. All constructs exhibited acceptable 
to high scores of composite reliability, exceeding the .70 
threshold recommended by [25]-[29]. All validity scores 
are demonstrated in Table III.  

 
TABLE III VALIDITY AND RELIABILITY ESTIMATES OF THE 

CONSTRUCTS 

 

Construct AVE 
Composite 

Reliability 

Cronbach’s 

alpha 

Course Fee 0.684 0.871 0.782 

Course Nature 

Suitability 0.699 0.864 0.796 

Familiarity 0.720 0.870 0.818 

Online technical 

Support 0.672 0.896 0.824 

Intention to Use  0.761 0.910 0.853 

System Compatibility 0.655 0.899 0.835 

Technical Resources 0.697 0.901 0.845 
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In order to assess the internal consistency, Cronbach‘s 
alpha measures need to be examined. Internal 
consistency is achieved when reliability estimates are 
greater than .70 [25]-[27]. The .07 threshold is regarded 
in the social sciences and Information Systems reported 
data to be the most commonly accepted cut off point 
[25][28]. As presented in Table III, all reliability scores 
exhibited acceptable to high reliabilities, with 
Cronbach‘s coefficient alpha exceeding the .70 threshold 
recommended by [25]-[28], thereby, satisfying the 
second requirement of convergent validity. Having 
provided evidence of the convergent validity of the 
constructs, the discriminant validity was also assessed.  

Discriminant validity examines the extent to which 
an independent variable is truly distinct from other 
independent variables in predicting the dependent 
variable [27]. One popular approach to assess the 
discriminant validity followed in the current research is 
through examining the cross-loadings comparisons 
between constructs. Specifically, the AVE of each latent 
construct should be higher than the construct‘s highest 
squared correlation with any other latent construct [27]. 
The square roots of the AVE values of all constructs are 
calculated, and compared with correlations between 
constructs, as shown in Appendix C. The results 
indicated that all constructs in the research model 
achieved this criterion as none of the off-diagonal 
elements exceeded the respective diagonal element. 
Thus, discriminant validity was demonstrated.   

B. Structural (inner) model results. 

An assessment of the structural model was 
undertaken to determine the significance of the paths and 
the predictive power of the model through the PLS 
algorithm, then by considering a bootstrapping process 
that involved 5,000 random re-samples from the original 
data set to determine the significant levels of path 
coefficients [27]. Firstly, a systematic assessment of the 
structural model was conducted to assess the 
significance of path coefficients by examining the 
standard error, T-statistics, R squared value and 
confidence interval [28]. The amount of variance 
explained by R² provides an indication of the model fit 
[27] as well as the predictive ability of the endogenous 
variables [28]. It is suggested that the minimum level for 
an individual R² should be greater than a minimum 
acceptable level of .10 [27].  

Table IV highlights the hypotheses of the study, and 
shows the path coefficient between the exogenous and 
endogenous variables, the Average Variance Accounted 
for, R² and bootstrap critical ratios. The bootstrap critical 
ratios (T-Statistics) determined the stability of the 
estimates and were acceptable above the value of 1.96 on 
0.05 significant level [27]. The R² value of ‗intention to 
use‘ construct was found equal to 0.427, which was 
greater than the recommended level of .15; indicating 
that this endogenous variable is explained by 42.7% of 
the given exogenous variables. Therefore, it was 
appropriate to examine the significance of the paths 

associated with these variables. All of the paths and all 
variables had bootstrap critical ratios as shown in Table 
IV.  

 
TABLE IV INFLUENCE PATHS AND HYPOTHESES RESULTS 

(Endogenous variables) 

 Intention to Use 
H# 

Path 

Coefficient 

(β) 

T-Statistics 

(|O/STERR|) 

Students‘ Familiarity  H1 0.1657 2.2239* 

Technical Resources H2 0.0387 0.3922 

System Compatibility H3 0.0626 0.594 

Online Technical 

Support 
H4 0.3466 3.2511** 

Course Fee   H5 -0.1293 1.9894* 

Course Nature 

Suitability 
H6 0.3034 3.4567** 

    

* Sig at .05 / **Sig at .01 

 

In sum, four hypotheses that were associated with 
familiarity, system compatibility, online technical 
support, course fee and course nature were supported 
(H1, H4, H5 and H6), whereas only two hypotheses 
expressing the influence of technical resource and 
system compatibility were not supported (H2 and H3). 
The results of each path are interpreted in the next 
section.   

VI. DISCUSSION AND CONCLUSION 

As shown in Fig. 2, the strongest path in the model 
was associated with the influence of the online technical 
support on students‘ intention to use virtual lectures, 
followed by the influence of each course nature, 
students‘ familiarity and course fee. However, two paths 
were found insignificant; the influence of the technical 
resource availability and system compatibility on 
intention to use. Significant paths are presented in 
normal arrows, whereas insignificant paths are presented 
in dotted arrows.  

 

Facilitating Conditions

Intention to Use 

Virtual Lectures

R²=0.427

0.062

Online Technical 

Support 

Students’ Familiarity

Technical Resources 

Availability

System Compatibility

0.165*

Course Fee

Course Nature

0.038

0.346**

0.129*

0.303**

Figure 2  Validated research model 

 

It seems that students were mainly concerned with 
getting online support to address any potential risk 
related to virtual lectures, because such a risk, if not 
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handled, may result in losing important information 
delivered by the lecturer. In addition, the course nature 
can impact students‘ intention to use virtual lectures, 
especially that some practical courses and lab-based 
lectures require students‘ attendance in person to get the 
know-how information directly without intermediaries, 
to try performing tasks by themselves, or to get involved 
in some sort of physical class interactions.  

Course fee, in turn, can affect students‘ intention to 
use a virtual lecture in a reverse way, in that the greater 
the virtual course fee, the less the intention to use it. 
Having a low-price option for getting a university course 
can foster students‘ opportunities in favor of this option, 
given that the majority of the students in Jordanian 
universities are self-funded, and that very few students 
who receive governmental fund to cover their tuition 
fees. 

Students‘ familiarity in virtual lectures can also 
influence their intention to use them. This relationships 
indicates that the more knowledge in the technology and 
how to it works the more the intention to use it. 
However, and due the immaturity of virtual lectures at 
Jordan universities, students‘ familiarity about virtual 
lectures could be described as limited.  

This study has several theoretical and practitioner 
implications. As for theory, the research has explored 
new constructs and provided new significant factors that 
influence students‘ intention to use virtual lectures. As 
discussed earlier in the literature review, no previous 
studies have investigated those factors in the virtual 
lectures arena, which in turn fills an important 
knowledge gap and significantly contribute to the 
relevant literature. Practically, it is implied that 
universities administration should consider the course 
nature, course cost and the existence of the online 
support when providing virtual lectures. Specifically, 
theoretical courses offered in reasonably low prices and 
supported with online helpdesk, along with educating 
students about using virtual lecturing systems should 
contribute to the success of students‘ usage of virtual 
lectures. In addition, administrations, in turn, could 
spread the literacy of using virtual lectures, and may 
provide training courses and special classes for 
demonstrations, in order to support students‘ intention to 
use virtual lectures. Overall, universities‘ administration 
should pay more attention on familiarizing students 
about virtual lectures; their nature, technicalities, 
limitations and challenges. In addition, administration 
should allocate resources for setting up and maintaining 
the technologies required to operate such a system, and 
to enable the IT infrastructure to support it. Moreover, a 
technical support team should be available to provide 
usage help and directions, especially at the beginning of 
each virtual course and for newly registered students. 
Furthermore, virtual courses should be offered in lower 
prices than traditional courses. By following these 
recommendations, administration could expect high 
usage rate of virtual lectures.    

Future research directions might include testing the 
research model, or investigating the newly developed 
dimensions of ‗facilitating conditions‘ in different yet 
relevant contexts, such as e-learning and online lectures. 
It is also suggested to examine the culture factor and to 
discover its impact on students‘ intention to use virtual 
lectures, in Jordan specifically and in the Middle East 
region in general.  
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Appendix A – Measurement Items 
Code Item 

FAM1 I have the knowledge necessary to use virtual lectures. 

FAM2 I am familiar with virtual lectures. 

FAM3 I think I am able to use virtual lectures. 

FAM4 Using virtual lectures fits my learning style. 

TS1 
I have the technical resources necessary to use virtual 
lectures. 

TS2 
I think I have the software and hardware required to use 

virtual lectures. 

TS3 
I think that using virtual lectures may requires some special 

technical resources. (reverse coded)   

SC1 
Virtual lecturing system is compatible with other systems I 

use. 

SC2 
The virtual lecturing system is compatible with other e-
learning systems I use. 

SC3 
The virtual lecturing system is compatible with other 

application programs that I use. 

SC4 
The virtual lecturing system is compatible with hardware 
and software I have. 

OS1 
I think I can get help from others when I have difficulties 
virtual lectures. 

OS2 
I think a specific person (or group) is available for 

assistance with system difficulties. 

OS3 
It is important to me to have an online help while using 
virtual lectures. 

CF1 
I have the financial resources necessary to use virtual 

lectures. 

CF2 The cost of virtual lecture courses should be considerable. 

CF3 
It is important to me that the administration consider lower 

fees for virtual lectures courses. 

CN1 I have applied university courses 

CN2 I have theoretical university courses 

CN3 
I have some courses which are mix of theory and 
application 

CN4 I have lab courses 

INT1 I intend to use virtual lectures in the future. 

INT2 I will always try to use virtual lectures in my university life. 

INT3 I plan to use virtual lectures frequently. 

 

 

Appendix B – Items loadings and Cross loadings 

 

C_

fee 

C_n

ature 

Fam

iliari

Sup

port 

Intent

ion  

Compa

tibility 

Resour

ces 

ty 

CF1 .77 .28 .27 .23 .64 .24 .24 
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CF2 .77 .27 .30 .34 .46 .31 .21 

CF3 .60 .37 .29 .36 .56 .32 .35 

CN1 .04 .60 .15 .43 .25 .43 .55 

CN2 .05 .79 .29 .56 .43 .38 .39 

CN3 .08 .70 .26 .53 .44 .30 .37 

CN4 
-

.10 
.38 .32 .51 .32 .36 .40 

FA

M1 
.17 .47 .86 .55 .34 .58 .51 

FA

M2 

-

.10 
.40 .81 .46 .39 .26 .53 

FA

M3 

-

.13 
.31 .84 .40 .34 .23 .49 

FA

M4 
.17 .44 .75 .37 .30 .41 .45 

OS1 .22 .39 .28 .63 .34 .47 .36 

OS2 .28 .38 .39 .56 .35 .54 .37 

OS3 .24 .38 .21 .79 .25 .48 .37 

INT

1 

-

.44 
.23 .53 .16 .88 .33 .04 

INT
2 

-
.40 

.25 .50 .14 .90 .22 .11 

INT

3 

-

.57 
.26 .32 .12 .81 .30 .03 

SC1 .25 .41 .22 .32 .19 .73 .37 

SC2 
-

.33 
.46 .30 .24 .19 .31 .29 

SC3 
-

.32 
.43 .21 .26 .16 .81 .21 

SC4 .24 .56 .32 .50 .34 .85 .43 

TS1 .35 .39 .63 .35 .32 .31 .79 

TS2 .40 .28 .58 .35 .39 .22 .78 

TS3 .29 .32 .52 .41 .24 .25 .70 

 

 

Appendix B – Discriminant Validity 
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Intention  .76 .40 .38 .67 .42 
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.87  
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.65 .34 .60 .34 .45 .30 .80 

 
Resources .69 .08 .44 .32 .61 .45 .43 1 
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Abstract—Recently, wireless networks and mobile terminals are
rapidly evolving. Wireless networks are evolving towards het-
erogeneous overlaying environment, while the mobile terminals
evolve towards having multi-interface functionality in order to
face seamless service continuity. Traditional horizontal handover
management schemes that mainly depend on signal strength for
decision making are unable to fulfill ubiquitous and seamless
mobility across heterogeneous networks. Vertical handover is
more related to convenient criteria such as user preferences
or application requirements. The use of location information
in decision making would certainly enhance horizontal or ver-
tical handover mechanisms by supporting optimized handover
management. For that, using the location information and the
mobile terminal movement can participate to a handover decision
improving the handover execution procedure. For example, when
a mobile terminal is moving with a certain velocity, it can perform
handover execution uselessly that affects handover performance.
This paper proposes and describes a pre-selecting access points
algorithm in a location-aided handover management scheme in
order to reduce unnecessary handovers in a moderate mobility
scenario. It shows by simulation the feasibility of the proposed
algorithm applied to a random mobility and a dense environment.

Keywords–Handover management ; Location information ;
Polar coordinates ; Access Points selection.

I. INTRODUCTION

Handover management is the key aspect in the development
of solutions supporting mobility scenarios. It is the process
by which a Mobile Terminal (MT) maintains its connection
active while moving from one point of attachment (access
point or base station or access router) to another. Handover
management issues include mobility scenarios, metrics, de-
cision algorithms and procedures. Mobility scenarios can be
classified into horizontal (between different cells of the same
network) and vertical (between different types of networks,
for example, Cellular Networks and Wireless Local Area
Networks (WLAN)). In homogeneous networks, horizontal
handovers are typically required when the serving access point
becomes unavailable due to MT’s movement. In heterogeneous
networks, the need for vertical handovers can be initiated for
convenience rather than connectivity reasons (e.g., according
to user choice for a particular service).

Conventional handover management techniques consider
usually the link quality parameters (received signal level,
reliability, etc.) and user parameters. In low mobility scenarios,

this solution is quite efficient because MT always selects the
best access network according to link and service quality.
However, when MT moves at a moderate speed, the frequency
of handovers increases, and thus the time of connection to each
cell decreases. Despite of the recent improvements in levels 2
and 3 handover technology, packet loss is always performed
and therefore, a slight temporary service degradation can be
observed in each handover executed. In a moderate mobility
scenario, MT should choose the network or the cell that
provides the maximum connection time, especially in a dense
environment. Such choices would allow MT to remain over
time in each cell and reduce the number of unnecessary
handovers and thus service degradation. For that, a location-
assisted handover can be used in such scenarios. More specifi-
cally, the location information can be added to the link quality
parameters in the handover decision process performed before
selecting the best access network.

In our paper, we propose the use of location information of
moving MT and Access Points (APs) in the choice of the target
AP for the handover process. According to several measure-
ments of the MT’s position over time, it is possible to estimate
the direction of its movement. Furthermore, if this information
is increased with its context (e.g., the user moves on a highway
between two towns), it is possible to predict its future position.
In this contribution, we only focus on an outdoor moderate
mobility scenario in a way that high mobility has to consider
more parameters such as cellular connectivity parameters. The
cell type concerned by our proposal covers picocell (range of
≈ 200 m or less) or femtocell (range of ≈ 10 m) in cellular
networks and WiFi hotspots cell (e.g., WiFi range of ≈ 100
m). In our scenario, thanks to the location information of each
detected AP, it is possible to give more weight to the nearest
APs of the MT’s future position. These APs will be in the
coverage of MT longer than those whose MT rolls away. Then,
we can choose among APs in MT movement direction the one
that gives the best link quality parameters thanks to a multi-
criteria decision method. Each AP knows the position of its
neighboring access points. This information can be obtained
in two ways: (i) from agreements between operators, which
provide the location of their access points; (ii) cooperation
between users, which record the APs, their location and their
Quality of Service (QoS) parameters. Location information
can be collected with other technologies: Global Positioning
System (GPS), Radio-Frequency IDentification (RFID), WiFi,
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Bluetooth, etc. In our paper, we gather location information
from GPS as geographic/cartesian coordinates and we convert
it to polar coordinates in order to pre-select the nearest APs
in the MT movement direction.

Based on a location-assisted solution, we propose an intel-
ligent handover management scheme. Our solution considers a
pre-selection algorithm of access points, an important phase in
our handover process in order to reduce unnecessary handovers
that can affect handover performance in a moderate mobility
scenario. After this phase, an access network selection can be
processed based on user preferences. In this paper, we focus
on the feasibility of our algorithm in a dense environment and
with a random mobility by simulation results. Here, we define
a dense environment as an area in which the APs are deployed
such that MT always detects the overlapping of more than two
APs.

Our paper is organized as follows. Section II presents
the related work. Section III describes the whole handover
management scheme. Section IV introduces the proposed
algorithm for pre-selecting access points in the handover
management scheme. Section V gives the simulation results.
Finally, Section VI concludes our work.

II. RELATED WORK

The handover management process is described in three
phases [1][2][3]:
(1) the handover information gathering: used to collect all the
information, through monitoring and measurements, required
to identify the need for handover and to apply handover
decision policies. It can be called also ”handover initiation”
phase or ”system discovery”.
(2) the handover decision: used to determine whether and
how to perform the handover by selecting the most suitable
access network (taking into account some criteria such as user
preferences) and by giving instructions to the execution phase.
It is also called ”network selection” or ”system selection”.
(3) the handover execution: used to change channels and ad-
dressing conforming to the details resolved during the decision
phase.

A handover management process can be enhanced by
adding location information. Localization techniques use dif-
ferent technologies. GPS gives a more precise location infor-
mation in outdoor environments. Signal quality based tech-
niques such as the quality or a mapping of the Signal Strength
(SS) received are used to estimate MT position. These tech-
niques give a position with a margin of error of several
meters. Otherwise, they can be useful and sufficient to deduce
MT direction movement. Connectivity based techniques can
also be used in a way that MT can estimate its position
using the location of all the APs detected in its vicinity (i.e.,
intersection of all the APs coverage). Hybrid techniques use
GPS and the cellular network (such as Global System for
Mobile Communications (GSM)) for Assisted-GPS. Here, the
cell coverage information is used to enhance the precision
of the estimated location especially in poor satellite signal
conditions.

In the literature, many works propose a location-based
handover management process [4][5][6][7]. In [4], the authors
propose a location-assisted handover (LAH) which is the use
of position information to aid and optimize handover and
interface selection decisions within the multimode MT. LAH

supports more intelligent handover services that ensure opti-
mized MT operation. They have developed a novel multimode
MT architecture in order to realize LAH for such terminals.
Depending upon velocity, direction and on-going traffic of
MTs, it can estimate the time when a handover is needed. The
authors proposed an architecture with no evaluation perfor-
mance results. Otherwise, Yu et al. [5] shows that a proposed
3G-WLAN heterogeneous network handover algorithm based
on location information has effectively reduced the number
of handovers, limited the ping-pong effect, improved the han-
dover performance compared to a traditional vertical handover.
But, the simulation experiments were made only on two cells,
one cell of 3G cellular network and one of WiFi hotspot and
on an MT moving with a fixed velocity and direction. In the
same cellular-WLAN scenario, Nielsen et al. [6] contribution
performs two proactive handover decision algorithms by using
movement prediction to determine the right time and the right
place for a user terminal to handover. But, the authors do not
give precision on the positioning system used in their solutions.
For more accurate results, Folstad and Helvik [7] proposes a
reliability model of a trajectory (defined as the series of APs)
based on measurement reports and signaling from networks
(i.e., extension of Media Independent Handover (MIH)) in
order to find the optimal AP selection and handovers for a
dual homed service.

GPS can be used in location-based handover solutions
[8][9]. In [8], the handover latency is reduced by reducing the
number of APs scanned by MT during the handover process
by using GPS. It is a pre-authentication mechanism to the most
potential selected AP in order to reduce the scanning delay. In
[9], another scheme is based on a GPS pre-selective scanning
to reduce the scanning delay which is 90 percent of whole
handover delay.

Other works proposed handover algorithms considering
MT movement in low to moderate mobility scenario. Jeong et
al. [10] exploits a mobility prediction scheme with a relatively
low velocity in order to propose an optimized handover deci-
sion algorithm in hierarchical femto/macro cell networks. Dam
et al. [11] proposes a vertical handover algorithm considering
the user movement prediction, energy consumption and QoS
parameters for the end-to-end connections. It considers a
peer-to-peer scheme in a WLAN connection between devices
and a server bounce mechanism. Both works [10][11] use
a centralized component such as a server to gather terminal
mobility and network related information.

Our proposal is based on a location-aided handover man-
agement. It does not use the location information to estimate
the right time to handover like in [4] (i.e. that is fulfilled by
the handover initiation), but to do the right handover by pre-
selecting the candidate APs in MT movement. Our solution
collects the location information related to MT trajectory like
in [7] and uses it to calculate the speed and the direction. Our
experiments were made on a coverage of various cells with
a random movement but not only two cells compared to [5]
that fixed the speed and the direction values. For that, it uses a
GPS like in [8][9] but the location information is integrated in
a more sophisticated handover management scheme. We give
more intelligence to our handover management scheme like the
works in [10] and [11] but without a centralized component
to store location information.

77Copyright (c) IARIA, 2016.     ISBN:  978-1-61208-473-2

AICT 2016 : The Twelfth Advanced International Conference on Telecommunications

                           89 / 123



III. OUR HANDOVER MANAGEMENT SCHEME

Our handover management scheme is composed of four
phases :

(1) Handover initiation,
(2) Pre-selection of access points,
(3) Multi-criteria handover decision for network selec-

tion,
(4) Handover execution.

First of all, we need to collect all the necessary handover
criteria such as the phase defined previously (Section II).
These latter are required to be context-aware in the sense
that it should be conscious of possibilities offered by each
access network, MT movement and QoS requirements for
the demanding service. In traditional handover decision, only
one criteria is used, the Received Signal Strength (RSS).
For a vertical handover decision, it is not sufficient. Context
information are relevant in a way that they are useful enough to
avoid false decisions, therefore, bad performances. They can be
relative to the network, the terminal, the service and the user.
Here, we group it into two parts as in [12]: all the information
related to the network on one side and all the information that
may exist at the terminal on the other side. There are: (i) Net-
work context: QoS parameters (bandwidth, delay, jitter, packet
loss), Coverage, Monetary cost, AP location information ; (ii)
Terminal context: User preferences, Service capabilities (real-
time and non real-time), Terminal Status (battery and network
interfaces), Priority given to interfaces, Location information
(velocity, direction).
The third phase concerns the selection of the best available
network. This phase is aided by the second phase which
reduces the number of target access networks in order to avoid
the ping-pong effect (i.e., number of unnecessary handovers).
These two phases can be defined as the handover decision
phase as defined in Section II. The pre-selection phase is more
related to the MT movement (slow, moderate or high mobility).

Our handover management process is given in Figure 1,
highlighting the pre-selection phase concerned by this paper.
Our process begins with the handover initiation (Phase (1)). It
is mainly based on connectivity criteria in a way that performs
if a handover is needed or not. While MT uses a running
application and a handover is needed due to connectivity
reasons, a phase of pre-selection of access points (Phase (2))
is triggered according to the location information (velocity,
direction, position). The decision to initiate a handover to
the best access point or network among those pre-selected
according to user preferences is performed at the Phase
(3). Here, we consider a decision in which all the available
alternatives (access points or networks) have to be evaluated
according to given objectives. For that, the AHP (Analytic
Hierarchy Process) method is used to assign scores to these
networks (network scores). It carries only the calculation of the
final decision, Decision Making, when all parameters (scores)
are already available. Before applying it directly, two steps
must be performed: (i) assigning scores to criteria, Criteria
Scoring, a pre-configuration step in which the importance
of each objective is evaluated according to user preferences;
(ii) assigning scores to networks, Scoring Network, where
available networks are evaluated and compared according to
each objective. The last phase is the handover execution (Phase
(4)) that establishes the IP connectivity through the selected

Figure 1. Our Handover Management Scheme

access network. Details on the phases 1, 3 and 4 are given in
[12].

IV. OUR AP PRE-SELECTION ALGORITHM

Our pre-selection algorithm has to retrieve the location
information given by GPS and to convert the coordinates in
order to compute an area of selected APs according to the
direction and the velocity of MT movement.

A. Location information gathering and processing
Before any processing, we have to retrieve the MT position.

This latter can be obtained via GPS that gives geographic
coordinates (longitude, latitude and elevation in degrees). For
more simplicity, these coordinates have to be converted to
cartesian/geocentric coordinates (x, y, z in meters) such as in
[13]. Once MT position obtained, we have to define periodi-
cally the MT velocity and direction. These two parameters are
computed by the equations 1 and 2.

v =

√
(xk−1 − xk)2 + (yk−1 − yk)2 + (zk−1 − zk)2

∆t
(1)

−→α = arctan

(
|yk−1 − yk|
|xk−1 − xk|

)
(2)

Here, the indexes k and k − 1 are the last two successive
samples of location information (the most recent values) be-
tween two times tk−1 and tk. ∆t is the sampling period. These
parameters are computed in order to allow a periodic update
of MT velocity and direction. In order to choose ∆t value,
we have to consider the transmission period of the beacon
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message. The beacon is a frame transmitted periodically by
an AP to announce the presence of a wireless access network
containing all the necessary information such as the beacon
interval, SSID or the supported data rates. The default value
of the beacon interval is 0.1sec. Because GPS data is updated
every second, it is more advisable to choose one second for
∆t.

MT receives the location information of all APs that
surround it. Once APs localized, the algorithm converts the
cartesian coordinates of all detected APs into polar coordi-
nates. Here, each AP can be characterized by a distance (d)
and an angle (α). These two parameters allow to localize the
APs in a coordinate system whose origin is MT. The distance
and the angle between MT and AP are given by the equations
3 and 4.

d =
√

(xMT − xA)2 + (yMT − yA)2 + (zMT − zA)2 (3)

α = arctan

(
|yMT − yA|
|xMT − xA|

)
(4)

where xMT , yMT and zMT are the cartesian coordinates of
MT and xA, yA, zA are those of an access point A.

B. Pre-selection algorithm description
According to the location information as polar coordinates

obtained in the previous section, the pre-selection algorithm
restricts the set of the available access points to which MT
can connect. It selects only the access points in MT’s direction
(limited by an angle of tolerance X). If we consider A as a
set of the available access points, the pre-selection consists of
getting a sub-set A∗ defined by :

A∗ = {(di, αi) ∈ A|−→α −X ≤ αi ≤ −→α +X} (5)

where the couple (di, αi) is the distance and the angle of the
pre-selected access point i. The vector −→α represents the MT
direction and X is the tolerance angle. An AP is selected if it
is in MT proximity, it means that it has to belong to the area
limited by the tolerance angle X . The selection is given at the
Figure 2 where the stars are the selected access points and the
squares are the rejected ones.

We have to consider some criteria in order to determine
the tolerance angle in AP selection. The criteria that have to
be satisfied are :

• An AP has to be in the coverage area of MT move-
ment.

• The number of candidate APs has to exceed a min-
imum threshold (Min threshold). If the number of
the candidate APs is under the value 2, our algorithm
is not useful. The handover will be executed to the
unique available AP.

• The number of selected APs does not exceed a max-
imum threshold (Max threshold).

We notice that the conversion to the polar coordinates system
can be imprecise in a way that the computing is realized
every ∆t seconds. The precision can be increased while ∆t is
decreased. Therefore, we can increase the location information
precision by relaxing our method constraints, i.e., by increasing
the tolerance angle X in order to select more candidate APs.
In this case, the disadvantage of our method will be the time
calculation and a high number of possible handovers.

In order to propose a precise AP pre-selection algorithm
that fulfills the mentioned criteria, we opt for this process :

(1) A first selection is based on APs position. We choose
the APs in the coverage area of MT at the time
tk. It means that we initialize the tolerance angle to
X = 90◦. We choose this X value because we have
to consider the maximum value of the available APs
that can be detected in MT direction. We obtain a first
subset A∗ as given in the Figure 2(a).

(2) A second selection has to limit the number of prese-
lected APs in order to be comprised between the two
fixed thresholds. For that, we have to eliminate the
farthest APs until obtaining a number of APs in the
interval [Min Threshold,Max Threshold]

In the second selection of our process, here are the steps to
obtain the final number of pre-selected APs.

• X takes the value of the angle of the far-
thest selected AP from MT. If the number of
APs in the set A∗ are not included in the
[Min Threshold,Max Threshold], we eliminate
this AP. After the change of the set A∗, we affect
to X the value of the angle of the farthest AP.

• This first step will be repeated until we obtain a
number of APs less or equal to Max Threshold. We
notice that we can face the case in which two APs are
symmetric according to MT, i.e., one AP has an angle
αi = αT +X and the other αi = αT −X . Here, we
have to choose to eliminate one of them and keep the
other.

• Finally, we can decrease the value of the
Max Threshold in order to obtain a more
precise pre-selection if MT velocity is very high.
As we mentioned previously, the precision is closely
related to the final value of the tolerance angle X .
In our work, we choose a value of Max Threshold
equal to 5. This value is sufficient in a way that we
will get enough access points to perform a network
selection for convenience reasons (i.e., according to
user preferences).

Figure 2(b) gives the result of the second pre-selection for an
interval [Min Threshold,Max Threshold] = [2, 4].

The different steps of AP pre-selection are summarized in
Algorithm 1.

Algorithm 1 AP Pre-selection algorithm

1. Retrieving MT position (x, y, z)
2. Computing MT direction (−→α ) and velocity (v)
3. Converting each available AP ∈ A coordinates into polar
coordinates (d, α)
4. Defining A∗ = {(di, αi) ∈ A|−→α −X ≤ αi ≤ −→α +X}
5. First selection: X = 90◦

selecting the candidate APs in the coverage area of MT direction.
6. Second selection:
repeat Evaluating A∗ with X = XfarthestAP

if αiM = αt +X of an access point M and αiN = αt −X of an
access point N then M or N is eliminated.
until NselectedAPs ∈ [Min Threshold,Max Threshold]
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(a) First Selection (b) Second Selection

Figure 2. Our AP pre-selection process results

V. SIMULATION RESULTS

In this paper, we focus our work on the feasibility of
our pre-selection algorithm in a specific scenario. In order
to evaluate our proposed algorithm, we use a Java-based
event-driven simulator. We choose SIDnet-SWANS (Simulator
and Integrated Development Platform for Sensor Networks
Applications), a project developed by the Electrical and Com-
puter Engineering department of Northwestern University [14].
SIDnet-SWANS is the GUI (Graphical User Interface) im-
plemented in Java of the network simulator JIST/SWANS.
JIST (Java in Simulation Time) is a discrete event-driven
simulation environment and SWANS (Scalable Wireless Ad
hoc Network Simulator) is the extension to simulate wireless
ad hoc networks. JIST/SWANS has the same functionalities
as the network simulator NS2 or GloMoSim (Global Mobile
Information System Simulator). In our simulation scenario,
MT (a node represented by a black point) has a random
mobility in which the new position and the velocity are
computed using a random direction. The cell coverage used
concerns the same type of nodes. We used IEEE 802.11 MAC
and PHY layers for each node. The AP/nodes are randomly
deployed in a square simulation area of 1000 ∗ 1000 m.

Our simulation results are presented in the next Figures 3,
4, 5 and 6. In the simulation tests represented by Figure 3
and 4, we use 100 AP/nodes in order to highlight the two
selection phases of the proposed AP pre-selection process.
Firstly, MT direction and velocity are determined according
to its initial position (represented by the black point). The
pink point represents the MT current position. Secondly, our
implemented algorithm pre-selects the candidate APs in the
coverage area of MT movement (represented by the green
points) using the tolerance angle X = 90◦ (see Figure 3).
Finally, it selects a fixed number (Max Threshold = 5)
of APs (represented by the yellow points) while reducing
the tolerance angle (X = 15◦) until it answers the second
selection criteria (see Figure 4). In Figure 5, we see that
when the number of deployed AP/nodes is reduced (equal
to 30 nodes), the tolerance angle is adapted to X = 45◦ to
respect the Max Threshold. If we reduce more the number
of deployed AP/nodes until 10 nodes, the first selection criteria
are matching the second selection criteria (see Figure 6).

Figure 3. First Selection (X = 90◦)

Figure 4. Second Selection (X = 15◦)
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Figure 5. Second Selection (X = 45◦)

Figure 6. 1stSelection Criteria = 2nd Selection Criteria

VI. CONCLUSION & FUTURE WORK

In this paper, we proposed a pre-selection algorithm of
access points in an intelligent handover management scheme.
Our proposal converts cartesian coordinates of MT and the APs
in MT coverage to polar coordinates in order to retrieve APs
position in MT direction. It selects a fixed number of candidate
APs according to a tolerance angle that can be reduced until
we obtain a minimum value. We showed that our algorithm is
feasible in a dense environment and with a random mobility.
It will be interesting to test this algorithm with another
existing type of mobility, implemented in JIST/SWANS, such
as STRAW (STreetRAndom Waypoint) that provides more
accurate simulation results by using a vehicular mobility model
or GMMM (Gauss-Markov Mobility Model). Here, we can
also consider different types of cells (macrocell) for high
mobility scenario. Hence, it will be interesting to analyze the
mobile speed effect on MT connection time to the network.
Our algorithm is involved in a location-assisted handover. It
helps the network selection phase in a way that it selects the

candidate APs (i.e., access networks) according to MT move-
ment (i.e., direction and velocity). Such a location-assisted
handover can reduce the ping-pong effect (i.e., the number of
unnecessary handovers) and therefore, a better handover can
be performed. More simulation results will be proposed in a
near future work that integrates the implemented algorithm
to the proposed handover management scheme. Hence, the
handover performance of our scheme will be compared to
traditional vertical handover management schemes such as
RSS or Bandwidth based vertical handover decision schemes.
In a future work, we intend to add to our outdoor solution
(using GPS) an indoor localization-based solution using WiFi
or femtocell coverage.
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Abstract—One  way  to  prevent  attacks  to  security  in  the
Internet  of  Things  (IoT)  is  the  adoption  of  an  Intrusion
Detection System (IDS).  With the use of an Artificial Neural
Network (ANN) it is possible to decrease the limitations of the
IDS such as false positive that can compromise the system. In
this paper, we evaluate the performance of two ANNs to verify
which of both is the more adequate to use in an IDS for the IoT
environment.  We compare  the  performance  of  a  Multilayer
Perceptron  (MLP)  with  Limited  Weights  with  a  Multilayer
Perceptron  with  normal  weights.  The  used  Multilayer
Perceptron  presents  ten  neurons  in  the  hidden  layer.  The
implementation  is  in  C  language  and  run  on  an  embedded
platform  with  an  ARM  Cortex-M3  micro-controller.  It  is
possible to consider the ANN training in another platform and
to permit the embedded platform receives the trained weights.
It is also possible to make the training in real time using the
received data one time. We conclude that it is viable to use an
Artificial  Neural  Network  Multilayer  Perceptron  in  an
Intrusion Detection System for the Internet of Things.

Keywords-IDS System;  IoT Internet  of  Things;  Multilayer
Perceptron; Neural Network; Limited Weights;

I.  INTRODUCTION

The Internet of Things (IoT) is a novel paradigm whose
concept is based on the ubiquitous presence of objects, like
sensors,  actuators,  mobile  devices  and  Radio-Frequency
Identification  (RFID)  tags.  These  objects  can  interact
through single address to achieve common objectives [1].

Anytime, anywhere it  will be possible to communicate
with  anything,  a  new  dimension  will  be  added  to
communication  technologies  [2].  The  IoT  can  also  be
defined as a Wireless Sensor and Actuator Network (WSAN)
connected to the Internet, and these sensors and actuators are
the  atomic  components  connecting  the  real  world  to  the
digital world [3]. The IoT is extremely vulnerable to attacks,
most  of  the  communication  is  wireless,  most  of  the
components have constrained resources and it is possible to
physically  attack  the  IoT  components  [1][4].  Considering
that the IoT will have information about almost everything,
security and privacy are key concerns in IoT research [5][6].

Xu, He and Li [5] say that the research about security is
necessary to the massive adoption of this technology in the
industry.  Gubbi,  Buyya,  Marusic  and  Palaniswami  [6]
highlight the need of self-protection in domestic applications,

arguing that actuators will be connected to the system and
they will need protection from intruders.

The  IoT,  with  its  potential  dimension  and  attack
possibilities, needs a proper feature that allows it to keep safe
with  minimal  human  intervention  otherwise  its  scalability
will be compromised. According to Roman, Zhou and Lopez
[7], fault tolerance will be essential in the IoT. The number
of  vulnerable  systems  and  attacks  will  increase,  so  it  is
needed  to  develop  intrusion  detection  and  prevention
systems to protect the components of the IoT. 

The  adoption  of  an  Intrusion  Detection  System (IDS)
allows  the  network  to  handle  attacks.  The design  of  IDS
should evaluate the deployment environment. In the case of
the Internet, it is important to have a high accuracy rate with
a low false positive rate. In Wireless Sensor Network (WSN)
should also consider the consumption of resources, such as
energy and memory. In the IoT environment, as well as a
WSN, there must be concern about the limited resources.

The  use  of  artificial  intelligence  methods  reduces  the
limitations of IDS [8], such as missing detections and false
alarms  that  can  compromise  the  system.  The  artificial
intelligence  method  that  we  use  in  this  work,  Artificial
Neural  Networks  (ANN),  can  be  used  to  indicate  the
presence  of  an  intruder,  from  environment  features  [9].
These  features  can  be:  communication  duration,  source
address, destination address, and other information obtained
from the environment.

The objective of this work is to implement a Multilayer
Perceptron  (MLP)  optimized  in  memory  and  verify  the
feasibility of using it in IDS system for the IoT environment.
The  results  of  the  accuracy  and  false  positive  rates  were
compared with related works of IDS that use ANNs. There is
also  the  analysis  of  memory  consumption  of  the
implementation.  The  MLP was  implemented  with  limited
weights  and  without  limited  weights,  to  compare  their
memory consumption in IDS system using ANNs. The MLP
is  trained  with  Quantized  Back-Propagation  Step-by-Step
and with an incremental method, where each input stimulates
the ANN once to reduce the need of memory in the training
phase.

This paper is organized in five Sections, as can be seen in
the  following:  Section  II  shows  related  work,  Section  III
presents  the methodology of  this  work,  Section IV shows
and discusses the experiments and results and in the Section
V there is the conclusion of this work.
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II. RELATED WORK

The related works listed in this paper are split into two
groups: IDS that uses ANNs and IDS for wireless resource
constrained systems. This division was made because as far
as  we  know,  there  is  not  an  IDS  for  wireless  resources
constrained systems that use ANNs.

A. IDS that uses ANNs

The IDSs that uses ANNs described in this paper were
not related to the resource constrained systems. So there is
not  any  memory  consumption  evaluation  making  the
comparison of memory consumption impossible.

Lei  and  Ghorbani  [10]  present  an  approach  to  an
intrusion  detection  system  with  a  neural  network  with  a
competitive learning approach. They achieve 4 times more
performance  in  training  than  Self-Organizing  Maps  of
Kohonen (SOM) with a better  accuracy. Their proposal  is
called  Improved  Competitive  Learning  Network  (ICLN).
The winner neuron weight is updated with a value nearest to
the entrance and the weights of the loser neurons are updated
with values farthest  to the entrance.  The training used the
KDD99 database, widely used in IDSs.

Eskin, Arnold, Prerau, Portnoy and Stolfo [11] provide a
framework  for  detection  of  non-labeled  anomalies.  They
perform tests alternating the use of Kernel  function in the
feature map and three algorithms: Cluster-based estimation,
KNN and One Class SVM. Using the KDD99 database, they
achieved a detection rate between 91% and 98% with a false
positive rate between 8% and 10%.

Amini,  Jalili  and  Shahriari  [12]  present  two  solutions
related to IDS in unsupervised network. The experiments are
made with three types of ANNs: ART-1, ART-2 and SOM.
They achieve an accuracy rate between 95.74% and 97.42%,
and false positive rate between 1.99% and 3.50%. They also
use the KDD99 database.

Yan, Wang and Liu [13] propose a hybrid technique that
uses a rule-based decision and an ANN. When rules detect an
abnormality,  the  packet  is  forwarded  to  a  multilayer
perceptron  with 50 neurons in  the  hidden layer  and  other
rule-based decision is made to detect  the intrusion or not.
Using  the  KDD99 database,  they  get  an  accuracy  rate  of
99.75% and a false positive rate of 0.57%.

B. IDS for Wireless Resource Constrained Systems

Raza,  Wallgren  and  Voigt  [14]  designed,  implemented
and evaluated  SVELT, an  IDS for  the  IoT. The SVELTE
detects  sinkhole  and  selective-forwarding  attacks  in
6LoWPAN (IPv6 over Low Power Wireless Personal Area
Networks)  wireless  network  that  uses  the  RPL  routing
protocol. The IDS builds the network topology of RPL in the
border router and uses algorithms to detect inconsistencies,
possible filtered nodes, network topology validity and end-
to-end losses.

Salmon  et al. [15] proposed an anomaly based IDS for
WSNs  using  the  Dendritic  Cell  Algorithm  (DCA).  The
proposed  IDS  architecture  has  five  elements,  distributed
between  roles  in  the  network.  The  authors  proposed  two
roles: Dendritic Cells (sensor-dc), responsible for sense the
environment's  values,  managing  the  monitoring  and
parameter  base,  organize  the  tasks  and  coordinate  the
responses  and  actions  to  other  managers;  and  the  Lymph

node (sensor-lymph) responsible to execute the dendritic cell
algorithm,  detect  an  attacker,  manage  the  base  rules  and
execute the actions to combat the identified attacks. Several
experiments  were  made,  changing  configuration,  time  of
jamming attack, number of sensor-dc. Through the tests, the
authors  concluded  that  the  IDS  proposed  is  efficient  for
WSNs  saving  energy  from  the  nodes  while  there  is  a
jamming attacker.

C. Related work analysis

All the related work listed in this paper that uses ANNs,
uses  the  KDD99 database  [10][11][12][13].  This  database
provides  a  big  number  of  labeled  connections  that  helps
supervised  training,  although  it  is  used  in  unsupervised
training [11][12].

In supervised training, the accuracy rate  is bigger than
95% [10][13],  and have a small  false positive rate.  Using
unsupervised training, it is possible to achieve an accuracy
bigger than 90% with a false positive rate around 9% [11] or
decrease the accuracy around 75% with a false positive rate
between 2% and 3.5% [12].

The  related  works  of  IDS  for  wireless  resource
constrained  systems  do  not  use  the  KDD99  database.  In
Salmon  et al. [15] work, the network topology focuses on
jamming attack, which it is not characterized in the KDD99
database. In SVELTE IDS [14] the attacks are sinkhole and
selective forwarding, also they are not characterized in the
KDD99 database.

III. METHODOLOGY

The ANN that we chose is the MLP with ten neurons in
the hidden layer. The choice of ten neurons in the hidden
layer was made to minimize the memory consumption. The
evaluation  of  the  ANNs  was  made  from  a  C  language
implementation, for the MLP and Multilayer Perceptron with
Limited Weights (MLPLW).  The MLP and MLPLW share
the same interface, so the utilization is made with the same
steps.  The  difference  between  the  MLP  and  MLPLW
implementation is in the structure that keeps the trained data
and the training algorithm. In the classification phase, there
is only need to adapt the value of each weight to represent a
float point value. The MLP training algorithm is the Back-
Propagation  and  the  MLPLW  training  algorithm  is  the
QBPSS [16].

The database used was KDD99, which is used in several
papers [10][11][12][13] to validate an IDS. This database has
connections  from the  transport  layer,  like  UDP and  TCP.
Each connection is classified between a normal classification
or some kind of attack.  The attacks are grouped into four
large groups, they are: Denial of Service (DoS), User to Root
(U2R), Remote to Local (R2L) and Probe. The database has
4,898,431 data items, each having 41 features.

Unfortunately, the KDD99 database cannot represent an
IoT  environment.  The  utilization  of  KDD99  database  is
important to check our ANN implementations and see if they
can achieve similar results to related works. When the ANN
implementation are validated, we can analyze the memory
consumption  and  check  if  it  can  be  used  in  an  IoT
environment. 

For this work, it is considered the DoS attacks that can
affect  6LoWPAN networks too, making IoT networks that
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use this protocol stack vulnerable to DoS attacks using ICMP
(Internet  Control Message Protocol), UDP (User Datagram
Protocol or TCP (Transmission Control Protocol).

The training of both networks, MLP and MLPLW, was
performed  on  a  PC,  called  traditional  platform,  whose
features can be seen in Table 1. In a real environment of the
IoT, this training can be performed in the cloud, for example,
so the metrics of training are not crucial in this work. The
third approach of training is using the MLPLW ANN, but
performing the training in the constrained resource platform.
The training is similar to Back-Propagation, but each input is
trained  once,  considering  that  the  platform  will  receive
numerous packets and does not need to retrain each input,
this training removes the need to keep training inputs in the
platform, reducing the memory usage.

The first step is to normalize the KDD99 database. The
discrete  features  are  quantized,  and  each  possible  value
represents a number. All the features, discrete or continuous,
will  have  a  value  between  0  and  1,  at  the  end  of  the
normalization. The sigmoid function was chosen to be the
activation function because it has its values between 0 and 1,
like the normalized features.

The second step, after the normalization, is to train the
ANN. Each input to the database will have an output from
the ANN. The output is compared to the desired output and
the error is calculated. In (1), it is possible to see the equation

to calculate the error . The desired output is represented

by , the input weight set is represented by , and the

hidden weight set is represented by .



The neuron weights of the hidden layer are updated by a
fraction of the error multiplied by each input feature. In (2) it
is  possible  to  see  how the  hidden  weight  set  is  updated,

where the hidden weight update is represented by  ,

the learning rate of hidden layer is represented by , the
error  is  represented  by  ,  and  the output  set  of  hidden

layer  is  represented  by  .  Equation  (3)  shows how the
input weight set is updated, where the input weight update is

represented by  , the output set of the input layer is
represented by , the hidden weight set is represented by

, the learning rate of input layer is represented by ,
the error is represented by , and the input is represented

by .





Each step of  training consists  in  the  update of  hidden
weights and input weights for an input. The set of steps to
train the ANN by each input is called an epoch. The training
is finished if the quadratic error, when used a testing set of
data,  has  increased  after  ten  epochs  or  if  it  reaches  an
arbitrary epoch value defined by the designer.

The MLPLW training is  similar  to  the  MLP, but  after
each  step,  the  weight  sets  are  quantized  and  the  previous
weight  update  is  added  to  current  weight  update.  These
differences  are  made  in  the  QBPSS  (Quantized  Back-
Propagation  Step-by-Step)  [16]  to  speed  up  the  training
phase for a limited weight ANN.

The QBPSS training method is proposed by Bao, Chen
and  Yu  [16]  for  ANNs  with  limited  weights,  reducing
training time by up to 7 times. The QBPSS is inspired by
Back-Propagation.  The  algorithm  is  similar  to  Back-
Propagation,  but  it  is  considered  a  value  proportional  to
previous adjust weight value,  also the weight is quantized
each  step,  in  the  beginning  with  a  soft  quantization  until
reach the quantized value expected.

Equation  (4)  shows  the  update  of  hidden  weight  set,

where the hidden weight update is represented by  ,
the momentum for the height update is represented by  ,

the learning rate for hidden layer is represented by , the
error is represented by , the output set of the input layer

is represented by  , and the last hidden weight update is

represented by  . Equation (5) shows the update of
input  weight  set,  where  the  input  weight  update  is

represented  by  ,  the  momentum  for  the  weight
update is represented by , the output set of the input layer

is represented by  , the hidden weight set is represented

by , the learning rate for the input layer is represented

by  ,  the  error  is  represented  by  ,  the  input  is
represented  by  ,  and  the  last  input  weight  update  is

represented by .





As the MLP training, the MLPLW training will continue
to use all inputs to train the ANN until the quadratic error
increases after 10 epochs or an arbitrary value defined by the
designer is reached.

The  second  MLPLW  training  uses  the  methods  and
equations of the QBPSS, but each input stimulates the ANN
once. The update of the weights is equal to the first MLPLW
training method.

After  the training, for both ANNs,  the input dataset  is
used  to  verify  the  correct  classification  and  the  incorrect
classification  of  each  ANN,  MLP and MLPLW. With this
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information it is possible to calculate the accuracy rate and
the false positive rate.

IV. EXPERIMENTS AND RESULTS

To  perform  the  test  of  the  two  chosen  ANNs,  two
platforms have been selected. One is a personal computer,
called  traditional  platform,  and  the  other  is  an  embedded
platform  with  an  ARM Cortex-M3 micro-controller.  Both
technical features can be seen in Table I.

The choice of Arm Cortex-M3 processor was taken by
the highlight  of  ARM core  micro-controllers.  The Contiki
community,  for  example,  is  already  adopting  the  ARM
micro-controllers  as  the  focus  for  the  3.0  version  of  the
operating system [17].

TABLE I. CHOSEN TECHNICAL PLATFORM FEATURES

Technical Feature Traditional platform Embedded Platform

Processor Intel I7-2630 QM
STM32F103VET6
(ARM  Cortex-M3
core)

Processor
Frequency

2.00 GHZ 72 MHz

Volatile Memory 8 GB 64 KB

Persistent memory 1 TB 512 KB

The measures made for both platforms fit the context of
resource-constrained  devices:  ROM  and  RAM  memory.
There is also a measure to prove the efficiency of the ANN:
Accuracy  and  false  positive  rate.  For  the  incremental
training,  where  each  input  is  used  once,  it  measures  the
accuracy and false positive rate for each thousand inputs to
see the evolution of these measures according to the inputs.

The chosen ANN, MLP or MLPLW, was made as a first
test  to  verify  if  this  ANN  configuration  can  be  used  in
resource-constrained  devices.  Also,  we selected  to use ten
neurons  in  the  hidden  layer  to  achieve  less  memory
consumption  with  a  greater  accuracy  rate.  The  RAM
memory  consumed  by  the  hidden  layer  grows  linearly
proportional to the number of system inputs.

The training phase of both ANN used 90% of KDD99
data as  training set  and the remaining 10% to test,  as  the
testing set. We used the same proportions of each type of
connection  in  training  and  testing  set  to  avoid  vicious
training of testing. After performing the training phase with
KDD99 database in MLP and MLPLW ANNs, the trained
networks  are  stimulated  with  the  same  input  data.  The
predicted output is compared to the desired output and, if it is
equal to the database label, the input is marked as correct,
otherwise is marked as incorrect. If a normal connection is
classified as an attack, it is marked as a false positive. The
sum of correct inputs is compared to the total inputs and is
possible to calculate the accuracy rate of the ANN. The sum
of false positive inputs is compared to the total inputs and it
is possible to calculate the false positive rate of the ANN. In
the Table II, it is possible to see the results of the MLP and
MLPLW. It is possible to see that the accuracy rate and false

positive  rate  of  the  MLPLW remained  close  to  the  MLP.
While average accuracy rate of MLP was 97,75% and the
average false positive rate was 2,13%, the average accuracy
rate of MLPLW was 97,65%, 0,10% lower than the MLP
rate, and the average false positive rate was 2,11%, 0,02%
higher than the MLP rate.

The results in Table II, were compared with the results of
related works. This comparison is shown in the Table III, the
bold lines are the ANNs of this paper. When compared with
techniques  of  unsupervised  ANNs,  MLP  and  MLPLW
achieve better results, but it should be considered that MLP
and MLPLW use labeled data,  that  help the classification.
When compared with the ANNs presented in [10] and [13],
the MLP and MLPLW with ten neurons in the hidden layer
have similar results.

TABLE II. ACCURACY AND FALSE POSITIVE RATE OF MULTILAYER
PERCEPTRON AND MULTILAYER PERCEPTRON WITH LIMITED WEIGHTS.

ANN Measure Average
Standard
Deviation

MLP
Accuracy rate 97,75% 0.02

False Positive rate 2,13% 0.02

MLPLW
Accuracy rate 97,65% 0.01

False Positive rate 2,11% 0.01

TABLE III. COMPARISON OF RESULTS OF THIS PAPER WITH RESULTS OF
RELATED WORKS.

ANN Accuracy
False

Positive
Supervised
training?

MLP 97,75% 2,13% Yes

MLPLW 97,65% 2,11% Yes

ICLN [10] 97.89% – Yes

Cluster [11] 93% 10% No

K-NN [11] 91% 8% No

SVM [11] 98% 10% No

RT-UNNID ART-1 [12] 71.17% 1.99% No

RT-UNNI ART-2 [12] 73.18% 2.30% No

RT-UNNID SOM [12] 83.44% 3.50% No

YAN; WANG; LIU [13]
(50 neurons in hidden

layer)
99.75% 0.57% Yes

With  the  results  of  the  MLP  and  MLPLW  training,
checking that they have similar results to other related works,
both  ANNs  were  trained  with  a  different  approach.  Each
input  stimulated  the  ANN  once  and,  we  measured  the
accuracy after one thousand stimulations. Considering that in
the IoT environment the nodes will receive several packets,
the  ANN  can  be  trained  while  the  node  is  alive.  This
experiment checks how fast the ANN can respond to a new
type of DoS Attack.

The MLP achieves  an  accuracy  rate  of  97% after  the
seventh thousand connections, considering normal and attack
connections, after that the accuracy rate is established around
97,4%. This curve is shown in the Figure 1.
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In the MLPLW ANN, the accuracy rate achieves 97% in
the first thousand connections, but oscillates until the third
four thousand connection. This curve is shown in the Figure
2. It is important to highlight that the input data is used in
random order, using normal and attack data randomly. We
can use a random order input because the KDD99 database is
based on connections, and they do not need to be used in a
specific order. The part of KDD99 database used has 76% of
normal data and 24% of DoS attack data.

The measures related to resources used can be seen in
Table IV. It is possible to see that MLPLW consumes more
ROM memory than MLP, this is because of some procedures
to transform the limited weight into the floating point weight,
but when compared to ROM memory available in embedded
platform,  it  is  an  increase  of  0.03%.  Besides  the  RAM
memory  consumption  is  smaller  in  MLPLW  and,  when
compared  with RAM memory, available  in  the  embedded
platform, it is a decrease of 4.5%. It is possible to see that the
MLPLW has  a  smaller  impact  in  the  embedded  platform
memory.

The ROM memory consumed by MLPLW with training
is  the  biggest,  because  it  needs  the  code  of  QBPSS,  but
analyzing  in  percentage,  the  amount  of  ROM  memory
consumed is less than 0.5%. The RAM memory consumed is
equal to MLPLW and the analysis is the same. It is important
to highlight that the MLPLW with training do not need to
communicate with a server, reducing the communication and
energy consumption, so in the nodes where the energy is a

crucial  factor,  the  MLPLW  with  training  presents  this
advantage.

TABLE IV. MEMORY USED BY MLP  AND MLPLW  NEURAL
NETWORKS WITH REMOTE TRAINING

Resource MLP MLPLW MLPLW with training

ROM memory 214 bytes 354 bytes 1716 bytes

RAM memory 3360 bytes 420 bytes 420 bytes

Related ROM
(Embedded
Platform)

0.04% 0.07% 0,33%

Related RAM
(Embedded
Platform)

5.12% 0.64% 0,64%

V. CONCLUSION

In this paper, we presented the performance evaluation of
a  Multilayer  Perceptron  with  Limited  Weights  comparing
with  a  Multilayer  Perceptron  with  normal  weights.  The
accuracy and false positive rate decreases 0,10% when the
weights  are  limited  to  one  byte.  The  ROM  memory
consumption increases  140 bytes  for  the weight  limitation
and 1362 bytes including the training algorithm. The RAM
memory, when limiting the weights, decreases eight times.

With  this  experiment,  it  was  possible  to  observe  the
possibility  to  use a  multilayer  perceptron  in  an embedded
platform.  The  consideration  of  the  training  in  another
platform allows the embedded platform in this work to use
an ANN trained by 4 million data, with more than 97% of
accuracy and using only 354 bytes of ROM and 420 bytes of
RAM, less than a kilobyte of memory.

When  the  ANNs  are  trained  while  the  platform  is
running, there is a good response from the MLP, achieving a
great  accuracy  rate  for  the  DoS  attacks  after  the  seventh
thousand  connections.  The  MLPLW  training  should  be
revised to approximate it results to the MLP ANN.

With these results it is possible to achieve better use of
ANNs in embedded systems connected to the Internet, using
the  techniques  from  the  IDSs  for  the  Internet,  with  high
detection  rate  and  low  false  positive  rate,  in  resource-
constrained platforms.

In a future work, it is intended to improve the MLPLW
in-node  training  approximating  of  MLP  in-node  training.
Also, implement the MLPLW in a 6LoWPAN environment
and simulate it with live data.
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Abstract—Quality of Service (QoS) is a key property to deliver
communication services in automation environments. Machine to
machine communication offers both an opportunity and poses
a challenge for communication networks. In this paper, an
overview of typical QoS metrics is given and their relation
to automation metrics is analysed. The paper recommends the
use of formalized methods from industrial safety to introduce
formalized management of communication network requirements
in an industrial scenario.
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I. INTRODUCTION

Since the introduction of packet switched networks, ques-
tions and analyses around the possible service level have been a
hot topic. In current networks, the use of best-effort forwarding
is dominating. Although it is very efficient, guaranteeing end-
to-end connection parameters is a challenge.

The technology landscape is similar in both office or
communication and industrial networks: on the Local Area
Network (LAN) field, Ethernet is dominating, on the WAN
side, standard telecommunication solutions are used also for
industrial applications.

Since its introduction in industrial automation, Ethernet’s
determinism has been a returning concern, mainly because of
both outdated information (use of, e.g., 10-Base2) and bus-like
topologies [2] with long chains of switches.

Most of the bandwidth-related problems were solved with
the introduction of Gigabit Ethernet and for the most demand-
ing applications, technologies like EtherCAT, with intrinsic
QoS are available. For traditional switched networks, there are
efforts for the inclusion of a resource management plane in the
IEEE 802.1 Time-Sensitive Networking Task Group (TSN).

The paper is structured as follows: the second section
gives an overview of different QoS metrics. Section 3 provides
an overview of Distributed Control System (DCS) structures,
Section 4 provides an analysis of how formal methods from
safety development could be adapted in QoS requirement
specification. Section 5 analyses the need for requirements
tracking. The sixth section presents parameters of a control
loop and how QoS parameters can be converted between the
industrial and communication metrics. Section 7 draws the
conclusion and provides an outlook on future work.

II. QUALITY OF SERVICE

QoS is the measure of transmission quality and service
availability of a network [3], thus not only limited to actual

forwarding parameters like bandwidth and delay, but also,
e.g., availability, reconfiguration time and reliability.

Keeping a certain service level was a requirement in
telecommunication networks and it was a natural decision to
have features to support service level definition when packet
switched networks were introduced in the telecom networks.

Providing QoS in Local Area Networks (LANs) networks
was focused on services, where at least one of the commu-
nicating parties was a human. The services could range from
web browsing through VoIP to multi-party video conferencing.
The parameters were adopted to the human perception and also
tolerance for disturbances was adapted to the human users. The
metrics for service quality were not new either at that time;
telecommunication networks had service levels defined already
and since those were also technical and focused on human
users, metrics introduced there were also adapted to computer
networks, like Ethernet or more generally, Internet Protocol
(IP). In current industrial applications, IPv4 is generally used,
if needed, then as IPv4 islands interconnected with tunnels
over IPv6 networks. In Internet of Things (IoT) installations,
the use of IPv6 is expected as a result of the large number of
connected devices.

The evolution of technology showed, that in the vast ma-
jority of cases, an over dimensioning of the network resources
is both the cheapest and easiest to manage.

A. Telecommunication metrics
As an example, Asynchronous Transfer Mode (ATM) met-

rics for traffic contracts are composed from traffic parameters
such as:

• Peak Cell Rate (PCR) The maximum allowable rate at
which cells can be transported along a connection in
the ATM network. The PCR is the determining factor
in how often cells are sent in relation to time in an
effort to minimize jitter.

• Sustainable Cell Rate (SCR) A calculation of the
average allowable, long-term cell transfer rate on a
specific connection.

• Maximum Burst Size (MBS) The maximum allowable
burst size of cells that can be transmitted contiguously
on a particular connection.

and QoS parameters,

• Cell Transfer Delay (CTD) The delay experienced by a
cell between the time it takes for the first bit of the cell

88Copyright (c) IARIA, 2016.     ISBN:  978-1-61208-473-2

AICT 2016 : The Twelfth Advanced International Conference on Telecommunications

                         100 / 123



to be transmitted by the source and the last bit of the
cell to be received by the destination. Maximum Cell
Transfer Delay (Max CTD) and Mean Cell Transfer
Delay (Mean CTD) are used.

• Peak-to-peak Cell Delay Variation (CDV) The dif-
ference between the maximum and minimum CTD
experienced during the connection. Peak-to-peak CDV
and Instantaneous CDV are used.

• Cell Loss Ratio (CLR) The percentage of cells that are
lost in the network due to error or congestion and are
not received by the destination.

The list shows the focus areas of QoS already in the
90s: bandwidth (in bits per second), burstiness and parameters
related to disturbances in forwarding.

In addition to these connection-related parameters, the
communication network had also network-wide parameters in
other relations, like redundancy with, e.g., reconfiguration time
in case of link loss or routing alternatives.

ATM is raised as an example, since it offers one of the
widest range of possibilities for QoS. It also introduced a
couple of concepts, which, although ATM was later deemed
as a failure, do a comeback in today’s QoS networks.

B. Metrics on packet switched networks
On packet switched networks, initially the focus was on

efficient forwarding. Efficiency and simple network operation
lead to cheaper devices and ultimately to today’s technology
landscape with the domination of Ethernet and IP.

While there were different approaches for QoS (integrated
and differentiated services), the main QoS metrics were band-
width, loss, delay and jitter [3]. In future installations with
IPv6 it is expected that the use of differentiated services will
be more widespread, as after RFC 2460/3697, the properties
of Traffic Class and Flow Label can be used to select flows
of the aggregated traffic and grant priority. The 20 bit field
of Flow Label also allows a large number of flows to be
present concurrently which would fit even a large industrial
deployment. The impact of this feature however depends on the
timing of tasks running on the network and also how this field
could be used for other properties important in the automation
applications: redundancy and reconfiguration time in case of
link loss.

An effort to include some of the traffic engineering possi-
bilities of ATM for LANs is the IEEE Shortest Path Bridging
(SPB). This standard is being developed by the TSN working
group and allows, amongst others call admission, resource
reservation over the whole path. SPB has raised a high interest
in the automation field and most of the industry is either
contributing directly or closely following the development.

C. Automation
QoS requirements of an automation system tend to be

very different than those of an office network. The protocol
set used is different and the typical communication inside an
automation system runs on Layer 2 [13]. Sources and sinks of
traffic streams are typically machines with little tolerance on
disturbances, but good predictability in communication.

The network topology of automation networks is often
contributing to the challenges around QoS [5]. Networks are

Controller Controller

Plant network/intranet

Client/server network

Control network

Fieldbus

Workplaces Servers

ERP, Remote control

Proxy

Figure 1. Traditional DCS network architecture

built with low port count switches. This typically results in
an infrastructure that has more devices than an office network.
A bigger refinery can have several hundreds of switches with
a typical branching factor of 4-7. The still widely used bus-
topology leads to even longer forwarding chain, introducing
delay and jitter, which only exists in considerably larger
networks in the office/telecommunication scenarios.

III. DCS ARCHITECTURE

Control systems are traditionally built using a three net-
work levels (Figure 1). The plant, the client-server and the
control network. These levels might have different names, but
they share the following characteristics:

• Plant network is home of the traditional IT systems,
like Enterprise Resource Planning (ERP), office ser-
vices and other support applications. It is typically
under the control of the IT department.

• Client-server network is the non-time critical part
of the automation system, where the process-related
workplaces, servers and other support entities are
located. It is firewalled from the plant network and
is under the control of Operations.

• Control network includes everything close to the ac-
tual process: controllers, sensors, actuators and other
automation components. Typically it follows a strict
time synchronization regime and contains the parts of
the network with time-critical components. It is acces-
sible through proxies from the client-server network
and under the control of Operations.

Remote monitoring was introduced to industrial appli-
cations decades ago with the different Supervisory Control
and Data Acquisition (SCADA) systems. These used various
communication technologies (leased lines, radio links, etc.) to
feed in status data to a central monitoring entity. Typically
remote control was not available.

With current developments in the smart grid and IoT the
possibilities for remote operations is being extended by taking
current communication solutions in use. The extension of the
features also requires a well-defined network infrastructure [9].
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A. QoS in automation
Traffic flows in automation typically are machine to ma-

chine (M2M). This property and the systems connectivity
to the physical world require both different tolerances for
disturbances and potentially different metrics [7].

An automation system somewhere in the process is con-
nected to the physical world. This means, that amongst others,
it has to refer to real time. Forwarding disturbances might
lead to potentially dangerous situations with implications far
beyond a dropped Voice over Internet Protocol (VoIP) call.

The definition of QoS requirements in the automation
world has its roots in the definition of control loops. In control
of the early DCSs bus and serial links were used, which
typically operated in a slotted or polled way. This allowed
the automation engineers to exactly set the communication
parameters to meet the requirements of the control system in
a deterministic way.

For special applications, technologies with intrinsic QoS
are used, e.g., Ethernet for Control Automation Technology
(EtherCAT), which allows deterministic communication, but
represents a minority of installations. In the following, focus
will be on solutions, where no intrinsic QoS is available.

The physical world connection also has an influence on the
used QoS metrics. In automation, beside bandwidth, time and
availability related metrics are more emphasized, like delay
and jitter or availability (redundancy, reconfiguration time).
A special aspect is also the quality of time synchronization.
The importance and weighting of these metrics is different
compared to the telecommunication or other communication
operations. One of the most important differences is, that
at the moment there is no protocol which would bridge the
gap between requirements specification in automation terms
and network operations, which results in extended engineering
work and challenging life-cycle support. This is in contrast
with, e.g., VoIP, where protocols like the Resource Reservation
Protocol (RSVP) can be used to reserve resources on the
communication path.

IV. REQUIREMENTS SPECIFICATION

Defining requirements and keeping the original intention
in complex systems is a problematic task. In automation, the
main challenge is, that the requirements are defined in the
automation context, but the bearer network uses by default
different metrics for expressing forwarding parameters.

In a control loop, typical parameters are control frequency
(how often the data is refreshed or modified), maximum toler-
able delay, jitter and availability parameters. One of the most
demanding applications, where no technology with intrinsic
QoS is used is substation automation with IEC 61850 [6].

IEC 61850 is a standard for communication networks and
systems for power utility automation. This protocol is a great
step forward for substation automation, as it, amongst others
translates all information into data models, which is supported
by the application focused architecture. This speeds up the
engineering process both in planning and integration [4].

However, also IEC 61850 is not defining exact QoS re-
quirements for the network infrastructure. Although the Spe-
cific Communication Service Mapping (SCSM) feature allows
the definition of communication links inside the IEC 61850
world, the translation of requirements is not included.

When the control loops are defined, the current process is
based on individual mapping of automation requirements to
network QoS parameters. This process, although not efficient,
can and is working for smaller installations, but suffers from
scalability problems.

The lack of direct coupling between the automation and
communication parameters typically leads to very pessimistic
QoS requirements and over dimensioning the network capacity
which leads to excess cost.

In the Internet of Things (IoT) scenario, where the au-
tomation networks are extended behind the LAN [8], tracking
requirements is becoming more important. Very strict param-
eters of the automation system on the LAN can be mixed into
the WAN requirements, which might lead to prohibitive cost
on communication. Validity of requirements for each flow has
to be analysed to ensure an efficient fit. The efforts for keeping
the QoS parameters as close to the requirements as possible
can lead to more efficient and cheaper operation.

A. Industrial safety
Conversations on Safety Integrated Systems (SIS) mainly

include questions on QoS. The cause is that these installations
share the communication network between the automation task
and the safety function (as they can also share infrastructure
with the fire alarm system). In a safety sense, SIS have no
QoS requirements. The safety logic is built in a way, that a
communication error is interpreted as a dangerous situation and
the safety function will trip. So the system avoids dangerous
situations at the expense of lower productivity and availability.

Safety as such is an availability question and through
availability, it implies QoS requirements on the automation
system as any other communication task. Special treatment is
not required.

Although a solution like this does not exists for commu-
nication QoS, but the industry has a field, where a similar
challenge was solved with structured approach and formal
methods: safety. Safety is already considered as a process,
which is present for the whole life cycle of the product.

Safety systems are classified into 4 levels, Safety Integrity
Level (SIL) 1 to 4. The different levels pose well-defined
requirements towards the system. These integrity levels cover
all aspects of the system, including hardware, software, com-
munication solution and seen in contrast with the application.
A similar approach could be also beneficial for formalizing the
relationship between the automation application and the bearer
network.

The IEC 61508 standard requires that each risk posed by
the components of the safety system is identified and analysed.
The result of the risk analysis should be evaluated against
tolerability criteria.

Key processes of a safety development are risk analysis
and risk reduction. These are executed in an iterative manner
until the acceptable risk level is achieved. A possible method
for risk classification is shown on figure 2 from the United
Kingdom Health and Safety Executive.

Analogue to this, a similar approach could be used for
defining an operational envelope for the communication in-
frastructure. All possible flows of data should be identified
(analogue with identifying risk), which is possible with high
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Figure 2. The Health and Safety Executive’s Risk criteria

confidence on a mostly machine to machine (M2M) commu-
nication system. Then these flows should be analysed and as a
result, QoS requirements for the flows should be identified. As
these are identified, the aggregated results should be evaluated
against the possibilities of the underlying infrastructure [14].

The analysis will result in a range, stating the minimum
QoS requirement (with a certain confidence) and the preferred
QoS requirement. If the expected QoS after taking communi-
cation flows into account is inside the operational envelope,
the system can deliver with the defined confidentiality level.

The operational envelope will be larger than zero (not
just forming a baseline composed from the single QoS re-
quirements) because of the stochastic nature of best-effort
forwarding and large networks. Also, an analogy with the
different SIL can be drawn with comparing them to the
confidentiality level of keeping the Service Level Agreement
(SLA) [11].

The approach taken for safety can be a solution for other
properties of the industrial communication system, e.g., QoS
for transport or security [15].

V. REQUIREMENTS TRACKING

One of the key aspects missing in engineering work today
is the follow-up of requirements stated against the communi-
cation infrastructure.

On the LAN level, the lack of tracking only results in minor
problems, as network resources are typically not problematic.
Even not on the redundancy requirements, since most of the
critical network will have approximately the same reliability
requirements. As an example, a current IEC 61850 substation
will have tens of devices connected to the network.

The local communication of IEC 61850 is composed from
horizontal and vertical flows, where horizontal flows tend to
use more resources, as Sampled Values (SV) traffic is sent this
way. SV is the continuous stream of sampled input or output
values, which is sent to a controller for processing. The stream
can fill 10s of Mbps. On a network with a gigabit backhaul,
conveying traffic in several 100 Mbps range is not problematic.
Redundancy is typically covered by either a secondary network
or redundant links.

Figure 3. Requirements traceability matrix by the U.S. Department of
Transportation

Already in the horizontal-vertical split of flows, different
requirements are valid against the network infrastructure. As
the automation task gets more far away from the fieldbus level
(direct contact with the physical world), so are the deadlines
for communication and processing more relaxed.

Requirements tracking is becoming key as the automation
system passes the LAN boundary. Costs associated to network
communication are becoming more expensive and obeying
QoS parameters increasingly problematic.

Several well-known approaches can help the aggregation
and validation of the QoS parameters during the life cycle
of the project. One of these solutions is the requirements
traceability matrix.

In such a matrix, requirements posed by different automa-
tion tasks towards the infrastructure can be gathered (figure 3).
To allow both aggregation of parameters and identification of
the source of a specific requirement.

Source identification is key for long-life installations,
where extensions and updates can be expected during the
lifetime of the system.

Evaluation if a requirement is still valid in different parts
or domains of the system has also a key importance in efficient
deployments. It is important to set up an iterative process
for QoS parameter evaluation. Here, a possible solution could
be to follow the V-model used in, amongst others, software
development and safety development. Figure 4 shows the iter-
ative development process. The QoS requirements should be
evaluated at each step and their fulfilment validated after each
step. With using such a model, the bearer infrastructure would
be more integrated into the development process. Integration
can lead to more optimized QoS requirements. Current practice
results more in a worst-case requirement list.

For Wide Area Network (WAN) situations, tracking re-
quirement validity has key importance. The validity area of
the respective QoS parameters has to be limited to cover only
the necessary parts. As part of an iterative process, when the
communication scope is getting wider (e.g., the data is being
passed upward in a hierarchical network architecture), validity
of the QoS parameters has to be checked. An example is that
if there is a strict time synchronization requirement with IEEE
1588, but there is no such requirement for the WAN section,
nor is a loop covering two endpoints in different networks,
then the 1588 requirement should not be taken over to the
SLA definition of the WAN interface.
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Figure 4. V-model [10]

VI. CONTROL LOOP PARAMETERS

Requirements definition for the communication network
is one of the actual challenges in automation. The challenge
in this task is, that the automation flows are defined using
different metrics than the communication links. An exam-
ple IEC 61850 control loop would be defined as: having a
sampling rate of 80 samples per cycle (4800 Hz for 60 Hz
networks), with sampling 16 inputs, 16 bit per sample. Event-
based traffic is negligible compared to the periodic traffic.
If there is a requirement for synchronous operation, time
precision (quality) can also be a QoS metric. Redundancy
requirements can lead to topologies, which are unusual in a
normal network infrastructure: first, the use of Rapid Spanning
Tree Protocol (RSTP) to disable redundant links, second the
general use of loops (rings) in the network to ensure that all
nodes are dual-homed. With dual-homing, the network can
survive the loss of one communication link without degra-
dation in the service level. From the network viewpoint, this
control loop will introduce a traffic flow, with a net ingress
payload stream of approx. 98Mbps. The sampling will generate
2560 bytes of traffic each second, which can be carried by
at least two Ethernet frames, thus the system can expect at
least approx. 10000 frames per second. The traffic will be
forwarded on a horizontal path to the controller. On the ingress
port to the backbone, it will enter with approx. 110 Mbps
(header+payload). The traffic flow will be consumed at the
egress port to the controller.

Due to the stochastic nature of Ethernet, there will be
jitter between the frames transmitted over the network. The
maximum jitter is defined by the maximum delay variation
tolerance of the control loop (typically, every second frame
must arrive in good time). This requirement can then be
calculated with either the length of the typical frame of the
flow or with a maximum length frame. In both cases, the
allowed jitter will be considerably longer than the expected
disturbances on the LAN. Precision requirement on the time
synchronization implies two choices: the choice of protocol
and time source. The choice of protocol is generally IEEE
1588v2, which allows high precision time synchronization and
GPS as a time source. The choice of GPS is actually an input to
the risk analysis of the whole project, as then the time reference
will depend on a network controlled by a third party.

VII. CONCLUSION AND FUTURE WORK

With communicating automation systems covering large
geographical areas and also expanding in logical complexity,
current, non-scalable solutions for performance definition and
evaluation are getting outdated.

Introduction of the structured approach used in safety
development can both enhance the quality of deployments and
also allow easier communication between the parties. One of
the main advantages of the safety-approach is, that it is widely
known and accepted in the industry, so the two worlds of
operations and IT could work better together.

Future work will focus on how the transformation of QoS
parameters can be formalized and which modifications are
needed in the safety processes to suit the QoS process and
possibly the security process in an effective manner. Also
protocol development or adaptation for resource reservation for
automation applications in both LAN and WAN environments
is an important field of study, including the use of Software
Defined Networking (SDN) in automation [1], [12].

As an outlook, future hot spots of research could be auto-
matic parameter tracking through the design process and real
time monitoring of deployments also during their operation.
Automation and smart grids are an important field of 5G efforts
and it is expected to utilize the existing telecommunication
protocols with applying industry-specific profiles. Developing
these profiles which will not only define the infrastructure
requirements, but also interfaces towards other systems is one
of the interesting areas for the success of 5G.
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Abstract—Software dynamic translation is a technique that 

allows code modification and monitoring of program 

execution. This paper addresses some applications of software 

dynamic translation (SDT) and the porting of fastBT—a 

dynamic translator for the IA32 architecture—to the ARM 

architecture. The result is a dynamic translator called 
FBT_ARM that works for the ARM and IA32 architectures. 
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IA32 architecture; fastBT; FBT_ARM 

I.  INTRODUCTION 

Software Dynamic Translation (SDT) is a technique that 
allows code modification and monitoring of the execution of 
program instructions at runtime. In the last few years, 
products using dynamic binary translation have become 
popular in the areas of virtualization, instrumentation and 
emulation [8]. SDT can be applied in several forms: 
dynamic code optimization, hardware architecture 
simulation, system virtualization, instruction set translation, 
profilers, debuggers, security constraint checking at runtime, 
co-designed virtual machines etc. 

In the implementation of a SDT system, a software layer 
acts as virtual machine that manages the execution 
examining and dynamically translating all or part of the 
instructions of a program before they get executed by the 
host CPU. 

Software dynamic translators are often written for a 
single application and/or platform. Besides the lack of 
portability due to the single application and single 
architecture approaches, few of the translation or 
instrumentation systems are open which prevents research in 
the area making them hard to study requiring the 
reimplementation of complex and delicate systems. Most of 
the code of a SDT system depends on the target hardware 
architecture. Both the data structures and the translated code 
emission must be designed according to the instruction set 
architecture. 

Unfortunately, robust, general-purpose instrumentation 
tools are not nearly as common in the embedded arena 
compared to IA32, for example [3]. 

The Pin dynamic software translation system [4] 
provided support for the ARM architecture [3], but the ARM 
support has been discontinued in early 2007 (a search on 
http://archive.org indicates that the last version of Pin for 
ARM was released in January 2007). With the growing 
relevance of the ARM architecture driven by its adoption on 
most of the Smartphones, tablets, several embedded systems, 

and even some network servers (where x86 is commonly 
used), it makes sense to develop tools that improves the 
understanding of the ARM architecture, software 
development and execution in this platform. 

As a result of this work, we present a software dynamic 
translator for the ARM architecture called “FBT_ARM”. 
The translator can be used for program instrumentation in 
embedded systems based on ARM processors. The designer 
of a software instrumentation product can provide his own 
translation table. Such table should contain the routines that 
must be executed while translating the instructions of the 
executable code from the original program being 
instrumented. Such tool can be used to analyze the behavior 
of a software during its development (searching bugs, 
performance analysis, exploring ARM extension ideas) or 
even to run the program in production environment over the 
dynamic translator (e.g., implementation of a security layer 
that prevents a program from executing certain functions on 
a server, execution of a binary that contains non-standard 
ARM instructions implemented in software, implementation 
of a software-based transactional memory system). 

The rest of the paper is structured as follows. Section II 
presents main concepts about SDT systems, section III is 
dedicated to fastBT translator, which is the baseline of our 
SDT for ARM. Section IV presents the steps for porting 
fastBT to our FBT_ARM. Finally, section V presents the 
conclusions and some ideas for future works. 

II. THEORY AND IMPLEMENTATION OF SOFTWARE 

DYNAMIC TRANSLATION SYSTEMS 

SDT systems can be divided in two classes according to 
its implementation approach: based on intermediate 
representation and table-based. Many SDT systems translate 
machine code to be executed into an Intermediate 
Representation (IR) that can be executed by an interpreter or 
just-in-time compiler. This additional level of indirection 
simplifies the implementation of the translator that can then 
represent the state of the translated program (execution 
stack, registers) in software. Valgrind [5], Strata [7], Pin [4] 
and QEMU [2] are examples of SDT systems that use an IR 
(Intermediate Representation) for their translators. An 
advantage of an IR is that it allows software reuse.  

Other approach used in several projects is the Dynamic 
Binary Recompilation (DBR) [5]. It is similar to the use of 
IR in compiler projects where the front-ends of several high 
level programming languages deal with IR code generation 
that can be compiled by the backend of every supported 
hardware architecture. Reusing the backend allows 
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compilers of many languages to use most of the compilation 
optimizations from IR and apply them to all architectures 
supported by the backend, thus greatly reducing the effort of 
compiler creation. 

A table-based software dynamic translator translates 
each instruction by executing specified functions from a 
table for each instruction. In general, this approach 
generates translators with better performance than IR-based 
translators. With the gain in performance comes a loss of 
flexibility, so many restrictions are imposed to the 
translation of instructions. Branch instructions, for example, 
should be treated especially so that translated code 
execution does not escape from translator control. 

Finally, SDT can be used in different applications, 
especially as virtualization, instrumentation and emulation. 

Virtualization: SDT is one of the approaches of 
virtualization of 32-bit x86 systems implemented by 
VMware [1] in all versions of VMware ESX until version 
4.0. VMware ESX is an enterprise level product that 
provides computer virtualization at the kernel level. The 
translator used by VMWARE does not map instructions 
coming from target architecture to another. Instead, it 
translates the unrestricted x86 code to a subset of itself that 
can be safely executed. The translator particularly replaces 
privileged instructions with instruction sequences that 
perform the same privileged operations in the virtual 
machine instead of performing them in the physical 
machine. 

Instrumentation: it is a technique that consists in the 
insertion of code in a program for the data collection and 
analysis of the instrumented program. One of the 
instrumentation techniques, Dynamic Binary 
Instrumentation (DBI), uses SDT to execute the 
instrumentation code at runtime. One example of the use of 
this technique is the Valgrind tool set [5]. 

Emulation: SDT systems are used to implement 
instruction set emulators. QEMU is an example of 
architecture emulator that allows, for example, the execution 
of ARM programs on x86 processors [2]. 

III. THE FASTBT DYNAMIC TRANSLATOR 

The fastBT is a low overhead dynamic translator, it has a 
low memory footprint, is table-based and provides 
optimizations for all forms of dynamic control transfer 
instructions. fastBT presents a novel technique of translated 
target address prediction for dynamic control instructions 
combined with adaptive schemes to select the best 
configuration for each indirect control transfer. These 
optimizations lead to optimal translation depending on the 
instruction location in the program and not only in the class 
of the instruction [6]. 

The project and implementation of fastBT is neutral in 
relation to the processor architecture, but the available open 
source implementation is compatible only with IA-32 and 
Linux systems. The current implementation provides a table 
for the IA-32 architecture instructions and uses a thread-
local cache for translated code [6]. Although it may increase 
memory usage, it avoids a complicated and error-prone lock 
scheme for the translation of multithreaded programs.  

Besides that, fastBT authors say that in practice little 
code is shared between threads during the execution of 
programs, rendering the translated code cache redundancy 
even less of a problem. 

The translation tables are generated from a high level 
description and are statically linked to the translator 
program during compilation. This is a flexibility that is not 
offered by many translators, see examples on Fig. 1 and 
Table I. 

Finally, we made some experiments with fastBT and 
studied the performance. We used the programs from the 
Computer Language Benchmarks Game available in [10]. 
For most programs the overhead was small except for some 
cases where the overhead reached 400 % (revcomp) or 
even more than 23000 % (knucleotide-4). 

IV. FBT_ARM: PORTING FASTBT TO ARM SYSTEMS 

In this section we show the steps for porting fastBT to 
our FBT_ARM software, specific to ARM architectures. We 
show it using four subsections: How the translator works, 
the instructions table, the ARM instructions disassembler, 
implementations of simple calls, and finally, an example 
how the FBT_ARM works in a real program. 

A. How the Translator Works 
 

A program can be translated dynamically by preloading 
the libfastbt.so library before program execution. 
This libfastbt.so defines two symbols that will 
overwrite the symbols of the same name in the executable: 
_init and _fini. These two symbols are routines 
responsible for initialization and finalization of the program 
execution. Thus, this libfastbt.so defines _init with 
code that starts the dynamic translator hijacking control and 
starting the translation of the program.  

The code in _fini finishes the translator with an error 
message. This error message is a warning about the loss of 
control of execution by the translator. If the translator works 
correctly _fini should not be executed, for the translator, 
as the first step, creates a mapping from the code in _fini 
to a routine the finishes the translator with no error message. 
Thus, if the translator is translating the program code, the 
eventual branch to _fini will be redirected to the routine 
that finishes the translator without any error. 

The sequence diagram in Figure 2 shows how program 
control is hijacked by the translator. 

At first fbt init initializes the thread-local storage 
space and initializes the trampolines. Trampolines are small 
dynamically generated code blocks that are used when a 
branch to some specific address in the program is requested 
and some code must be executed before the branch.  
For example, when translating an indirect branch instruction 
the translator should not simply copy the instruction with 
the same target in program code as the control of the 
program would be lost by the translator after the branch to 
an address in the untranslated original program. This is what 
happens instead: the branch instruction is translated as a 
branch to a tld->unmanaged_code_trampoline. 
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Figure 1. Example of the ARM Instructions Table  

 

 
The code in this trampoline saves the execution context, 

calls a function that translates the code in the target of the 
indirect branch (or finds this code in the translated code 
cache), modifies tld->ind_target to point to the 
translated code, restores the execution context and finally 
executes a branch to tld->ind_target. 

These small code blocks are called trampolines because 
they are the target of branches and quickly branch to another 
code region. After initialization, 
fbt_start_transaction gets executed. This function 
finds out the return address using 
_builtin_return_address. This return address is 
the address of the first instruction after the branch to 
FBT_start_transaction which is located in the 
beginning of the program since the call to 
fbt_start_transaction is one of the first things 
done by the program. It is from this address—
orig_begin— that code translation starts with the call to 
fbt_translate_noexecute.  

Eventually, when fbt_translate_noexecute 
returns a pointer to the translated code block, the return 
address of the call to fbt_start_transaction at the 
top of the stack is replaced by the pointer to the translated 
code. Thus, fbt_start_transaction does not return 
execution to the untranslated program code but to the 
translated code. 

The fbt_translate_noexecute has a loop that 
iterates over the program instructions from orig_begin, 
calls fbt_disasm_instr for each instruction and 
executes an action found in the instructions table (see Fig.1 
and Table I to generate the translated code equivalent to that 
instruction. Besides that, action_copy, 
action_branch, and action_branch_and_link, 
and others return a value that indicated whether the block 
translation should be interrupted. Branch instructions (B, 

BL. … ) for example, interrupt block translation.  
Once it happens, a trampoline is added at the end of the 

translated code block. This trampoline is responsible for 
starting the translation or execution of the next translation 
block. When execution reaches the end of the translated 
code block, control returns to the translator or to the next 
translated instruction. 

B. The Instructions Table 

To understand the instructions (which operation, 
arguments …) and decide how to translate each instruction, 
the translator queries a table with information about each 
instruction. 

This table is generated from many other tables with a 
higher level description of the instructions. FBT_ARM 
supports only the 32-bit ARM instruction set which makes 
the table-based instruction decoding simpler.  

The high level tables in 
arm_table_generator/arm_opcode.map.h are 
built from the observation that it is possible to define what 
each instruction is about from the [27:20] and [7:4] bits. 

For example, when the 32 bits of an ARM instruction 
follow the 0x 08 1 format it is already possible to assume 
that it is an ADD and that the second operand is left-shifted 
by a length specified in a register. 0x 08 1 is the bi-nary 
enconding of addf<c>g <Rd>, <Rn>, <Rm>, lsl <Rs> in 
ARM assembly language. 

There is a high level table with 16 entries for each 
configuration of the [27:20] bits. The index of each entry is 
the configuration of the [7:4] bits. Fig. 2 shows the table with 
information about the instructions where the [27:20] bits are 
0x80.  

These tables are analyzed by the ARM table generator to 
automate the generation of a table with 4096 (212) entries. 
The index used to query this table is the concatenation of the 
8 [27:20] bits with the 4 [7:4] bits.  

instr_description table_opcode_08[] = { 

 
/*0x0*/ {0, "ADD",       ADD, OPND_REG_SHIFT_BY_IMM, "action_copy", Add_to_register"}, 
/*0x1*/ {0, "ADD",       ADD, OPND_REG_SHIFT_BY_REG, "action_copy", Add_to_register"}, 
/*0x2*/ {0, "ADD",       ADD, OPND_REG_SHIFT_BY_IMM, "action_copy", Add_to_register"}, 

/*0x3*/ {0, "ADD",       ADD, OPND_REG_SHIFT_BY_REG, "action_copy", Add_to_register"}, 
/*0x4*/ {0, "ADD",       ADD, OPND_REG_SHIFT_BY_IMM, "action_copy", Add_to_register"}, 
/*0x5*/ {0, "ADD",       ADD, OPND_REG_SHIFT_BY_REG, "action_copy", Add_to_register"}, 

/*0x6*/ {0, "ADD",       ADD, OPND_REG_SHIFT_BY_IMM, "action_copy", Add_to_register"}, 
/*0x7*/ {0, "ADD",       ADD, OPND_REG_SHIFT_BY_REG, "action_copy", Add_to_register"}, 
/*0x8*/ {0, "ADD",       ADD, OPND_REG_SHIFT_BY_IMM, "action_copy", Add_to_register"}, 

/*0x9*/ {0, "UMULL", UMULL, None "action_copy", Unsigned_long_multiply _(32x32_to_64); 
/*0xa*/ {0, "ADD",       ADD, OPND_REG_SHIFT_BY_IMM, "action_copy", Add_to_register"}, 
/*0xb*/ {0, "STRH",     STRH, OPND_REG_OFFSET | OPND_INCR_OFFSET, "action_copy", Store"}, 

/*0xc*/ {0, "ADD",       ADD, OPND_REG_SHIFT_BY_IMM, "action_copy", Add_to_register"}, 
/*0xd*/ {0, "LDRD",     LDRD, OPND_REG_OFFSET | OPND_INCR_OFFSET, "action_copy", Load"}, 
/*0xe*/ {0, "ADD",       ADD, OPND_REG_SHIFT_BY_IMM, "action_copy", Add_to_register"}, 

/*0xf*/ {0, "STRD",      STRD, OPND_REG_OFFSET | OPND_INCR_OFFSET, "action_copy", Store"},  
}; 
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SO 

     

libfbt.c 

     

           
             

 
                                      _init() 

 

                                                                Fbt_init(NULL) 
 

                                                                                                                                          Fbt_init_tls() 

 
                                                                                                                                                 tld 

 

                                                                                                                             fbt_initialize_trampolines(tld) 
 
 

                                                                           tld 
 

                                            fbt start transaction(tld, fbt commit transaction) 

 
                                                                                                                    fbt_transaction_init(...) 

 

                                                                                                                   _builtin_return_address(0) 
 

                                                                                                                                Orig_begin 

                                                                                fbt translate noexecute(tld, orig_begin)  
                                                                                                                                                                                
  

 

                                                                                                                                                                                    
transl begin 

 
                        PATCH_STACK_RIP(transl_begin) 

 

 
 
 

 
 
 

Figure 2. fastBT sequence diagram 

 

TABLE I. COMPARISON OF THE FBT ARM DISASSEMBLER AND OBJDUMP DISASSEMBLER 

0x FBT_ARM FBT_ARM (--sugar) objdump -d 

e52de004 str lr, [sp, #-4]! push flrg push flrg ; (str lr, [sp, #-4]!) 

e92d4008 stmdb sp!, fr3, lrg push fr3, lrg push fr3, lrg 

e59fe004 ldr lr, [pc, #4] ldr lr, [pc, #4] ldr lr, [pc, #4] ; 83d4 

e8bd8008 ldmia sp!, fr3, pcg pop fr3, pcg pop fr3, pcg 

eb00002c bl 8474 bl 8474 bl 8474 

012fff1e bxeq lr bxeq lr bxeq lr 

e12fff33 blx r3 blx r3 blx r3 

e1b010a1 movs r1, r1, lsr #1 lsrs r1, r1, lsr #1 lsrs r1, r1, #1 

e1a0c06c mov ip, ip, rrx rrx ip, ip rrx ip, ip 

01b0c0a0 movseq ip, r0, r0, lsr #1 lsrseq ip, r0, #1 lsrseq ip, r0, #1 

e2844001 add r4, r4, #1 ; 0x1 add r4, r4, #1 add r4, r4, #1 

e0a11a04 adc r1, r1, r4, lsl #20 adc r1, r1, r4, lsl #20 adc r1, r1, r4, lsl #20 
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The tables with the high level description of the ARM 
instructions for FBT_ARM were created after reading the 
ARM architecture reference manual. 

C. The ARM Instructions Disassembler 

To test the instruction table and understand what 
information is necessary in the tables to decode the 
instructions, we developed an ARM disassembler 
(src/arm/fbt_disassemble.c). 

Table 1 shows the output produced by the FBT-ARM 
disassembler and the output of the objdump -d command 
that comes from the GNU binutils software package. 
When the --sugar flag is passed, FBT_ARM translates some 
instructions to pseudo-instructions if appropriate. Load 
instructions like LDR, and LDMIA are translated to the 
POP pseudo-instruction when the memory address is the 
register storing the pointer to the base of the stack—SP—
and the operands configuration makes the instruction 
semantically equivalent to the popping from the stack. 
Similarly, store instructions can be translated to PUSH; and 
MOVs with shifted-operands can be translated as pseudo 
shift instructions. 

D. Implementation of System Calls 

To avoid libc as a dependency and allow the 
interception of system calls we had to implement Linux 
syscalls in Fbt. The ARM ABI standard defines how system 
calls should be implemented. 

The source file src/arm/fbt_syscalls_impl.h 
has C preprocessor macros and the im-plementation of 
many syscalls using inline assembly. Besides being used in 
the translator, this syscalls implementation is also used to 
implement I/O functions (e.g. fllwrite, fllprintf ...) 
and a low-level memory allocator (fbt lalloc, 
fbt_mem_free …) which are used by our FBT_ARM. 

E. Translating a Simple Program 

Fig. 3 shows the ARM code of the program that will be 
translated using FBT_ARM. This program sums two 1-digit 
numbers passed as arguments from the command line 
(./prog 3 7) and terminates with an exit code equals to 
the sum of the two numbers. It is a simple example without 
branches consisting of a single translation block. Fig. 4 
shows the output of the program of Fig. 3. It is important to 
observe that the exit code (the $? shell variable) is indeed 
the sum of the two arguments (see Fig. 4). 

Fig. 5 shows fragments of the debug output 
(debug.txt) produced by FBT_ARM during the dynamic 
execution of the program. The debug output fragment 
produced by FBT_ARM shows the translation of each 
instruction until SWI, that when found by the translator, 
concludes the translation of the block (closing TU 
upon request, invoking translation 

function on 0x000088a4).  
It is after the translation of the block that execution con-

trol is passed to the translated code (starting 

transaction at 0xb5cd6000 (orig. addr: 

0x0000885c)). 
The original program code starts at 0x0000885c and 

the translated code which is the one executed by the 
processor can be found at the 0xb5cd6000 address. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 3. Program  code to be dynamically translated 
 

 
 
 

 
 
 

 
 
 

 
 

Figure 4. Dynamic execution of a simple program 

V. CONCLUSIONS 

To make this work possible it was necessary to analyze 
software dynamic translation solutions and the 
implementation techniques they use. The main target of the 
analysis was fastBT whose code was extended to support 
the ARM architecture. FBT_ARM has tables describing 32-
bit instructions of the ARMv6 architecture and necessary 
routines for instruction decoding. To demonstrate how the 
tables can be used, we have implemented a disassembler 
that produces the output similar to the output of production 
disassemblers (objdump -d). Although FBT-ARM is not 
capable of translating full programs, all the infrastructure of 
fastBT was ported and works on ARM processors.  

bl fbt_start_transaction 

          // int a = argv[1][0] - ’0’; 

 
ldr r3, [fp, #-20]      // r3 = argv (argv stored in the stack) 

add r3, r3, #4           // r3 = argv + 1 

ldr r3, [r3]                // r3 = *(argv + 1) or r3 = argv[1] 
ldrb r3, [r3]              // r3 = *(argv[1]) or r3 = argv[1][0] 

sub r3, r3, #48          // r3 = argv[1][0] - ’0’ 
str r3, [fp, #-8]          // stores a in the stack 

 

           // int b = argv[2][0] - ’0’; 
ldr r3, [fp, #-20]      // r3 = argv (argv stored in the stack) 
add r3, r3, #8             // r3 = argv + 2 

ldr r3, [r3]                 // r3 *(argv + 2) or r3 = argv[2] 
ldrb r3, [r3]              // r3 * (argv[2]) or r3 = argv[2][0] 
sub r3, r3, #48          // r3 argv[2][0] - ’0’ 

str r3, [fp, #-12]       // stores b in the stack 

 
           // a + b 

ldr  r2, [fp, #-8]      // r2= a 

ldr  r3, [fp, #-12]   // r3= b 

add r3, r2, r3        // r3 = a + b 

 
          // exit(a + b) 
mov r0, r3           // first argument (a + b) 

mov r7, #1          // SYS_exit (syscall code) 
swi   0                 // request syscall handling by the kernel 
 

bl     fbt_commit_transaction 

$ ./prog 2 3 

Starting BT 
Stopping BT $ 
echo $? 

5 
$ ./prog 8 7 
Starting BT 

Stopping BT $ 
echo $? 
15 

98Copyright (c) IARIA, 2016.     ISBN:  978-1-61208-473-2

AICT 2016 : The Twelfth Advanced International Conference on Telecommunications

                         110 / 123



 
 

 
 
 

 
 
 

 
 
 

 
 
 

 
 
 

 
 
 

 
 
 

 
 
 

 
 

Figure 5. Debug output produced by FBT_ARM 

 

 
FBT_ARM is open source and available in [9]. Since it 

is a table-based translator which often means better 
performance than those based on intermediate 
representation, there are many possibilities of use for 
FBT_ARM. Its implementation can be extended in the 
development of several tools that benefit from software 
dynamic translation like memory profilers, general program 
analysis tools, secure execution environments, etc. 

For future works, we would like to suggest: (i) finish the 
implementation of our FBT_ARM, adding the translation to 
ARM´s control instructions, and (ii) execute a final version 
in real programs and benchmarks, and (iii) compare the 
performance of FBT_ARM to other systems. 
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fbt_start_transaction(commit_function = 0x0000dcb8) { 

 

 translate_noexecute(*tld=0xb6f2e000, *orig_address=0x0000885c) { 

fbt_ccache_find(*tld=0xb6f2e000, *orig_address=0x0000885c) {  

 

}-> 0x00000000 

 

tld->ts.transl_instr: 0xb5cd6000 fbt_ccache_add_entry(*tld=0xb6f2e000, *orig_address=0x0000885c, *transl_address=0xb5cd6000) 

{} 

fbt_disasm_instr(*ts=0xb6f2e458) { Disassembling 0xe51b3014 } translating a ’ldr’ 

action_copy(*addr=0x0000885c, *transl_addr=0xb5cd6000) {}-> NEUTRAL 

fbt_disasm_instr(*ts=0xb6f2e458) { Disassembling 0xef000000 } translating a ’swi’ 

action_copy(*addr=0x000088a0, *transl_addr=0xb5cd6000) {  

 

Encountered an interrupt - closing TU with some glue code 

}-> CLOSE_GLUE 

 

closing TU upon request, invoking translation function on 0 x000088a4 

allocated trampolines: 0xb5ccf000, target: 0x000088a4, origin: 0 xb5cd6004 

}-> 0xb5cd6000, next_tu=0x000088a4 (len: 0) 

starting transaction at 0xb5cd6000 (orig. addr: 0x0000885c) 

 

} 
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Abstract—3gPP Long Term Evolution (LTE) Advanced and
Wireless Local Area Networks (WLAN) are both striding
towards the 5th generation wireless networks, with guaranteed
cell edge coverage and performance. To achieve this, these
networks will have unprecedented density of deployed cells,
which will actively work with each other to maximize the
link to all possible User Equipments (UEs). In this article, we
propose a method by which individual network nodes can use
additional antennae so as to transmit data to individual UEs
while limiting the interference seen by other UEs on the same
frequency and time-slot. Ideally, we should be able to have a
dense network of nodes, all transmitting simultaneously on the
same resource, without any cross-interference. We show that
our proposed algorithm shows substantial performance gains
over existing techniques addressing coordinated multipoint
transmission between multiple transmitters and receivers.

Keywords—Coordinated Multipoint; Multi-user MIMO; inter-
ference pre-cancellation

I. INTRODUCTION

The next generation of wireless networks have several

challenging objectives, one of which is to meet target

throughput numbers for the cell-edge, i.e., applicable to upto

99% of the UEs within the coverage area [1]. Consequently,

it is anticipated that next generation wireless networks will

be much denser, to improve coverage. This in turn will lead

to significant cross node interference. Interference mitigation

is already an active area of research in wireless networks;

with the advent of newer techniques such as Inter-Cell

Interference Coordination (ICIC), further enhanced as eICIC

and feICIC) and Coordinated Multipoint (CoMP), there is an

emphasis on inter-node coordination so as to jointly improve

UE link conditions. For example, CoMP allows joint coding,

where multiple nodeBs coordinate with each other so as

to transmit to a single UE, further increasing the diversity

(and consequently rank) of the ensemble of Multiple Input

Multiple Output (MIMO) channels.

In this paper, we present an idea, first presented in [2]

called Active-Null Forming (ANF), which allows network

nodes to work together so as to transmit to multiple UEs

in the same geographical area, while limiting cross node

interference. In ANF, each network node receives feedback

from multiple UEs in the neighbourhood, one of which

it is transmitting data to (the target UE). It then codes

the transmission in such a way that the target UE gets

the intended data-stream with no interference, whereas the

interference at other UEs (on the same frequency and time-

slot) is minimized. The key requirement is that the network

node be MIMO capable, with a large number of elements

available for transmission. The method is a modification of

directed feedback method of broadcast MIMO [3]. In [2],

we presented a very simple initial approach to ANF, limited

to two UEs and two network nodes, with a fixed template

for precoding. In the current work we have extended the

problem to multiple UEs and presented the solution of the

precoding matrix as a constrained (not necessarily convex)

optimization problem. We shall first describe how it can be

used stand-alone and then jointly by a cluster of network

nodes acting together.

A. Organization of this paper

The rest of this paper is organized as follows. In Section

II we describe the problem in more detail, including the

previous work done in this area. In Section III we present

the ANF algorithm and introduce the underlying principle.

In Section IV we formulate the interference nulling problem

as an optimization problem, using the conceptual principles

introduced in the previous section. Finally, in Section V,

we present the simulation results for a simple network node

operating on the principles of the ANF algorithm.

II. COORDINATED NODE FUNCTIONS IN DENSE HETNETS

The next generation of cellular networks will see novel

deployment architectures as a means of increasing coverage,

reducing cost and also, controlling energy consumption.

The key developments include the widespread deployment

of cloud Radio Access Networks (cRAN) with Remote

Radio Heads (RRH) [4]. This approach combines centralized

baseband processing in a cloud, in conjunction with a dense

network of RRHs, so as to create a flexible, functionally

adaptive network. It is envisioned that the network nodes

(RRHs) shall be deployed densely, in overlapping coverage

with each other and the network will be able to dynamically

map functions to individual nodes as per demand. Already,

in some current networks, we see this kind of a deployment,

where there is one macro-cell with several femto-cells in

its coverage region whose primary job is to off-load local

traffic from the macro. This is the kind of environment where

inter-node coordination functions such as CoMP are readily

applicable; by multiple network nodes cooperating with each

other, we can ensure that all network holes and cell-edge

points are adequately serviced.
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However, in such a network, management of interference

(especially co-cellular interference) is a big challenge. Due

to the close proximity of the network nodes, tight restrictions

on frequency re-use are both inefficient and complex. Rather,

the focus has been on time-sharing techniques like ICIC.

Such techniques are primarily based around scheduling and

not directly on interference control.

A. Multi-user MIMO, massive MIMO and remote radio-

heads

Another innovation in next generation networks is the

advent of widespread MIMO. Starting from basic single

user MIMO, we have progressed to multi-user MIMO and

CoMP. It is a fact that it is easier to add transmission

elements to a network node, as compared to a user-terminal,

especially a hand-held. As of now, the practical limit of

antenna on a user-terminal is 2-4. With the advent of RRHs

this difference shall be further increased. However, studies

have shown that additional antennae don’t usually lead to

significant changes in throughput, since the independence

of the paths are limited. This creates the challenge of

using the larger number of antennae on the network node;

either through time-diversity schemes (which also suffers the

path independence problem), joint transmission/reception

schemes of MU-MIMO, etc. This is one of the features

of ANF; that it uses these additional network elements for

improvement of network conditions.

B. Previous work

The application of multiuser MIMO methods to the inter-

ference coordination problem in general has been introduced

in [5] [6]. Both these papers highlight the possible co-

existence between the semi-static optimization brought in by

standard ICIC techniques and the dynamic, frame by frame

optimization achievable by CoMP techniques such as Joint

Transmission (JT). However, none of these works consider

adaptation of CoMP specifically for the ICIC purpose.

In the field of transmitter/precoder based interference

cancellation, the previous literature that we have seen on

multiple transmitter MIMO is divided into two parts. First is

joint encoding with with partial interference pre-substraction

and the other is in zero-forcing with block diagonalization

(ZF-BD). In interference pre-subtraction our principal refer-

ence derives from the decision feedback precoding approach

given in [3]. Other related work in this area has been done

using trellis precoding techniques [7]. Both of these use

special joint pre-coding of the transmitted vectors so as

to cancel out interference, taking into account the different

channel matrices. Caire and Shamai [8] consider the problem

in the context of a single transmitter and multiple single-

antenna receivers with full knowledge of the entire channel

matrix on both sides and show that for two users, the sum-

rate approaches the optimal theoretical Dirty Paper Coding

(DPC) output. While their work is based on single antenna

receivers, the idea of ordering the two users such that the

first user is interference free, but the second user has to deal

with the first is introduced by them.

Techniques for ZF-BD for multi-user transmission is

given in [9] [10] and others. The basic SVD technique for

extracting precoding matrices orthogonal to other users are

given in [9]. Zhang [11] describes a cooperative algorithm

for zero-forcing transmission with per network node power

constraints. Zukang Shen and his co-authors [12] extend this

to show that a significant part of the Marton’s upper bound

can be achieved using the analytically feasible BD approach.

ZF-BD is part of a more generic problem in optimal

MIMO MAC precoding matrix design introduced in [13]

and further discussed in, for example, [14] and others. These

are global cooperative methods that require network nodes

to jointly compute the precoding matrices for all nodes

simultaneously (typically they involve solutions that require

the manipulation of the term
∑K

k,k 6=i log (HkQkH
∗
k ). In

[15], the authors provide a framework for comparing the

relative capacities of the Multiple Access Channel with

cooperative precoding and the interference presubtraction

approach and conclude that the two cover each other. In

more recent work [16] describes a method of optimal linear

precoding called ’Soft Interference Nulling’ (we found the

paper after we had already coined our own term, so any

similarity is coincidence), which is also a global technique.

In SIN, clusters of base-stations transmit a data stream to a

single UE using a jointly constructed set of linear precoding

matrices.

C. Our contribution

In this paper, we propose a new method for multi-user

MIMO operation, which we call Active Null Forming.

Our solution is designed for the multi-transmitter, multiple

receiver MuMIMO case; specifically where the number

of antennae per transmitter is larger than the number of

antennae per receiver. In this sense, it is different from

existing algorithms.

The crucial difference in our approach is the use of addi-

tional network elements; we propose to use them explicitly

for modifying the transmitted signal so as to actively cancel

interference (as opposed to the passive means suggested in

ICIC). As far as we are aware, this approach in general has

not been addressed in pre-existing work. Our algorithm is

particularly suited to use in next generation mobile networks

that are expected to use distributed antenna systems (DAS)

[17] [18] liberally to improve signal penetration and diver-

sity, since there will be likely a large number of elements

available to each network node.

Technically, our approach is derived from broadcast

MIMO; however, by the very nature of our method, it is easy

to scale it a number of transmitters. We will show our algo-

rithm achieves results close to cooperative precoding without

requiring a global optimization, due to the very nature of the

approach; each node can independently compute their own

precoding matrices. A second issue that we consider is the

power diversion problem; when we do optimal precoding
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for interference mitigation, we are, to an extent sacrificing

the immediate needs of the network node for some global

objectives. In this case, this comes to power; in a power

constrained network node, we need to decide how much

power should be diverted for the purpose of interference

mitigation at the cost of SINR for the primary signal. Both

these issues are addressed in our paper, as we shall see.

Our algorithm is hence an alternative to the ZFBD al-

gorithm and its variants. In general, ZFBD requires the

target UEs to have orthogonal channel matrices [19], i.e.,

HiQjH
∗
i ≡ δij and scheduling algorithms have to take

this into account. Our algorithm is not dependent on this

condition, which gives it additional flexibility, especially

when the number of UEs is relative small, i.e., the K →∞
condition is not met.

III. ACTIVE NULL-FORMING - THE GENERAL

FRAMEWORK

A. Problem Context

The Figure 1a shows the deployment of the proposed

approach. We see a small cluster of inter-connected and

coordinated network nodes servicing a group of UEs. Each

node is assumed to have full state information of the channel

to all UEs (in TDD systems, this is easy, but in FDD sys-

tems this will require additional signaling and coordination

between network nodes for pilot transmission). There is

a central coordination and scheduling function, which, for

each transmission time slot determines the subset of UEs S

to be transmitted to and the mapping from nodes to UEs,

i.e., for a given UE u to be transmitted to, which node Nu

is going to transmit to it. For a given node, the UE to which

it has to transmit data to at a particular instant is called

the target UE. The other active UEs (which are going to

receive transmissions from any of the other network nodes)

are called co-resident UEs. This is shown in Figure 1b.

Each node then computes a precoding matrix as per the

ANF algorithm (Section IV). The objective of ANF is to

simultaneously transmit the intended signal to the target UE,

while minimizing the signal received by the co-resident UEs

as much as possible. We achieve this by using the additional

transmission elements and a specifically computed pre-

coding matrix to create ’nulls’ at the receiver, conceptually

similar to the null-forming done in beamforming systems.

The core of the algorithm is a specially selected structure

for the precoding matrix as given in Sub-Section III-D. Due

to this structure, the precoding matrix is guaranteed to make

the transmission to the target UE completely free from the

rest of the signal (as is achieved in interference subtracting

broadcast MIMO). Figure 1b shows ANF in some detail,

from the context of a single network node. Note that all the

UEs don’t need to have the same number of receive antenna

and the sum of receive antennae for the UEs may be less

than, equal to or greater than the sum of transmit antennae

Nt for the network node; the only restriction is that the

receive antennae for the target UE must be less than the

number of transmit antenna Nt.

B. Conventions and naming

The terminology used in this paper is as per conven-

tional norms. Lowercase variables z, w, etc. refer to vectors,

whereas uppercase variables V,W are complex matrices.

Ma x b is the set of matrices with a rows and b columns,

a < b having a eigen-values. If w is a vector, w∗ refers

to its conjugate form, i.e., each element is replaced by its

conjugate and wT is its transpose. If X is a matrix, Xa,b

refers to the element in its ath row and bth column, X∗

is its complex adjoint (Hermitian) form and ‖X‖P refers

to the Frobenius Norm ‖X‖P =
∑

i,j Xi,jX
∗
i,j . The vector

norm is the square norm ‖w‖ = 〈w,w∗〉, unless otherwise

specified. A matrix may be partitioned columnwise into two

matrices, in which case it is designated as W = [Wi Wj ].

C. Realization at each transmitter

In this section, we discuss the implementation at each

network node. We consider a single OFDM network node,

with Nt transmit antennae with several UEs in its immediate

range. As mentioned above, at each time interval, each node

receives channel state information implicitly (through uplink

reference signals in TDD mode) or explicitly (feedback on a

shared PUSCH in FDD mode). One of the UEs is selected as

the target for transmitting data to by a centralized scheduler

(which makes this selection for each network node jointly).

The network node then uses the CSI of the other UEs to code

the transmission in such a way so as to minimize interference

for all the others. In our problem, the ith UE has an antenna

count of Ni < Nt. We designate the number of antenna

available to the target UE as Nr and the total number of

antennae for all the other UEs as Nu =
∑

iNi − Nr. The

channel matrix between the network node and the ith UE is

given as Hi ∈MNi x Nt
.

Each channel matrix Hi has a singular value decomposi-

tion UiΣiV
∗
i , where Ui,Vi are orthonormal column matrices

and Σi is a diagonal matrix. Since Hi is a matrix with more

rows than columns, the SVD actually looks like

Hi = Ui

[

Σi 0
] [

Vi Ṽi

]∗
(1)

D. Structure of the precoding matrix

The transmitting network node uses a precoding matrix

of the form

ΦF =
[

Vr W
]

[

I −D
0 I

]

=
[

Vr W − VrD
]

(2)

Φ is a diagonal power loading matrix, which is used to

scale the matrix F to meet the power constraint (see Section

III-E). We note that Vr is the sub-matrix of Vi corresponding

to the non-null eigenvalues. W is the ’null forming’ matrix

and is the key to interference minimization, as we shall

show in Sub-Section III-F. The matrix D is given by

D = V ∗
r W ; this is dictated by the target UE interference

nulling requirement. The precoding matrix F is then applied

on a transmit vector
[

z z̃
]T

, where z is the vector
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(a). ANF - deployment diagram (b). ANF: Single Node Case

Figure 1. ANF deployment in the network

of Nr symbols (post-modulation) to be transmitted to the

target UE. The vector z̃ of size Nt−Nr is also statistically

independent and derived from z

We first show that the precoding matrix as shown in (2)

will ensure that the signal received at the target UE is free of

any effect of the precoding for the other UEs (specifically the

interference minimization term W ). The received vector on

the target UE is given by (3). We ignore the power loading

matrix Φ temporarily, since it only has an amplifying effect.

ytgt = HrF
[

z z̃
]T

(3)

= Ur

[

Σr 0
]

[

V ∗
r

Ṽ ∗
r

]

[

Vr W
]

[

I −D
0 I

] [

z

z̃

]

= UrΣr

[

I V ∗
r W

]

[

[

I −D
0 I

] [

z

z̃

]

= UrΣr

[

z (V ∗
r W −D) z̃

]

(4)

By taking D = V ∗
r W , we ensure that the signal received

by the target UE is of the form UiΣiz, which can then be

decoded using a standard MMSE equalizer [20]. We note

that the vector z̃ has no impact on ytgt whatsoever.

E. Obeying the power constraint

Given that the transmission vector
[

z z̃
]

has a con-

stant modulus, we have to designthe precoding matrix

F given in (2) so as to obey the power constraint that

Tr (FF ∗) ≤ P . It is easy to see that the power term

Tr (FF ∗) can be written in a simplified form as in (5), using

cyclic permutations

Tr

(

[

Vr W
]

[

I −D
0 I

] [

I 0
−D∗ I

] [

V ∗
r

W ∗

])

= Tr

([

V ∗
r

W ∗

]

[

Vr W
]

[

I −D
0 I

] [

I 0
−D∗ I

])

= Tr (I +W ∗W −D∗D)

(5)

We note that since W and Vr are not square matrices

W ∗W −D∗D do not automatically cancel out.

In order to achieve equality with a given overall power

constraint P , it is normal to add a diagonal power loading

matrix Φ =
[

~φ1
~φ2

]

consisting of real amplification factors

so that Tr (ΦFF ∗Φ∗) = tr
(

Φ2FF ∗
)

= P . Taking the

expression from (5) and putting it into the form above, we

get

Tr
(

Φ2FF ∗
)

= Tr
(

~φ1

2
+ ~φ2

2
(W ∗W −D∗D)

)

= P (6)

Clearly, the Signal strength as seen by the target UE is a

function of ~φ1

2
, whereas P − Tr

(

~φ2

2
(WW ∗ −DD∗)

)

is

the power diverted for the purpose of ANF. We would like to

choose W so as to bring ~φ1
2

as high as possible. This in turn

means minimizing Tr (W ∗W −D∗D) = ‖ (I − Vc)W‖FP .

F. Interference minimization

We now consider the interference to the co-resident UEs

due to the combined effect of Vr and W . The task of the

transmitter is to choose W of size Nt ∗ Nu, so as to

minimize the energy as received by the co-resident UEs,

with channel matrices Hi. Since the transmitter is power

constrained, we have to limit the overall energy expended

in transmission. Let the combined matrix corresponding to

the individual channel responses for all the antennae on be

given as

X =
[

H1 H2 . . . Hr−1 Hr+1 . . .
]T

(7)

where, as previously mentioned Hr is the channel matrix

for the targetted UE. We note that X is a Nu x Nt sized

matrix.

The interference vector ιreceived by a co-resident UE with

a NuxNt channel matrix X is given by (8). We note that the

choice of z̃ is not particularly important, other than meeting

the constant modulus approach. Rather, it must be selected
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based on other criteria, such as maintaining PAPR across the

transmission sequence. Hence, z̃ must be a known vector of

symbols chosen from the same constellation as z, with the

same statistical properties.

ι(W ) = XΦ
[

Vr W − VrD
]

[

z

z̃

]

= X
[

V W − VrD
]

[

~φ1z
~φ2z̃

]

= XVr
~φ1z +X (W − VrD) ~φ2z̃ (8)

We can expand and rewrite W − Vr (V
∗W ) in the form

of (I − Vc)W , where I is the identity matrix and Vc is a

Nt x Nt matrix given by

Vc[i, j] =
∑

k

Vr[i, k]Vr[j, k]
∗ (9)

We substitute this back into (8) to get

ι(W, z̃) = XVr
~φ1z +X (I − Vc)W ~φ2z̃ (10)

IV. CONSTRAINED INTERFERENCE MINIMIZATION

Minimizing the interference directly can be written as

minimizing ‖I(W )‖ where I is given in (10) The most direct

way to do this is to make ‖ι(W )‖ is 0. From (10), this leads

to selecting W,φ such that W = (I−Vc)
−1Vr and adjusting

φ1, φ2 suitably. However, it can easily be seen that (I −Vc)
is ill-conditioned, having Nt−Nr eigenvalues near zero, so

it cannot be directly inverted. This may also be true for X

and X(I − Vc). Also, as noted in Section III-E, we have to

balance the interference with power constraints as well.

In the simplest approach, we jointly minimize both

ι(w) = ‖I(W )‖2 as well as ‖F‖P . Φ can then be scaled so

as to maximize the transmit power of entire transmission,

subject to the power constraint given in (6).

We note that the expression for ι(w) is equivalent to min-

imizing the norm of the vector sum XVrz+X (I − Vc)Wz̃.

In general, we can solve equations of this nature iteratively

by doing a linear search around the existing gradient. Since

z will change for every sub-carrier, we need to eliminate

the dependence on it. Hence, we choose an orthogonal

transformation z̃ = Mz, where M is an orthonormal matrix.

As is usual in convex optimization problems, we replace

the constraint by a log-barrier function with a multiplier µ,

which can be iteratively adjusted for each optimization step

to ensure that the power bound is met.

Minimize ‖XVr +X (I − Vc)WM‖

subject to ‖(I − Vc)W‖FP ≤ Pm

≡ Minimize ‖XVr +X (I − Vc)WM‖

− µ log (Pm − ‖(I − Vc)W‖FP ) (11)

The gradient of an expression of the nature ‖Y +H.W.M‖
where Y,W,H,M are matrices of the appropriate dimen-

sions can be computed by noting that

∂Tr [AX∗B]

∂X
= BA,

∂Tr [AXB]

∂X
= A∗B∗

We can expand Y as

‖Y + HWM‖ = Tr (Y +HWM) (Y +HWM)
∗

= Tr(Y Y ∗) + Tr (Y (HWM)∗)

+ Tr (Y ∗HWM) + Tr (HWM(HWM)∗)

Substituting, we get

⇒
∂‖Y +HWM‖

∂W
= 2H∗YM∗ + 2H∗MM∗W ∗H∗

Similarly, the derivative of the log-barrier term becomes

dW2 = −
(W ∗(I − Vc)

∗(I − Vc))

Pm − ‖(I − Vc)W‖FP

The optimization procedure hence consists of the follow-

ing steps. We start with the knowledge of X and Vr. For W

we do the following steps

1) Start with W = 0, which is a feasible starting point.

2) Compute the corresponding matrix D = V ∗
r W and

the interference vector ι(W )

3) Compute the gradient matrix dW = ∂|ι(W )|
∂W

+ µdW2

4) Find the maximal linear step size γ, such that W ←
W +γdW improves the interference without violating

the power constraint.

5) if γ > minimum step size, go to 2, else terminate

6) Set φ accordingingly.

It is clear that the outcome of this operation depends on

the relative orthogonality of X∗Vr. We define the normalized

metric

γ =
Tr(X∗Vr)

Tr (X∗X)

If γ −→ 0, the effectiveness of interference cancellation will

correspondingly go up.

V. NETWORK WIDE PERFORMANCE - THEORETICAL

ANALYSIS

We now consider the performance of the ANF in a net-

work wide environment and present the simulation results.

We simulate a single network node transmitting to one

target UE with 2 receive antennae Nr = 2. The transmitter

has 4 antennae Nt = 4, with the remaining two antennae

dedicated to ANF. The overall maximum power available to

be diverted to the cause of ANF is an optimization variable

η. Each co-resident UE is modelled as a single antenna re-

ceiver with statistically independent channel matrix, known

to the network node. The output metric γ is the ratio of the

interference energy received at the coresident UEs divided

by the interference energy if there had been no ANF, i.e.,

W = 0.

η =
Pm

Pt

(12)

γ =
‖ι(W opt)‖

‖ι(0)‖
(13)

The results for η = 2dB and η = 3dB are given in

Figure 2a and 2b, respectively. It can be seen that for a single

coresident UE, 80% of the cases the interference suppression
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Figure 2. Simulation Results

is better than 10dB and in the top 50% it is better than 20dB.

The cases where a single coresident UE cannot be improved

is where its channel matrix is very close that of the target UE

As the number of UEs increase, the maximum improvement

drops; however, as we can see, even in the case of 8 co-

resident UEs, we get a 10dB interference suppression by

diverting 2-3dB of power for the ANF purpose.

VI. CONCLUSION

In this paper, we have demonstrated a novel technique for

utilization of multi-user and distributed antennae equipment

in the network by directed interference cancellation. Our

algorithm demonstrates large improvements in SINR and

consequently resource utilization for 1,2 4 and 8 UEs. In the

future, we shall explore more complicated network scenarios

and feedback conditions
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Abstract—The use of massive Machine to Machine (M2M)
communications on future mobile networks may lead to a
signaling traffic explosion. Small Data Transmission (SDT) proce-
dure appears as an efficient option for M2M small data transfer
in Long Term Evolution (LTE). However, this procedure entails
more processing load in the Mobility Management Entity (MME).
Moreover, the fixed capacity in current LTE core hardware-
based infrastructure can limit the scalability of this solution. To
overcome this, we propose to: i) virtualize hardware dedicated
MME (vMME) using Network Function Virtualization (NFV),
ii) prioritize the vMME processing of Human to Human (H2H)
signaling messages by means of priority queues, and iii) use
the Differentiated Services Code Point (DSCP) field to identify
priorities. The results show that, by increasing the number of
NFV instances, the vMME capacity can be raised to manage the
massive M2M SDT requests. Additionally, they show that the
delay increase of H2H control plane procedures, caused by M2M
communications, can be mitigated. Therefore, we conclude that
our solution eases the deployment of massive M2M communi-
cations in future mobile networks.

Keywords–NFV; 5G; LTE; Machine-to-Machine.

I. INTRODUCTION

The foreseen increase of Machine to Machine (M2M)
communications brings a new signaling and data burden to
mobile networks. In Long Term Evolution (LTE), the trans-
mission of data from an idle User Equipment (UE) requires
the use of the Service Request procedure to allocate UE’s
network resources. This procedure implies the download of the
UE’s context to the eNodeB (eNB) and bearer establishment.
Unfortunately, most of M2M communications involve small
and occasional data transmissions. This leads to numerous
release and reallocation resource procedures which create an
excessive increase of signaling load. In the present paper, we
concentrate on massive and delay tolerant M2M communi-
cations that transmit infrequent and small data packets.

One efficient option to convey this type of data packets is
Small Data Transmission (SDT), a dedicated procedure with
an optimized sequence of LTE messages [1]. SDT uses the
pre-established Non Access Stratum (NAS) security context to
transfer one IP packet as NAS signaling without establishing
Radio Resource Connection (RRC) security. At first, the UE
and the eNB establish the RRC connection to send the small
uplink data onto the initial NAS uplink message to the Mobility
Management Entity (MME). Then, the MME uses the UE
security context previously stored to authenticate and decrypt
the message, and forms the GPRS Tunneling Protocol - User

data (GTPU) packet with the information obtained, to send it
to the Serving Gateway (S-GW), as shown in Figure 1.

The adoption of the SDT procedure to convey packet
data transmissions from M2M communications would imply
a massive increase of the signaling load processing. The
Radio Access Network (RAN) will experiment a lack of radio
resources due to the large number of simultaneous UEs trying
to establish the RRC connection with the eNB [2]. In the core,
where we focus on this paper, the MME’s capacity will need to
be increased to handle new functionalities imposed [1]. This,
combined with the current high exposition of the MME to
signaling in LTE [3], and the fixed capacity of current core
LTE hardware-based infrastructure, can limit the scalability of
the SDT solution.

To overcome this limitation, Network Function Virtualiza-
tion (NFV) provides a novel framework to deploy network
services onto virtualized servers. NFV benefits include, among
others, reduced CAPEX and OPEX investments, openness of
platforms, scalability and flexibility or shorter development
cycles [4].

In this paper, we propose a new solution to mitigate the
incurred signaling overload on the MME. The solution is com-
posed of three points. The first point consists of replacing con-

eNB MMEUE
S-GW/

P-GW

b) RRC Connection Request

(S-TMSI, small data indicator )

RRC Connection Setup

c) RRC Connection Setup

Complete (NAS PDU, release

ind) d) Initial UE message (NAS

PDU, release ind )

g) Downlink Data Notification

(Bearer ID , UDP/IP response

packet)

h) Downlink Information

Transfer (NAS PDU)

f) UE Context Release

e) GTP-U (TEID, UDP/IP packet)

small data indicator inhibits eNB sending

Measurment Configuration to the UE

h) Downlink NAS Transport

(NAS PDU)

f) RRC Connection Release
alt. A

alt. B

a) small data capability exchange

l) Downlink Data Notification Ack

Figure 1. SDT procedure sequence [1].
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ventional hardware dedicated MME entities by NFV instances,
called virtualized MME (vMME). Our results show that, by in-
creasing the number of NFV instances, the vMME capacity can
be raised to manage the massive M2M SDT requests. However,
our results also show that, as the signaling messages treatment
of the vMME is equal for Human to Human (H2H) and M2M,
the addition of more vMME NFV instances cannot always
avoid the rise of the vMME response time for H2H procedures.
The second point consists of prioritizing the vMME processing
of H2H signaling messages over signaling messages of delay
tolerant M2M communications by means of priority queues
in the NFV instances. The third point consists of using the
Differentiated Services Code Point (DSCP) classes to identify
the priority of the signaling packets in the control plane. Our
results show that the increase in delay experienced by H2H
signaling traffic, when M2M communications are included, can
be alleviated by adding priorities in the control plane, at the
expense of decrease M2M signaling priority, which does not
imply a critical penalty for the M2M delay tolerant applications
considered here.

The paper is organized as follows. Section II presents the
system model. Section III describes the proposed signaling
management approach. In Section IV, we show the results of
the simulations. Finally, Section V draws the main conclusions
of the paper.

II. SYSTEM MODEL

We consider a LTE network, with a MME, which handles
UEs control procedures requests. We assume two types of
communications: H2H and M2M. The H2H UEs have ses-
sions, which consist of activity periods separated by readings
time periods. During activity periods, the H2H UE generates
traffic, according to the UE’s application running. For M2M
communications, we consider low cost/low power consumption
massive M2M communications, which we assume that send
occasional and small data transmissions, and that are delay
tolerant [5]. For simplicity, we consider only two types of
M2M UEs: M2M high priority (HP) devices and M2M low
priority (LP). This could be generalized for more types of
M2M UE devices.

The H2H and M2M UEs data transmissions trigger control
procedures in the network. Each control procedure involves
several signaling messages between different control plane
entities. From all control procedures of LTE, we focus on the
ones which generate more signaling load on MME entities [6],
see Table I. For each procedure and message, we model the
processing tasks to be performed by the MME. We assume
that M2M UEs small data transmissions are handled by SDT
procedure, as shown in Figure 1. For simplicity, we focus on
M2M uplink small data transmissions, since SDT procedure
is similar in downlink transmissions. We assume H2H UEs
move following a fluid-flow mobility model, while M2M UEs
are stationary devices.

III. PROPOSAL

Our solution is composed by three main points, explained
in the following subsections.

A. Virtualized MME
The first point of our proposal consists of replacing hard-

ware dedicated MME entity by virtualized NFV instances of
MME and scale the number of instances according to the MME

TABLE I. CONSIDERED CONTROL PROCEDURES

Com.
Type

Control
procedure

MME pkts
processed

Used to

H2H

UE Triggered
Service request

3
Send new data from the idle UE
to the network and the UE does

not have available resources.

eNB Triggered
S1 Release

3
Release UE’s resources due to

its inactivity. UE’s state changes
from connected to idle.

X2-Based
Handover

2
Switch the bearers end point
from the source to the target
eNB due to UE’s mobility.

M2M SDT procedure 1

Send small data packets from
the idle M2M UE to the network

and the M2M UE does not
have available resources.

Figure 2. Architecture reference model for 1:N mapping [7].

load. Our solution is based on the 1:N architecture extracted
from [7], represented in Figure 2. This mapping option is based
on the web services paradigm and decomposes each LTE core
entity into multiple elements, which combined form a virtual
component pool. These elements are classified in three types: i)
the front end (FE), which is responsible of the communication
between entities, ii) a stateless virtual component (W), which
implements the virtualized network functions, and iii) the
state database (SDB), which stores all UE’s session state and
allows a stateless design. External entities will see the virtual
component pool as a single node. This enables scale out/in of
elements of the pool without impacting other nodes. However,
synchronization issues appears due to the communication
between the SDB and the different virtual elements inside the
entity, which can be solved serializing the access to the SDB,
or between different nodes of the core to perform the control
procedure, which could increase processing delay [7].

We model the architecture of the virtualized MME as
shown in Figure 3. This model is based on [8][9] and it is
composed of the following entities:
• Arrival process of signaling messages: H2H or M2M

devices which generate traffic that triggers control
procedures requests in the network. The signaling
messages needed to perform these procedures are
processed by vMME NFV instances.

• Distributor: Acts as a load balancer between vMME
NFV instances. It distributes signaling messages de-
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pending on the average workload of each instance.
• Database: Shared database for vMME NFV instances

which is accessed during each transaction. The
database stores protocol and UE’s state.

• vMME NFV instances: NFV instances which virtu-
alize MME functionalities. We suppose that vMME
NFV instances are identical. Each control procedure
needs a different number of messages, which can
involve other core entities not considered here to
perform it. To improve NFV processing, the con-
trol procedures are splitted into request and response
transactions. The protocol and UE’s context is kept
in the shared database. This allows the vMME NFV
instances to retake the state of a procedure after the
reception of a new signaling message and continue
with it.

• Egress switch: Signaling messages output switch.

We model the distributor, the shared database and the
egress switch as single processor queues, and the vMME NFV
instances as a M/G/m queueing systems.

We denote S the service time needed for each vMME
NFV instance to process the signaling message. S is a random
variable that depends on the transactions needed to process
the message. The average service time for the messages of
the procedures in Table I are extracted from [8]. For SDT
procedure, we assume an average service time of 1.05 · 10−4s.
The shared database is accessed during each transaction with
a probability p, as we consider every request processed by the
MME will need an access to the shared database, p = 1.0.

Let us define the mean vMME response time T as the time
required by the vMME to process a message and generate
the corresponding reply. The mean vMME response time is
composed of several factors: TD denote the mean response
time of the distributor node, TNFV denote the mean response
time of vMME NFV instances, TDB denote the processing
time of the shared database and TOS denote the egress switch
node processing time. So, T can be calculated as

T = TD + TNFV + TDB + TOS (1)

In order to scale the capacity of the vMME according to the
load it has to process, we assume that the number of vMME
NFV instances m, used as a dimensioning criterion in our
results, is selected as expressed in (2), where Tmax represents

Figure 3. Virtualized MME model [8].

the maximum permitted mean vMME response time

m = min{M : T ≤ Tmax, M ∈ N} (2)

An increase of signaling load on the MME caused by
M2M traffic is to be compensated with an increase number
of vMME NFV instances. However, T is equal for H2H and
M2M, which implies that in certain situations, the addition
of more vMME NFV instances cannot avoid the rise of T
compared to scenarios without M2M traffic involved.

B. Priority Queue Discipline
We propose to prioritize H2H signaling messages over

M2M signaling messages. The goal is mitigating the rise of
the mean vMME response time suffered by H2H procedures
due to the signaling overload generated by massive M2M
communications. For this purpose, we propose to organize
the signaling messages received by the vMME through non-
preemptive priority queues inside vMME NFV instances.
Messages belonging to same priority obey the first-come
first-served discipline. Then, signaling messages with higher
priority are served in the vMME NFV instance before others
with low priority. The corresponding vMME model is repre-
sented in Figure 4.

C. Priority Management
In LTE, signaling messages between a UE and a MME are

secured with NAS security context. To transfer these signaling
messages over the radio interface, the RRC protocol is used
between the UE and the eNB. When a UE wants to send a
NAS signaling message to the MME, the message is delivered
to the eNB as included in a RRC signaling message. Then, the
eNB sends the NAS signaling message contained in a S1AP
signaling message to the MME. Figure 5 shows the control
plane protocol stacks for mentioned LTE entities. As the eNB
cannot know the content of a NAS message, which holds useful
information to sort signaling messages sent to the MME, we
propose to use RRC Establishment cause in the eNB to discern
signaling messages priorities.

Current signaling traffic over eNB-MME interface is
marked as high strict priority [11]. Therefore, it is mapped to
the Expedited Forwarding (EF) class in the DSCP field of the
IP packet transporting the signaling message. As all signaling
traffic is marked equally, the vMME cannot apply prioritized
queuing of the signaling messages before being processed by
the vMME NFV instances. We propose to use the DSCP field
of the IP packet transporting the signaling message to discern

Figure 4. Proposed vMME system model.
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Figure 5. LTE control plane protocol stacks [10].

signaling traffic from different types of communications. This
IP header field is easier to analyze by FE elements due to it
is not required a deep packet inspection. By adding priorities
to the signaling traffic, the vMME distributor can schedule the
control messages taking into account their priority. The DSCP
classes used in this paper are summarized in Table II.

Since the eNB is responsible for uplink packet marking,
the eNB will mark the IP datagram of the signaling messages
according to the UE’s RRC Establishment cause. Specially
for M2M communications, which use SDT procedure, the
RRC Establishment cause reported by the M2M UE when the
RRC connection is established in the SDT procedure will be
analyzed by the eNB to determine the DSCP class for the
M2M UE SDT signaling. For this, it will take advantage of
the possible values "small data" or "low priority small data",
as described in [1]. Other possible RRC Establishment cause
value to differentiate priorities in the signaling messages can
be "delay tolerant access", introduced within the release 10
version of the 3GPP specifications [12], and currently used if
the UE has been configured for "low priority NAS signalling".

IV. EVALUATION

In this section, we evaluate the impact of using the SDT
procedure on the vMME mean response time. As authors of
[8], we generate procedure requests using NS-3 simulator [13].
The queue model presented in Section III is simulated using
the Matlab Simulink framework.

A. Experiment Setup
We evaluate three scenarios:

• Scenario 1: M2M data traffic is not conveyed by
the SDT procedure. The vMME processes signaling
messages generated only by H2H UEs.

• Scenario 2: M2M data traffic is conveyed by the SDT
procedure with no priorities. The vMME processes
signaling messages generated by H2H UEs and by
M2M UEs.

TABLE II. PRIORITY TREATMENT

Type of
signaling traffic

RRC
Establishment Cause

DSCP class Priority

H2H Mo-signaling EF 1
M2M HP devices Small data AF41 2
M2M LP devices Low priority small data AF31 3

• Scenario 3: Similar to Scenario 2 but with prior-
ities. The vMME applies the prioritization scheme
presented in Section III.

1) H2H traffic models: H2H communications use three
possible applications along their sessions: web browsing [14],
HTTP progressive video [15] and video calling [16]. At the
beginning of the session, one of these applications is selected.
Web browsing application download time of a session depends
on the web page size, the link data rate, and the time needed
for the web browser to parse the embedded objects of the web
page. HTTP progressive video application follows the Youtube
traffic model, in which the download rate ranges from a initial
period of high downloading rate, to a constant limited rate after
this initial period. The number of downloaded video clips per
session is set to follow a geometric distribution [17]. Video
calling application generates a constant bit rate traffic at 1.5
Mbps during the activity period duration.

2) M2M traffic models: The M2M HP devices follow a
traffic model extracted from [18], which is modeled as a
Markov Modulated Poisson Process, but without taking into
consideration the coordinated behavior for M2M devices. The
M2M LP devices follow a traffic model based on [19], which
sends infrequent report transmissions.

Scenarios 2 and 3 have three M2M devices per each
H2H UE. We assume Tmax = 3 ms. The main vMME
characteristics, and details of the traffic models shown in Table
III, are extracted from [8].

B. Experimental Results
To show the impact of the inclusion of M2M communi-

cations, Figure 6 depicts the mean vMME response time versus
the number of H2H UEs for Scenarios 1 and 2. According to
Figure 6, the mean vMME response time increases exponen-
tially with the number of H2H UEs. When T = Tmax , a new
vMME NFV instance is added to the system, represented as a
new curve. The results for Scenario 2 show that, by increasing
m, the vMME’s capacity rises to manage the massive M2M
SDT requests. However, as T is equal for H2H and M2M UEs,
there are some ranges where the addition of more vMME NFV
instances cannot avoid the rise of T compared to Scenario 1
in which the M2M traffic is not involved.

Figure 7 depicts the mean vMME response time versus
the number of H2H UEs for Scenarios 1 and 3. For almost the
entire considered range of the number of H2H UEs, the mean
vMME response time of H2H signaling messages in Scenario
3 is lower than in Scenario 1. That is, for almost the entire
considered range of the number of H2H UEs, the proposed
prioritized treatment of the signaling messages manages to
prevent the increase of the mean vMME response time in H2H
signaling traffic caused by the processing of the M2M traffic.
Furthermore, this prioritized treatment allows H2H UEs and
M2M HP devices signaling traffic to reduce their exponential
signaling delay growth, at the expense of increase M2M LP
devices signaling traffic delay, which reach a mean value of
9.65 ms. For delay tolerant M2M applications, this assumed
increase of the mean vMME response time for M2M LP
devices signaling traffic does not imply a critical penalty.

V. CONCLUSION AND FUTURE WORK
In this paper we propose a new approach to handle

the foreseen increase of signaling traffic in MME entities
due to massive M2M communications deployment, with no

109Copyright (c) IARIA, 2016.     ISBN:  978-1-61208-473-2

AICT 2016 : The Twelfth Advanced International Conference on Telecommunications

                         121 / 123



TABLE III. TRAFFIC MODELS CHARACTERIZATION

Com. Type Traffic Type Parameters Statistical Characterization

H2H
(I AST =
1200 s
[20])

Web
browsing
(HTTP)

Papp = 0.74

Main Object Size Truncated Lognormal Distribution: µ=15.098 σ=4.390E-5
min=100Bytes max=6MBytes

Embedded Object Size Truncated Lognormal Distribution: µ=6.17 σ=2.36
min=50Bytes max=2MBytes

Number of Embedded Objects per Page Truncated Pareto Distribution: mean=22 shape=1.1
Parsing Time Exponential Distribution: mean=0.13seconds
Reading Time Exponential Distribution: mean=30seconds
Number of pageviews per session Geometric Distribution: p=0.893 mean=9.312

HTTP
progressive

video
Papp = 0.03

Video Encoding Rate
Uniform distribution with ranges: (2.5, 3.0)Mbps /
(4.0,4.5)Mbps / (12.5, 16.0)Mbps / (20.0, 25.0)Mbps, for
equiprobable itags: 137 / 264 / 266 / 315 respectively.

Video Duration Distribution extracted from [15]
Reading Time Exponential Distribution: mean=30seconds
Number of videoviews per session Geometric Distribution: p=0.6 mean=2.5

Video calling
Papp = 0.23

Call Holding Time Pareto Distribution: k=-0.39 s=69.33 m=0
Number of calls per session Constant = 1

M2M

M2M HP

Discretization time interval ∆T = 1 sec

Markov chain state transition matrix
P = *

,

1 − p q
p 1 − q

+
-

where p = 6.75 × 10−5 and q = 1.47 ×

10−4

Markov chain state rates λ1 = 0.0015 packets/s; λ2 = 0.065 packets/s
Packet Size 100 b

M2M LP
Mean arrival rate Poisson Distribution: λ = 0.0167 packets/s
Packet Size 8 b
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Figure 6. vMME response time in Scenarios 1 and 2 (three M2M devices
per each H2H UE).

significant penalty in H2H. Particularly, we propose to re-
place conventional hardware dedicated MME entities by NFV
(vMME) instances, as well as to prioritize the control plane
signaling traffic with different DSCP classes. The reported
results have shown that giving priority to H2H traffic can
mitigate the increase in delay experienced by H2H signaling
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  Priority 1:
  H2H traffic

  Priority 2:
  M2M HP devices

  Priority 3:
  M2M LP devices

Figure 7. vMME response time in Scenarios 1 and 3 (three M2M devices
per each H2H UE).

traffic in H2H and M2M scenarios when delay tolerant M2M
communications are included. Therefore, we can conclude that
the proposed solution facilitates the massive deployment of
M2M communications in future mobile networks.

For the future work, we intend to incorporate further LTE
entities to the model. Apart from that, it could be interesting
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to analyze priorities with bound queues, or possible NFV
overheads in the vMME instances proposed.
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