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CYBER 2017

Forward

The Second International Conference on Cyber-Technologies and Cyber-Systems (CYBER
2017), held between November 12 - 16, 2017, in Barcelona, Spain, continues the inaugural
event covering many aspects related to cyber-systems and cyber-technologies considering the
issues mentioned above and potential solutions. It is also intended to illustrate appropriate
current academic and industry cyber-system projects, prototypes, and deployed products and
services.

The increased size and complexity of the communications and the networking
infrastructures are making it difficult the investigation of the resiliency, security assessment,
safety and crimes. Mobility, anonymity, counterfeiting, are characteristics that add more
complexity in Internet of Things and Cloud-based solutions. Cyber-physical systems exhibit a
strong link between the computational and physical elements. Techniques for cyber resilience,
cyber security, protecting the cyber infrastructure, cyber forensic and cyber crime have been
developed and deployed. Some of new solutions are nature-inspired and social-inspired leading
to self-secure and self-defending systems. Despite the achievements, security and privacy,
disaster management, social forensics, and anomalies/crimes detection are challenges within
cyber-systems.

The event was very competitive in its selection process and very well perceived by the
international scientific and industrial communities. As such, it has attracted excellent
contributions and active participation from all over the world. We were very pleased to receive
a large amount of top quality contributions.

The conference had the following tracks:

 Cyber security

 Cyber crime

 Cyber infrastructure

We take here the opportunity to warmly thank all the members of the CYBER 2017 technical
program committee, as well as all the reviewers. The creation of such a high quality conference
program would not have been possible without their involvement. We also kindly thank all the
authors that dedicated much of their time and effort to contribute to CYBER 2017. We truly
believe that, thanks to all these efforts, the final conference program consisted of top quality
contributions.

We also gratefully thank the members of the CYBER 2017 organizing committee for their
help in handling the logistics and for their work that made this professional meeting a success.

We hope that CYBER 2017 was a successful international forum for the exchange of ideas
and results between academia and industry and to promote further progress in the field of
cyber-technologies and cyber-systems.
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We also hope that Barcelona, Spain, provided a pleasant environment during the
conference and everyone saved some time to enjoy the unique charm of the city.
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Secure and User-friendly De-Registration of a Vehicle as Off The Road Using
Mobile Authentication with German eID Card and a NFC-enabled Smartphone

Michael Massoth
Department of Computer Science

Hochschule Darmstadt – University of Applied Sciences
Darmstadt, Germany

E-mail: michael.massoth@h-da.de

Abstract— Digitization is as important to public administration
as it is to the economy. Therefore, the German authorities
currently see an enormous need for action for digitization and
cybersecurity. Provided by the German electronic identity
(eID) solution, every German citizen has the ability to identify
himself against various electronic and mobile government
services. In this paper, we will present a new approach for a
mobile de-registration of a vehicle as off the road. The new
mobile de-registration service of a vehicle as off the road is
secure and user-friendly. The new approach implements a
strong two-factor authentication with German eID card and
the corresponding 6-digits personal identification number
(PIN), whereby a Near Field Communication (NFC) enabled
Android smartphone will be used as ubiquitous NFC card
reader.

Keywords-mobile authentication; identity management; strong
two-factor authentication; high trust level.

I. INTRODUCTION AND MOTIVATION

Digital identities have gained more and more importance
due to the rapid increase of digitalization within our
administration, business, industry, and information society.
In this paper, we present a new mobile e-government
application using the new German National Identity Card
with the electronic identity (eID) function for Internet use.
In cooperation with the Hessian Ministry of the Interior
(Government of the Federal State of Hessen) [10], as well as
AUTHADA GmbH [11] and the ekom21 KGRZ Hessen
[12], a secure and user-friendly de-registration of a car as
off the road mobile e-government service will be presented.

The consumer research company GfK [13] determined
in May 2015 that only 5% of all Germans used their eID
function of the National Identity Card for online
authentication services within the past 12 months [6]. Most
probably, there are two main reasons for that disappointing
result: First, there are only few services (164 in total, 2015-
05) with eID support available on the market. Thus, the
German citizen may not see a significant benefit in using
eID. Second, for the online authentication, there is a special
eID card reader needed, which costs between 30 and 160
Euros. For eID card holders, the need of an expensive card
reader may be the biggest barrier. We will overcome this
barrier and present a new approach where an NFC-enabled
Android smartphone is used as ubiquitous eID card reader.

In order to demonstrate a significant benefit for the

citizens and users, we implemented the new approach for a
very popular and useful online service, namely, the de-
registration of a vehicle as off the road. Therefore, an
Android app and a Website were implemented in order to be
able to carry out the complete process of the vehicle de-
registration in a mobile and user-friendly way in order to
provide the Hessian citizens the possibility to avoid the
annoying paperwork and the long waiting time. The de-
registration of a vehicle as off the road is also a good best-
practice example of an electronic government service with
required trust level “high”. The paper is structured as
follows. In Section II, some definitions of terms are given.
Section III shows the stationary Internet-based de-
registration of a vehicle as off the road. Following this,
Section IV introduces the new German National Identity
Card with eID function for Internet use. The stationary
online authentication process is shown in Section V. In
Section VI, the new mobile authentication process is
presented in detail. Section VII ends this paper with a
conclusion and outlook on future work.

II. DEFINITIONS AND FUNDAMENTALS

Electronic government (e-government) [1] is the use of
electronic communications devices, computers and the
Internet to provide public services to citizens and other
persons in a country or region. Electronic authentication [2]
is the process of establishing confidence in user identities,
electronically presented to an information system. Digital
authentication or e-authentication may be used
synonymously when referring to the authentication process
that confirms or certifies a person's identity and works.

AUTHADA ID Service [5] is a server operated by the
company AUTHADA GmbH. This provides the
authentication process via an API, or a software
development kit (SDK). The AUTHADA ID service serves
as an interface to a certified e-ID server, which is authorized
to read the data from the personal ID card. Within the
implemented representational state transfer (REST) server
[5], a Java library was included, which contains the calls to
the AUTHADA service. Near field communication (NFC)
[3] is a set of communication protocols which allow the
communication between two devices by bringing them
within 4 cm of each other. Quick Response Code (QR code)
[4] is a machine-readable optical label that contains
information about the item to which it is attached. A QR
code uses four standardized encoding modes (numeric,

1Copyright (c) IARIA, 2017.     ISBN:  978-1-61208-605-7
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alphanumeric, byte/binary, and kanji) to efficiently store
data. Representational state transfer (REST) [5] relies on a
stateless, client-server, cacheable communications protocol -
- and in virtually all cases, the Hypertext Transfer Protocol
(HTTP) over Transport Layer Security (TLS) 1.2 is used,
also known as HTTP Secure (HTTPS). REST is often used
in mobile applications, social networking Web sites,
mashup tools and automated business processes. The REST
style emphasizes that interactions between clients and
services is enhanced by having a limited number of
operations (verbs). Flexibility is provided by assigning
resources (nouns) their own unique universal resource
indicators (URIs).

III. INTERNET-BASED DE-REGISTRATION OF A
VEHICLE AS OF THE ROAD

Since January 1st 2015, it is possible to request the de-
registration of a motor vehicle (car) as off the road online.

The following prerequisites are hereby necessary:

 New German National Identity card (Figure 5) with
activated online eID function for Internet use and a
correspondent card reader.

 Certificate of approval Part I ("vehicle registration", in
German “Fahrzeugschein”) with concealed security
code, see Figure 1.

 License plates (front and back) with new stamped chain
with concealed security code (vehicles which have been
registered or re-registered since January 1st, 2015), see
Figure 3.

Figure 1. Certificate of Approval Part I ("vehicle registration") with
concealed (left) and uncovered (right) security code.

The application is as follows:

(1) Take the Certificate of approval Part I ("vehicle
registration", see Figure 1). On the backside of the
approval certificate Part I (“vehicle registration”) there
is a seal label with the concealed security code (a
security code example is shown in Figure 2).

(2) Figure 2 shows three different states of scratching and
un-coveing the 7-digits security code of the seal label:
(On the left) original seal label on Certificate of
Approval Part I ("vehicle registration"), (middle)
scratched and partly un-covered security code, and
(right) the 7-digits security code completely scratched
and un-covered.

Figure 2. Seal label on Certificate of Approval Part I
("vehicle registration",)

Figure 3. License plates with seal labels, which contains the concealed
3-digits security codes, and Certificate of Approval Part I ("vehicle
registration", see Figure 1) with concealed 7-digits security code.

(3) Take both license plates (front and back) with the seal
labels, which contain the concealed security codes.
Scratch and un-cover the two 3-digits security codes of
the seal labels. (One security code is shown in Figure
4).

Figure 4. Seal label on license plate (left), scratching and un-cover the
security code (middle), 3-digits security code (right).

(4) Scan the security code or scan it as a data matrix code
(QR code).

(5) Online-Identification of the vehicle owner using the
German identity card (eID) with online function, or
electronic residence permit (eAT) with online function,
on the Website of the central, municipal or national
portal.

(6) Enter the vehicle registration code and the three
security codes in the application form of the portal.

2Copyright (c) IARIA, 2017.     ISBN:  978-1-61208-605-7
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(7) Pay by ePayment system.

(8) A click and the vehicle is logged off and de-registered
as off the road with the date of the processing in the
approval authority after the data has been transferred to
the relevant approval authority (determined by the
indicator).

(9) The statutory off road notification (SORN) is served by
electronic mail.

The new German National Identity Card is therefore
mandatory for the Internet-based de-registration of a motor
vehicle (car) as off the road in order to secure the identity of
the car owner.

IV. THE GERMAN NATIONAL IDENTITY CARD

One of the main problems in the implementation and
realization of electronic and mobile government services is
the secure and user-friendly authentication of the citizens.
Many administrative government services still require the
written form. However, the Administrative Procedure Act
(Verwaltungsverfahrensgesetz VwVfG) §3a allows the
written form to be replaced by the electronic form provided
that the law does not specify otherwise. A mandatory
prerequisite for this is that the sender can be unambiguously
identified and the integrity of the data is guaranteed. One
possibility for this is the electronic identity-proof using the
new German National Identity Card (eID), see Figure 5.

Figure 5. German National eID Card

The new German National Identity Card was introduced on
November 1st, , 2010.
It looks different from the former ID card

● Smartcard format
● Integrated NFC-chip
● eID function for Internet use, vending machines or

terminals
● Stored biometric passport photograph and

voluntary storage of fingerprints to clearly match
the ID card with the ID card holder

● Electronic signature function to electronically sign
binding contracts, applications, documents, etc.
(must be purchased separately)

● Enhanced security features
● Special protection of biometric data

A) Data printed on the ID card

Like the former ID card, the national ID card
with eID function is an official photo ID with the personal
data of the ID card holder printed on the document: family
name, name at birth, given names, doctoral degree, date of
birth, place of birth, photograph, signature, height, eyes
color, address, postal code, citizenship, serial number,
religious, stage or pen name if applicable.

B) Data stored in the NFC-Chip

The new German national ID card also contains a
contactless, readable biometric passport NFC-chip. This
NFC-chip stores all data which are printed on the ID card.
Additionally, this NFC-chip stores a biometric passport
photograph of the card holder and, if desired the biometric
fingerprints. The cardholder decides whether the fingerprint
data will be stored on the ID card or not.

C) Applications of the eID Online Function

The eID online function is offered by service providers
that wish to make registration procedures easier and more
secure for users. This includes, for example, the online
services of banks and insurance companies. However, also
public authorities offer online identification, for instance
when you register your car or apply for child benefits. Users
can identify themselves not only on the Internet, but also at
vending machines and the self-service terminals in public
authorities.

V. STATIONARY ONLINE AUTHENTICATION PROCESS

As prerequisites for the strong two-factor online
authentication process of a German citizen there are the
following ingredients needed: The new German eID card
with an activated online eID function and a corresponding
NFC card reader, or an NFC-enabled Android-smartphone.

A secure connection between the user's eID card and the
eID authentication system of the service provider is
established for online identification. The eID server ensures
reciprocal authentication of both sides.

The online authentication process with the eID card is as
follows (using the example of a Web service):

(1) The card holder opens the provider's Web service
requiring online authentication.

(2) The service transmits the authentication request to the
eID server.

(3) A secure channel is established between the eID server,

3Copyright (c) IARIA, 2017.     ISBN:  978-1-61208-605-7
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the client software (e.g. AusweisApp2), the card reader
and the ID card's chip, and the authenticity of the
service provider and the authenticity and integrity of the
eID card (protection against forgery) are checked.

(4) The client software shows the card holder the service
provider's authorization certificate and the requested
personal data categories. The eID card holder decides
which personal data he/she wishes to transmit.

(5) By entering the 6-digits PIN the eID card holder
confirms the transmission of his/her data.

(6) The eID card data are sent to the eID server.

(7) The eID server sends an authentication response and the
eID card data to the service.

(8) The authentication response and the ID card data are
retrieved. The service checks the authentication results
and decides whether the authentication was successful.
A response is then sent to the user and/or the service is
provided.

VI. MOBILE AUTHENTICATION APPROACH IN DETAIL

The high level architecture of the mobile de-registration
of a vehicle as off the road service is shown in Figure 6
below. At the beginning of authentication, the user has two
options available. Either he performs the complete process
through our Android app or he uses our QR Code Website
solution.

Figure 6. High level overview of the mobile de-registration of a vehicle
as off the road service

1. Authentication through our Website

The complete process of de-registration of a vehicle as
off the road can be done with our QR code solution. This
means that the user performs the actual login process via our
Website and uses the app only to scan the generated QR and
set the displayed transaction number (TAN) into the
corresponding field in the Website.

A) Technical infrastructure
A Linux-based virtual machine from Darmstadt

University is used as server platform. A Tomcat Web server
was installed on this site, which serves as a container for all
developed Web applications. A MariaDB SQL database
[14] is used to store the authentication procedures, as well as
the vehicle data and log-off procedures. An AUTHADA

service is used as a third-party system for identification with
the new ID card.

B) Rest – Server
To enable platform-independent communication with

various terminals, a REST server based on the Jersey
framework [15] was developed as a server application. The
task of the REST interface basically consists of two parts.
On one hand, it is used to authenticate a customer, using the
new ID card. It can also be used to log off a vehicle after
successful authentication. Further applications are possible
and could be integrated into the architecture. A sequence
and message flow of the strong two-factor online
authentication of a citizen in order to logout of a vehicle can
be seen in Figure 7.

C) Process
The authentication is started at AUTHADA via an

integrated library. The obtained data from AUTHADA are
first stored in a database and then passed to the caller. With
the information obtained, the actual authentication process
is now started via the smartphone app or via the Website.
The customer identifies himself with his personal ID using
the AUTHADA e-Service.

The result of the authentication is a so-called result
token. Together with the session information from the first
step, the result token is now sent to the server, which in
return transfers this information to the AUTHADA e-service
and, as a result, receives the read-out customer data from the
personal ID card. This data is then stored in the database
and linked to the current session. As a result, the REST
interface provides only here whether the process was
successful or not. In the next step, the customer data that
belongs to the respective session can then be retrieved. After
this step, the customer's authentication is completed and the
vehicle log-off process can be started. In order to request a
vehicle cancellation, the vehicle data must first be
transmitted together with the session ID. These data must
contain at least the label, as well as the necessary security
codes. After transmission, the system checks whether the
transmitted security codes match the codes stored in the
database. For this purpose, some fictitious test codes
including security codes were created in the database.
Furthermore, it must, of course, be checked whether the
authenticated customer is at all entitled to cancel the desired
vehicle.

2. Authentication via an NFC-enabled Android app

The complete authentication message flow between the
Android App and the eID authentication Server (eID-
Server) is shown in detail in Figure 7. The complete process
of the de-registration of a vehicle as off the road can also be
done with an Android using the AUTHADA SDK and an
NFC-enabled mobile, which serves as a reading device to
the new German identity card.

After the user decides to execute the login process via
the app, he has to accept the privacy policy. Only after this
he will be able to do the authentication. After a successful

4Copyright (c) IARIA, 2017.     ISBN:  978-1-61208-605-7
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authentication the personal ID data are displayed and the
user receives an application form, which must be completed.
Before submitting the form, the user's inputs are
immediately validated on the client side looking for an error
(for example, a security code can only be 3 digits), and the
corresponding input validation errors are displayed under
the input fields. If the form is valid, the user gets a list of the
charges incurred (data coming from the server). If he
accepts the costs by touching the button "Compulsory
vehicle logout", the log-off process is completed. The user
is shown a Success page and then redirected to the start
page. In addition, all transactions information (session
token) stored until then are removed from the shared
preferences (application stored data).

At each step, the user can safely cancel or terminate the
vehicle logout by tapping the back button. For this, a dialog
is displayed on his mobile terminal with the text "Do you
want to terminate the vehicle de-registration?". If the user
confirms this dialog with "Yes", he returns to the start page.
The session token is also removed from the shared
preferences. The following main steps are used to
communicate with the eID authentication server (also called
eID-Server), see Figure 7:

• Request of an Auth and Session Token
• Transmission of the TAN after successful

authentication using the ID card
• Request of the user's read-out ID card data
• Transfer of the input form data
• Confirmation of the vehicle decommissioning

For this purpose, a REST client was implemented, which
is able to address the specified REST API of our server. The
required data between the app and the server are exchanged
in JavaScript Object Notation (JSON) [15] format. Before
any request to the server, a check is made as to whether an
active Internet connection is available. If this is not the case,
the user is shown a message that he must activate his mobile
data or WLAN to continue and also he has the possibility to
open the settings directly from the app.

All HTTPS connections are implemented and realized
with TLS 1.2. If the server is not reachable, or if the
response cannot be processed or properly desterilized by the
server, the user receives an error message with the request to
try again later. From here, he has only the possibility to
close the process completely and then reaches the start page.
The user is then shown the message that he is not authorized
to log off this vehicle and can adjust his inputs again. In
order to still be able to use the app in the case of the
inadequate availability of our server or to run the logoff
process, a mock was developed for test purposes in addition
to the real implementation. Before the start of the vehicle
logging process, you have the possibility to choose for real
or mocked implementation. In the case of the muted variant,
the authentication is completely skipped by means of the
personal ID card. In addition, the REST requests do not run
against our server, but against a mock server [9], which
provides static data to successfully test the logoff process.

Figure 7. Detailed authentication message flowchart between Android App
and eID Authentication Server

VII. CONCLUSION AND OUTLOOK

We presented a new approach for a mobile de-
registration of a vehicle as off the road. The new mobile de-
registration service of a vehicle as off the road is secure and
user-friendly.

The new approach implements a strong two-factor
authentication with German eID card and the corresponding
6-digits PIN, whereby a NFC-enabled Android smartphone
will be used as ubiquitous NFC card reader. The new
solution overcomes the need to buy a specific NFC card
reader. Instead, a NFC-enabled Android smartphone will be
used.

The big advance for the citizen and users are, in
summary: They need not to drive to the government agency,
and they save the long waiting times at the agency. So in
practice, the citizen save to spend a vacation day for the de-
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registration of a vehicle as off the road and the Statutory Off
Road Notification (SORN). The mobile de-registration
service allows the citizens to register their vehicle as off the
road (SORN) easily via an Android Smartphone App. In
doing so, the electronic identity (eID) of their German eID
card will be transmitted via NFC directly via the Android
smartphone. Just a few clicks later, the user has registered
his/her vehicle as off the road (SORN).

Therefore, here is what the citizen and user needs, in
detail: An Android smartphone with enabled NFC
functionality, the German eID card with activated online-
function and the associated 6-digit PIN, as well as the
number/registration plates and vehicle registration license
(after 01.01.2015) with three security codes.

The user will find the three security codes on the back of
the vehicle registration license, and under the vehicle seal
labels on the license plates (front and back).

A strong two-factor authentication ensures the necessary
safety and unambiguous identification of the vehicle owner.

A screenshot of the new app, how to enter the vehicle
registration code and the three security codes in the
application form, is shown in Figure 8. The main
advantages of the new mobile government solution (as short
overview) are the following:

 Quick and easily Statutory Off Road Notification
(SORN) of the Vehicle

 Mobile and secure using the Android smartphone app.
 Strong 2-factor authentication (with eID card + PIN).
 No need for an expensive eID card reader.
 Without biometry, TAN and media breaks.
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Kennzeicheninformationen =license plate information
Sicherheitscodes = security codes from seal labels on the license plates (front and back),
as well as from seal label on Certificate of Approval Part I (“vehicle registration”)
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Abstract—BitTorrent is the most common protocol for
file sharing nowadays. Due to its distributed nature,
monitoring BitTorrent is a difficult task. Under this
perception of anonymity, BitTorrent has motivated the
rise of criminal activities such as copyright infringement
or the sharing of stolen secret documents. This work-in-
progress paper focuses on identifying whether a given
resource has been shared in the BitTorrent network.
We have termed this problem torrent forensics. We
propose a methodology to solve this problem as well
as the design of an operational system to implement
the solution. The system is run in two different phases.
First, we monitor the network and collect .torrent files
that describe the resources being shared. Second, a
detection module analyzes a given resource and decides
if it was observed in the network. We carry out prelim-
inary experiments to support the hypotheses for the
design of the system.

Keywords–BitTorrent; P2P; Torrent Forensics.

I. Introduction
Recently, Recently, peer-to-peer (P2P) has become

popular for sharing-files around the world. P2P networks
are often used to share diverse digital contents such as
movies, music, books, and software. According to Cisco’s
estimation in 2015, P2P file-sharing users consumed 5,965
petabytes of traffic per month, which was about 15% of
all the Internet traffic [1]. BitTorrent is the most common
P2P file sharing nowadays. It is estimated to be responsible
for more than 50% of file-sharing bandwidth and 3.35%
of all total bandwidth [2]. There are millions of users
sharing a huge amount of resources everyday. According to
[3], BitTorrent had 15-27 million concurrent users at any
time in 2013. In addition, BitTorrent Inc. claims that more
than 170 million people use BitTorrent products every
month [4].

The widespread popularity of BitTorrent has attracted
the attention of many researchers, with the aim of studying

the nature of shared resources and developing monitoring
methodologies to understand the traffic evolution [5]–
[8]. Bauer et al. [9] proposed active methods to monitor
extremely large BitTorrent swarms using trackers. They
developed an active probing framework called BitStalker
that identifies active peers and collects concrete forensic
evidences showing that they were involved in the sharing
of a particular resource. Additionally, there exist some
works focused on crawling torrent-discovery sites [7]. In the
previous reference work, five of the most popular torrent-
discovery sites were crawled over a nine-month period,
identifying 4.6M of torrents and 38,996 trackers. They also
obtained peer lists from the Vuze and Mainline Distributed
Hash Tables (DHTs) in order to investigate the nature of
the exchanged contents. Authors of [10] worked on large-
scale monitoring of BitTorrent, crawling resources from
two torrent-discovery sites: Pirate Bay and Mininova. They
collected 148M of IP addresses and 2M resources over 103
days in order to identify content providers and highly-
active users. Other works focus on the crawling of Mainline
DHT [5] [11]. Authors in [11] collected 10M magnet links
and received over 264M get peers messages from more
than 57M unique peers over 10 days in order to provide
statistical information. In their resultsthey found that, for
example, Russian and China were playing dominant roles
in Mainline DHT, contributing 35% of peers, and that 5%
Internet users using Mainline came from Europe.

The major contribution of this work-in-progress paper
is different from those in the mentioned works. It focuses
on the specific problem of identifying whether a given
resource has been shared in the BitTorrent network. We
have termed this problem torrent forensics, due to its
forensic nature. To our knowledge, there is no previous
published research on this topic. From a cyber security
perspective, many participants can take advantage of a
solution to this problem. The most widespread interest
comes from end users, who may be interested in identifying
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Figure 1. Architecture of the torrent forensics system.

if their private files or images are being shared in the
BitTorrent network; another example is that of companies
that have confidential documents and could also be inter-
ested in monitoring possible information leakages; finally,
identifying the sharing of copyright materials is essential
for many industries.

We propose a methodology to solve the problem of
torrent forensics and an operational system to implement
this solution. The proposed system considers two different
phases. First, .torrent files that describe the resources
being shared in the network are collected by monitoring
both torrent-discovery sites and the BitTorrent DHT net-
work. Subsequently, we build a database with the relevant
features of the resources previously monitored. A main
advantage of this approach is that only metadata of the
resources, and not the resources themselves, need to be
downloaded from the network. This saves time and storage
space. In a second phase, we design a module capable of
analyzing a given document and deciding if it is present in
our database by comparing its features with those in the
database. In this work-in-progress paper, there are some
preliminary experiments to validate the main hypotheses
under which our system is built.

The remainder of this paper is organized as follows.
Section II discusses the design of our system and explains
its components. Section III describes the experiments to
evaluate the main hypotheses our system is based on.
Finally, we draw conclusions and outline some future work
in Section IV.

II. Torrent Forensics System
Here, we describe the design of the torrent forensics

system and discuss the details and hypotheses in which it
is based on. As shown in Figure 1, the system contains two
main modules:
• A monitoring module: It is responsible for moni-

toring the BitTorrent network in order to obtain
.torrent files of the resources being shared in the
network. This module is also in charge of extract-
ing some features from these files and building a
database containing the monitored information.

• A detection module: It runs in parallel with the
other module. It takes a given document as input,

processes it and detects if it has been shared in
the network by comparing its features with those
saved in the database of monitored resources.

A. Monitoring Module
The monitoring module for our system is based on

three submodules: (a) a torrent-discovery sites crawler, (b)
a BitTorrent DHT crawler and (c) a feature extraction
module.

1) Torrent-Discovery Sites Crawler: The purpose of the
torrent-discovery sites crawler is to obtain .torrent files of
resources that are being published in the BitTorrent net-
work. Recall that torrent-discovery sites publish .torrent
files that are previously uploaded by users or transferred
from other torrent discovery sites. These sites usually have
a query interface that allows users to get information by
using an Application Program Interface (API).

In order to obtain .torrent files from these sites, two
different strategies follow:
• Passive search: when available, Rich Site Summary

(RSS) feeds to get updated information from the
site about new .torrent files announced in the
network.

• Active search: it is possible to use active crawl-
ing navigation of the web pages of the torrent-
discovery sites or use APIs provided by these sites
to query for existing .torrent files.

2) BitTorrent DHT Crawler: The main goal of this
module is to obtain .torrent files of resources being an-
nounced in the BitTorrent DHT. For this module, we use a
similar strategy to that used by the authors in [12], namely,
we adapt the crawling mechanism to enable the collection
of features that are used in our detection algorithm. Note
that the process followed is specific for Mainline DHT,
although minor modifications can be extended to the Vuze
DHT [13].

The crawling process is as follows. It first gets a list
of the active nodes in a specific zone of the network by
sending find node messages to a list of bootstrap nodes.
Bootstrap nodes are used to join the network initially.
Their addresses can either be hardcoded in the client
software or looked up in a known directory. Subsequently,
we keep active communications with them by sending ping
messages periodically. Then, a great amount of sybil nodes
are inserted as neighbors in the chosen zone of the network,
in order to be included in the routing tables of known nodes
in that zone. At this point, when legitimate nodes share a
resource, they send announce peer messages periodically,
containing the infohash for that resource.

Once a new infohash is observed, the associated .tor-
rent file must be collected. For this purpose, we send a
get peers message for that infohash, obtaining the list
of peers in the swarm. Then, we query those peers so
that they send us the .torrent file. For this purpose, the
BitTorrent extension for peers to send metadata files [14] is
used, in a similar way as magnet links are used to download
a resource.

3) Feature Extraction: This module takes .torrent files
as inputs from the crawling modules, and extract some
features from them. A parser processes these files to read
bencoded information and extract these features: (i) the
name of the resource as identified in the .torrent file; (ii)
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1: function generate SHA1 list(resource)
2: Initialize piece size list
3: SHA1 list = ∅
4: for piece size in piece size list do
5: pieces ← split(resource,piece size)
6: SHA1 list + = SHA-1(pieces)
7: end for
8: return SHA1 list
9: end function
Figure 2. Algorithm to generate SHA1 list for a given resource.

the length of the resource in bytes; (iii) the piece size;
and (iv) a Secure Hash Algorithm SHA1 list, i.e., a list of
SHA-1 hashes, one for every piece that forms the resource.
Finally, all this information is logged into a database,
where each record includes the mentioned features for
every .torrent file.

B. Detection module
The main aim of this module is to identify if the

features obtained for a given resource are present in
the monitored resources database. It is composed of two
submodules: a resource feature generation module and a
detection algorithm module.

1) Resource Feature Generation: This module takes the
resource of interest, that is the one we are looking, as
an input. In it, we emulate the data processing prior to
uploading the file to the Bittorrent network. The goal is to
generate the set of features that will allow the next module
(detection algorithm) to find if the resource is present in
the database or not. Obtaining the length and the name
of the resource is straightforward. In order to obtain the
SHA1 list, the resource is needed to be split into pieces of
piece size bytes and the corresponding hashes need to be
calculated. The problem here is that the piece size that
was used in case the resource was uploaded to the network
is unknown. As a matter of fact, as we will show later, the
same resource may have been uploaded several times to the
network with different piece size values. For this reason,
a list of possible candidate values for piece size is selected
and an SHA1 list is generated for every considered value.
The final SHA1 list is compiled by joining all these SHA1
lists into a single one (see Figure 2). In Section III, we
discuss a selection method for the candidate values for
piece size.

2) Detection algorithm: The main aim of this module
is to detect whether the set of features obtained by the
previous module are present in the monitored resources
database. The algorithm used is shown in Figure 3. Recall
that our database contains, for every resource, a record
with the name, length, piece size and SHA1 list fea-
tures. length and piece size will first be used to narrow
our search and speed up the searching process, selecting
only those resources with exact match. Note also that
the SHA1 list is considered instead of the infohash of
the resource. The main reason is that, as it is shown
in Section III, BitTorrent clients might generate different
infohashes even for a same resource. On the contrary, the
SHA1 list remains unaltered when generating a .torrent
file with different BitTorrent clients. Observe that the

name is not considered in the search. Actually this feature
is included to add semantic information in case a resource
was renamed before being shared in BitTorrent.

Finally, our proposed system is highly dependent on
two algorithms i.e. generate SHA1 list and search algo-
rithm. Therefore, if any of two algorithms does not work
for any reason, the proposed system will be useless.

1: function search(length,piece size,SHA1 list)
2: records ← getRecordsFromDB(length,piece size)
3: for record in records do
4: if record.SHA1-l in SHA1 list then
5: return True
6: end if
7: end for
8: return False
9: end function

Figure 3. Algorithm to search in the database for features extracted
of a given resource.

III. Preliminary Experiments
As indicated in our introduction, in this work-in-

progress paper we are only interested in verifying that
the main hypotheses for the design of our torrent forensic
system are validated by experimental support.

First, we check how infohashes for a same resource are
distinct when different BitTorrent clients are used and the
reasons behind that. This supports our design decision to
search information in the database based on the SHA1 list
instead of using infohashes.

Nowadays, there exist more than 50 BitTorrent clients
that are freely available [15]. To check that infohashes
generated by different clients for a single resource are not
necessarily the same, the four most used BitTorrent clients
have been selected [16] in their current versions: uTorrent
v3.5 [17], Deluge v1.3.12 [18], Vuze v5.7.5.0/4 [19], and
bitComet v1.45 [20]. Then, a PDF file with size 96 MB
has been uploaded to every selected BitTorrent client.
We choose 128 KB as piece size for all clients, obtaining
the corresponding .torrent files with the values shown in
Table I. The table shows that the infohashes are different.

TABLE I. INFOHASHES FOR A 96MB PDF FILE

BT client Infohash

uTorrent c31527aa36f7f27744c653e216b9c175223e8672
Deluge 381b9a152f902faf16a39bebd1a72cc56f946756
Vuze b36f6aa3fbed37108a0af3eb07f4d8b7c139c38a

BitComet feb8aaa48eac7a6a33c61270459194f2feb233da

We have investigated the reasons behind these dif-
ferences in the infohashes among BitTorrent clients. We
found that there are some differences in the info section
generated for the .torrent file. First, a private parameter
is added in Deluge client, even when the torrent is not
private. Second, the name of the file is inserted by the
Vuze client in a different place than in the others, locating
it after the SHA1 list of hashes. Finally, the order of
other parameters, such as the name, length and piece’s
length also lead to different infohashes for our selected
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BitTorrent clients. In conclusion, these minor differences
in the info section lead to different infohashes. Yet, in
all our experiments, we have checked that the SHA1 list
for all the pieces remains the same with all the clients.
Therefore, infohashes cannot be used for torrent forensics,
while the SHA1 list can.

The second hypothesis that this paper is interested to
validate is with regard to the need of generating different
SHA1 lists for every piece size in the ‘document feature
generation’ module. The selection of a value for the piece
size is a matter of optimizing the transfer speed for the
download of the resource. According to the recommen-
dation in [21], a torrent should have 1000-1500 pieces in
order to get reasonably small torrent file pieces and an
efficient download. In many clients, there is an auto-size
option that generates .torrent files choosing the piece size
parameter automatically. In our experiment, we check if
all the BitTorrent clients implement the auto-size option
in a similar way or they differ. We upload a file of size 175
MB to the same selected BitTorrent clients except Deluge
because it does not have the auto-size option. The results
from this experiment show that Vuze splits our file by
128 KB while uTorrent and BitComet choose to split it by
256KB even though the size of the file is the same. Thus, we
confirm the need to generate different SHA1 lists for every
possible piece size in the ‘document feature generation’
module.

Finally, regarding the initialization of the piece size
candidate list parameter in Figure 2, we consider

that a good set of values are those offered to the users
by these set of BitTorrent clients, i.e., the set given
by j · 16KB, j ∈ [1, 11] (most common clients) and
j · 48 KB, j ∈ [1, 7] (only Vuze client).

IV. Conclusions and Future Work
In this paper, we have suggested a methodology and

designed a system to identify whether a given resource
has been shared in the BitTorrent network. The system
is based on two main modules:(i) a monitoring module to
crawl the network and obtain .torrent files of shared re-
sources, extracting features and saving them in a database;
and (ii) a detection module, that finds if a given resource
has been observed during the monitoring of the network.

Our system is currently a prototype that shows the
feasibility of a partial solution for the Torrent Forensics
problem. Some scale experiments should be done to com-
plete the conclusions obtained in this paper. In addition,
as future work, we plan to deal with the problem when the
resources are modified before being shared in the network.
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Abstract— Air pollution is becoming a serious global health 
issue. We propose a risk communication method called 3D 
(detection, data sharing and discussion) to ensure risk 
awareness for environmental hazards for individual citizens. 
This paper presents a prototype system of a sensor connected 
to smartphone which detects PM2.5 (Particle Matter with 
aerodynamic diameters ≤  2.5 um). Preliminary field tests 
showed that PM2.5 concentration levels differed in the regions 
we tested in the East-Asian countries. As a next step, we plan to 
a conduct risk communication experiment through social 
media discussion involving local residents, experts and public 
sector, to ensure risk awareness and education of individuals. 

Keywords - participatory sensing; AQI (Air Quality Index). 

I.  INTRODUCTION 

WHO (World Health Organization) estimated that 6.5 
million people are dying annually from air pollution [1]. 
Nearly 90% of the deaths occur in low- and middle-income 
countries in the South-East Asia and Western Pacific regions, 
as shown in Figure 1. Also, in 28 countries in Europe, 
around 400 thousand premature deaths still occur each year 
due to long-term exposure to PM2.5 [3]. The transboundary 
health impacts of PM2.5 pollution associated with global 
trade are greater than those associated with long-distance 
atmospheric pollutant transport [4].  
 

 
Figure 1.  Air Pollution Mapping [2] 

Simultaneously, coal use is expanding rapidly, especially in 
Asia, for cheaper power generation. Koplitz et al. estimated 
that 15 thousand deaths will occur annually if all of the 
projected plants become operational in Indonesia by 2030 [5]. 
 

II. APPROACH 

Town-scale pollution mapping is vital for risk awareness 
in individuals from the local community, since PM2.5 
concentration levels differ, even in small areas, depending on 
the terrain, building structures or vegetation. Further, 
scientific communication is essential to educate citizens to 
take appropriate risk avoiding actions, involving public 
sectors and experts such as meteorologists, environmentalists 
or medical doctors. To ensure such citizen-centered and 
autonomous risk communication, we propose the ‘3D’  
method as shown in Figure 2 (left). 

• Detection of environmental pollution by smartphone 
connected sensors for citizens under open source 
technology, which is mobile and cost-effective. 

• Data sharing for swift risk awareness using IoT 
(Internet of Things) and free cloud system to show 
clear evidence based on Web-based visualization.  

• Discussion on healthcare risk, hazard protection or 
reduction plan including citizens, public sector and 
experts through democratic social media.  

 

  
Figure 2.  3D method (left) and Poket PM2.5 Sensor (Right) 
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Figure 3.  Principle of Pocket PM2.5 Sensor Module 

We developed  ‘Pocket PM2.5 Sensor’  as shown in Figure 
2 (right) to demonstrate the 3D in real situation. A free App 
is capable to generate log data in CSV (Comma-Separated 
Values) or Google KML (Keyhole Markup Language) 
format, including GPS (Global Positioning System) 
information. The sensor has a laser LED (Light Emitting 
Diode), a PD (photodiode) sensor, a fan, amplifier and USB 
(Universal Serial Bus) encoder, as shown in Figure 3. 

 

III. PRELIMINARY RESULTS FROM FIELD EXPERIMENTS 

A. Mobile Sensing 

Figure 4 shows pollution mapping results in Japan, China 
and Korea using a prototype of Pocket PM2.5 Sensor. In 
Tokyo, Japan, the Pocket PM2.5 Sensor showed a reading of 
22.5-25 ug/m3 in an area close to a public pollution 
measurement instrument installed by the local government, 
which reported 21 ug/m3. The two readings are considered as 
almost same. We found a high concentration level (60- 
83 ug/m3) in smoking and grill restaurants zones, which we 
call ‘hotspots’ . In Weihai, China, the PM2.5 concentration 
was around 28-36 ug/m3 at the seaside and, in contrast, it was 
44-57 ug/m3 in downtown. Also, we found a hotspot  
(94 ug/m3) close to an exhaust connected to underground 
restaurants. In Seoul, Korea, PM2.5 concentration was 47- 
47 ug/m3 in downtown, and 30-35 ug/m3 in a garden area. 
The difference seems to be related to vegetation. 

B. Fixed Monitoring 

We conducted 24/7 continuous monitoring using the 
Pocket PM2.5 sensors combined with solar cells and 3G/4G 
network. The monitors have been installed in the vicinity of 
public pollution measurement instruments, as shown in 
Figure 5, in cooperation with the local government. The 
comparative experiments will provide accuracy and 
reliability assurance continuously. 

 
Figure 5.  Installation of Pocket PM2.5 Solar Monitoring system 

IV.  CONCLUSION 

Pocket PM2.5 Sensor has a great potential for mobile 
citizen sensing and visualization. Its accuracy seems 
sufficient, but more assurance is needed by performing 
regular cross-checking with public monitoring instruments. 
We plan to conduct a data sharing and risk communication 
experiment through social media discussion involving local 
residents, experts and public sector, to ensure monitoring, 
risk awareness and education of individuals based on the 3D 
method. 
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Abstract - The proliferation of the Internet has attracted 

much attention with regard to the leakage of online 

private/personal information, as exposed information is 

being used for criminal purposes. In this regard, a 

criterion for information privacy must be clarified for 

governments and other public institutions as well as 

private enterprises in order to curtail information privacy 

violations and criminal activity. In order to apply such an 

information privacy criterion, we propose a global-scale 

information privacy infringement index, known as the 

Global Information Privacy Infringement Index (GPI). 

The GPI examines the level of information privacy 

infringement by measuring the factors, such as types, 

records, sources, characteristics, and actions based on 

infringed records for each country. Our approach can be 

a useful guide for governments, the public and private 

enterprises in their efforts to enhance information privacy.  

 

Keywords-information privacy; information privacy 

infringement; index.  

I. INTRODUCTION 

The number of Internet users stands at nearly 3.4 

billion as of July, 2016, meaning that 40 percent of the 

world population is currently connected to the Internet 

[1]. The emergence of the Internet of Things (IoT) has 

also contributed to the rapid proliferation of mobile 

Internet users such that the Internet has now become 

absolutely inseparable tool from the lives of people.  

Despite the great benevolent intention of the Internet, 

the leakage of online private/personal information has 

been a significant issue around the world. The security 

burden of protecting personal information applies to all 

countries. Currently, companies in the US are 

experiencing losses of more than 525 million US dollars 

annually due to cybercrime based on malicious codes 

[2]. The increase in cybercrime has had profound effects 

on consumers. The largest infringes of information 

amount to more than 130 million user accounts. The 

potential targets of phishing attacks are mostly online 

brands such as PayPal and EBay, an online payment 

provider and online auction site, respectively [2].  

The importance of maintaining reasonable 

expectations of privacy does not literally mean only 

preserving personal information, but also, the respecting 

human rights. For instance, the Identity Card Act [3] 

was proposed in the UK in 2006. The Identity Card Act 

was proposed to facilitate a reliable and secure record of 

individual registrations in the UK. It also promises a 

useful means for individuals to prove their identities. 

Initially, it was created to protect Britain against 

terrorism, organized crime, and to prevent identity theft, 

illegal immigration and illegal employment. However, 

the Identity Card Act was repealed due to criticism 

related to privacy and human rights issues. Privacy 

campaigner, who stood against the Act, argued that the 

identity database is a likely target for abuse. For instance, 

members of the witness protection program, celebrities 

and victims of domestic violence can be targeted as 

vulnerable groups in that their personal information can 

be stolen and sold. Moreover, on 2 February 2005, the 

UK Parliament’s Joint Committee on Human Rights 

challenged the compatibility of the Bill in consideration 

of Article 8 of the European Convention on Human 

Rights and Article 14, both from the Human Rights Act 

1998 [4]. Thus, many in Britain believed that Identity 

Cards Act was in violation of the right to privacy and 

the right to non-discrimination, as encompassed in the 

Human Rights Act.  

In South Korea, three major credit card companies 

were targeted by malicious outsiders, leading to the 

leakage of 104 million instances of information, 

specifically cardholders’ personal and financial 

information, in 2013 [5]. After this major leak from the 

card companies, billions stolen from NongHyup Bank, 

one of the major banks in South Korea, it was assumed 

that hackers used pharming attack with the victims’ 

personal information [6]. According to Statistics Korea 

(KOSTAT), 152,151 records were reported as 

undergoing an information privacy infringement in 

2015. These instances are classified into unauthorized 

collections of personal information, unauthorized 

abuses of personal information, illegal uses of personal 

identification numbers, cases not subject to the law, and 

others. In the records, the illegal use of personal 

identification numbers accounts for the largest 

proportion of information privacy infringements, at 

77,598 records, i.e., 51 percent of the entire number of 

records [7].  
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Therefore, it is essential to make the conditions of 

the online environment safer and more secure by 

encouraging the involvement of the public and of the 

government. In this regard, a criterion pertaining to 

information privacy must be clarified by the government, 

public and private enterprises in order to curtail online 

privacy violations and criminal activity. In order to 

apply a criterion of privacy, we propose an information 

privacy index, which works on a global scale, known as 

the GPI. The GPI examines the level of information 

privacy by measuring the factors such as types, records, 

sources, characteristics, and actions based on infringed 

records which have occurred in the country. This 

approach can be a useful guide to the public and to 

government and private organizations as they attempt to 

enhance information privacy.  

The contributions of this paper are as follows:  

First, we propose the GPI as a means of measuring 

the level of information privacy for each country. With 

regard to the GPI, we successfully quantified the level 

of information privacy, making it much easier for people 

to increase their self-awareness of information privacy 

in their country of residence.  

Second, we attempt to provide an empirical analysis 

on the basis of publicly available data. In this way, we 

do not provide any ambiguous or estimated data about 

the privacy level in near future but rather give 

information about the present based on the publicly 

disclosed records.  

Last, we demonstrate the GPI for five countries as 

case studies by applying our method using infringed 

records from around the globe. 

This paper is organized as follows. Section II 

consists of the basic concepts of the GPI. In this section, 

we clarify the definition and provide background 

information. Related work with regard to the GPI is 

presented in Section III. In Section IV, a description of 

GPI is given in detail. The GPI is measured and 

evaluated in Section V. We finalize the paper in Section 

VI.  

II. BASIC CONCEPTS 

This section presents the definition of privacy and 

information privacy and background information 

related to GPI.  

A. Privacy, Information Privacy and Personal 

Information 

Privacy is ambiguous in that includes a broad range 

of concepts, such as freedom of thought, control over 

personal information, and others. According to the 

United Nation (UN), “Privacy can be defined as the 

presumption that individuals should have an area of 

autonomous development, interaction and liberty, a 

‘private sphere’ with or without interaction with others, 

free from State intervention and from excessive 

unsolicited intervention by other uninvited individuals. 

The right to privacy is also the ability of individuals to 

determine who holds information about them and how 

that information is used” [8]. 

Privacy has become a controversial issue which has 

a profound impact around the globe. Protecting privacy 

is now a subjective goal for nearly every nation, with 

numerous statutes, constitutional rights, and judicial 

decisions affecting these efforts. Most nations around 

the globe note privacy in their constitutions for the 

protection of citizens. Even if privacy is not mentioned 

in constitutions, many countries are aware of the 

importance of constitutional rights to privacy, including 

Canada, France, Germany, Japan, and India [9]. 

Information privacy is an emerging topic with the 

advent of the Internet, as personal information is 

digitalized on the Internet for many purposes. The 

definition of information privacy must encompass an 

important feature to refer also to the privacy of 

digitalized personal data which is stored on a computer 

system. Information privacy concerns the collection and 

dissemination of data, technology, legal and political 

issues surrounding them. 

There is great ambiguity in the way ‘personal 

information’ is used. In the context of privacy or 

academic research, personal information refers to 

information that is sensitive and any information that 

can designate or identify a person [10]. Personal 

information, under the law of South Korea, is defined as 

a personal information related to a natural person whom 

he or she must be alive. Personal information means an 

information that can designate or identify an alive 

person. If collected information does not identify a 

person, it still counts as a personal information when 

collected information can be easily combined with other 

information [11]. In the European Union Directive, 

“personal data shall mean any information relating to an 

identifiable person is one who can be identified, directly 

or indirectly, in particular by reference to an 

identification number or to one or more factors specific 

to his physical, physiological, mental, economic, 

cultural or social identity [12].” Personal information 

can appear in online and offline environments. This 

paper focuses on digitalized personal information that is 

acquired, stored on, abused, and/or removed from a 

computer system. 

B. Personal Identification Number 

The definition of a ‘personal identification number’ 

[13] differs for each country. Such numbers are termed 

national identification number, national identity number, 

national insurance number, personal identification 

number, or resident registration number. The 

governments of many countries use personal 
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identification number as means of tracking citizens and 

permanent/temporary residents. Personal identification 

numbers can be given to foreigners for guidance and to 

differentiate them from citizens. Moreover, personal 

identification numbers can be used for tracking for the 

purposes of employment, taxation, governmental 

benefits, health care, and other government related 

functions. They are not widely used in relation to 

violations of human rights, but some countries still 

maintain the system for convenience in managing 

citizens.  

Various personal identification number systems are 

implemented among countries; however, most nations 

issue an identification number when citizens are born or 

when they reach a certain age (or legal age). For 

noncitizens, identification numbers can be issued when 

they enter the country and/or when they are granted a 

temporary/permanent resident permit, but the numbers 

will be issued with a different logic from that used with 

citizens. Many countries have attempted to issue 

identification numbers for singular purposes, but many 

of these efforts have been halted due to strong resistance 

from human rights movements. In fact, personal 

identification number system is still used in some 

countries.  

C. A Comparison of Personal Identification Number 

Systems  

As noted above, personal identification number 

systems vary across among countries. In this subsection, 

we provide more detailed information about the 

personal identification number among five countries; 

the United States, the United Kingdom, Germany, Japan, 

and South Korea. In addition, we analyze the domain of 

personal identification number in five sector; Passport 

Issuance, Driver License, Taxation, Social Insurance, 

and Finance summarized in Table 1. These five sectors 

are critical in that each nation uses a different approach 

to authenticate users and collect personal information.  

The United States developed its Social Security 

Number (SSN) [14] system for the organization of 

social security related benefits. However, the number is 

now used for other purposes, working as a personal 

identification number system. For passport issuance, a 

person needs to prove his or her citizenship (such as 

proof of birth, certification of citizenship, or 

certification of naturalization), and the SSN must be 

given [15]. For a driver’s license, proof of birth and 

identification documents must be given along with the 

SSN [16]. For taxation, four types of taxation numbers 

exist; Taxpayer Identification Number (TIN), Employer 

Identification Number (EIN), Individual Taxpayer 

Identification Number (ITIN), and Preparer Taxpayer 

Identification Number (PTIN) [17]. For finance, the 

SSN is not necessarily a required condition.   

In the United Kingdom, there is no official personal 

identification number system and legal requirement to 

possess any types of identification document to prove 

one’s identity. However, there is the National Insurance 

Number (NIN) [18], which is issued to all citizens in the 

United Kingdom for the purpose of insurance. The NIN 

is issued when legal age is turned 16. The NIN is not 

mandatory to possess, and driver’s license is generally 

used as proof of identity. In order to issue a driver’s 

license, proof of identification must be submitted such 

as proof of birth or a passport. When applying online, 

the driver’s license issuing institution may collect the 

NIN [19]. For taxation, the NIN is needed in order to 

issue a Unique Tax Reference (UTR). Employers collect 

the NINs of employees for taxation related purposes 

[20]. For finance, the NIN is rarely used, whereas 

driver’s licenses and passports are mostly used as proof 

of address and identity [21].  

In Germany, there is the Neuer Personalausweis 

(nPA), but it does not function as a personal 

identification number. The nPA, which is known as an 

ID card system, is heavily regulated in terms of its usage. 

Almost every sector issues a unique number that each 

sector such as passport, driver license, taxation, social 

insurance, and finance has its own unique number. The 

nPA is used as an authentication method but storing or 

wiring nPA information with the unique number is 

regulated. This ID card system nPA is implemented in 

2010 that is an electronic high-tech ID card using, for 

instance, Radio-Frequency ID (RFID), cryptographic 

technique, secure storage, and others. Validation using 

the nPA lasts 10 years, and a new number is issued when 

the card is lost or reissued. The collection of the nPA by 

private institution is illegal. For the protection of 

personal information, there is no unified number that 

grants access to social security services in Germany. 

There are unique numbers for each social security 

services wiring these numbers with the nPA is illegal 

[22][23].  

My Number [24] of Japan is a newly emerging 

personal identification number system which started in 

2016. My Number is a 12 digits number issued to all 

residents of Japan, including temporary and permanent 

residents with valid permits. The previous personal 

identification number system was only used for taxation, 

social insurance, and medical insurance purposes. 

However, the Japanese government has stepped forward 

to centralize the system with a number for nearly every 

sector, to eventually become a unique number for the 

entire system. Thus, My Number will be used for 

taxation, social security, driver’s license, and a passport 

[25].  

In South Korea, the Resident Registration Number 

(RRN) [26] is a 13-digit number issued to all residents 

of the country. The system started on November of 1968 
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for the purpose of identifying spies. The RRN is used in 

nearly every sector not only as an authentication method 

but also as a key number with which to make inquiries 

into the system. Even up to August of 2012, the RRN 

was ruthlessly collected by public and private 

institutions for convenience [27]. There are critical 

problems which have long occurred in South Korea 

associated with the extensive use of the RRN. First, the 

South Korean government has implemented an e-

government system and there are at least 1,100 

information systems under 47 administrative agencies 

which are linked in a single integrated government 

network [28]. These distributed information systems are 

integrated instantly when the RRN is entered into the 

system. Thus, personal information in every sector can 

be easily acquired by the government which can lead to 

the serious problem of state surveillance. Secondly, the 

meaningless collection of the RRN by private 

companies has led to many accidents, such as leakages 

of RRN. Moreover, the most critical problem related to 

the RRN is that leaked RRNs cannot be changed during 

the course of one’s lifetime once they are issued. 

TABLE I.  A COMPARISON OF PERSONAL IDENTIFICATION 

NUMBER SYSTEMS 

 Taxation Passport 
Driver’s 
License 

Social 
Insurance  

Finance 

Change of 
Personal 

Identification 
Number 

U.S 
(SSN) Δ O O O Δ 

Cannot be 
changed (except 
in cases of error) 

U.K 
(NIN) O X X O X 

Cannot be 
changed 

Germany 
(nPA) 

X X X X X 
Changed in 

every 10 years 

Japan 
(My 

Number) 
O O O O X 

Cannot be 
changed 

South 
Korea 
(RRN) 

O O O O O 
Cannot be 
changed 

* O: Must, Δ: Optional, X: Not required 

III. RELATED WORKS 

In this section, we briefly survey the works that are 

relevant to the GPI.   

A. The Breach Level Index 

The Breach Level Index [29] aims to provide the 

overall breach severity level by tracking publicly known 

breaches to allow organizations to measure their own 

risk assessment. The Breach Level Index does not set an 

upper limit, but the largest breach scores are 10 thus far. 

The Index is in logarithmic (base 10) scales used similar 

to the scales for volcanoes and earthquakes [30][31]. 

However, the Breach Level Index is designed to provide 

a risk assessment tool specifically targeting enterprises. 

The GPI tends to complement the weaknesses of the 

Breach Level Index to provide a national level scale to 

acknowledge the level of information privacy 

infringement. 

B. The Global Cybersecurity Index 

The Global Cybersecurity Index [32] is a project that 

aims to measure each nation’s level of commitment to 

cybersecurity. The final goal of the GCI is to advocate 

for a global culture of cybersecurity and its integration 

in terms of information and communication 

technologies. The Global Cybersecurity Index covers 

the five areas of legal measures, technical measures, 

organizational measures, capacity building, and 

cooperation. These five areas have a profound impact on 

cybersecurity with regard to assessing national 

capabilities as they form the building blocks of national 

capabilities. The GCI covers various fields but their 

global ranking of cybersecurity index is relatively 

impractical. The GCI only focuses on the existence of 

national structures in place rather than actual 

cybersecurity level for a particular country. Ironically, 

the GCI has reported that the United States of America 

is placed at first in their cybersecurity index; however, 

the U.S. is happened to be the country with highest 

number of cybersecurity related accidents according to 

the Breach Level Index. GPI scale aims to provide 

information based on infringed records that focuses 

more on evidence rather than the infrastructure. Thus, 

GPI is based on the fact itself as well as the details 

occurred in the specific country.  

C. The Global Conflict Risk Index 

The Global Conflict Risk Index (GCRI) [33] was 

developed by the Joint Research Center. The GCRI is 

designed to assist with decision making about long-term 

conflict risk by providing accessible and objective open 

sources. The contributions of the GCRI are described as 

follow: It clarifies the definitions of ‘risk’ and ‘risk 

conflict’ which derived from existing methodologies of 

conflict research. In addition, five risk areas for each 

state are presented for a quick overview of the structural 

conditions of the state. Moreover, it provides an 

evaluation and an assessment of a particular country’s 

risk. The GCRI is focused on the risk that can occur in 

a certain country. However, the GPI is more focused on 

infringement level as opposed to the level of risk in a 

country. 

D. The Crime Rate 

The crime rate represents the number of offenses per 

certain number of people. The Federal Bureau of 

Investigation (FBI) [34] releases crime statistics, 

dividing the number of crimes by 100,000 inhabitants. 

The GPI has benchmarked the concept of the crime rate 

as the number of infringed records per the number of 

data production. Moreover, we attempt to provide a 
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level of information privacy infringement at present 

based on the publicly disclosed records.  

IV. THE DESCRIPTION OF THE GPI 

This section presents a description of the GPI with 

regard to categories and methodology. 

A. Categories 

The GPI model deals with five factors, as seen in 

Table 2. ‘N’ represents the total number of infringement 

records, specifically representing when private 

information has been leaked. For instance, the number 

of records infringed was 24 million in the case of 

Zappos, when they were hacked by a malicious hacker 

[35]. We measure the total IP traffic of the country as 

‘I’, as indicated. Since the amount of data production is 

not publicly available, the total IP traffic brought by 

Cisco VNI [36] is used to consider the amount of data 

produced in a certain country. The type of data in the 

records ‘t’ ranging from 1 (least) to 5 (most) covering 

all types of data, ranging from less important 

information to the most important information. Identity 

theft, which is ranked 4 in Table 2, has been developed 

from the conventional type specifically noting what 

types of identification were infringed. It is important to 

consider what caused the information to be leaked. In 

this regard, ‘s’ represents the source of the infringement 

ranging from 1 to 5 and covering a lost/stolen device, 

malicious insider/outsider, and state sponsored attacker. 

Leaked information can be replaced or reissued but 

particular information is an exception. For example, if a 

user’s email address is leaked, it can be easily replaced 

with another email address. The user may experience 

inconvenience when replacing his lifelong email 

address but it may not harm his personal life. However, 

an information like RRN, a type of personal 

identification number in South Korea, is permanent and 

unique number and being used for multiple purposes as 

a method of online/offline authentication. As a 

consequence, leaked RRN has been adversely abused 

for pharming attack, phishing, and various types of 

fraud. In this sense, it is vital to measure the value of 

personal identification number system as noted ‘c’ as 

characteristics of personal identification number system 

in the GPI. The ‘c’ is ranging from 1 to 5 with regard to 

the personal identification number system. Leaked 

information can be used for the secondary purposes as 

well. Stolen identity can be used to target the victim, or 

it can be used to access their financial account. The type 

of actions denoted by ‘A’ in the GPI refers to instances 

of the secondary use of data.  

TABLE II.  CATEGORIES OF THE GPI 

N = the total number of infringement records 

I = Total IP traffic information according to the Cisco Visual Networking Index 

(Cisco VNI), an ongoing initiative to track and forecast the impact of visual 

networking applications 

t = the type of data in the records 

     values 

1 Email addresses 

2 Online account access (username/passwords to social media, websites, 

etc.) 

3 Financial access (bank account credentials, credit card data) 

4 Identity theft (such as personal identification Number, driver’s license 

number, etc.) 

5 Confidential information (highly sensitive information on a national 

scale) 

s = source of the infringement 

     values 

1 Lost device (such as a laptop, OTP or USB) 

2 Stolen device 

3 Malicious insider 

4 Malicious outsider 

5 State sponsored  

c = characteristic  

     values 

1 Lost personal identification number can be replaced, reissued or 

recovered easily, and no harm done 

2 Lost personal identification number can be replaced, reissued or 

recovered, it may be used for humiliation, but not financially damaging 

3 Lost personal identification number can be replaced, reissued or 

recovered, but it may be used for secondary purposes  

4 Lost personal identification number cannot be replaced, reissued or 

recovered, and it can be used to gain financial access  

5 Lost personal identification number cannot be replaced, reissued or 

recreated, and it can cause serious damage or be used for secondary 

purposes 

A = whether secondary actions are taken (for criminal or humiliation purposes) 

     values 

1 No action 

2 Publication of embarrassing information or used for humiliation 

3 Publication of harmful information such as hacker logs, etc. 

4 Access to financial websites or private websites 

5 Use of financial identity to obtain financial funds or any damage to 

finances 

B. Methodology 

The methodology of our approach for the GPI relies 

on publicly disclosed infringed records. The equation of 

the GPI is presented below. 
 

GPI =  ∑ [log⁡(
𝑁

𝐼
∗ 𝑡 ∗ 𝑠 ∗ 𝑐 ∗ 𝐴)]𝑥

𝑛
𝑥=1  

 

The GPI aims to cover all infringed or leaked 

information occurring at a national level. We divide the 

total number of infringement records ‘N’ by ‘I’ denoting 

the IP traffic of a country. After multiplying each 

category of the data, we use the logarithm (base 10) 

scale to make it as simple as the system used in the 

Breach Level Index. In the equation, ‘x’ represents an 

event of each infringed record which occurs in a 

particular country. The sum of ‘n’ number of records 

will represent the entire set of infringed information 

occurring in a certain country. Finally, the score of the 

GPI does not set the upper limit as benchmarked from 

the crime rate.  

V. EVALUATION 

We evaluate the GPI based on the methodology 

introduced in the previous section. We used the sets of 

infringed records derived from Breach Level Index [29] 

for five countries such as the United States, the United 
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Kingdom, Japan, Germany, and South Korea and 

obtained their privacy levels.  

TABLE III.  RESULT OF THE GPI 

Country 
Contents 

Infringed Records (2014) GPI Rank 

United States 1,257 933.7 1 

United Kingdom 135 159.4 2 

South Korea 12 73.4 3 

Japan 12 30.7 4 

Germany 10 14.1 5 

 

Among many other countries, the United States 

accounts for the largest amount of infringed information 

around the world. There are 1,257 infringed records for 

the period from January 1st, 2014 to December 31st, 

2014. However, due to the exceeding number of records, 

we discard the records scoring below 6 in the Breach 

level Index. The data of the United States implies that 

more information infringements are likely to occur in 

the United States, as much more information is 

produced there than in any other country. The total 

amount of IP traffic produced within the United States 

was 18.1 exabytes in 2014, clearly higher than those 

figures for other countries. As a result, the United States 

scored 934 on the GPI. Various causes can explain why 

the United States is the country with the greatest amount 

of infringed information, but this does not mean that the 

level of privacy is low there. It is arguable that the 

United States may report the infringement records more 

transparently than other countries.  

Similar to the United States, the total number of 

infringed records was 135 in 2014 in the UK. We 

discarded information which scored under 6 points from 

the dataset for the same reason given in the previous 

case. We accumulated all of the infringed record of the 

United Kingdom in 2014 as well as the total IP traffic in 

2014, which was 2.4 exabytes. The United Kingdom 

does not have a personal identification number, with 

individual identification numbers issued from different 

institutions. In this sense, most of the identification 

numbers in the UK can be replaced or reissued easily, 

but information there can still be used to identify a 

person. As a result, the United Kingdom scored 159 on 

the GPI. 

In South Korea, there are 12 infringed records in 

2014. Although South Korea has fewer infringed 

records, they scored 73. In 2014, the three largest credit 

companies had 104 million records of personal 

information stolen and leaked, including RRN. Unlike 

other countries, South Korea is the only country using a 

RRN, a personal identification number system for which 

the number cannot be replaced or reissued once it is 

issued. The RRN can be used as an online and offline as 

a means of authentication, and it is used extensively in 

many sectors in South Korea. Most phishing and 

pharming attacks are initiated by identifying a person 

through their RRN. Thus, the RRN is a critical factor 

which violates the privacy level in South Korea, and this 

resulted in a higher GPI score. 

In Germany, there are ten infringed records in 2014. 

Compared to the United States and the United Kingdom, 

there are relatively few records. Germany’s GPI is 38. 

Germany has a strong regulation on the usage of 

personal identification number system that the domain 

of ID card is far lower than any other countries. The nPA, 

an ID card system of Germany, can easily be replaced 

and reissued that it has absolutely no harm on citizens in 

Germany. 

In Japan, since there are 12 infringed records in 2014, 

the GPI is 31. The GPI score is low, but several factors 

should be considered. Japan has adopted an electronic 

national identification number system known as ‘My 

Number’ that can be used to identify a person. The 

system can lead to serious phishing or pharming attacks, 

as shown in the case of South Korea. However, the 

infringed information in 2014 does not include any 

information from the ‘My Number’ system, resulting in 

a score for Japan that was relatively low compared to 

those of other countries. 

VI. CONCLUSION AND FURTHER WORK 

The GPI aims to provide a useful criterion when 

dealing with information privacy infringement issues on 

a global scale. The GPI can be enhanced in various 

forms, such as through a regression analysis, a multi-

year data analysis, and others. The model can be 

advanced if we consider the cost aspects of information 

privacy infringement. Moreover, multi-year data of the 

cost is publicly disclosed, our model can be much 

developed.   

Our initiative of providing information about the 

level of information privacy infringement on a global 

scale is certainly a valuable means of alerting to the 

world. We continue to complement our GPI 

methodology to cover every country around the world 

for a brighter and more secure future.  
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Abstract— This paper is a summary of experiments conducted 

to explore forensic opportunities available to the Law 

Enforcement Agency in the recovery of artefacts resulting from 

criminal use of popularly chosen applications. The experiments 

were conducted using forensic examination tools and techniques 

on a mobile phone running an Android operating system (OS) 

and another using Apple’s OS, as well as a computer running 

Windows 10 OS. These examinations involved the forensic 

acquisition and analysis of artefacts resulting from simulated 

criminal use of common messaging applications, running on 

both mobile smart phones and personal computers. Many of the 

complexities and factors effecting successful forensic data 

acquisition, such as encryption and ephemeral burn functions 

were also explored together with data analysis. 

Keywords- Digital forensics; data acquisition; messaging 

applications; mobile phones and PCs . 

I.  INTRODUCTION  

Increased data download speeds have made it possible for 
new social media applications (Apps), delivering rich content 
between users, to work effectively in a way that was not 
previously possible. By 2016, the improvements in mobile 
data speeds had resulted in 71% of all adults in the UK owning 
a smartphone, up from 66% in 2015 [1]. This growth in smart 
phone ownership combined with improvements in 4G 
network coverage across the UK and ever more sophisticated 
Apps in terms of functionality and content delivery, explains 
why there is continuous high demand for Apps from both the 
Apple and Google stores.  

Data recovered from digital devices is vital in identifying 
a suspect’s on-line activity to prove or disprove his/her alleged 
involvement in a criminal offence. Police forces utilise all 
their available intelligence sources to inform their decision 
making in order to prioritise which of the thousands of devices 
seized every day during criminal investigations will be 
examined for evidence.  They also must make decisions, based 
on demand pressures, which devices will not be examined at 
all, despite the potential possibility of evidence being on them.  
When reviewing forensic examination processes, Her 
Majesty’s Inspector of Constabulary (HMIC) reported 
negatively that during a review of a UK force, there were 
significant delays caused to investigations because computers 
and other media submitted to Digital Forensic Examiner 
(DFEs) were taking too long to forensically examine [2]. 
Despite all the best efforts of an intelligence led forensic 
prioritisation approach, the delays in examinations were 
potentially impacting negatively on the efficiency of serious 

crime investigations. So further studies were required to 
identify which platforms and Apps would offer more forensic 
opportunities to the Law Enforcement Agencies (LEAs) while 
recovering evidential data from a collection of suspect 
devices. This in turn could potentially assist the LEAs in their 
decision making and prioritising of the many devices 
submitted to them for forensic examination, which eventually 
would help with the case load management. This paper reports 
forensically sound analysis and results in gathering evidential 
data from the Apps commonly used in criminal activities and 
installed on both smart phones and personal computers (PCs).   

 Section 2 of this paper reviews existing work by academic 
and subject matter experts in relation to the topic of this 
research paper. A brief explanation on the methodology used 
will be discussed in Section 3. Results and analysis will be 
reported in Section 4. Finally, Section 5 concludes the paper.   

II. LITERATURE REVIEW 

The literature review sought to identify known challenges 
and opportunities that tend to frustrate or enhance forensic 
opportunities for LEAs to recover digital evidence from 
devices (mobile smart phones and PCs). This paper 
considered a digital forensic opportunity to mean when a file 
or chat log sent by a criminal between devices could be 
acquired from these devices by employing forensic 
examination software tools to recover these artefacts. The 
topics covered in the research ranged from the scope and 
limitations of the forensic tools available to potential future 
hardware and software developments, such as cloud based 
technology. Understanding the differences between App types 
available on the market and any built-in anti-forensic features 
was important to be able to assess how their difference might 
impact on the results of this paper’s experiments.  

A. App types 

There are three main App types: Native, Web and Hybrid.  
‘Native Apps’ are built with a mix of platform-specific 
technologies running in most cases on either Android or iOS 
platforms. Each platform uses different technologies. Android 
programmers for example mainly build their Apps with Java 
[3], making occasional use of Python, whereas iOS developers 
use the Objective-C programming language. Secondly, ‘Web 
Apps’, which run on a device’s browser are rendered HTML 
web pages and look like an App. The third type of App is 
called a Hybrid. Here, developers build a standard Web App, 
primarily built using HTML5 and JavaScript, then insert it 
inside a thin native container that provides access to native 
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platform features that allows it to function like a native App. 
WhatsApp reported that over 60 million recent downloads 
were made of their native Apps [4]. The constant ‘on’ state of 
native Apps may potentially result in creating more 
opportunities for DFE from devices that are capturing more 
records of user activity, for example location data. Although 
native Apps usually performs better than Web Apps, a recent 
empirical study [5] reported that in about 31% of the 
situations, Web apps perform much better than the native 
apps, when providing the same functionality.  

As Apps have become widely used, so too have the 
public’s concerns regarding security. This has led to several 
App developers incorporating additional features to protect 
user data. Although data security is a good thing, it can 
however often frustrate DFE efforts to pursue criminals. 
WhatsApp for example has now built in end-to-end 
encryption anti-forensic features. Others such as Snapchat 
reportedly provide users with ephemeral messaging, which is 
described as the mobile-to-mobile transmission of multimedia 
messages that automatically disappeared from the recipient's 
screen after the message had been viewed [6]. That is to say 
they were automatically and permanently deleted from the 
user’s device. However, other researchers were sceptical 
about Apps such a Snapchat’s claims to permanently delete 
messages, photos and videos contesting that at best, the data 
is recorded, used, saved and then deliberately deleted; but  at 
worst, the ephemeral nature is faked [7]. 

B. Law Enforcements’ ability to acquire digital evidence 

LEAs rely on physical and software inspection tools to 
conduct their forensic data acquisition and analysis of 
evidential data from digital devices. Commercially available 
forensic examination tools are constantly having to play catch 
up with the high frequency of App developer updates, as seen 
in Table 1, and this causes ongoing challenges in recovering 
evidential data from devices. 

TABLE I. APPS UPDATE VERSION HISTORY. 

Apps 

Number of times 

App updated 

Android iOS 

WhatsApp 13 4 

Facebook messenger 5 4 

Google photos 5 4 

Skype 5 1 

Twitter 5 5 

Instagram 4 6 

Kik 3 5 

Dropbox  2 3 

Snapchat 1 5 

 
There is a general lack of hardware, software, and/or 

interface standardization within the industry ranging from the 
storage media and file system to the OS [8]. Each 
manufacturer develops their very own bespoke versions of the 
android OS specific to its hardware, which means that App 
developers must ensure that their product will work with every 

Android phone OS version in addition to iOS devices. 
Individual Apps, as seen in Table 1, do not get upgraded at the 
same time or frequency across platforms. From Table 1, it can 
be seen that the Android version for WhatsApp was updated 
thirteen times in just two months (January  and February, 
2017), whereas the Apple iOS version of the same App was 
updated four times in the same period. App updates for PCs 
tend to be far fewer and less frequent. 

There are two types of physical data acquisition tools for 
mobile phones. They are used infrequently by LEAs due to 
the costs, both in conducting the processes and in replacing 
phones damaged during these processes, which tend to be 
destructive to the device. The first of these two techniques is 
called Chip-off, which is the process as involving the 
physically removing flash memory chips from a suspect’s 
mobile phone and then acquiring the raw data using 
specialized equipment [9]. The second physical technique 
used called Joint Test Action Group (JTAG) is the process of 
soldering wires directly to the test access ports [10] on a 
device’s circuit board. Again, this process is not widely used 
because of the risk of damage resulting from soldering 
contacts to the phone. 

C. Cloud based technology 

Cloud computing is the act of storing, accessing and 
sharing data Apps in remote locations [11]. In order to cope 
with the problem of limited storage capacity, mobile phone 
devices manufacturers recognise the need to use services 
which can seamlessly offload some of the tasks of a mobile 
application from the handset to servers [12]. However, others 
believe that because smartphones aren’t expected to do as 
many things as PCs can, and what they can do they must do 
on less power, that this is the real driver for the use of cloud 
technologies [13]. Accessing cloud data may produce 
different but no less significant challengers for DFEs. As a 
consequence, many of the forensic software tool companies, 
at the time of this paper, were tasking their developers to work 
on cloud data acquisition tools. 

PCs do not share the same storage issues as mobile phones. 
They typically stores several terabytes (TB) of data [14]. A PC 
with a storage drive of 3TB can hold roughly 360 videos, 
750,000 songs or 600,000 images. The sheer volume of the 
potential data on a drive of this capacity can cause DFE 
challenges when reviewing the data recovered during an 
examination of a suspect’s PC. Despite PCs not having the 
same storage issues, they still make some use of cloud storage 
to make backups of their contents or user data, such as photos 
sent and received via Apps.  

The Acquisition and Disclosure of Communications Data 
- Regulation of Investigatory Powers Act 2000 [15] governs 
UK LEAs’ powers to acquire data. Although DFEs can 
technically acquire data from a cloud server in a foreign 
country using a suspect’s device via a connection with that 
server, they may breach laws in that jurisdiction because UK 
courts cannot authorise such action in foreign countries.  

III. METHODOLOGY 

During the experiments, a set of test files and chat 
messages were sent between the devices via a set of test Apps 
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known to be commonly used to simulate potential 
communications between criminals. Experienced and 
qualified. Law enforcement forensic examiners were 
consulted in the planning and designing the experiments, so 
that the experiments were realistic and in accordance with 
what the professionals have to deal with in practice. To 
capture a representative sample of policing across the UK, 
fifteen forces were chosen to cover all the countries in the 
British Isles representing the diversity in policing experiences. 
The findings and conclusions from the experiments would 
therefore be comparable to those in real investigations.  

Oracle’s open source software VirtualBox [16] was used 
to create a virtual machine (VM) in a PC to be one of the three 
test devices. It was used rather than a physical machine 
because the VM PC had the advantage of only having a fresh 
Windows OS installed on it and the Apps needed for these 
experiments, which are detailed in Table 2. Therefore, the 
results found during the forensic examination of the device 
could not have been influenced by other software previously 
installed as could have been the case on an old re-used 
physical PC.  

TABE II. VM PC SETUP AND CONFIGURATION. 

 

The two mobile smart phones were also used during the 
experiments and are detailed in Table 3. The current versions 
of the same Apps detailed in Table 2 were also installed on 
both phones as of 6th January 2017. The iPhone was not 
jailbroken, neither was the Samsung rooted because these 
experiments did not involve the use of alternative Apps 
available outside of Apple or Android stores. No device OS or 
disk encryption were enabled on any of the test devices. 

TABLE III. MOBILE SMART PHONES CONFIGURATIONS. 

 

 

 

 

 

Two forensic workstations were set up to facilitate the 
forensic examination of all three devices being investigated. 
Forensic software tools were then used to examine devices to 
acquire and analyse the test sample data from them. One of 
the workstations used for investigation had Cellebrite UFED 
[17] software tool installed, which was used for examining all 
the Apps on both smart phone devices. Its job was to acquire 

artefact evidence from the mobile phones and analyse the 
recovered data. The second workstation had an open source 
forensic acquisition and analysis tool installed called Autopsy 
version 4.3.0 [18]. Autopsy is a digital forensics platform and 
graphical interface to digital forensics tools.  

The forensic examinations were conducted following the 
guidelines set by the Association of Chief Police Officers 
(ACPO) [19] namely the first principle, by not taking action 
to change the data, and the third principle, by keeping an audit 
trail, so that an independent third party could examine the 
procedures and achieve the same result. Tools which pose 
risks in breaching these principles were not used in the 
experiment. One example of such tools was RetroScope [20], 
which can recreate multiple previous screens of an Android 
App in the order they were displayed from the phone’s 
memory. But use of such tools may be considered as the 
breach of the first principle of the ACPO guidelines [19] due 
to the restructure of data and hence were not used in the study.  

The test files used during the experiments were selected to 
represent common illegal communications between criminals, 
such as the distribution of child pornography or documents 
detailing stolen bank account details. While consulting with 
the law enforcement processionals, it was found that MD5 
(message-digest algorithm) was widely used in their forensic 
laboratories. All test files used in the experiments had their 
MD5 hash value calculated before they were sent. These 
hashes were used to conduct keyword searching during the 
examination in order to manually trace and locate the test data 
files on the devices, which might not have otherwise been 
recovered during the use of a forensic tool’s automated 
examination process and in its basic reporting mechanism.  

Every time the forensic examination software located one 
of the sent test files and messages on the devices, which could 
be attributed to one of the test Apps, then a count was recorded 
for the App and its device. Once the first examinations were 
completed, the test data was deleted from each device, as is 
commonly done by criminals to hide their activity and 
incriminating files. Only the App’s general user interfaces 
were used during this data deleting phase. The forensic 
examination of each device was then repeated and once again 
test files recovered and attributable to test Apps were counted. 
The totals of the successfully recovered files were calculated 
and considered as positive forensic opportunities because each 
recovered test file represented a crime having been committed 
and therefore the recovery of such a file could potentially lead 
to the prosecution of an offender. 

IV. RESULTS AND ANALYSES 

This section outlines the results and analysis from the 
experiments conducted during this research exploring the 
difficulties and opportunities in forensically acquiring 
evidential data from Apps running on both phones and PCs.  

A. Cloud technology challenges 

Apps like Instagram store most of the users’ images and 
messages in the cloud and store cached links on the device to 
these images so that the user can find them again. The 
difficulty here for DFE is that the images may no longer be 
stored on the device itself for recovery via examination. None 
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of the test files were recovered from the Instagram App across 
all three devices. 

B. Web forensic opportunities on PCs 

Web based Apps, such as Dropbox on PCs are now 
offering more evidence than in the past because of backups of 
files, documents and images from mobile phones and other 
devices being synchronised via the internet to the PC. This 
leaves a copy of the data, which can be potentially recovered 
by forensic examination of the PC. Only Dropbox and 
WhatsApp were found to offer consistent forensic 
opportunities to recover test files from across all three device 
types. 

C. App developer updates issues 

The forensic tools tended to check one App at a time for 
potential digital evidence as they worked through fully 
examining the mobile devices. If it came to an App that had 
been updated the tool could no longer recover data from it 
(because the data is was now stored in a different location on 
a different SQLite database than previously), and tended to 
finish the examination. Forensic tools data acquisition 
processes appear sensitive to the versions of operating 
software used on a device. On occasions data was found but 
not reported by the tool. These issues with the commercial 
forensic tools get fixed regularly, but until the glitch does get 
fixed evidential data could potentially be missed. 

The situation is however less severe with App updates on 
PCs because Microsoft regulate their operating systems and 
for Apps to run on them they have to comply with the 
operating system and fit with its controls. Therefore, there is 
not as much variance on PCs as on Android phones in 
particular and also iPhone. 

D. Ephemeral messaging challenges 

Snapchat, on both mobile phones and PCs, does not store 
images. After a very short period of time they are deleted by 
the software automatically. None of the test files were 
recovered, either pre or post file deletion, from this App. The 
recovery of data is low and only occurring when the message 
has not been already read. Although some users often screen 
capture the Snapchat message and store it on their device, this 
is often recoverable by examiners. 

It is noteworthy that phones back up files to a PC through 
a process of synchronisation. This process takes place so that 
the phone’s data can be later restored back to the phone if 
necessary, for example if it encounters an OS issue. Although 
not tested during these experiments, this synchronisation 
function facilitates opportunities to recover data that was once 
on a mobile phone, not from examining the phone itself, but 
from examining the PC where the phone’s data was backed 
up.  This approach by forensic examiners may capture user 
data, which may no longer be recoverable from the mobile 
phone itself because the user deleted it.  

E. Encrypted services 

WhatsApp was the only App tested during this paper’s 
experiments that purported to provide users with end to end 
encryption. Encryption is more common on mobile phones 

than on PCs but does not totally frustrate DFE. For example, 
sometimes thumb nail pictures still exist on a device, which 
can be viewed even if the criminal were to subsequently 
encrypt the photo. Despite WhatsApp encryption services, it 
was found to offer forensic opportunities across all three 
device types. 

F. Duplication of test files 

Large numbers of duplicate copies of the test data were 
found during the forensic examinations across all three 
devices both pre and post file deletion. There appeared to be 
duplicate files stored within all the Apps examined as well as 
in other locations on the devices not easily attributable to any 
App. The Apps themselves and/or the devices’ OS appeared 
to be creating and storing duplicates of the test data that had 
been sent.  Duplicate video files for example were found to be 
part copied and stored in the device’s cached memory 
resulting from what appears to be user video playback activity 
on the device. 

During the iPhone examination, significant numbers of 
files were recovered that had been saved in UNIX executable 
format. This occurs when files are originated from a non-
Apple operating system and no extension is put on the file. 
However, on some occasions this did not happen with files 
that were received on the iPhone from the PC because the files 
were received with extensions. Even though such files had lost 
their information of resource forks (type/creator codes, 
specifically) during transmission from the PC to the iPhone, 
iOS could still use the extensions to associate the specific file 
types. In such scenario, both the UNIX and reconstructed files 
were stored on the iPhone and could both be recovered. Both 
files had the same time stamps on them indicating that they 
were the same file as the one sent from the PC. 

Some of the recovered files on the iPhone had been saved 
within the “thumbs.db” files, which were created by Windows 
OS without user’s knowledge as per default settings. This type 
of file generates a quick preview of the content of a folder 
using a thumbnail cache. During experiments, such cache files 
appeared to have been sent along with the test video and 
picture files. Recovered artefacts from these files could be 
used to prove that illicit photos were previously stored on a 
suspect’s hard drive even after the deletion of the content.    

Backups of media contents in both Kik and WhatsApp 
were found to cause duplicates of photos and videos. For 
example, the exact same file was recovered from the Kik App 
stored in the folders “content_manager/data_chache” and also 
“attachments” within the path “Backup/Applications/ 
group.com.kik.chat/cores/private/41b3f76b03e54d9dac449d
1c1ab5955b/”. Photographs received from WhatsApp were 
found to be stored into Apple’s photos as well as in the App’s 
databases. During this process files stored in “bmp” and “gif” 
appeared to be duplicated into a “jpg” format before being 
stored in Apple’s photos.  

G. Device type factor 

Table 4 is a summary of the positive forensic examination 
results found by device type during experiments. The second 
column from the left shows the number of test files sent to the 
device and therefore could have been potentially recovered 
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from it. Every time one of the test files was found that could 
be attributable to one of the test App, a note was recorded. 
This was done, pre and post deletion, for each of the devices.  

TABLE IV.   POSITIVE FORENSIC EXAMINATION RESULTS BY DEVICE TYPE. 

 

 

 
 

 

 
 

 

 

The remaining columns in Table 4 show the actual number 
of files found both pre and post deletion.  As can be seen in 
the column on the far right of Table 4, the PC appeared to offer 
DFE the most forensic opportunities with 30% of the test 
sample files being recovered, which is similar to the number 
recovered from the iPhone. Only 16% of the test files were 
recovered from the android phone. 

Most PCs run Microsoft operating systems. The file 
structures and OS run on these devices’ hard drives are all the 
same despite the PCs and the hard drives being manufactured 
by numerous different companies. This may explain why, at 
78 files and 30% recovery, the PC offered most opportunities 
compared with the android phone. This is likely to be as a 
result of the frequency of upgrade of the android operating 
system, as shown in Table 1, and the lack of regulation and 
uniformity around its development between phone 
manufacturers. 

All the forensic examination tools used have had 
development updates since the experiments were conducted. 
However, the experiments were not repeated with the updated 
forensic software tools so it is not possible to say whether the 
updates to the tools may have improved the recovery of the 
test files, improving positive forensic opportunities. 

H. App type factor 

None of the test files recovered could be attributable to 
Instagram or Snap chat, which is likely to be because of their 
ephemeral security features. Table 5 shows the ranking of the 
Apps, in terms of the number of test files recovered on each 
device and across all devices. It was observed that across all 
devices, Google Photos, Dropbox and WhatsApp were the top 
three Apps which offered the most forensic opportunities to 
recover the test files.  

TABLE V. POSITIVE FORENSIC EXAMINATION RANKS  BY APP TYPE. 

 

 

 

 

 

 

 

 

 

 

TABLE VI. POSITIVE FORENSIC EXAMINATION RESULTS BY FILE TYPE. 

 

 

 

 

 

 

 

 

 

 

 

Table 6 shows that Jpeg was the most widely recovered of 
all the test files. Jpeg files have two sub-formats, one of which 
is JFIF (Jpeg File Interchange Format). JFIF is often used on 
the web. In the mandatory JFIF APP0 marker [21], segment 
parameters of the image are specified and this is where an 
uncompressed thumbnail can be embedded. Because of the 
embedding of a thumbnail, the hash value for the file is 
changed, which explains why duplicates of the files look the 
same to the user but are in fact not identical. 

V. CONCLUSIONS 

Although some files could no longer be recovered after 
they had been deleted during the experiments, a significant 
number could still be recovered again. It was not possible to 
send all the test files to the smart phones. The iPhone was only 
capable of receiving 210 of the test files compared with 266 
to the PC because of OS and App differences. Of the test files 
that were successfully sent to the iPhone, 30% of those were 
successfully recovered. It was possible to send slightly more 
test files, in total 218, to the Samsung phone than the iPhone 
but only 16% were recovered. 

Duplicates of the test files resulting from OS and App 
processes were also recovered during the experiments. A law 
court may decide to take these into consideration, if found on 
a suspect’s device, even though these files may not always be 
easily associated with any particular App because, for 
example, they may be stored in unallocated space on the 
device’s memory. However, because of hash value differences 
between the file sent from one suspect’s device with that 
duplicate file recovered on the second suspect’s device, the 
DFE would need to be able to explain how and why the file 
had been altered to prove it actually came from the first 
suspect, thereby linking them together. 

None of the test files sent using ephemeral Apps, Snap 
chat and Instagram, were recovered. However, they may be 
recoverable using specific forensic examination processes 
[22]. This causes additional complexities for DFEs. If mobile 
phones, and in particular Android based phones, were to 
consistently offer fewer opportunities to recover evidence 
both now and in the future, then that would potentially 
represent a degradation in LEAs’ capabilities, given that large 
numbers of criminals are moving to using their phones as the 
primary device to connect to the internet. 

In future, a more longitudinal study will be necessary to 
take into account the impact of updates by OS and App 
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developers on the tools. It will be worth conducting a 
statistical analysis to determine if the ability to retrieve data is 
related to the number of updates of the operating platform 
made by the developer. Establishing whether the OS continues 
to create and save duplicate files to the cloud despite the auto 
save function being disabled would be useful. Knowing the 
effects that such an action may have on the numbers of 
recoverable duplicate files and their storage locations, such as 
cache, would be helpful.   
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Abstract—Static code analysis has evolved to be a standard
technique in the development process of safety-critical software.
It can be applied to show compliance to coding guidelines,
and to demonstrate the absence of critical programming errors,
including runtime errors and data races. In recent years, security
concerns have become more and more relevant for safety-critical
systems, not least due to the increasing importance of highly-
automated driving and pervasive connectivity. While in the
past, sound static analyzers have been primarily applied to
demonstrate classical safety properties they are well suited also
to address data safety, and to discover security vulnerabilities.
This article gives an overview and discusses practical experience.

Keywords–static analysis; abstract interpretation; runtime er-
rors; security vulnerabilities; functional safety; cybersecurity.

I. INTRODUCTION

Some years ago, static analysis meant manual review
of programs. Nowadays, automatic static analysis tools are
gaining popularity in software development as they offer a
tremendous increase in productivity by automatically checking
the code under a wide range of criteria. Many software devel-
opment projects are developed according to coding guidelines,
such as MISRA C [1], SEI CERT C [2], or CWE (Common
Weakness Enumeration) [3], aiming at a programming style
that improves clarity and reduces the risk of introducing bugs.
Compliance checking by static analysis tools has become
common practice.

In safety-critical systems, static analysis plays a particularly
important role. A failure of a safety-critical system may
cause high costs or even endanger human beings. With the
growing size of software-implemented functionality, prevent-
ing software-induced system failures becomes an increasingly
important task. One particularly dangerous class of errors are
runtime errors which include faulty pointer manipulations,
numerical errors such as arithmetic overflows and division
by zero, data races, and synchronization errors in concurrent
software. Such errors can cause software crashes, invalidate
separation mechanisms in mixed-criticality software, and are
a frequent cause of errors in concurrent and multi-core appli-
cations. At the same time, these defects are also at the root
of many security vulnerabilities, including exploits based on
buffer overflows, dangling pointers, or integer errors.

In safety-critical software projects, obeying coding guide-
lines such as MISRA C is strongly recommended by all current
safety standards, including DO-178C [4], IEC-61508 [5], ISO-
26262 [6], and EN-50128 [7]. In addition, all of them consider
demonstrating the absence of runtime errors explicitly as a ver-
ification goal. This is often formulated indirectly by addressing
runtime errors (e.g., division by zero, invalid pointer accesses,
arithmetic overflows) in general, and additionally consider-
ing corruption of content, synchronization mechanisms, and

freedom of interference in concurrent execution. Semantics-
based static analysis has become the predominant technology
to detect runtime errors and data races.

Abstract interpretation is a formal methodology for
semantics-based static program analysis [8]. It supports formal
soundness proofs (it can be proven that no error is missed) and
scales to real-life industry applications. Abstract interpretation-
based static analyzers provide full control and data coverage
and allow conclusions to be drawn that are valid for all
program runs with all inputs. Such conclusions may be that
no timing or space constraints are violated, or that runtime
errors or data races are absent: the absence of these errors
can be guaranteed [9]. Nowadays, abstract interpretation-based
static analyzers that can detect stack overflows and violations
of timing constraints [10] and that can prove the absence of
runtime errors and data races [11][12], are widely used for
developing and verifying safety-critical software.

In the past, security properties have mostly been rele-
vant for non-embedded and/or non-safety-critical programs.
Recently due to increasing connectivity requirements (cloud-
based services, car-to-car communication, over-the-air updates,
etc.), more and more security issues are rising in safety-critical
software as well. Security exploits like the Jeep Cherokee
hacks [13] which affect the safety of the system are becom-
ing more and more frequent. In consequence, safety-critical
software development faces novel challenges which previously
only have been addressed in other industry domains.

On the other hand, as outlined above, safety-critical soft-
ware is developed according to strict guidelines which effec-
tively reduce the relevant subset of the programming language
used and improve software verifiability. As an example dy-
namic memory allocation and recursion often are forbidden or
used in a very limited way. In consequence, for safety-critical
software much stronger code properties can be shown than for
non-safety-critical software, so that also security vulnerabilities
can be addressed in a more powerful way.

The topic of this article is to show that some classes
of defects can be proven to be absent in the software so
that exploits based on such defects can be excluded. On
the other hand, additional syntactic checks and semantical
analyses become necessary to address security properties that
are orthogonal to safety requirements. Throughout the article
we will focus on software aspects only, without addressing
safety or security properties at the hardware level. While we
focus on the programming language C, the basic analysis
techniques described in this article are applicable to other
programming languages as well.

The article is structured as follows: Section II discusses the
relation between safety and security requirements. The role of
coding standards is discussed in Section II-A, a classification
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of vulnerabilities is given in Section II-B, and Section II-C
focuses on the analysis complexity of safety and security prop-
erties. Section III gives an overview of abstract interpretation
and its application to runtime error analysis, using the sound
analyzer Astrée as an example. Section IV gives an overview of
control and data flow analysis with emphasis on two advanced
analysis techniques: program slicing (cf. Section IV-A) and
taint analysis (cf. Section IV-B). Section V concludes.

II. SECURITY IN SAFETY-CRITICAL SYSTEMS

Functional safety and security are aspects of dependability,
in addition to reliability and availability. Functional safety is
usually defined as the absence of unreasonable risk to life and
property caused by malfunctioning behavior of the software.
The main goals of information security or cybersecurity (for
brevity denoted as “security” in this article) traditionally are
to preserve confidentiality (information must not be disclosed
to unauthorized entities), integrity (data must not be modified
in an unauthorized or undetected way), and availability (data
must be accessible and usable upon demand).

In safety-critical systems, safety and security properties are
intertwined. A violation of security properties can endanger
the functional safety of the system: an information leak could
provide the basis for a successful attack on the system, and
a malicious data corruption or denial-of-service attack may
cause the system to malfunction. Vice versa, a violation of
safety goals can compromise security: buffer overflows belong
to the class of critical runtime errors whose absence have to
be demonstrated in safety-critical systems. At the same time,
an undetected buffer overflow is one of the main security
vulnerabilities which can be exploited to read unauthorized
information, to inject code, or to cause the system to crash [14].
To emphasize this, in a safety-critical system the definition of
functional safety can be adapted to define cybersecurity as
absence of unreasonable risk to life and property caused by
malicious misusage of the software.

The convergence of safety and security properties also
becomes apparent in the increasing role of data in safety-
critical systems. There are many well-documented incidents
where harm was caused by erroneous data, corrupted data,
or inappropriate use of data – examples include the Turkish
Airlines A330 incident (2015), the Mars Climate Orbiter
crash (1999), or the Cedars Sinai Medical Centre CT scanner
radiation overdose (2009) [15]. The reliance on data in safety-
critical systems has significantly grown in the past few years,
cf. e.g., data used for decision-support systems, data used in
sensor fusion for highly automatic driving, or data provided
by car-to-car communication or downloaded from a cloud. As
a consequence of this there are ongoing activities to provide
specific guidance for handling data in safety-critical systems
[15]. At the same time, these data also represent safety-relevant
targets for security attacks.

A. Coding Guidelines

The MISRA C standard [1] has originally been developed
with a focus on automotive industry but is now widely rec-
ognized as a coding guideline for safety-critical systems in
general. Its aim is to avoid programming errors and enforce
a programming style that enables the safest possible use of
C. A particular focus is on dealing with undefined/unspecified

behavior of C and on preventing runtime errors. As a conse-
quence, it is also directly applicable to security-relevant code.

The most prominent coding guidelines targeting security
aspects are the ISO/IEC TS 17961 [16], the SEI CERT C
Coding Standard [2], and the MITRE Common Weakness
Enumeration CWE [3].

The ISO/IEC TS 17961 C Secure Coding Rules [16]
specifies rules for secure coding in C. It does not primarily
address developers but rather aims at establishing requirements
for compilers and static analyzers. MISRA C:2012 Addendum
2 [17] compares the ISO/IEC TS 17961 rule set with MISRA
C:2012. Only 4 of the C Secure rules are not covered by the
first edition of MISRA C:2012 [1], however, with Amendment
1 to MISRA C:2012 [18] all of them are covered as well. This
illustrates the strong overlap between the safety- and security-
oriented coding guidelines.

The SEI CERT C Coding Standard belongs to the CERT
Secure Coding Standards [19]. While emphasizing the security
aspect CERT C [2] also targets safety-critical systems: it
aims at “developing safe, reliable and secure systems”. CERT
distinguishes between rules and recommendations where rules
are meant to provide normative requirements and recommenda-
tions are meant to provide general guidance; the book version
[2] describes the rules only. A particular focus is on eliminating
undefined behaviors that can lead to exploitable vulnerabilities.
In fact, almost half of the CERT rules (43 of 99 rules) are
targeting undefined behaviors according to the C norm.

The Common Weakness Enumeration CWE is a software
community project [3] that aims at creating a catalog of soft-
ware weaknesses and vulnerabilities. The goal of the project is
to better understand flaws in software and to create automated
tools that can be used to identify, fix, and prevent those
flaws. There are several catalogues for different programming
languages, including C. In the latter one, once again, many
rules are associated with undefined or unspecified behaviors.

B. Vulnerability Classification
Many rules are shared between the different coding guide-

lines, but there is no common structuring of security vul-
nerabilities. The CERT Secure C roughly structures its rules
according to language elements, whereas ISO/IEC TS 17961
and CWE are structured as a flat list of vulnerabilities. In the
following we list some of the most prominent vulnerabilities
which are addressed in all coding guidelines and which belong
to the most critical ones at the C programming level. The
presentation follows the overview given in [14].

1) Stack-based Buffer Overflows: An array declared as
local variable in C is stored on the runtime stack. A C program
may write beyond the end of the array due to index values
being too large or negative, or due to invalid increments of
pointers pointing into the array. A runtime error then has
occurred whose behavior is undefined according to the C
semantics. As a consequence the program might crash with
bus error or segmentation fault, but typically adjacent memory
regions will be overwritten. An attacker can exploit this by
manipulating the return address or the frame pointer both
of which are stored on the stack, or by indirect pointer
overwriting, and thereby gaining control over the execution
flow of the program. In the first case the program will jump
to code injected by the attacker into the overwritten buffer
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instead of executing an intended function return. In case
of overflows on array read accesses confidential information
stored on the stack (e.g., through temporary local variables)
might be leaked. An example of such an exploit is the well-
known W32.Blaster.Worm [20].

2) Heap-based Buffer Overflows: Heap memory is dy-
namically allocated at runtime, e.g., by calling malloc()
or calloc() implementations provided by dynamic memory
allocation libraries. There may be read or write operations
to dynamically allocated arrays that access beyond the array
boundaries, similarly to stack-allocated arrays. In case of a
read access information stored on the heap might be leaked
– a prominent example is the Heartbleed bug in OpenSSL
(cf. CERT vulnerability 720951 [21]). Via write operations
attackers may inject code and gain control over program
execution, e.g., by overwriting management information of
the dynamic memory allocator stored in the accessed memory
chunk.

3) General Invalid Pointer Accesses: Buffer overflows are
special cases of invalid pointer accesses, which are listed
here as separate points due to the large number of attacks
based on them. However, any invalid pointer access in general
is a security vulnerability – other examples are null pointer
accesses or dangling pointer accesses. Accessing such a pointer
is undefined behavior which can cause the program to crash,
or behave erratically. A dangling pointer points to a memory
location that has been deallocated either implicitly (e.g., data
stored in the stack frame of a function after its return) or ex-
plicitly by the programmer. A concrete example of a dangling
pointer access is the double free vulnerability where already
freed memory is freed a second time. This can be exploited
by an attacker to overwrite arbitrary memory locations and
execute injected code [14].

4) Uninitialized Memory Accesses: Automatic variables
and dynamically allocated memory have indeterminate values
when not explicitly initialized. Accessing them is undefined
behavior. Uninitialized variables can also be used for security
attacks, e.g., in CVE-2009-1888 [22] potentially uninitialized
variables passed to a function were exploited to bypass the
access control list and gain access to protected files [2].

5) Integer Errors: Integer errors are not exploitable vulner-
abilities by themselves, but they can be the cause of critical
vulnerabilities like stack- or heap-based buffer overflows.
Examples of integer errors are arithmetic overflows, or invalid
cast operations. If, e.g., a negative signed value is used as an
argument to a memcpy() call, it will be interpreted as a large
unsigned value, potentially resulting in a buffer overflow.

6) Format String Vulnerabilities : A format string is copied
to the output stream with occurrences of %-commands repre-
senting arguments to be popped from the stack and expanded
into the stream. A format string vulnerability occurs, if attack-
ers can supply the format string because it enables them to
manipulate the stack, once again making the program write to
arbitrary memory locations.

7) Concurrency Defects: Concurrency errors may lead to
concurrency attacks which allow attackers to violate confiden-
tiality, integrity and availability of systems [23]. In a race
condition the program behavior depends on the timing of
thread executions. A special case is a write-write or read-
write data race where the same shared variable is accessed

by concurrent threads without proper synchronization. In a
Time-of-Check-to-Time-of-Use (TOCTOU) race condition the
checking of a condition and its use are not protected by a
critical section. This can be exploited by an attacker, e.g., by
changing the file handle between the accessibility check and
the actual file access. In general, attacks can be run either by
creating a data race due to missing lock-/unlock protections,
or by exploiting existing data races, e.g., by triggering thread
invocations.

Most of the vulnerabilities described above are based on
undefined behaviors, and among them buffer overflows seem
to play the most prominent role for real-live attacks. Most
of them can be used for denial-of-service attacks by crashing
the program or causing erroneous behavior. They can also be
exploited to inject code and cause the program to execute it,
and to extract confidential data from the system. It is worth
noticing that from the perspective of a static analyzer most
exploits are based on potential runtime errors: when using an
unchecked value as an index in an array the error will only
occur if the attacker manages to provide an invalid index value.
The obvious conclusion is that safely eliminating all potential
runtime errors due to undefined behaviors in the program
significantly reduces the risk for security vulnerabilities.

C. Analysis Complexity

While semantics-based static program analysis is widely
used for safety properties, there is practically no such ana-
lyzer dedicated to specific security properties. This is mostly
explained by the difference in complexity between safety and
security properties. From a semantical point of view, a safety
property can always be expressed as a trace property. This
means that to find all safety issues, it is enough to look at
each trace of execution in isolation.

This is not possible any more for security properties. Most
of them can only be expressed as set of traces properties, or
hyperproperties [24]. A typical example is non-interference
[25]: to express that the final value of a variable x can only
be affected by the initial value of y and no other variable, one
must consider each pair of possible execution traces with the
same initial value for y, and check that the final value of x is
the same for both executions. It was proven in [24] that any
other definition (tracking assignments, etc) considering only
one execution trace at a time would miss some cases or add
false dependencies. This additional level of sets has direct
consequences on the difficulty to track security properties
soundly.

Other examples of hyperproperties are secure information
flow policies, service level agreements (which describe accept-
able availability of resources in term of mean response time or
percentage uptime), observational determinism (whether a sys-
tem appears deterministic to a low-level user), or quantitative
information flow.

Finding expressive and efficient abstractions for such prop-
erties is a young research field (see [26]), which is the reason
why no sound analysis of such properties appear in industrial
static analyzers yet. The best solution using the current state
of the art consists of using dedicated safety properties as an
approximation of the security property in question, such as the
taint propagation described in Section IV-B.
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III. PROVING THE ABSENCE OF DEFECTS

In safety-critical systems, the use of dynamic memory
allocation and recursions typically is forbidden or only used
in limited ways. This simplifies the task of static analysis
such that for safety-critical embedded systems it is possible
to formally prove the absence of runtime errors, or report all
potential runtime errors which still exist in the program. Such
analyzers are based on the theory of abstract interpretation [8],
a mathematically rigorous formalism providing a semantics-
based methodology for static program analysis.

A. Abstract Interpretation
The semantics of a programming language is a formal

description of the behavior of programs. The most precise se-
mantics is the so-called concrete semantics, describing closely
the actual execution of the program on all possible inputs. Yet
in general, the concrete semantics is not computable. Even
under the assumption that the program terminates, it is too
detailed to allow for efficient computations. The solution is to
introduce an abstract semantics that approximates the concrete
semantics of the program and is efficiently computable. This
abstract semantics can be chosen as the basis for a static
analysis. Compared to an analysis of the concrete semantics,
the analysis result may be less precise but the computation
may be significantly faster.

A static analyzer is called sound if the computed results
hold for any possible program execution. Abstract interpreta-
tion supports formal correctness proofs: it can be proved that
an analysis will terminate and that it is sound, i.e., that it
computes an over-approximation of the concrete semantics.
Imprecision can occur, but it can be shown that they will
always occur on the safe side. In runtime error analysis, sound-
ness means that the analyzer never omits to signal an error that
can appear in some execution environment. If no potential error
is signaled, definitely no runtime error can occur: there are no
false negatives. If a potential error is reported, the analyzer
cannot exclude that there is a concrete program execution
triggering the error. If there is no such execution, this is a
false alarm (false positive). This imprecision is on the safe
side: it can never happen that there is a runtime error which
is not reported.

B. Astrée
In the following we will concentrate on the sound static

runtime error analyzer Astrée [12][27]. It reports program
defects caused by unspecified and undefined behaviors ac-
cording to the C norm (ISO/IEC 9899:1999 (E)), program
defects caused by invalid concurrent behavior, violations of
user-specified programming guidelines, and computes program
properties relevant for functional safety. Users are notified
about: integer/floating-point division by zero, out-of-bounds
array indexing, erroneous pointer manipulation and derefer-
encing (buffer overflows, null pointer dereferencing, dangling
pointers, etc.), data races, lock/unlock problems, deadlocks,
integer and floating-point arithmetic overflows, read accesses
to uninitialized variables, unreachable code, non-terminating
loops, violations of optional user-defined static assertions,
violations of coding rules (MISRA C, ISO/IEC TS 17961,
CERT, CWE) and code metric thresholds.

Astrée computes data and control flow reports containing
a detailed listing of accesses to global and static variables

sorted by functions, variables, and processes and containing a
summary of caller/called relationships between functions. The
analyzer can also report each effectively shared variable, the
list of processes accessing it, and the types of the accesses
(read, write, read/write).

The C99 standard does not fully specify data type sizes,
endianness nor alignment which can vary with different targets
or compilers. Astrée is informed about these target ABI
settings by a dedicated configuration file in XML format and
takes the specified properties into account.

The design of the analyzer aims at reaching the zero false
alarm objective, which was accomplished for the first time
on large industrial applications at the end of November 2003.
For keeping the initial number of false alarms low, a high
analysis precision is mandatory. To achieve high precision
Astrée provides a variety of predefined abstract domains,
e.g.: The interval domain approximates variable values by
intervals, the octagon domain [28] covers relations of the
form x ± y ≤ c for variables x and y and constants c. The
memory domain empowers Astrée to exactly analyze pointer
arithmetic and union manipulations. It also supports a type-
safe analysis of absolute memory addresses. With the filter
domain digital filters can be precisely approximated. Floating-
point computations are precisely modeled while keeping track
of possible rounding errors.

To deal with concurrency defects, Astrée implements a
sound low-level concurrent semantics [29] which provides
a scalable sound abstraction covering all possible thread
interleavings. The interleaving semantics enables Astrée, in
addition to the classes of runtime errors found in sequential
programs, to report data races, and lock/unlock problems, i.e.,
inconsistent synchronization. The set of shared variables does
not need to be specified by the user: Astrée assumes that every
global variable can be shared, and discovers which ones are
effectively shared, and on which ones there is a data race. After
a data race, the analysis continues by considering the values
stemming from all interleavings. Since Astrée is aware of all
locks held for every program point in each concurrent thread,
Astrée can also report all potential deadlocks.

Thread priorities are exploited to reduce the amount of
spurious interleavings considered in the abstraction and to
achieve a more precise analysis. A dedicated task priority
domain supports dynamic priorities, e.g., according to the
Priority Ceiling Protocol used in OSEK systems [30]. Astrée
includes a built-in notion of mutual exclusion locks, on top
of which actual synchronization mechanisms offered by op-
erating systems can be modeled (such as POSIX mutexes or
semaphores).

Programs to be analyzed are seldom run in isolation; they
interact with an environment. In order to soundly report all
runtime errors, Astrée must take the effect of the environment
into account. In the simplest case the software runs directly
on the hardware, in which case the environment is limited to
a set of volatile variables, i.e., program variables that can be
modified by the environment concurrently, and for which a
range can be provided to Astrée by formal directives written
manually, or generated by a dedicated wrapper generator. More
often, the program is run on top of an operating system, which
it can access through function calls to a system library. When
analyzing a program using a library, one possible solution is to
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include the source code of the library with the program. This is
not always convenient (if the library is complex), nor possible,
if the library source is not available, or not fully written in C, or
ultimately relies on kernel services (e.g., for system libraries).
An alternative is to provide a stub implementation, i.e., to
write, for each library function, a specification of its possible
effect on the program. Astrée provides stub libraries for the
ARINC 653 standard, and the OSEK/AUTOSAR standards.
In case of OSEK systems, Astrée parses the OIL (OSEK
Implementation Language) configuration file and generates the
corresponding C implementation automatically.

Practical experience on avionics and automotive industry
applications are given in [12][31]. They show that industry-
sized programs of millions of lines of code can be analyzed
in acceptable time with high precision for runtime errors and
data races.

IV. CONTROL AND DATA FLOW ANALYSIS

Safety standards such as DO-178C and ISO-26262 require
to perform control and data flow analysis as a part of software
unit or integration testing and in order to verify the software
architectural design. Investigating control and data flow is also
subject of the Data Safety guidance [15], and it is a prerequisite
for analyzing confidentiality and integrity properties as a part
of a security case. Technically, any semantics-based static
analysis is able to provide information about data and control
flow, since this is the basis of the actual program analysis.
However, data and control flow analysis has many aspects, and
for some of them, tailored analysis mechanisms are needed.

Global data and control flow analysis gives a summary of
variable accesses and function invocations throughout program
execution. In its standard data and control flow reports Astrée
computes the number of read/write accesses for every global or
static variable and lists the location of each access along with
the function from which the access is made and the thread in
which the function is executed. The control flow is described
by listing all callers and callees for every C function along
with the threads in which they can be run. Indirect variable
accesses via pointers as well as function pointer call targets
are fully taken into account.

More sophisticated information can be provided by two
dedicated analysis methods: program slicing and taint analysis.
Program slicing [32] aims at identifying the part of the program
that can influence a given set of variables at a given program
point. Applied to a result value, e.g., it shows which functions,
which statements, and which input variables contribute to its
computation. Taint analysis tracks the propagation of specific
data values through program execution. It can be used, e.g.,
to determine program parts affected by corrupted data from
an insecure source. In the following we give a more detailed
overview of both techniques.

A. Program Slicing
A slicing criterion of a program P is a tuple (s, V ) where

s is a statement and V is a set of variables in P . Intuitively, a
slice is a subprogram of P which has the same behavior than
P with respect to the slicing criterion (s, V ). Computing a
statement-minimal slice is an undecidable problem, but using
static analysis approximative slices can be computed. As an
example, Astrée provides a program slicer which can produce
sound and compact slices by exploiting the invariants from

Astrée’s core analysis including points-to information for vari-
able and function pointers. A dynamic slice does not contain all
statements potentially affecting the slicing criterion, but only
those relevant for a specific subset of program executions, e.g.,
only those in which an error value can result.

Computing sound program slices is relevant for demon-
strating safety and security properties. It can be used to show
that certain parts of the code or certain input variables might
influence or cannot influence a program section of interest.
B. Taint Analysis

In literature, taint analysis is often mentioned in combina-
tion with unsound static analyzers, since it allows to efficiently
detect potential errors in the code, e.g., array-index-out-of-
bounds accesses, or infeasible library function parameters [2],
[16]. Inside a sound runtime error analyzer this is not needed
since typically more powerful abstract domains can track all
undefined or unspecified behaviors. Inside a sound analyzer,
taint analysis is primarily a technique for analyzing security
properties. Its advantage is that users can flexibly specify taints,
taint sources, and taint sinks, so that application-specific data
and control flow requirements can be modeled.

In order to be able to leverage this efficient family of
analyses in sound analyzers, one must formally define the
properties that may be checked using such techniques. Then it
is possible to prove that a given implementation is sound with
respect to that formal definition, leading to clean and well
defined analysis results. Taint analysis consists of discovering
data dependencies using the notion of taint propagation. Taint
propagation can be formalized using a non-standard semantics
of programs, where an imaginary taint is associated to some
input values. Considering a standard semantics using a suc-
cessor relation between program states, and considering that
a program state is a map from memory locations (variables,
program counter, etc.) to values in V , the tainted semantics
relates tainted states which are maps from the same memory
locations to V × {taint, notaint}, and such that if we project
on V we get the same relation as with the standard semantics.

To define what happens to the taint part of the tainted value,
one must define a taint policy. The taint policy specifies:

Taint sources which are a subset of input values or variables
such that in any state, the values associated with that input
values or variables are always tainted.

Taint propagation describes how the tainting gets propa-
gated. Typical propagation is through assignment, but
more complex propagation can take more control flow
into account, and may not propagate the taint through all
arithmetic or pointer operations.

Taint cleaning is an alternative to taint propagation, describ-
ing all the operations that do not propagate the taint. In
this case, all assignments not containing the taint cleaning
will propagate the taint.

Taint sinks is an optional set of memory locations. This has
no semantical effect, except to specify conditions when
an alarm should be emitted when verifying a program (an
alarm must be emitted if a taint sink may become tainted
for a given execution of the program).

A sound taint analyzer will compute an over-approximation
of the memory locations that may be mapped to a tainted value
during program execution. The soundness requirement ensures
that no taint sink warning will be overlooked by the analyzer.
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The tainted semantics can easily be extended to a mix of
different hues of tainting, corresponding to an extension of
the taint set associated with values. Then propagation can get
more complex, with tainting not just being propagated but also
changing hue depending on the instruction. Such extensions
lead to a rather flexible and powerful data dependency analysis,
while remaining scalable.

V. CONCLUSION

In this article, we have given an overview of code-level
defects and vulnerabilities relevant for functional safety and
security. We have shown that many security attacks can be
traced back to behaviors undefined or unspecified according
to the C semantics. By applying sound static runtime error
analyzers, a high degree of security can be achieved for
safety-critical software since the absence of such defects
can be proven. In addition, security hyperproperties require
additional analyses to be performed which, by nature, have
a high complexity. We have given two examples of scalable
dedicated analyses, program slicing and taint analysis. Applied
as extensions of sound static analyzers, they allow to further
increase confidence in the security of safety-critical embedded
systems.
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Abstract—This paper presents an initial investigation of 

practical realization of quantum secure communication using 

the three-stage multi-photon tolerant protocols. The secret raw 

key was optimized and used to calculate the maximum 

achievable distance at three different wavelengths, i.e., 1550 nm, 

1310 nm, and 850 nm assuming lossless fiber optics channel 

length. The maximum achievable distances for the three 

wavelengths were around 200 km, 140 km, and 25 km, 

respectively. 
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I.  INTRODUCTION 

Quantum cryptography is an emerging field in network 

security that relies on quantum mechanics proofs [1, 2] rather 

than on the complexity of solving a mathematical problem as 

in the case of classical cryptography. It is mainly used for 

secret key distribution, called quantum key distribution 

(QKD). The BB’84 protocol is the first QKD distribution 

protocol [1] and it was proposed by Bennett and Brassard in 

1984. BB’84 is based on encoding the bits of a random key 

using a single photon for each bit. The major drawbacks 

associated with the BB’84 protocol are due to the constraint 

of using a single photon per encoded bit to provide a provably 

secure QKD scheme. Therefore, this protocol is vulnerable to 

photon number splitting attacks (PNS) in cases where more 

than a single photon is generated per bit transmission.  

The three stage multi-photon tolerant protocol 

investigated in this paper does not require any prior 

agreement between a sender Alice and a receiver Bob [3-5]. 

This protocol is based on the use of unitary transformation 

known only to the party applying them. The transformation 

applied to the message in transit is the key that provides it 

with quantum level security. As shown in Figure 1, for each 

transmission, Alice and Bob use a new set of transformations.  

Coherent non-decoying quantum states are used in this 

paper in order to transfer the encoded bits from Alice to Bob.  

The studied multi-photon, multi-stage protocol is considered 

quantum secure as long as less than 𝑁 photons are used for 

communication [5] [6]. Therefore, in this paper, it is assumed 

that a light source can be constructed such that its Poisson 

photon-number distribution is truncated to a maximum 

number of photons. Although, this type of light source does 

not exit practically at this time, current and future 

developments in this field can lead to such sources and hence 

validate this research in a practical setup. Based on this and 

the formulations obtained, the maximum achievable distance 

for the three wavelengths of interest were evaluated at: 1550 

nm, 1310 nm, and 850 nm. 
 

 
Figure 1. Schematic of the three-stage protocol [3]. 

  

Significantly, this is the first research that has ever been 

done on the three stage protocol that estimates key results 

such as maximum distance that can be achieved at three key 

communication wavelengths, and then compares the data to 

existing results. Moreover, the three stage multi-photon 

protocol eliminates the need for the sifting step that is needed 

in the BB’84 protocol. In section II, the BB’84 formulations 

were adopted to fit the three stage protocol under study. 

Section III include the theoretical data and results obtained, 

while section IV is the conclusion.      

II. FORMULATION METHOD 

A sender, Alice, has in her possession a list of symbols 

(called raw key); she wishes to share them with Bob using the 

three stage quantum protocol. To extract a short secret key 

from the raw key, one-way post-processing is required. The 

optimal one–way post processing consists of two steps. The 

first step is error correction (EC), also called information 

reconciliation, at the end of which the raw key becomes 

shorter and symbols perfectly correlated. The second step is 

privacy amplification (PA), and it is aimed at diminishing 

Eve’s knowledge of the reference raw key. The length of the 
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final secret key depends on Eve’s information about the raw 

keys.   

However, for practical setups, a practical parameter must 

also be taken into account as well: namely the raw key rate 

(R) rather than the raw key. This rate depends on the protocol 

used and on details of the implementation setup: the source 

used, losses in the channel, efficiency, and type of detectors.  

Hence, to assess the performance of practical single-stage 

protocol, a secret key rate is defined as [7]:  

 𝐾 = 𝑅𝑟          (1) 

Based on the suggestions from references [6] and [7], the 

protocol is secure as long as the number of photons are less 

than a threshold maximum value Nmax. . We express the raw 

key rate R by the following equation: 

 

R=sPBob(Nmax)=s ∑ pA(n) [1- (1-
det


qc
)

n

]  
Nmax
n=1         (2) 

 

The factor 𝑠 is the repetition rate of the source used, and 

𝑃𝐵𝑜𝑏(𝑁)  is Bob’s detection probability. Under the no-

truncation assumption (i.e. Nmax ), Alice’s photon-

number distribution for a polarized-modulated pulse that she 

uses to send a single bit is according to Poissonian statistics 

of mean 𝜇 = 〈𝑛〉, 𝑝𝐴(𝑛) =  𝜇𝑛

𝑛!
𝑒−𝜇.  Because of the truncation 

assumption at Nmax, 𝑝𝐴(𝑛), it was properly normalized so that 

Alice’s average photon number is represented correctly by 

𝜇 = 〈𝑛〉.   
𝑑𝑒𝑡

 is the quantum efficiency of the detector 

(typically 10% at telecom wavelengths), and 
𝑞𝑐

 is the 

attenuation due to losses in the quantum channel.  For fiber 

optics link with length 𝐷, 
𝑞𝑐

 is given by 

 
qc

=10
-αD

10 ,           (3) 

where  is the attenuation coefficient in dB/km at telecom 

wavelengths of interest. In this paper, we consider three 

communication wavelengths =1550 nm, 1310 nm, and 850 

nm with attenuation coefficients of 0.25, 0.35, and 2 dB/km 

respectively.  

The second parameter in (1) is defined as the secret 

fraction r, and can be written in terms of quantities that are 

known from calibration or from the parameter estimation of 

the protocol as [7]: 

 r= (1-
μ

2detqc

) {1-h(2Q)}-h(Q),        (4) 

 

 

 

Where Q is the expected error rate QBER and h is the binary 

entropy.  

As a first step, set in (2) was an assumed maximum 

number of photons 𝑁𝑚𝑎𝑥 = 12 that was encoded by Alice 

and sent to Bob at a fixed optics link length D to calculate the 

secret key rate 𝐾 as a function of µ. A maximum K value will 

be obtained at an optimum value of µ referred to in this paper 

as 𝜇𝑜𝑝𝑡.  Since the attenuation in (3) depends on the D and α, 

used, in this first step, is a laboratory short distance (𝐷 ≈ 0) 

for the calculation of 𝜇𝑜𝑝𝑡 where the attenuation is equal to 

1.00 regardless of the wavelength used.  

As a second step, using this optimum value of µopt, one 

can calculate the secret key rate 𝐾 from (1) as a function of 

the optical length D for each of the three communication 

wavelengths under investigations. The maximum optical link 

length or distance that can be achieved at each wavelength 

can then be determined. Varying the optics link length will 

affect the attenuation in (3), and hence will reduce the value 

of the maximum secret key rate from its peak value at D≈ 0. 

III. RESULTS 

As shown in Figure 2, the secret key rate from (1) as a 
function of 𝜇 for 𝑁𝑚𝑎𝑥 = 12 . One notices that the maximum 
𝐾 value occurs at 𝜇𝑜𝑝𝑡 = 7.22. This value can then be used to 

calculate the maximum secret key as a function of D.  As we 
increase D, the maximum secret key rate starts to decrease 
linearly until we reach a maximum possible distance (Dmax.). 
The maximum possible distances (𝐷𝑚𝑎𝑥) that can be achieved 
at 𝜇𝑜𝑝𝑡  can be found from Figure 3 at the fall off K values due 

to the effects of error correction and privacy amplifications  
for a no-decoy state at 𝜇𝑜𝑝𝑡 = 7.22 as a function of distance. It 

can be noted from the linear relationship that these effects are 
small for short distances and small losses. However as we 
approach the maximum possible distance the channel losses 
increase; thus EC and PA have more severe effects on K. This 
leads to a sharp drop in the secret key rate at the distance of 
about 200 km for the 1550 nm wavelength. This distance is 
comparable and even better theoretically from the currently 
used protocols in the market where the maximum distance 
achieved is around 100 km.  The influence of the wavelength 
through the attenuation coefficients on the secret key rate 
values for 𝜇𝑜𝑝𝑡 = 7.22 at 1310 nm and 850 nm are also shown 

in Figure 3. The maximum distances that can be achieved at 
1310 nm and 850 nm are 140 km and 25 km, respectively. The 
maximum achievable distance is higher at  = 1550 nm that is 
due to the low attenuation of the medium at this wavelength.  
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Figure 2. Plot of the secret key rate key rate as the function of average 
number of photons per pulse sent by Alice µ.The maximum secret key rate 

occurs at  𝜇𝑜𝑝𝑡 = 7.22. 

 

 

 
 
Figure 3. Plot of the secret key rate as a function of Optics Link length D  
for µopt =7.22 

 

IV. CONCLUSION 

This theoretical study was the first one toward determining 
key parameters and results to validate the use of the three stage 
multi-photon protocol in a practical setup. One of the key 
parameters that was determined is the maximum optical link 
length or maximum distance that the three stage multi-photon 
protocol can achieve to securely distribute a secret key 
between Alice and Bob at three communication wavelengths.  
Namely: 1550 nm, 1310 nm, and 850 nm. It is concluded that 

the maximum achievable distance using the three stage multi 
photon can reach 200 km at 1550 nm, theoretically, exceeding 
the single photon BB’84 protocol. This is an important result 
that needs to be proved in a practical setup. Operating at the 
other two wavelengths, where the fiber attenuation is higher, 
and decreases the maximum distance in a noticeable way. 

Future work is required to validate this study.  A starting 
point is to develop a laboratory setup were the fiber distance 
can be can considered zero and hence the maximum secret key 
rate can be determined and compared with the findings in this 
paper. Potential future research includes the use of fiber link 
lengths and wavelengths as parameters to determine the 
maximum distance that can be achieved practically with the 
use of this protocol.    In addition, it can include developing a 
light source that can be truncated to a maximum number of 
photons per pulse.  
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Abstract—Cyber physical systems are technical systems that 

are operated and controlled using information technology. 

Protecting the integrity of cyber physical systems is a highly 

important security objective to ensure the correct and reliable 

operation and to ensure high availability. A comprehensive 

protection concept of the system integrity involves several axes: 

the component level ranging from sensors/actuator devices up 

to control and supervisory systems, planning and configuration 

management, and the system life cycle. It allows detecting 

integrity violations on system level reliably by analyzing 

integrity measurements from a multitude of independent 

integrity sensors, capturing and analyzing integrity 

measurements of the physical world, on the field level, and of 

control and supervisory systems.  

Keywords–system integrity, device integrity; cyber physical 

systems; Internet of Things, embedded security; cyber security. 

I. INTRODUCTION 

With ubiquitous machine-oriented communication, e.g., 
the Internet of Things and interconnected cyber physical 
systems (CPS), the integrity of technical systems is 
becoming an increasingly important security objective. 
Information technology (IT) security mechanisms have been 
known for many years, and are applied in smart devices 
(Internet of Things, Cyber Physical Systems, industrial and 
energy automation systems, operation technology) [1]. Such 
mechanisms target authentication, system and 
communication integrity and confidentiality of data in transit 
or at rest. System integrity takes a broader approach where 
not only the integrity of individual components (device 
integrity) and of communication is addressed, but where 
integrity shall be ensured at the system level of 
interconnected devices. This purpose is in particular 
challenging for dynamically changing cyber physical 
systems, that come with the industrial Internet of Things 
(IIoT) and Industrie 4.0. Cyber systems will become more 
open and dynamic to support flexible production down to lot 
size 1 (plug-and-work reconfiguration of manufacturing 
equipment), and flexible adaptation to changing needs 
(market demand, individualized products). 

The flexibility starts on the device level where smart 
devices allow for upgrading and enhancing device 
functionality by downloadable apps. But also the system of 
interconnected machines is reconfigured according to 
changing needs.  

Classical approaches for protecting device and system 
integrity target at preventing any changes, and compare the 
current configuration to a fixed reference policy. More 
flexible approaches are needed to protect integrity for 
flexibly reconfigurable and self-adapting CPSs.  

This paper describes an integrated, holistic approach for 
ensuring CPS integrity. After summarizing system security 
requirements coming from relevant industrial security 
standard IEC62443 [1] in Section II, an overview for 
protecting device integrity and system integrity is described 
in Sections III and IV. The presented approach for integrity 
monitoring is an extensible framework to include integrity 
information from IT-based functions and the physical world 
of a CPS. This allows integrating integrity information from 
the digital and the physical world. A new approach for 
integrity monitoring of encrypted communications is 
described in Section V. An approach for evaluation in an 
operational security management setting is outlined in 
Section VI. Related work is summarized in Section VII, and 
Section VIII concludes the paper. 

II. SYSTEM INTEGRITY REQUIREMENTS 

A. Overview IEC62443 Industrial Security Standard 

The international industrial security standard IEC 62443 
is a security requirements framework defined by the 
International Electrotechnical Commission (IEC) and can be 
applied to different automation domains, including energy 
automation, process automation, building automation, and 
others. The standard has been created to address the specific 
requirements of industrial automation and control systems. It 
covers both organizational and technical aspects of security. 
In the set of corresponding documents, security requirements 
are defined, which target the solution operator and the 
integrator but also the product vendor.  

As shown in Figure 1, different parts of the standard are 
grouped into four clusters covering  

 common definitions and metrics; 

 requirements on setup of a security organization (ISMS 

related, comparable to ISO 27001 [2]), as well as 

solution supplier and service provider processes;  

 technical requirements and methodology for security on 

system-wide level, and  
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 requirements on the secure development lifecycle of 

system components, and security requirements to such 

components at a technical level.  

 

Figure 1. IEC 62443 Overview and Status 

According to the methodology described in IEC 62443-
3-2, a complex automation system is structured into zones 
that are connected by and communicate through so-called 
“conduits” that map for example to the logical network 
protocol communication between two zones. Moreover, this 
document defines Security Levels (SL) that correlate with 
the strength of a potential adversary as shown in Figure 2 
below. To reach a dedicated SL, the defined requirements 
have to be fulfilled.  

 

 

Figure 2. IEC 62443 defined Security Level 

B. IEC62443 Integrity Requirements  

Part 3.3 of IEC62443 [3] defines seven foundational 
security requirements, including a specific foundational 
requirement on integrity.  

IEC 62443 part 3-3 defines seven foundational 
requirements group specific requirements of a certain 
category: 

 FR 1 Identification and authentication control 

 FR 2 Use control 

 FR 3 System integrity  

 FR 4 Data confidentiality  

 FR 5 Restricted data flow 

 FR 6 Timely response to events  

 FR 7 Resource availability 

For each of the foundational requirements there exist 
several concrete technical security requirements (SR) and 
requirement enhancements (RE) to address a specific 
security level. In the context of communication security, 
these security levels are specifically interesting for the 
conduits connecting different zones.  

Integrity requirements cover in particular the following 
areas: 

 Overall system integrity 

 Communication integrity 

 Device integrity 

The following examples from IEC 62443-3-3 [3] 
illustrate some of the foundational requirements: 

 FR3, SR3.1 Communication integrity: “The control 

system shall provide the capability to protect the 

integrity of transmitted information”. 

 FR3, SR3.4 Software and information integrity: “The 

control system shall provide the capability to detect, 

record, report and protect against unauthorized changes 

to software and information at rest.”  

 FR3, SR3.8 Session integrity: “The control system shall 

provide the capability to protect the integrity of 

sessions. The control system shall reject any usage of 

invalid session IDs.”  

 FR5, SR 5.2 Zone boundary protection: “The control 

system shall provide the capability to monitor and 

control communications at zone boundaries to enforce 

the compartmentalization defined in the risk -based 

zones and conduits model.”  

III. PROTECTING DEVICE INTEGRITY 

The objective of device integrity is to ensure that a device 
is not manipulated in an unauthorized way. This includes the 
integrity of the device firmware, of the device configuration, 
but also the physical integrity. Main technologies to protect 
device integrity are: 

 Secure boot: A device loads at start-up only 

unmodified, authorized firmware.  

 Measured boot: The loaded software modules are 

checked when they are loaded. Usually, a cryptographic 

hash value is recorded in a platform configuration 

register of a hardware of firmware trusted platform 

module (TPM) [4][5]. The configuration information 

can be used to grant access to keys, or it can be attested 

towards thirds parties.  
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 Protected firmware update: When the firmware of a 

device is updated, the integrity and authenticity of the 

firmware update is checked. The firmware update 

image can be digitally signed.  

 Runtime integrity checks: During operation, the device 

performs self-test of security functionality and integrity 

checks to verify whether it is operating as expected. 

Integrity checks can verify the integrity of files, 

configuration data, software modules, and or runtime 

data as process list.  

 Process isolation, kernel-based mandatory access 

control (MAC): Hypervisors or kernel MAC systems 

like SELinux [6], AppArmor [7], or SMACK [8], can 

be used to isolate different classes of software (security 

domains). An attack or malfunction one security 

domain does not affect other security domains on the 

same device.  

 Tamper evidence, tamper protection: The physical 

integrity of a device can be protected, e.g., by security 

seals or by tamper sensors that detect opening or 

manipulation of the housing. 

 Device integrity self test: A device performs a self-test 

to detect failures. The self-test is performed typically 

during startup and is repeated regularly during 

operation. Operation integrity checks: measurements on 

the device can be compared with the expected behavior 

in the operative environment. An example is the 

measurement of connection attempts to/from the 

device. Based on a Management Information Base 

(MIB) setting.  

The functionality of some devices can be extended by 
extensions (App). Here, the device integrity has to cover also 
the App runtime environment: Only authorized, approved 
apps can be downloaded and installed. Apps are isolated 
during execution (managed runtime environment, 
hypervisor, container) 
The known approaches to protect device integrity focus on 

the IT-related functionality of a device (with the exception 

of tamper protection). Also, a strong tamper protection is 

not common on device level. The main protection objective 

for device integrity shall ensure that the device’s control 

functionality operates as designed. However, the integrity of 

input/output interfaces, sensors, and actuators are typically 

out of scope. In typical industrial environments, applying a 

strong tamper protection to the each control device, sensor, 

and actuator would not be economically feasible. So, 

protecting device integrity alone would be too limited to 

achieve the goal of protection the integrity of an overall 

CPS.  

IV. SYSTEM INTEGRITY MONITORING 

The next level of integrity is on the system level 
comprising a set of interconnected devices. The main 
approaches to protect system integrity are collecting and 
analyzing information on system level: 

 Device inventory: Complete and up-to-date list of 

installed devices (including manufacturer, model, serial 

number version, firmware version, current 

configuration, installed software components, 

location)Centralized Logging: Devices provide logdata, 

e.g., using Open Platform Communication Unified 

Architecture (OPC UA) protocol [9], SNMP [10], or 

syslog protocol [11], to a centralized logging system.  

 Runtime device integrity measurements: A device 

integrity agent provides information gathered during the 

operation of the device. It collects integrity information 

on the device and provides it for further analysis. Basic 

integrity information are the results of a device self-test, 

and information on the current device configuration 

(firmware version, patches, installed applications, 

configuration). Furthermore, runtime information can 

be gathered and provided for analysis (e.g., process list, 

file system integrity check values, partial copy of 

memory). 

 Network monitoring: The network communication is 

intercepted, e.g., using a network tap or a mirror port of 

a network switch. A challenge is the fact that network 

communication is increasingly encrypted. 

 Physical Automation process monitoring: Trusted 

sensors provide information on the physical world that 

can be used to cross-check the view of the control 

system on the physical world.  

 Physical world integrity: trusted sensors (of physical 
world). Integrated monitoring of embedded devices and 
IT-based control systems, and of the technical process. 
Allow now quality of integrity monitoring as physical 
world and IT world are checked together.    

The captured integrity information can be used for 
runtime integrity monitoring to detect integrity violations in 
real-time. Operators can be informed, or actions can be 
triggered automatically. Furthermore, the information is 
archived for later investigations. So, integrity violations can 
probably be detected later, so that corresponding counter-
measures can be initiated (e.g., plan for an additional quality 
check of produced goods). The integrity information can be 
integrated in or linked to data of a production management 
system, so that it can be investigated under which integrity 
conditions certain production steps have been performed. 
Product data is enhanced with integrity monitoring data 
related to the production of the product. 

A. System Overview 

Agents on the system components acting as integrity 
sensors collect integrity information and optionally 
determine an integrity attestation of the collected 
information. To allow for flexibility in CPS, the approach 
puts more focus on monitoring integrity and acting when 
integrity violations are detected, than on preventing any 
change that has not been pre-approved by a static policy.  

The approach is based on integrity sensors that provide 
integrity related measurements. An intelligent analysis 
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platform analysis this data using data analysis (e.g., 
statistical analysis, big data analysis, artificial intelligence) 
and to trigger suitable respondence actions (e.g., alarm, 
remote wipe of a device, revocation of a device, stop of a 
production site, planning for additional test of manufactured 
goods).  
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Figure 3. Validation of Device Monitoring Data  

Figure 3 shows an example for an IoT system with IoT 
devices (ID1, ID2, etc.) that communicate with an IoT 
backend platform. The devices provide current integrity 
monitoring information to the backend platform. The devices 
can be automation devices that include integrity 
measurement functionality, or dedicated integrity sensor 
devices. The device monitoring system itself has to be 
protected against attacks itself, following IEC62443.  

An integrity data validation service checks the obtained 
integrity measurement data for validity using a configurable 
validation policy. If a policy violation is detected, a 
corrective action is triggered: For example, an alarm 
message can be displayed on a dash board. Furthermore, an 
alarm message can be sent to the IoT backend platform to 
terminate the communication session of the affected IoT 
device. Moreover, the device security service can be 
informed so that it can revoke the devices access 
permissions, or revoke the device authentication credential. 

B. Integrity Sensors 

The integrity monitoring framework foresees to include a 
variety of integrity measurements. Depending on the specific 
application scenario, meaningful integrity sensors can be 
deployed. Depending on the evolving needs, additional 
sensors can be deployed as needed. 

 Physical world (technical process) 

 Physical world (alarm systems, access control systems, 

physical security as, e.g., video surveillance) 

 Device world (malware, device configuration, firmware 

integrity)IT-based control systems (local, clod services, 

edge cloud) 

 Infrastructure (communication networks) 

Flexible extension with additional integrity sensors (even 
very sophisticated as, e.g., monitoring power fingerprint). 
The described approach is open to develop and realize 
sophisticated integrity measurement sensors. So the solution 
is design to allow evolution and innovation. Integrity sensors 
have to be protected against attacks so that they provide 
integrity measurements reliably.  

C. Integrity Verification 

The integrity monitoring events are analyzed using 
known data analysis tools. The system integrity can be 
monitored both online. In industrial environments, it is also 
important to have reliable information about the system 
integrity of a production system for the time period during 
which a certain production batch was performed. This allows 
performing the verification also afterwards to check whether 
during a past production batch integrity-violations occurred.   

The final decision whether a certain configuration is 
accepted as correct is up to human operators. After 
reconfiguration, or for a production step, the configuration is 
to be approved.  The approval decision can be automated 
according to previously accepted decisions, or preconfigured 
good configurations).  

As integrity measurements are collected from a multitude 
of integrity sensors, integrity attacks can be detected reliably. 
Even if some integrity sensors should be disabled or 
manipulated to provide malicious integrity measurements, 
still other integrity sensors can provide integrity information 
that allows detecting the integrity violation. Checking 
integrity using measurements from independent integrity 
sensors and on different levels (physical level, field devices, 
control and supervisory systems) allows detecting integrity 
violations by checking for inconsistencies between 
independent integrity measurements. 

V. INTEGRITY MONITORING OF ENCRYPTED 

COMMUNICATIONS 

A specific part of monitoring the system integrity is the 
network communication. However, network communication 
is encrypted more-and-more, e.g., using the Transport Layer 
Security (TLS) protocol [12]. In contrast to earlier versions 
of the TLS protocol, the most recent version TLS1.3 [13], 
currently under development, supports only cipher-suites 
realizing authenticated encryption. Both confidentiality and 
integrity/authenticity of user communication is protected. No 
cipher suite providing integrity-only protection is supported 
by TLS version 1.3, anymore. So, only basic IP header data 
can be analyzed. This is not sufficient for integrity 
monitoring of TLS-protected industrial control 
communication.  

A protocol specific solution to enable monitoring of 
encrypted communication channels by trusted middleboxes 
is provided by mcTLS [14]. With mcTLS, trusted 
middleboxes can be incorporated into a secure sessions 
established between a TLS Client and a TLS Server. Figure 4 
shows the basic principle of mcTLS. A TLS authentication 
and key agreement is performed between a TLS client and a 
TLS server. As part of the handshake, the TLS client 
indicates those TLS middleboxes that shall be incorporated 
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within the TLS session. After the authentication and key 
between client and server has been completed, both the TLS 
client and the TLS server send (encrypted) key material of 
the established TLS session to the middleboxes. This allows 
the middleboxes to decrypt the data exchanged between TLS 
client and TLS server. Note that the integrity of the data 
exchange is cryptographically protected by message 
authentication codes. The keys for integrity protection are 
not made available to the middleboxes, so that the 
middleboxes can only decrypt the data, but not interfere with 
the contents of the data. So, data integrity is ensured end-to-
end although middleboxes can decrypt the data. 

 

TLS Client TLS ServerTLS Middlebox TLS Middlebox

TLS Authentication and Key Agreement

Middlebox Key Material

Middlebox Key Material

Middlebox Key Material

Middlebox Key Material

Encrypted Data Exchange

 
Figure 4. Multi-Context TLS  

The basic principle is to perform an enhanced handshake 
involving middleboxes into the handshake phase of TLS, see 
Figure 4. Specifically, the middleboxes are authenticated 
during the handshake and thus known to both 
communicating ends. Moreover, each side is involved in the 
generation of the session key, which is also provided to the 
middlebox. There is also additional keying performed for the 
exchange of pure end-to-end keys. Specific key material 
known to the middlebox is used to decrypt the traffic and 
check the integrity.  The end-to-end based keys are used to 
protect integrity end-to-end. The latter approach ensures that 
the middlebox can only read and analyze the content of the 
communication in the TLS record layer, but any change done 
by the middlebox is detected by an invalid end-to-end 
integrity check value. This approach has the advantage that it 
provides an option to check the associated security policy 
during the session setup and at the same time monitor traffic 
as an authorized component. The drawback is that the 
solution focuses solely on TLS and cannot be applied to 
other protocols without changes. 

The TLS-variant mcTLS allows middleboxes to analyze 
the TLS-protected communication, e.g., to detect potential 
security breaches This approach enables communication 
checking the contents of the communication session without 
breaking end-to-end security. So, with mcTLS, the contents 
of encrypted data communication, in particular of industrial 
control communication, can be checked.  

VI. EVALUATION 

The security of a cyber system can be evaluated in 
practice in various approaches and stages of the system’s 
lifecycle: 

 Threat and risk analysis (TRA) of cyber system 

 Checks during operation to determine key performance 

indicators (e.g., check for compliance of device 

configurations). 

 Security testing (penetration testing) 

During the design phase of a cyber system, the security 
demand is determined, and the appropriateness of a security 
design is validated using a threat and risk analysis. Assets to 
be protected and possible threats are identified, and the risk 
is evaluated in a qualitative way depending on probability 
and impact of threats. The effectiveness of the proposed 
enhanced device authentication means can be reflected in a 
system TRA.  
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Figure 5. Prevent Detect React Cycle  

So, the main evaluation of security tools is coming 
during security operation, when as part of an overall 
operational security management appropriate technologies 
are chose that, in combination, reduce the risk to an 
acceptable level.  

The new approach presented in this paper provides an 
additional component of a security architecture that reduces 
the risk of integrity violations. Compared to existing 
solutions covering IT-related aspects only, the integrity of 
the control application and the physical world are included. 
The solution approach does not intend to have a single 
technology, but it realizes a system-oriented approach that 
can evolve as part of the security management life cycle 
covering prevent, detect, and response, see also Figure 5.   

VII. RELATED WORK 

A security operation center (SOC) is a centralized unit 
for detecting and handling security incidents. Main 
functionalities are continued security monitoring reporting, 
and post-incident analysis [15][16]. Security incident and 
Event management (SIEM) systems can be used within a 
SOC to analyze security monitoring data. Compliance 
management systems support a centralized reporting of 
server configuration in data centers. 

Host-based intrusion detection systems (HIDS) as 
SAMHAIN [17] and OSSEC [18] analyze the integrity of 

39Copyright (c) IARIA, 2017.     ISBN:  978-1-61208-605-7

CYBER 2017 : The Second International Conference on Cyber-Technologies and Cyber-Systems

                            48 / 90



hosts and report the results to a backend security monitoring 
system. Network based intrusion detection systems (NIDS) 
capture the network traffic, e.g., using a network tap or a 
mirroring port of a network switch, and analyze the traffic. 
Examples are SNORT [19] and Suricata [20].   

Two main strategies can be followed by an intrusion 
detection system (IDS): Known malicious activities can be 
looked for (signature based detection), or any change 
compared to a learned reference network policy is detected 
(anomaly detection).  

An “automotive thin profile” of the Trusted Platform 
Module TPM 2.0 has been specified [21]. A vehicle is 
composed of multiple control units that are equipped with 
TPMs. A rich TPM manages a set of thin TPMs, so that the 
vehicle can be represented by a vehicle TPM to the external 
world. The vehicle’s rich TPM can check the integrity of the 
vehicle by verifying attestations provided by thin TPMs. 

Approaches to utilize the context information on the CPS 
operation, device capabilities, device context to enhance the 
authentication of a single device, have been described by the 
authors of this paper in previous work [22]. The effect of an 
integrity attack on the degradation of a control system has 
been investigated by Mo and Sinopoli [23].  

VIII. CONCLUSION 

Ensuring system integrity is an essential security feature 
for cyber physical systems and the Internet of Things. The 
security design principle of “defense in depth” basically 
means that multiple layers of defenses are designed. This 
design principle can not only be applied at the system level, 
but also at the level of a single security mechanism.  

This paper proposed a framework for ensuring system 
integrity in flexibly adaptable cyber physical systems. With 
new concepts for flexible automation systems coming with 
Industrial IoT / Industrie 4.0, the focus of system integrity 
has to move from preventing changes to device and system 
configuration in having transparency on the device and 
system configuration and checking it for compliance. This 
paper focused on integrity of devices, communication, and 
cyber systems. Integrity in a broader sense covers the whole 
life cycle, including development, secure procurement, 
secure manufacturing, and supply chain security.  
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Abstract— A ciphertext inherits some properties of the 
plaintext, which is considered as a source of vulnerability and, 
therefore, it may be decrypted through a vigorous datamining 
process.  Masking the ciphertext is the solution to the problem.  
In this paper, we have developed a new block cipher technique 
named Vaccine for which the block size is random and each 
block is further divided into segments of random size.  Each 
byte within a segment is instantiated using a dynamic multi-
instantiation approach, which means (i) the use of Vaccine 
does not produce the same masked outcome for the same given 
ciphertext and key and (ii) the options for masking different 
occurrences of a byte is extremely high. Two sets (100 
members in each) of 1K long plaintexts of natural (borrowed 
from natural texts) and synthesized (randomly generated from 
10 characters to increase the frequency of characters in the 
plaintext) are built.  For each plaintext, two ciphertexts are 
generated using Advanced Encryption System (AES-128) and 
Data Encryption Standard (DES) algorithms. Vaccine and two 
well-known masking approaches of Cipher Block Chaining 
(CBC), and Cipher Feedback (CFB) are applied separately on 
each ciphertext.   On average: (a) the Hamming distance 
between masked and unmasked occurrences of a byte using 
Vaccine is 0.72 bits higher than using the CBC, and CFB, and 
(b) Vaccine throughput is also 3.4 times and 1.8 times higher 
than the throughput for CBC and CFB, correspondingly, and 
(c) Vaccine masking strength is 1.5% and 1.8% higher than the 
masking strength for CBC and CFB, respectively. 

 Keywords- Cyber Security; Masking and Unmasking 
Ciphertext; Variable-Block Cipher Vaccination; Masking 
Strength  

I. INTRODUCTION 

 Protecting sensitive electronic documents and 

electronic messages from unintended eyes is a critical task.  

Such protections are often provided by applying encryption.  

However, the encrypted text (ciphertext) is often vulnerable 

to datamining.   For example, let us consider the plaintext 

message of: “The center is under an imminent attack”.  The 

plaintext may be converted into the following ciphertext 

using, for instance, a simple displacement encryption 

algorithm: “xligirxvmwyrhivermqqmrirxexxego”.  The 

features of the plaintext are also inherited by the 

ciphertext—a point of vulnerability.    

 To explain it further, word “attack” is among the key 
words related to security.  The characteristics of the word 
are: (i) length is six, (ii) the first and the fourth characters 
are the same, and (iii) the second and the third characters 
are the same.  Using these characteristics, one can mine the 
given ciphertext and isolate the subtext of “exxego” that 
stands for “attack" which, in turn, may lead to decryption of 
the entire message.   
 More sophisticated encryption modes, such as CBC and 
CFB [1][2][3] are not exempt from the inherited-features 
problem.  The Block cipher techniques that employ 
CBC/CFB encryption mode to produce distinct ciphertexts 
are vulnerable to information leakage. In the case of 
CBC/CFB employing the same Initial text Vector (IV) with 
the same encryption key for multiple encryption operations 
could reveal information about the first block of plaintext, 
and about any common prefix shared by two plaintext 
messages. In CBC mode, the IV must, in addition, be 
unpredictable at encryption time; in particular, the 
(previously) common practice of re-using the last ciphertext 
block of a message as the IV for the next message is 
insecure (for example, this method was used by SSL 2.0). If 
an attacker knows the IV (or the previous block of 
ciphertext) before he specifies the next plaintext, he can 
check his guess about plaintext of some block that was 
encrypted with the same key before (this is known as the 
TLS CBC IV attack) [4]. 
 The logical solution for inherited-features problem is to 
mask the ciphertext using a masking mechanism that is 
dynamic and supports a high degree of multi-instantiations 
for each byte.  A dynamic masking mechanism does not 
produce the same masked outcome for the same given 
ciphertext and the same key.  The high degree of multi-
instantiation masking mechanism replaces the n occurrences 
of a given byte in the ciphertext with m new bytes such that 
m is either equal to n or extremely close to n.  The literature 
addresses many of these masking techniques [5][6]. 
 Our goal is to introduce a masking mechanism named 
Vaccine that can mask the inherited features of a ciphertext 
in the eye of a data miner while providing for 
transformation of masked ciphertext into its original form, 
when needed. Vaccine will be dynamic and support a high 
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degree of multi-instantiations for each byte of data, and has 
the following three unique traits, which makes it a powerful 
masking mechanism:   It (1) divides the ciphertext into 
random size blocks, (2) divides each block into random size 
segments, and (3) every byte within each segment is 
randomly instantiated into another byte.  All three traits are 
major departures from the norm of masking mechanisms.   
 The rest of the paper is organized as follows. The 
Previous Works is the subject of Section 2.  The 
Methodology is presented in Section 3.  The Empirical 
Results are discussed in Section 4. The Conclusions and 
Future Research are covered in Section 5. 

II. PREVIOUS WORKS 

 Masking the features of a ciphertext that are either 
inherited from the plaintext or generated by the encryption 
scheme itself is the essential step in protecting a ciphertext.  
The block cipher and stream cipher mode of operations 
provides for such a step.  We are specifically interested in 
CBC [7][8][9] and CFB [10] as samples of the block cipher 
and stream cipher mode of operations.  They are to some 
degree comparable to the proposed Vaccine. 
 CBC divides the ciphertext into fixed–length blocks 
and masks each block separately. The use of fixed-length 
block demands padding for the last partial block of the 
ciphertext, if the latter exist.  The CBC avoids generating 
the same ciphertext when the input text and key remain the 
same by employing an Initial text Vector (IV).  CFB 
eliminates the need for possible padding of the last block 
(that is considered vulnerability for CBC [11]) by assuming 
the unit of transmission is 8-bits.  However, CFB also uses 
IV for the same purpose that it was used by CBC.  In 
contrast, Vaccine splits the ciphertext into the random size 
blocks and then divides each block into segments of random 
size.  Masking each pair of segments is done by using a pair 
of randomly generated patterns.  As a result, Vaccine needs 
neither padding nor IV.  The randomness of the block size, 
segment size, and patterns used for instantiation of a given 
character are the major departure points of Vaccine from the 
other block and stream cipher approaches. 

 III. METHODOLOGY 

 We first present our methodology for instantiation of a 
byte, which contributes into dynamicity of Vaccine and then 
introduce our methodology for building Vaccine.   The 
details of the two methodologies are the subjects of the 
following two subsections. 

A.  Instantiation  

 Instantiation is the replacement of a byte, c, by another 
one, c’, such that c’ is created by some modifications in c.  
To perform the instantiation, we present our two methods of 
Self-substitution and Mixed-Substitution. Through these 
methods, a number of parameters are introduced that are 
referred to as the masking parameters. At the end of this 
subsection, we present the masking parameters as a profile 
for the patterns suggested by the substitution methods. 

 1) Self-Substitution: Consider byte 10011101 and let us 

(i) pick two bits in positions p1 and p2 such that p1  p2, (ii) 
flip the bit in position p1, and (iii) swap its place with the bit 
in position p2—Two-Bit-One-Flip-Circular-Swap technique.  
 It is clear that the pairs (p1=1, p2=7) and (p1=7, p2=1)  
create different instances for the byte.  Therefore, the order 
of p1 and p2 is important. The number of possible ways 
selecting a pair (p1, p2) from the byte is 7*8=56, which 
means a byte may be instantiated by 56 possible different 
ways using Two-Bit-One-Flip-Circular Swap technique.  
The technique name may be generalized as K-R-Bit-M-Flip-
Circular-Swap.  For the above example K=2 and M=1, as 
shown in Figure 1.  (We introduce the parameter R shortly.)  
 One may pick 3-bits (K=3) to instantiate the byte.  Let 
us assume 3 bits randomly selected that are located in the 
positions p1, p2, and p3.  There are many ways that M-Flip-
Circular-Swap technique can be applied: 

a. (One-Flip-Circular-Swap) Flip one of the three bits and 
then make a circular swap among p1, p2, and p3.   

b. (Two-Flip-Circular-Swap) Flip two out of the three bits 
and then apply circular swapping. 

c. (Three-Flip-Circular-Swap) Flip all three bits and then 
apply circular swapping. 

The number of possible combinations grows to 5040.  

 

 

 

 

 

 

 

 

 

Figure 1. K-Bit-M-Flip-Circular-Swap Technique: (a) K=2 and M=1 and 

(b) K=8 and M=4  

 Using K-R-Bit-M-Flip-Circular-Swap for all possible 
values of K (K=2 to 8) and M (M=1 to K-1) generates the 
total of (X=1,643,448) possible substitutes for a given byte.  
If either K or M is equal to zero then, the self-substitution 
has not been enforced and in this case X=1 (the byte itself).  
Now, we explain the role of parameter, R (where, R is a 
byte long).   
 Let us refer to the case of K=2 and M=1 one more time 
that is able to facilitate the generation of 56 possible number 
of instantiations of a given byte using all the possible pairs 

of (p1=, p2=).  That is, the two positions of p1 and p2 could 

have any value from 1 to 8 as long as p1p2.  What if one is 
only interested in those instantiations resulting from the 

pairs of (p1=3, p2=), which by definition also includes 

instantiations resulting from the pairs of (p1=, p2=3).  The 
chosen value (bit) of interest for p1 is a value from 1 to 8 
that is expressed by setting the bit of interest in R.  The 
number of bits that are set to “1” in R is always equal to M. 
For our example, R=“00000100”.   
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 The pairs represented by (p1=v, p2=) are the set of 
seven pairs of {(p1=v, p2=1), . . ., (p1=v, p2=8)}.  The seven 
pairs are named the primary set for the primary signature of 

(p1=v, p2=).  The (p1=*, p2=v), which is a tweaked version 

of (p1=, p2=v) is the Complementary signature of (p1=v, 

p2=) and stands for the other set of seven pairs {(p1=8, 
p2=v), . . ., (p1=1, p2=v)}.  These seven pairs make the 
complementary set for (p1=*, p2=v).  (Values of p1, in the 
complementary set, are in reverse order of values of p2 in 
the primary set.) 
 The primary and complementary sets also referred to as 
the primary sub-pattern and complementary sub-pattern, 
respectively.  The two sub-patterns collectively make a 
pattern and (K=2, M=1, R=“00000100”) is the pattern’s 
profile. 
 The profile of (K=4, M=3, R=“00001011”) means four 
bits are chosen from the byte out of which three bits (M=3) 
in positions 1, 2, and 4 are the positions of interest (p1=1, 
p2=2, p3=4.)  Therefore, the primary signature and the 
Complementary signatures are, respectively, defined as 

(p1=1, p2=2, p3=4, p4=) and (p1= *, p2=2, p3=4, p4=1).  It is 
clear that M cannot be equal to K, because, when M= K, the 
primary and complementary sets are the same and they have 
only one member.  
 When none of the bits in R is set to “1”, it means R has 
not been enforced.  In this case, we have one pattern.  
However, to apply Vaccine, we need to determine the 
primary and complementary sets for this pattern, which is 
provided by default value of R (i.e., R with its M least 
significant bits set to “1”.) 

 2) Mixed-Substitution:  In a nutshell, the instantiation 
of the given byte, c, and each key byte are done separately. 
One of the instantiated key bytes is selected as the key 
image and the final instance of c is generated by XORing 
the key image and the instantiated c.  The details are cited 
below. 
 Application of self-substitution with masking 
parameters of (K, M, and R) on a given byte generates the 
primary and the complementary sub-patterns of (𝑢𝑝

1  . . . 𝑢𝑝
𝑛) 

and (𝑢𝑐
𝑚 . . . 𝑢𝑐

1).  The subscripts p and c stand for these two 
sub-patterns and there are n and m members in the p and c 
sub-patterns, respectively.  The key byte Bj is instantiated 
into another byte using the self-substitution with masking 
parameters of (Kj, Mj, and Rj, for j=1 to 4). Application of 
self-substitution on the individual four bytes of the key (B1 . 
. . B4) generates the primary and the complementary sub-
pattern for each byte as follows: 

(𝑢𝑝
1𝐵1 .  .  .  𝑢𝑝

𝑛1𝐵1) and (𝑢𝑐
𝑚1𝐵1 .  .  .  𝑢𝑐

1𝐵1),  

(𝑢𝑝
1𝐵2 .  .  .  𝑢𝑝

𝑛2𝐵2) and (𝑢𝑐
𝑚2𝐵2 .  .  .  𝑢𝑐

1𝐵2), 

(𝑢𝑝
1𝐵3 .  .  .  𝑢𝑝

𝑛3𝐵3) and (𝑢𝑐
𝑚3𝐵3 .  .  .  𝑢𝑐

1𝐵3), and  

(𝑢𝑝
1𝐵4 .  .  .  𝑢𝑝

𝑛4𝐵4) and (𝑢𝑐
𝑚4𝐵4 .  .  .  𝑢𝑐

1𝐵4). 
 A byte, say c1, using the first member of the primary 
sub-pattern, 𝑢𝑝

1 ,  is instantiated to c1’.  The first byte of key, 

B1, using its first member of the primary sub-pattern, 𝑢𝑝
1𝐵1 ,  

is instantiated to B1’.  The other three bytes are also 
instantiated into B2’, B3’, and B4’ using their first member of 

the primary sub-patterns, 𝑢𝑝
1𝐵2 , 𝑢𝑝

1𝐵3 , 𝑎𝑛𝑑 𝑢𝑝
1𝐵4, respectively. 

The Hamming distance of HD(c’, Bj’), for j=1 to 4, are 
measured and B’=Argmax[HD(c’, Bj’), for j=1 to 4] is the 
key image. In the case that there are ties, the priority is 
given to the instantiated byte of B1, B2, B3, and B4 (and in 
that order.) The final substitution for c1 is:  

c1’’=(c1’  B’)   (1) 
 The next byte, c2, within a given segment of ciphertext 
is instantiated to c2’ using 𝑢𝑝

2 ,  and key bytes of B1, B2, B3, 

and B4 are instantiated to B1’, B2’, B3’, and B4’
 

using𝑢𝑝
2𝐵1 , 𝑢𝑝

2𝐵2 , 𝑢𝑝
2𝐵3 , 𝑎𝑛𝑑 𝑢𝑝

2𝐵4 , respectively. 

   B’=Argmax[HD(c’, Bj’), for j=1 to 4] and c2’’=(c2’ 
B’).  The process continues until the segment of the 
ciphertext is exhausted. The bytes of the next sub-list and 
the key bytes are instantiated using the complementary sub-
patterns.   Therefore, the sub-patterns are alternatively used 
for consecutive segments of the ciphertext.  
 Using the mixed substitution, the number of possible 
combinations for each key byte is equal to X and for the key 
of four bytes is X

4
 (>1.19*10

31
 combinations.)  Reader 

needs to be reminded that the four-byte key may be 
expanded to the length of N bytes for which the outcome of 
XOR is one of the X

N+1
 possible

 
combinations.  For N=16 

(128-bit key) The XOR is one of the X
17

 possible 
combinations (>4.65*10

105
.)  

 3) Patterns’ Profile: Considering both self and mixed 
substitutions, the masking parameters grow to fifteen: (K, 
M, and R) for the instantiation of a byte of segment and (Kj, 
Mj, and Rj, for j=1 to 4) for instantiation of the four bytes of 
the key.  Therefore, a pattern profile includes the fifteen 
parameters, which are accommodated by a 96-bit long 
binary string as described below. 
 Since the possible values for each of the parameters K 
and Kj is nine (0 through 8), the value of each parameter can 
be accommodated by 4 bits (the total of 20 bits).  The 
parameters M and Mj have eight possible values (1 through 
8) and each parameter can be accommodated by 3 bits (the 
total of 15 bits).  The parameters R and Rj need eight bits 
each (the total of 40 bits).  In addition, we use sixteen bits as 
the Flag bits and another five bits as the Preference bits.  

 The flag bits represent a decimal number () in the 
range of (0: 65,535).  Let us assume that the length of the 
ciphertext that is ready to be masked is Lct.  Three bytes of 
f1, f2, and f3 of the ciphertext are flagged which are in 

locations: 1= , 2= Lct/2+/2, and 3=Lct - ,  where,  is 
calculated using formula (2) 

   ={
 ∆ 𝑀𝑜𝑑 𝐿𝑐𝑡 ,      ∆ > 𝐿𝑐𝑡
𝐿𝑐𝑡  𝑀𝑜𝑑 ∆,   ∆  𝐿𝑐𝑡

  (2) 

The flagged bytes will not be masked during the vaccination 
process and they collectively make the native byte of 

F=(f1f2f3). Since the length of the ciphertext and the 
length of its masked version remain the same there is no 
need for including the length of the ciphertext in the profile.  
The question of why the flagged bytes are of interest will be 
answered shortly. 
 The purpose of preference bits is to build a model 
which is influenced by both the key and flagged bytes.  The 
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model is used to create variable length blocks and segments.  
To build the model, a desired byte number (z) of the key is 
identified by the four least significant bits of the preference 
bits.  That is, one can select any byte from a a maximum of 
16-byte long key.  (If a longer than 16-byte key is used, the 
number of bits for the preference bits needs to be increased.)  
The key is treated as circular and the two pairs of bytes of 
A1=(z+1||z) and A2=(z+2||z-1) are selected from key. A new 

pair of bytes of A3=A1A2(F||F) is built.  If the most 
significant bit of the preference bits is set to zero then, 

model is A3; otherwise, the model is a1a2, where, a1 and a2 
are the pair of bytes in A3. 
 Let us assume that there are two similar ciphertexts of 
CT1 and CT2 and we are using the same key and the same 
profile to mask the two ciphertexts, separately, using 
Vaccine.  As long as one of the three flagged bytes in CT1 
and CT2 is different the native bytes and, therefore, the 
models of the two ciphertexts are different and so their 
masked versions. This is one of the major advantages of 
Vaccine. 
 To summarize, the number of bits needed for the 
pattern profile is 96 bits (or 24 hex digits.)  Dissection of a 
pattern profile is shown in Figure 2.  The 24 hex digits 
representing the pattern profile along with eight hex digits 
representing the key may be sent to the receiver in advance 
or they may hide in the masked ciphertext itself:   

a. In a predefined location/locations, 
b. In location/locations determined by the internal 

representation of the key following some formula(s), or 
c. A mixture of (a) and (b).  

 

   

 

 

 

   

 

 
 

 

 

 

 

 

Figure 2. Dissection of the pattern’s Profile of Interest 

B.  Vaccine 

 Vaccine is a variable-block cipher methodology 
capable of masking and unmasking a ciphertext. The details 
of masking and unmasking of Vaccine are presented in the 
following next two subsections.   

 1)  Masking of the Ciphertext: Vaccine as a masking 
mechanism is able to mask the features of a ciphertext in the 
eye of a text miner.  Vaccine: (1) divides the ciphertext into 
random size blocks, (2) each block, in turn, is divided into a 

number of segments such that the length of each segment is 
random, and (3) every byte within each segment is 
randomly instantiated to another byte using self and mixed 
substitutions.  The masking process is presented shortly and 
it is encapsulated in algorithm Mask shown in Figure 3. 
 The algorithm is made up of four sections.  In section 
one, (Step 1 of the algorithm) the profile is dissected to 
extract masking parameters and they, in turn, generate 
primary and complementary sub-patterns for five 
patterns:(𝑃𝑎𝑡𝑡𝑒𝑟𝑛𝑝

0  , 𝑃𝑎𝑡𝑡𝑒𝑟𝑛𝑐
0), (𝑃𝑎𝑡𝑡𝑒𝑟𝑛𝑝

𝐵1 , 𝑃𝑎𝑡𝑡𝑒𝑟𝑛𝑐
𝐵1), 

(𝑃𝑎𝑡𝑡𝑒𝑟𝑛𝑝
𝐵2 , 𝑃𝑎𝑡𝑡𝑒𝑟𝑛𝑐

𝐵2),  (𝑃𝑎𝑡𝑡𝑒𝑟𝑛𝑝
𝐵3,   𝑃𝑎𝑡𝑡𝑒𝑟𝑛𝑐

𝐵3),  and 

(𝑃𝑎𝑡𝑡𝑒𝑟𝑛𝑝
𝐵4

 , 𝑃𝑎𝑡𝑡𝑒𝑟𝑛𝑐
𝐵4) used for masking the chosen byte 

of the ciphertext and the four key bytes, respectively.  The 
array of pt with five elements keeps track of those primary 
and complementary sub-patterns of the five patterns that are 
in use.  The model is also extracted in this step. 
 

   

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3. Algorithm Mask 

Algorithm Mask 

Input:  A 32–bit key, a pattern’s profile of 96-bit, and a 

ciphertext, CT. 
Output: Delivering IC as the masking version of CT. 

Method: 

  Step1- //Dissection of the profile and initializations 
 Dissection delivers primary and secondary sub-patterns of 

five patterns (𝑃𝑎𝑡𝑡𝑒𝑟𝑛𝑝
0

, 𝑃𝑎𝑡𝑡𝑒𝑟𝑛𝑐
0), (𝑃𝑎𝑡𝑡𝑒𝑟𝑛𝑝

𝐵1
, 

𝑃𝑎𝑡𝑡𝑒𝑟𝑛𝑐
𝐵1),  (𝑃𝑎𝑡𝑡𝑒𝑟𝑛𝑝

𝐵2
, 𝑃𝑎𝑡𝑡𝑒𝑟𝑛𝑐

𝐵2),  (𝑃𝑎𝑡𝑡𝑒𝑟𝑛𝑝
𝐵3

, 

𝑃𝑎𝑡𝑡𝑒𝑟𝑛𝑐
𝐵3),  and (𝑃𝑎𝑡𝑡𝑒𝑟𝑛𝑝

𝐵4
, 𝑃𝑎𝑡𝑡𝑒𝑟𝑛𝑐

𝐵4). 

 ←Model obtained by using Preference bits, Flag bits, 

and key;  
 IC ← “”; C ← CT; 

pt[5]← 0;//pt gives turn to the primary (pt[]=0) and 

complementary (pt[] =1) sub-patterns of the five 
patterns for initializing  the CurrentP [5];  

Step 2-Repeat until C is exhausted 

a- Get the set of decimal numbers from  in ascending 
order: D ={d1, d2, . . . dy-1, dy}; 

 Get the next random size block,  

 n,=Substr(C, 0, dy); 
b- CL = 0; //Current location in C 

c- Repeat for i =1 to y-1  

 //Divide n into y-1 segments; 

si = Substr(n, CL, di - CL); 

CL = CL+ di;  

CurrentP[m]=𝑃𝑎𝑡𝑡𝑒𝑟𝑛𝑝𝑡
𝑚    //for m =0 to 4; 

d- Repeat for each byte, cj, in si 

    d1- If (cj is a flagged byte) Then continue; 

d2- If (CurrentP[0] is exhausted)  

 Then CurrentP[0] = 𝑃𝑎𝑡𝑡𝑒𝑟𝑛𝑝𝑡
0 ;  

 d3- cj’ = Flip cj bits using CurrentP[0]; 

    d4- cj’ = Circularly swap proper cj bits using 
CurrentP[0]; 

d5- σ = Select(cj’, CurentP[1],  

CurrentP[2],CurrentP[3],CurrentP[4]); 

d6- a = cj’  σ; 

d7- IC←IC || a; 

End;   

     pt[]++; pt[] ← pt[] mode 2;   

     End; 

     e- Remove block n from C; 

     f- Apply one-bit-left-rotation on ; 

End; 

End; 

 

Profile: (8800510043228408000021C0)16 

(10001000000000000101000100000000010000110010

001010000100000010000000000000000000001000011

1000000)2    

 
A 4-byte Key: (ABC9023D)16  

 

  10001    0000000000001010     0010    000   00000100      
 

Preference bits     Flag bits            K=2   M=1       R=3 

 
   0011   001     00010100      0000    000     00000000      

 

  K1=3   M1=2     R1 =3 & 5   K3=0   M3=1       R3=0        
 

  0010    000     00100000      0100    001    11000000      

 
 K2=2   M2=1      R2 = 6         K4=4   M4=2      R4=7 & 8   
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 The second section (Step 2.a of the algorithm) 

identifies a random size block prescribed by —the model. 
The identification process is done by creating y binary 

numbers using .  The i-th binary number starts from the 

least significant bit of the  and ends at the bit with the i-th 

value of “1” in .  The binary numbers are converted into 
decimal numbers and sorted in ascending order, {d1, d2, . . . 

dy-1, dy}.  The block, n=Substr(C, 0, dy), where C is initially 
a copy of the cipher text. 
 The third section (Step 2.c of the algorithm) divides 

block n into a number of random size segments.  The size 

and the number of segments are dictated by  internal 

representation.  Block n has y segments: { s0 . . .sy-1}.  
 The segment si starts from the first byte after the 
segment si-1 (the location is preserved in variable CL) and 
contains λi=di+1 – di bytes.  The number of segments and 
their lengths are not the same for different blocks.   

 To get the next block of the ciphertext, the block n is 

removed from C (Step 2.e) and  is changed by having a 
one-bit-left-rotation (Step 2.f).  Using the above process 

along with new , the next block with a different size is 
identified.  This process continues until C is exhausted.   It 
is clear that the lengths of blocks are not necessarily the 
same.  In fact, the lengths of blocks are random.  It needs to 

be mentioned that length of the block i and i+8 are the 

same when  is one byte long.  When  is two bytes long, 

the length of the block i and i+16 are the same. And a block 
on average is 32,768 bytes long.  As a result, the ciphertext, 
on average, must be longer than 491,520 bytes before the 
blocks’ lengths are repeated. 
  

 

 

 

 

 

 

 

 

 

Figure 4. Algorithm Select 

 The fourth section (Step 2.d of the algorithm) delivers 
the masked version of the ciphertext, byte by byte, for a 
given segment.  Flagged bytes are not masked (Step 2.d1).  
If the number of bytes in the segment si is greater than the 
cardinality of the pattern then, the pattern repeats itself 
(Step 2.d2).  Each byte, cj, of the segments si (for i=1 to y-1) 
are masked by applying (i) the relevant member of the 
current sub-pattern on byte cj (Step 2.d3 and 2.d4), (ii) 
identifying the key image (Step 2.d5), by invoking the 
Algorithm Select (Figure 4), (iii) create cj’, the masked 
version of the cj, by XORing the outcome of process (i) and 

process (ii), (Step 2.d6), and (iv) concatenate the masked 
version of the cj, to string of IC which ultimately becomes 
the inoculated version of the inputted ciphertext  (Step 2.d7).   

 2) Unmasking of the Ciphertext: For unmasking a 
masked ciphertext, those steps that were taken during the 
masking process are applied in reverse order.  Therefore, the 
Algorithm Mask with a minor change in step 2.d can be 
used for unmasking.  We show only the changes to Step d of 
Figure 3 in Figure 5.   
 

 

 

 

 

 

 

 
 

Figure 5.  The modified part of the Algorithm Mask 

IV. EMPIRICAL RESULTS 

 To measure the effectiveness of the proposed Vaccine, 
we compare its performance with the performance of the 
well-established masking algorithms of CBC and CFB.  The 
behavior of Vaccine was observed using three separate 
profiles of simple, moderate, and complex.  These 
observations are named VACs, VACm, and VACc. 
 Two plaintext templates of natural and synthetic were 
chosen and 100 plaintexts were generated for each template.  
Each plaintext following the first template was selected 
from a natural document made up of the lower and upper 
case alphabets and the 10 digits—total of 62 unique 
symbols.  Each plaintext following the second template was 
randomly synthesized using the10 symbols set of {A, b, C, 
L, x, y, 0, 4, 6, 9}.  The goal was to synthesize plaintexts 
with high occurrences of a small set of symbols.  Each 
plaintext created under both templates was 1K bytes long. 
 For each plaintext, two ciphertexts of Ca and Cd were 
generated using Advanced Encryption System (AES-128) 
and Data Encryption Standard (DES) algorithms 
[12][13][14]. The masking approaches of CBC, CFB, 
VACs, VACm, and VACc were applied separately on Ca and 
Cd generating the masked ciphertexts of:  

   {𝐶𝑎
𝑐𝑏𝑐 , 𝐶𝑎

𝑐𝑓𝑏
,  𝐶𝑎

𝑣𝑎𝑐𝑠 ,  𝐶𝑎
𝑣𝑎𝑐𝑚 ,  𝐶𝑎

𝑣𝑎𝑐𝑐} and 

   {𝐶𝑑
𝑐𝑏𝑐 , 𝐶𝑑

𝑐𝑓𝑏
,  𝐶𝑑

𝑣𝑎𝑐𝑠 ,  𝐶𝑑
𝑣𝑎𝑐𝑚 ,  𝐶𝑑

𝑣𝑎𝑐𝑐}.  
 
   When CFB applied on Ca and Cd the key lengths were 
64-bit and 128-bit, respectively, and IV chosen from a 
natural document.  (The least significant 64 bits of the 128-
bit key was used as the key when CFB was applied on Ca.  
The key used by VACs, VACm, and VACc was also 
borrowed from the least significant 32 bits of the 128-bit 
key used for CFB.) 
 Let us consider the first set of masked ciphertexts 

 {𝐶𝑎
𝑐𝑏𝑐, 𝐶𝑎

𝑐𝑓𝑏
,  𝐶𝑎

𝑣𝑎𝑐𝑠 ,  𝐶𝑎
𝑣𝑎𝑐𝑚 ,  𝐶𝑎

𝑣𝑎𝑐𝑐} generated from Ca.  The 
following steps are used to compare the effectiveness of the 
proposed Vaccine with CBC and CFB.  (The same steps are 

d- Repeat for each byte, cj’, in si 

d1- If (cj is a flagged byte) Then continue; 

d2- If (CurrentP[0] is exhausted)  Then CurrentP[0] = 𝑃𝑎𝑡𝑡𝑒𝑟𝑛𝑝𝑡
0 ;  

d3- σ = Select(cj’, CurentP[1], CurrentP[2], CurrentP[3], CurrentP[4]; 

d4-  = cj’  σ; 

d5-  = Circularly swap bits of  using CurrentP[0]; 

d6-  = Flip a bits using CurrentP[0]; 

d7- UM←UM||; //UM is the unmasked ciphertext;  

End; 

 

 

Algorithm Select 

Input: A byte (c), Key, and four patterns for the four key bytes. 
Output: key image, k. 

Method: 

a. Repeat for (w = 1 to 4) 
If (CurrentP[w] is exhausted)  

Then CurrentP[w] = 𝑃𝑎𝑡𝑡𝑒𝑟𝑛𝑝𝑡
𝑤 ;  

End; 
b. h ← -1; 

c. Repeat for v= 1 to 4; 

i. cv ← An instantiated version of KeyBytev using 
related sub-pattern.  

ii. If HD(c, cv) >h //HD is Hamming distance function 

Then h = HD(c, cv); k = cv; 
   End; 

End; 
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also followed to compare the effectiveness of the proposed 
Vaccine with CBC and CFB using the masked ciphertexts 

of {𝐶𝑑
𝑐𝑏𝑐, 𝐶𝑑

𝑐𝑓𝑏
,  𝐶𝑑

𝑣𝑎𝑐𝑠 ,  𝐶𝑑
𝑣𝑎𝑐𝑚 ,  𝐶𝑑

𝑣𝑎𝑐𝑐}.) 
a. Get the list of unique symbols that the plaintext is made 

up of, List={1 . . . m }.  

b. Get the frequency of symbol i, for i = 1 to m, and 
calculate the average frequency of the symbols. 

c. Repeating the next two steps for every symbol, i, in the 
list. 

d. Identify the locations for all the occurrences of the 

symbol, i, in the plaintext, (ℓ
i
1 . . . ℓ

i
n). 

e. Identify the bytes in the locations of (ℓ
i
1 . . . ℓ

i
n) within 

the 𝐶𝑎
 and calculate the Hamming distance, hj, between 

the two bytes in location ℓj, for j=1 to n, in the plaintext 
and 𝐶𝑎

.  The overall average of Hamming distance for 

the symbol i is hi =Average(h1 . . . hn),  
f. Concluding that the underline masking methodology 

with the highest average values of the Hamming 
distances have a superior performance. 

 The outcome of applying the above steps on the 

ciphertexts of    {𝐶𝑎
𝑐𝑏𝑐 , 𝐶𝑎

𝑐𝑓𝑏
,  𝐶𝑎

𝑣𝑎𝑐𝑠 ,  𝐶𝑎
𝑣𝑎𝑐𝑚 ,  𝐶𝑎

𝑣𝑎𝑐𝑐} and  

 {𝐶𝑑
𝑐𝑏𝑐, 𝐶𝑑

𝑐𝑓𝑏
,  𝐶𝑑

𝑣𝑎𝑐𝑠 ,  𝐶𝑑
𝑣𝑎𝑐𝑚 ,  𝐶𝑑

𝑣𝑎𝑐𝑐} are shown in Table 1.a 

and Table 1.b.  We have also used the system clock to 
calculate the average throughput (in millisecond) for the 
masking approaches of CBC, CFB, VACs, VACm, and 
VACc and reported in Tables 2.a and 2.b. 

TABLE I. AVERAGE OF HAMMING DISTANCES BETWEEN THE 
TWO 100 PLAINTEXTS OF 1K BYTE LONG (GENERATED 
BY TWO TEMPLATES) AND THEIR RELATED MASKED 
CIPHERTEXTS:  (A) ENCRYPTED BY AES AND (B) 
ENCRYPTED BY DES 

Tem.  

Avg. 

Symb. 

Freq. 

AES-128 

CBC CFB128 VACs  VACm  VACc  

Dist. Dist. Dist. Dist. Dist. 

Syn. 103 3.568 3.570 4.415 4.373 4.411 

Natu. 16.5 3.569 3.561 4.423 4.361 4.411 

(a) 

 

 

 

Tem.  

Avg. 

Symb.

Freq. 

DES 

CBC CFB64 VACs  VACm  VACc  

Dist. Dist. Dist. Dist. Dist. 

Syn. 103 3.527 3.526 4.182 4.153 4.223 

Natu. 16.5 3.513 3.515 4.176 4.141 4.221 

(b) 

 

 

 In addition, a masking strength of  (0 <  < 1), is 

introduced that is defined as =Ninst / Nocc, where Ninst is the 
number of unique bytes in the masked ciphertext 
representing the instantiations of the Nocc occurrences of 

symbol i in the underlying plaintext of the masked 
ciphertext.  The masking strength for CBC, CFB, VACs, 
VACm, and VACc are presented in Tables 3.a and 3.b. 

V. CONCLUSIONS AND FUTURE RESEARCH 

 The performance of the presented new cipher block 
approach, Vaccine, for masking and unmasking of 

ciphertexts seems superior to the performance of the well-
known masking approaches of CBC and CFB.  

TABLE II. THROUGHPUT AVERAGE IN MILISECOND FOR THE 
TWO 100 PLAINTEXTS OF 1K BYTE LONG (GENERATED 
BY TWO TEMPLATES):  (A) ENCRYPTED BY AES AND 
(B) ENCRYPTED BY DES  

Tem.  

Avg 

Symb.

Freq. 

AES-128 

CBC CFB128 VACs  VACm  VACc  

TPut. TPut. TPut. TPut. TPut. 

Syn. 103 4545 11111 25000 33334 20000 

Natu. 16.5 12500 10000 16667 20000 12500 

(a) 

Tem.  

Avg 

Symb. 

Freq. 

DES 

CBC CFB64 VACs  VACm  VACc  

TPut. TPut. TPut. TPut. TPut. 

Syn. 103 3846 11111 20000 25000 14286 

Natu. 16.5 10000 10000 14286 20000 11111 

(b) 

TABLE III. AVERAGE MASKING STRENGTH FOR THE TWO 100 
PLAINTEXTS OF 1K BYTE LONG (GENERATED BY TWO 
TEMPLATES): (A) ENCRYPTED BY AES AND (B) 
ENCRYPTED BY DES 

Tem.  

Avg. 

Symb. 

Freq. 

AES-128 

CBC CFB128 VACs  VACm  VACc  

     

Syn. 103 0.506 0.486 0.451 0.540 0.571 

Natu. 16.5 0.882 0.878 0.845 0.890 0.889 

(a) 

 

Tem.  

Avg. 

Symb.

Freq. 

DES 

CBC CFB64 VACs  VACm  VACc  

     

Syn. 103 0.501 0.494 0.490 0.564 0.570 

Natu. 16.5 0.878 0.894 0.880 0.909 0.893 

(b) 

 

 
 The advantages of Vaccine over CBC and CFB are 
numerated as follows:    
a. The key and patterns’ profile may hide in the masked 

ciphertext. 
b. The block size for Vaccine is not fixed and it is selected 

randomly.    
c. Each block is divided into segments of random size.   
d. The masking pattern changes from one byte to the next 

in a given segment. 
e. Masking a ciphertext using Vaccine demands mandatory 

changes in the ciphertext.  Therefore, the identity 
transformation could not be provided through the 
outcome of Vaccine. The simple proof is that the 
Hamming weight is modified. 

f. The results revealed that on average: 
i. The Hamming distance between masked and 

unmasked occurrences of a byte using Vaccine is 
0.72 bits higher than using CBC and CFB. 

ii. Vaccine throughput is 3.4 times and 1.8 times higher 
than throughput for CBC and CFB. 

iii. Vaccine masking strength is 1.5% and 1.8% higher 
than masking strength for CBC and CFB. 
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iv. VACm masking strength is 3.6% and 3.7% higher 
than masking strength for CBC and CFB.  And VACc 
masking strength is 3.9% and 4.2% higher than 
masking strength for CBC and CFB.  

 As the future research, building a new version of 
Vaccine is in progress to make the throughput and the 
masking strength of the methodology even higher.  In 
addition, the use of Vaccine in a parallel processing 
environment also will be investigated. In addition, a 
feasibility study for using Vaccine as an authentication 
method is in progress. 
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Abstract—Industrial control systems have recently become easy
prey for cyber attacks as they expand to the Internet, beyond data
communication through the network. Among industrial control
systems, the systems used by nuclear facilities are especially at
high risk against cyber attacks because their dangerous assets
are used in managing nuclear materials. Most of the nuclear
licensees have recently established cyber security response plans
to protect their critical systems from cyber threats. To enable the
response plans, effective incident reporting procedures should also
be established and notified to personnel who has responsibilities
to discover and report an undesired event in a timely manner.
This study presents ongoing work, which is part of the study
for establishing a cyber security incident response framework
for nuclear facilities, and to introduce cyber security incident
reporting regulations at nuclear facilities in the Republic of
Korea.
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I. INTRODUCTION

Cyber security threats to industrial control environments
have increased significantly because industrial control systems
(ICSs) have changed from proprietary, isolated systems to PC-
based open architectures and standard technologies intercon-
nected with other networks and the Internet [1].

If a cyber attack occurs and results in damage, infras-
tructures such as public transportation, water, gas, as well as
general IT systems incur financial losses or inconveniences to
public amenities. However, cyber attacks on nuclear facilities
threaten public safety and life by causing adverse effects on
the safety functions of nuclear facilities. Therefore, in order
to respond quickly and properly to cyber security incidents,
nuclear licensees are required to have a more detailed cyber
security incident response system than any other environmental
licensees and to prepare incident reporting regulations to
enable this. This paper, as a part of the research on building
a cyber security incident response system for nuclear facilities
in the Republic of Korea (ROK), presents the essential consid-
erations of a regulatory authority in the process of developing
and introducing incident reporting regulations.

It also uses practical contexts derived from consultations
between regulators and nuclear licensees. In Section 1, the
related works and contributions of this paper are presented. In
Section 2, the paper describes the difference between incident
reporting regulations for nuclear facilities compared to other
critical infrastructures or general IT systems. Considerations
to introduce incident reporting regulations at nuclear facilities
are also presented in Section 2. Section 3 concludes the paper.

Figure 1. Incident Response Life Cycle [2]

A. Related work
There are several related standards and documents that

guide cyber security incident response and reporting.
The National Institute of Standards and Technology (NIST)

suggests the standard process to response cyber security inci-
dents [2] and the International Atomic Energy Agency (IAEA)
also cites it as the computer security incident response phases
[3]. Figure 1 shows the process of incident response. NIST also
demands the establishment of an incident report mechanism
that permits people to report incidents anonymously [2].

The European Network and Information Security Agency
(ENISA) describes good practices guide for the management
of network and information security incidents on incident
handling [4]. The main topic of the guideline is the incident
handling process. The guide includes the formal framework for
Computer Emergency Response Teams (CERTs, also known as
CSIRTs), roles, workflows, basic CERT policies, cooperation,
outsourcing, and reporting. However, the report guideline of
the publication is presented for senior managers on how to
manage incidents, and not for incident responses. ENISA also
presents proposals for incident reporting to public authorities,
private organizations and trust service providers, trying an
introduction of a new reporting scheme or an improvement of
standing procedures, under Article 19 of the electronic IDenti-
fication, Authentication and trust Services (eIDAS) regulation
[5][6]. Guidelines for managing and reporting cyber security
events presented by ENISA cover general IT environments.
However, responding to and reporting of cyber security inci-
dents that apply to nuclear facilities are distinct from general
IT environments and other critical infrastructures. A detailed
analysis is provided in Section 3.

In earlier studies, J. J. Gonzalez introduced a cyber security
reporting system to share cyber security data, such as intrusion
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attempts, successful intrusions, and incidents of all types.
He urged that it could lead to a more comprehensive and
effective cyber data collection and analysis [7]. C. W. Johnson
identified some of the challenges that frustrate the exchange of
lessons learned from cyber security incidents in safety-related
applications. He then argued for the integration of reporting
mechanisms for cyber attacks on safety-critical national in-
frastructures [8]. R. Leszczyna and M. R. Wrobel proposed an
approach to developing a data model for security information
sharing platform for the smart grid [9]. All these previous
research were focused on information sharing of security
data. They however did not introduce reporting regulations for
instant incident responses.

Especially at nuclear facilities, the IAEA states the goal and
challenges of reporting during the computer security incident
response process [3]. Additionally, the IAEA states that the
goal of reporting is to ensure that everyone who needs to know
about a computer security incident is informed in a timely
manner. The IAEA further presents that the determination of
the frequency of reporting and the level of detail required is a
challenge to organizations [3]. However, it focuses on phases
of incident response at nuclear facilities and analysis of the
incident, and reporting is only briefly mentioned as one of the
phases.

The United States (US) and Nuclear Regulatory Commis-
sion (NRC) have already introduced and applied cyber security
event notification in the form of Code of Federal Regulations
(CFR). [10] and [11] classify the cyber security events and set
a time limit for reporting according to its severity. They also
describe the process and method to notify the events in detail.
However, they are based on the incident response infrastructure
and systems in the US, and it is difficult to apply it in a country
where the well-organized environment is not prepared.

This paper presents the essential items, based on experience
of practical regulation and policy introduction, to be consid-
ered by the countries and regulatory agencies that intend to
introduce reporting rules of responding to cyber incidents at
nuclear facilities.

II. CONSIDERATIONS TO INTRODUCING THE POLICY

Cyber security incident response and reporting at nuclear
facilities are different from the ordinary IT environments and
other critical infrastructure.

• Unlike a typical IT environment, when a cyber security
incident occurs at a nuclear facility, the personnel who
discover and respond to the incident must consider the
radiation effects. The activities that need to be done
between report and response depend on the nature of
the radiation effects, the content to report, and the
status of the person or extent of the organization re-
ceiving the report. Hence, subsequent reporting of the
situation is required whenever circumstances change.

• Systems at nuclear facilities, such as PLC, DCS,
and HMI have a variety of accessible users: op-
erators, maintenance personnel, security personnel,
auditors, and contractors. Therefore, if anyone with
access to the system discovers an undesired event, a
standardized reporting form is required to accurately
communicate the situation. Additionally, because the
physical space of the facility is large, compared to an

IT environment and, additionally, because there are
dangerous areas where CERTs have restrict access,
it may be difficult to directly assess the situation and
notify the appropriate authorities or experts. Therefore,
it is necessary to establish a clear reporting method
for all accessible users to report the situation to the
experts, and periodical training should be carried out.

• Some systems at a nuclear facility may be out of date,
need to be updated, or run security programs such
as an antivirus software. In such a case, it may be
difficult for the user to notice a malicious access to
the systems. If no security programs are run and no
security policies are set, it may be difficult to detect
a malicious intrusion. The operator may suspect the
possibility of a compromise of the system only after
finding an abnormality in the operation of the facility.
Therefore, in order to confirm a cyber attack, it is
necessary to consider not only notifications of cyber
threats but also notifications of an abnormal situation
related to the operation of the facility, such as rapid
pressure or temperature change.

• In IT systems, data confidentiality and integrity are
typically the primary concerns. For an ICS, human
safety and fault tolerance in preventing loss of life or
endangerment of public health or confidence, regula-
tory compliance, loss of equipment, loss of intellectual
property, or lost or damaged products, are the primary
concerns. Therefore, incidents that should be reported
in the IT environment may not be necessary to report
because of their low severity at a nuclear facility.
Conversely, incidents that are overlooked in an IT
environment may be a serious incident that must be
reported at a nuclear facility.

Depending on the mission and nature of the organization
that is responsible for introducing cyber security incident
reporting policy, the purpose of creating the reporting re-
quirements is different. Accordingly, the considerations in
developing and introducing reporting regulations may vary.
This section presents the considerations that the organizations
should address to establish cyber security incident reporting
regulations.

A. Scope of cyber security incident
First, the scope of cyber security incidents that may arise at

a nuclear facility should be defined to apply incident reporting
and incident response procedures. This means that assets, in
the same manner as systems and network at nuclear facilities,
should be identified to protect from cyber attacks by carrying
out planned response activities.

Nuclear facilities have various services from enterprise
business networks, including e-mail service, web server, and
the Internet, to process control instrumentation bus network
connected to sensors, actuators, and instrumentation. In ad-
dition, there are various systems, such as not only office PCs
but also PLCs, DCSs, and HMIs located in the operations zone
of nuclear facilities. Licensees should identify and select the
essential assets among them to apply the established reporting
regulation. For example, the NRC defined systems that perform
safety, security, and emergency preparedness functions as
critical digital assets that should be thoroughly protected from
cyber attacks [12].
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B. Subject of report

The person or entity to be responsible for the decision to
report an incidence should be taken into consideration. If a
reporting entity is not specified, it may result in unnecessary
time loss from the time of incidence report to an appropriate
response. As a reporting entity, the following persons may be
considered: Operators of the nuclear facilities who first dis-
cover an undesired event; the team manager of the operators;
and cyber security experts at the nuclear facilities who can
determine whether the event was caused by digital threats.
Because the reporting entity affects the immediacy and the
concreteness of the reporting, it may vary according to the
mission and nature of the organization.

NIST requires at least one reporting mechanism that allows
for anonymous reporting [2].

C. Reportable incidents

It is not easy to damage nuclear facilities and disrupt
normal operation with cyber attacks. The control networks of
the nuclear facilities are usually separated from the external
network such as the Internet. The control systems of the
nuclear facilities have different platforms from the ordinary
personal computer and requires specialized skills to implement
malicious codes with the intent of compromising the control
system. Nonetheless, nuclear facilities are an attractive prey
to cyber terrorists because of their impact and influence.
Attackers would gather the necessary information to carry
out cyber attacks and infiltrate the control network based on
the collected information. Thereafter, they would attempt to
control the targeted systems and damage the nuclear facilities.
All these processes are referred to as Advanced Persistent
Threats (APT) attack.

When defining the reportable events, the nuclear facilities
can categorize the cyber security events possible in the nuclear
facility and present them as reportable events according to each
stage of the APT attack: Preparation, Access, Resident, Harvest
[13].

However, it is difficult for an on-site operator to deter-
mine immediately if the undesired events on the systems and
networks are caused by the harvest stage of an APT attack,
or by other causes such as mechanical or electrical faults,
malfunctions due to the lifetime of the device, and human error.
Therefore, when creating cyber security reporting regulations,
it is necessary to provide a criterion for judging an incident that
cannot be clearly determined as a cyber threat as a reportable
event.

The most representative event, detectable and reportable at
the stage of access or resident in an APT attack process, is
a discovery of malicious software, also known as a malware,
by an antivirus program. Even if the malicious effect of the
malware on the systems and networks of nuclear facilities is
difficult to establish immediately upon discovery, it must be
reported because of the potential to adversely impact them.
Additionally, the malware need to be analyzed to ascertain
their infiltration routes and take preventive measures. Any
unauthorized activities including creation, deletion, and modi-
fication of an account ID/PW, programs, and processes, and the
alteration to configurations are also reportable events, which
can be discovered at the stage of access or resident stage.

The events that can be discovered and reported during the
preparation stage of the cyber attack include the collection of
information indicating a planned cyber attack against nuclear
facilities, such as a threatening message on SNS or a website
posting. Although these events may not yet have been initiated
and their severity and immediacy of response are relatively
low, they must be reported and a proactive approach should
be taken thereafter.

NRC has classified the reportable events into three cases
and presents example events for each case [11].

D. Report flow
In cyber security reporting regulations, the organization or

agency to which report must be made after the discovery of a
cyber security incident should be defined. The IAEA suggests,
as part of its goal of reporting, that everyone who needs to
know about a computer security incident should be informed
in a timely manner [3]. First, if the person who discovers an
undesired event cannot determine whether incident responses
are required with cyber security approaches, he or she should
notify a cyber security team who can determine whether it
is a result of cyber threats. The cyber security team should
determine whether a professional technical support is needed,
and report it to the incident handler or CSIRT. In addition,
because similar cyber attacks at other nuclear sites such
as cyber terrorism can occur simultaneously, it should be
reported to a regulatory authority and the relevant authorities
that manage and supervise nuclear facilities. The authorities
related to nuclear facilities should collect information about the
situation at other facilities and determine whether a national
cyber terrorism crisis is ongoing, then report it to a national
control center for the cyber crisis response.

The scope of the people who need to know about a com-
puter security incident can be extended as much as possible
according to the determinant of the situation being reported.
In particular, if it is deemed that there are possibilities of a
radiological damage due to a discovered incident, a radio-
logical emergency must be promptly declared and appropriate
the radiological disaster prevention organization, which imple-
ments appropriate protective measures, must be notified of the
situation.

E. Means and contents of reporting
Various means can be used to report, such as by means

of a phone, fax, or e-mail. Telecommunications is a useful
reporting tool to deliver the fastest in-the-field situation. How-
ever, because of the nature of the information being dissem-
inated verbally, untrained reporters may omit the important
information that must be included in the report or may deliver
ambiguous semantics. In the case of faxes or e-mails, because
the recipients may not be reached in time or be aware of
the reporting, they are unsuitable for the initial reporting
of incidents. In particular, e-mails that require access to the
Internet can be an inappropriate reporting tool in some cases.
This is because the location of nuclear facilities where a cyber
security incident occurs may be situated far away from the
office where the Internet service is available. Additionally, the
cyber attacks may have compromised the Internet connection
or the e-mail system. The contacts used for reporting should
always be kept up-to-date and multiple methods should be
prepared in advance [2].
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Figure 2. The correlations of the severity of the incident and the time limit
to report by the stage of an APT attack

A form of written reports should be prepared in a pre-
defined form so that senders know in advance what kind of
information needs to be written and reported. The written
reports must include the name and contact number of the
reporter, the date and time when the event occurred or was
discovered, the affected systems and networks of the nuclear
facility, the actions that were taken, and the current status of
the facility [2][11].

F. Report process

Most reports do not get finalized on the first attempt.
After the initial reporting of a discovered situation, follow-
up reporting is continuously required, based on changes in
circumstances or gathered information. When a cyber security
incident reporting regulation is enacted, a 2-step or 3-step
reporting procedure can be presented in conjunction with
the reporting method. Both processes take verbal reports as
the first step in event reporting. When the event is initially
discovered, it is important to promptly report through the
available telephonic systems, such as by means of a telephone,
hotline, or mobile phone.

Thereafter, the 2-step reporting procedure, such as the one
implemented by the regulation of NRC, requires a detailed
description of the discovered incident and the corresponding
response activities in a single written report.

The 3-step reporting procedure requires, additionally, an
analysis of the incident, which may take a long time after
the licensee’s second report. It also includes a description of
corrective plans to take as preventive measures against similar
types of incidents. This method is useful for the regulatory
authority responsible for assessing and determining whether
the incident response activities and their corrective plans are
appropriate for the nuclear facilities.

The discovered cyber security incidents should be reported
in a timely manner, depending on the severity of the incident
to the nuclear facility. Time loss in collecting accurate infor-
mation can cause delays to a timely response. The more likely
an impactful incident on the safety of a nuclear facility, the
more desirable a fast report and quick response.

Figure 2 shows the correlations of the severity of the
incident and the time limit to report by the stage of the APT
attack.

G. Report on classified information
Cyber security incident reporting regulation should contain

the reporting method for sensitive information classified as
confidential such as [11]. During the ongoing cyber attack,
reporting the incident through an open network, which is an
unprotected channel, can result in additional cyber security
damage such as information leakage. It is therefore best
to prepare a channel for secure communication that uses
asymmetric key encryption with a certification for public key
verification. However, if the dedicated systems are not pre-
pared for transmission and reception of sensitive information,
a guideline should be prepared to indicate the temporary
measures for reporting the classified information, such as using
a symmetric key to encrypt the file containing the information,
and transmitting the key via another channel.

H. Response and follow-up action
When introducing cyber security reporting regulations, it

should include the response and follow-up actions that each
team and organization received the report should perform.

Because the operator in charge of a system at the nuclear
facility always operates and manages the on-site system, he
or she has the primary responsibility to find out the cause
of the abnormal situation when the undesired event was dis-
covered. The system operator should determine whether there
are radiological effects and evaluate the event according to
the International Nuclear and Radiological Event Scale (INES)
standards, based on the severity of the event, by checking the
status of the nuclear facility [14]. If there is no radiological
effect, the operator should check whether the undesired event is
the result of a simple mechanical or electrical fault, or whether
the guaranteed days of the system has expired.

A cyber security team at a nuclear facility has the re-
sponsibility of determining whether the abnormal situation
of the reported system is the result of cyber threats. Various
system logs can be used by the team as reasonable evidence
for cyber threats, such as the event log, the status of the
executed process, network configuration, antivirus log, and
register values. The cyber security team also should determine
whether it is possible to deal with the cyber threats using their
own response capabilities. In the case of planned cyber attacks,
ongoing incidents, or incidents requiring the services of a
professional cyber security response team for an initial incident
investigation, the situation should be notified to CSIRT.

CSIRT, the special team for cyber security incident re-
sponses, protects nuclear facilities by preventing ongoing cyber
security attacks and analyzing the incidents. In the case of an
intended cyber attack, they find possible suspects and hand
over the case to the appropriate law enforcement agencies. The
cyber security team and CSIRT should identify the cause of the
incident and establish corrective actions to take as preventive
measures against similar types of incidents in the future.

Figure 3 shows the report flow with responses and follow-
up actions.

III. CONCLUSION

This paper presented the issues that a regulatory body
should consider when introducing reporting regulations for cy-
ber security incidents at nuclear facilities. The regulator should
ensure that nuclear facilities not only establish cyber security
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Figure 3. The report flow with responses and follow-up actions

incident response plans or procedures as preparatory measures
against increasing terrorism threats, but also pay attention to
prepare reporting regulations so that the prepared response
systems can be activated in a timely manner. The reporting
regulations should be created through thorough discussions by
the relevant personnel and authorities on the presented consid-
erations according to the role and nature of the organization
introducing the reporting regulation. In addition, established
regulations should be a practical guideline with continuous
cyber security education and incident response training. For
this, the subsequent study will discuss how incident reporting
regulations can be implemented effectively and how regulators
can identify unforeseen loopholes in the reporting system.
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Abstract-This paper reports on research designed to measure 

the effectiveness of national Computer Security Incident 

Response Teams (CSIRTs). Specifically, our aim is to identify: 

1) the ways in which a CSIRT might be considered to be 

effective; 2) the issues which may limit the performance of a 

CSIRT; and 3) approaches towards developing CSIRT 

effectiveness metrics. A primary motive for doing so is to 

enable more effective CSIRTs to be implemented, focusing on 

activities with the maximum impact on threat mitigation. The 

research was conducted using both online survey and 

interviews, in two phases. The study participants were experts 

within the existing CSIRT community. In total, 46 participants 

responded to the survey, from 27 countries in Europe, Africa, 

South and North America, and Asia. Three experts working 

for CSIRTs in the UK and USA were also interviewed. 

Questions asked during the interviews and the online survey 

queried the personal knowledge and experience of participants 

regarding CSIRTs. In our analysis, issues such as cooperation, 

data-sharing and trust are discussed as crucial components of 

an effective CSIRT. Existing measurement approaches for 

computer security incident response are presented, before a set 

of suggested direct and indirect measures of the effectiveness of 

a CSIRT is defined. 

Keywords-Cybersecurity; CSIRT; Metrics; Effectiveness.  

I. INTRODUCTION 

This paper considers the problem of assessing the 
effectiveness of Computer Security Incident Response 
Teams (CSIRTs). In order to be able to tackle any kind of 
cybersecurity incident, it is imperative for an incident 
response capacity to be available at least in some 
organisational form, in particular as a CSIRT. 

The name Computer Emergency Response Team is the 
historic designation for the first such response team 
(CERT/CC) [1], established at Carnegie Mellon University 
(CMU). The term CERT is now a registered service mark of 
Carnegie Mellon University that is licensed to other teams 
around the world. Some teams have taken on the more 
generic name of CSIRT, in particular to clarify that they are 
involved with the task of handling computer security 
incidents rather than other technical support work. CSIRTs 
[2] have as their main responsibility detecting and informing 
a wider public about vulnerabilities, making patches 
available to organisations and to the general public, 
providing technical assistance in dealing with computer 
incidents, and coordinating responses in emergencies. 
CSIRTs can operate on a nationwide basis, either inside or 

outside of the governmental sector. Apart from their main 
mission, CSIRTs need to be able to adapt to a continuous 
changing environment and have the flexibility to deal with 
unexpected incidents. Today’s challenges have an impact on 
the effectiveness of CSIRTs. CSIRTs need effective methods 
to collaborate and share information, efficient mechanisms to 
triage incoming information, and policies and procedures 
that are well-established and understood. Their effectiveness 
can be affected by a variety of factors [3]. 

Before considering ways of improving the effectiveness 
of a CSIRT, it is vital to understand how to assess its 
effectiveness. Issues such as cooperation, data-sharing and 
trust are crucial in order for a CSIRT to accomplish high 
levels of performance. In this paper, we will try to describe 
the factors which can enhance the capacity of a national 
CSIRT and improve its processes. 

In Section II, we describe existing measurement 
approaches for computer security incident response before 
defining a set of measures. Following more information on 
issues such as cooperation, data-sharing and trust is 
provided, which are crucial in order a CSIRT to accomplish 
high levels of performance. In Section III, related work 
internationally is presented while section IV describes the 
methodology. Section V presents our results and finally 
section VI describes our conclusions.  

The results presented in this paper are intended to be 
particularly valuable for CSIRT experts, Chief Information 
Officers (CIOs), Chief Information Security officers 
(CISOs), Senior Agency Information Security Officers 
(SAISOs), Information System Security Officers (ISSOs), 
and Community Support Officers (CSOs) and (CISOs). 

The measures presented can be used both within 
government and industry contexts.  

II. METRICS TO ASSESS THE EFFECTIVENESS OF A CSIRT 

Well-defined metrics are essential to determine which 
security practices are worth investing in. Every CSIRT will 
need to develop mechanisms to evaluate the effectiveness of 
its practice. This should be done in conjunction with its 
management and its constituency [4]. Effectiveness, as well 
as efficiency measures address two aspects of security 
control implementation results: the robustness of the result 
itself (effectiveness) and the timeliness of the result 
(efficiency). These measures can provide important 
information for security decision makers in order to improve 
the performance of CSIRTs, and they help in determining the 
effectiveness of security controls. 
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By measuring the effectiveness of information security, 
there can be [5]: 

a) Increases in accountability: Measuring 

effectiveness can help in identifying specific security 

controls that are implemented incorrectly or are ineffective. 

b) Improvements in Information Security  

Effectiveness: Measuring information security can 

determine the effectiveness of implemented information 

security processes and procedures by interrelating the results 

of various activities and events to security controls and 

investments. 

c) Demonstration of Compliance: Organisations can 

demonstrate compliance with applicable laws and 

regulations by maintaining an information security 

measurement program. 

The International Telecommunication Union (ITU) [6], is 
helping countries to establish National Computer Incident 
Response Teams (CIRTs), which serve as a national focus 
point for coordinating cybersecurity incident response to 
cyber-attacks in the country. The objective of the 
Assessment of a CSIRT is to define the readiness to 
implement a national CSIRT. Part of this assessment 
includes the incident response capabilities of a country and 
the existence of an intrusion detection service offered to the 
constituents. 

In order to improve the effectiveness of a CSIRT, it is 
vital to understand how to assess its effectiveness. Following 
we will be providing more information on issues such as 
cooperation, data-sharing and trust which are crucial in order 
a CSIRT to accomplish high levels of performance [3], [4], 
[7], [8]. 

A. Cooperation 

The OECD report (2005) [9], describes the importance of 
international cooperation for fostering a culture of security 
and the role of regional facilitating interactions and 
exchanges. Moreover, national CSIRTs can help foster a 
cybersecurity culture by providing activities for awareness 
and education to the public, educating national stakeholders 
on the impact of virtual activities to their organisations, and 
the implications of their activities for cyber and information 
security. International cooperation is considered an integral 
part of the activities of a national CSIRT, and a number of 
countries have already established operational networks 
through which they exchange information and good practice. 
Most countries cooperate at the regional (European TF-
CSIRT and EGC, APCERT) or global level (FIRST).  

ENISA [10] while discussing the subject of the 
effectiveness of CSIRTs, has focused on possible barriers 
that can inhibit it. Specifically, four areas of benefit from a 
possible cooperation were identified: Incident Handling; 
Project establishment; Resource and information sharing; 
Social networking. 

B. Information sharing 

ENISA [10] has dealt with the issue of threat and 
incident information exchange and sharing practices used 

among CSIRTs in Europe, especially, but not limited to, 
national/governmental CSIRTs. ENISA identified the 
functional and technical gaps that limit threat intelligence 
exchanges between national/governmental CSIRTs and their 
counterparts in Europe, as well as other CSIRTs within their 
respective countries. 

Interactions between CSIRTs can include asking other 
teams for advice, disseminating knowledge of problems, and 
working cooperatively to resolve an incident affecting one or 
more of CSIRT constituencies. Response teams have to 
decide what kinds of agreements can exist between them in 
order to share but still safeguard information, as well as 
which information can be disclosed and to whom. A peer 
agreement refers to simple cooperation between CSIRTs, 
where a team contacts another and asks for help and advice 
[11]. 

ENISA [7] presented a variety of issues which can hinder 
information sharing. The main barriers to cooperation 
between CSIRTs are: a) poor quality of information; b) poor 
management of information sharing; c) misaligned 
incentives stemming from reputational risks; d) uncertainty 
about senior level awareness of cybersecurity; and e) the 
disincentive for private sector organisations to disclose 
information because of possible reputational damage. ENISA 
defines basic requirements for improved communications 
interoperable with existing solutions in order to improve 
information sharing. Better utilization of current 
communication tools and practices is needed. Local 
detection of incidents accompanied by trusted forms of 
information exchange, can ultimately lead to improved 
prevention of cyber incidents on a global scale. 

The Information Sharing Framework (ISF, MACCSA, 
2013) [8] provides guidance on establishing the capability to 
increase an organisation’s cyber Situational Awareness, 
enabled by sharing information across a trusted community 
of interest to achieve Collaborative Cyber Situational 
Awareness (CCSA). 

C. Trust 

CSIRT cooperation is based on trust. Without trust, 
national/governmental CSIRTs will be less willing to share 
information and less open to work together on incident 
response and handling when needed. Measuring trust and 
defining criteria by which to measure a CSIRT 
trustworthiness is an ongoing challenge, particularly when 
the aim of the cooperation is to exchange and share sensitive 
information. Key criteria that national CSIRTs look for 
include: technical expertise with a proven track record; 
membership in CERT initiatives; ability to respond quickly 
and act on security threats; and a stable team [3]. 

Trust can be one of the biggest obstacles to enhanced and 
effective communication between CSIRTs but also between 
CSIRTs and other stakeholders.  Lack of trust between 
stakeholders can lead to a lack of sharing of security incident 
information. This component is of vital importance for 
cooperation and information sharing, as discussed above. 

According to Messenger (2005) [12], trust in 
public/private partnerships has a very significant role which 
can be enhanced through frequency of contact between 
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counterpart individuals, identification and sharing of 
common intentions and objectives, or technical credibility of 
technical staff. 

According to the Information Sharing Framework [8], 
Trust depends on an AAA Model: Authentication (Are you 
who you claim you are?), Authorisation (Do you have 
permission to undertake the activities?) and Accountability 
(Can you evidence compliance in any court of law?).  

D. Resources 

The effectiveness of CSIRTs can be limited as a result of 
growing work load and limited resources [13], [14]. It seems 
obvious, but a national incident response team without a 
steady source of funding will not be able to function beyond 
the short term [15]. The typical work overload situation in a 
CSIRT, limits its effectiveness [14]. A CSIRT that has over-
stretched its resources over a long time period must be 
prepared to go through a worse-before-better scenario to 
escape the “Capability Trap”. Such a transition process can 
be quite painful to the CSIRT and its surrounding 
environment, for example, through adjustments to scope of 
service to release resources for improvement [13]. 

III. RELATED WORK  

The key to security metrics is obtaining measurements 
that have the following ideal characteristics: they should 
measure organisationally meaningful things; they should be 
reproducible; they should be objective and unbiased; they 
should be able to measure some type of progression towards 
a goal. 

There are existing publications which refer to how we 
can measure the performance and create accountability for 
the capabilities of a CSIRT. The NIST Special Publication 
800-55 Revision 1 (2008) [16] defined measurement types 
for information security such as implementation, 
effectiveness/efficiency, and impact. The authors established 
that these are not just measurement types but they are 
actually purposes or the drive for measuring information 
security. In another NIST publication, NIST Special 
Publication 800-61 Revision 1 [17] possible metrics were 
proposed: a) the number of incidents handled; b) time per 
incident; c) objective assessment of each incident; and d) 
subjective assessment of each incident. These metrics are 
very practical but suggest only a small portion of possible 
metrics and measurement types for measuring CSIRT.  

A technical report from Carnegie Mellon's Software 
Engineering Institute [18] measured incident management 
based on common functions and processes within CSIRT 
work flow. Sritapan, et al. [19] developed a metrics 
framework for incident response to serve as an internal 
analysis, in order to support the incident reporting 
improvement and strengthen the security posture for an 
organisation’ s mission.  

The OECD report on Improving the Evidence Base for 
Information Security and Privacy Policies [20] indicates that 
many CSIRTs already generate statistics based on their daily 
activities, including statistics on the number of alerts and 
warnings issued or incidents handled. 

The OECD report [21] presents the ability of CSIRTs to 
report data about their constituencies, the size of the 
networks and users under their responsibility, organisational 
capacity and incidents, as well as information on the quality 
of these responses. 

ENISA [22] also released a report which, “builds upon 
the current practice of CERTs with responsibilities for ICS 
networks, and also on the earlier work of ENISA on a 
baseline capabilities scheme for national/ governmental 
(n/g) CERTs,” without prescribing which entity should 
provide these services for the EU. The good practice guide 
divides ICS-CERC provisions into four categories: mandate 
capabilities; technical operational capabilities; organisational 
operational capabilities and co-operational capabilities. 

IV. METHODOLOGY 

A focus group was conducted, with participation of 15 
experts working in both academia and industry. The research 
itself was conducted using an online survey and interviews, 
in two phases, a pilot phase and the main survey phase. 

Questions asked during the interviews and online survey, 
solicit the personal knowledge and experience of participants 
regarding CSIRTs. Prior to taking part in the study, 
participants were required to read and sign a consent form 
that informed them of the project, its goals and how their 
information and feedback would be treated and used. All 
data were anonymised immediately following its collection, 
and information was treated as confidential. This project has 
been reviewed by, and received ethics clearance through, the 
University of Oxford Central University Research Ethics 
Committee (Ref No: SSD/CUREC1A/14-127, Annex C). 

A. Pilot Phase 

An online tool-survey was developed using Qualtrics 
[23]. During the pilot phase, the online survey consisted of 
51 questions on various factors determining the effectiveness 
of CSIRTs, and participants were required to answer the 
questionnaire through a web link.  

B. Main Research Phase 

After the pilot phase, feedback from participants was 
collected, which resulted in the survey consisting of 19 
questions. Furthermore, during this phase three interviews 
were conducted in order to gain a deeper insight on the 
experience of experts working for CSIRTs, and on the level 
of cybersecurity capacity of a nation, region or organisation. 

C. Participants 

The participants who took part in the study are experts 
within the existing CSIRT community, currently working in 
a CSIRT environment or who have done so in the past, or 
have been involved in the creation of a CSIRT. In total, 46 
participants responded to the survey, from 27 different 
countries in Europe, Africa, the Americas, and Asia. Also, 
three experts working for CSIRTs in the UK and USA were 
interviewed. 
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V. RESULTS 

This section presents the results from the research 
described above. 

Regarding the type of the constituency the participants 
have worked for, the majority stated that their constituency 
was a government or a commercial organisation. Some 
participants stated that they have worked for the Internet 
Society, a non-governmental organisation, a research group, 
an academic organisation or a coordination centre. 

A. Training 

A very important aspect of measuring the effectiveness 
of a CSIRT is the training provided to its members. Our 
findings indicated that the training is provided for most 
experts working for a CSIRT. When considering the types of 
training provided to employees working for a CSIRT, the 
responses referred to training on operational, technical issues 
as well as on forensics and conducting CSIRT exercises. 

Training on communication and legal issues is less 
commonly provided. Moreover, some participants mentioned 
other areas of training provided, such as tools for 
operationalising a CSIRT, threat intelligence resources, 
policies and procedures as well as TRANSITS courses. 
Usually, CSIRT programs are made up of qualified experts, 
but lack full-time staff. Most of the training provided focuses 
on operational, technical issues as well as on forensics and 
conducting CSIRT exercises [3]. Consistent training of 
CSIRT staff, as well as the continuous building of a network 
of experts who can provide advice and help, is necessary. 

B. Type of services provided 

Our findings indicate that most of the services provided 
are reactive, including incident handling, alerts and 
warnings, and vulnerability handing; although proactive 
services, such as security audit/assessments and 
dissemination, are also provided. Lastly, a significant volume 
of security quality management services are provided, such 
as awareness, education and training. Other noteworthy 
services provided, as indicated by the participants, include 
monitoring; the applicability of Audit Law and the protection 
of the critical infrastructure and situational awareness 
services. 

C. Security incidents 

According to our results, most frequent classes of 
security incident are: malicious code; unauthorised access; 
and spam.  Less frequent incident types include: denial of 
service attacks; improper usage; scans/probes/attempted 
access; data breach; ransomware and destructive malware. 
Some other security incidents referred to by participants are 
website defacement; computers in botnet; phishing; and 
fraud attempts.  

Although security experts claim that they can identify 
security incidents within hours, it typically takes about a 
month to work through the entire process of incident 
investigation, service restoration and verification. The 
identification of a security incident is only a small part of the 
overall process of handling that incident. Investment is 
critical for effective cyber incident response programs. Also, 

a crucial aspect is that usually management is largely 
unaware of cybersecurity threats [24]. 

D. Cooperation and Trust 

International cooperation is widely regarded as an 
integral part of the activities of national CSIRTs, and several 
countries have already established operational networks 
through which they exchange information and good practice. 
Most countries cooperate at the regional (e.g., European TF-
CSIRT and EGC, APCERT) or global level (e.g., FIRST). 
ENISA [22], while discussing the subject of the effectiveness 
of CSIRTs, addressed the topic of multi various cooperation 
between CSIRTs. From our research, we found that 
cooperation is strongest at a national level, less evident in the 
context of cooperation between EU member States, and at its 
lowest level for cooperation at an international level. 

As trust is not inherent, CSIRTs can go about 
establishing a first bond of trust in three ways: necessity, 
opportunity [25] and through trusted introducers. As 
indicated at the latest paper of the Global Public Policy 
Institute (GPPi) [24], ‘Necessity drives cooperation, and if 
cooperation leads to a positive outcome it builds trust’. 

E. Metrics 

In this section, we present results of our findings 
regarding possible ways of measuring the effectiveness of 
CSIRTs. The metrics identified from our research and 
suggested by stakeholders could be categorised in six 
categories: a) impact measures; b) incident response quality; 
c) incident prevention; d) situational awareness capability; e) 
measures on general capability of CSIRTs; f) outreach 
mission. 

a) Impact measures: These measures are used in order 

to assess the impact of a CSIRT’s mission. Examples of 

these measures are: 1) the volume of information output by 

the CSIRT (advisories, bulletins, reports) or 2) the amount 

of information reported to constituency about computer 

security issues or ongoing activity.  

b) Incident Response Quality: Examples of measuring 

incident response quality are: 1) digital forensics capability;  

2) well-defined processes with identified steps, stakeholders 

and escalation lists; 3) the number of high impact incidents 

measured in dollars or damage; 4) re-occurring incidents 

that were already handled; 5) the speed of initial response to 

an event; 6) the speed of identification of incident nature / 

attack characteristics (estimated time); ability to achieve 

normal work flow through attack status in face of incidents 

(indication of skills/adequate capabilities); 7) stakeholder 

level of awareness (communications ability); 8) percentage 

of security incidents that were managed in accordance with 

established policies, procedures, and processes (Incident 

Management Procedures) [26], [27]; 9) percentage of 

incidents reported within required time frame per applicable 

incident category [15]; 10) percentage of successful attacks 

handled in accordance with policy, defined procedures, and 

in-place processes in a disciplined repeatable, predictable 

manner (this assumes that well-defined processes for 
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incident management exist) [24]; 11) ability to cooperate 

with other CSIRT teams in support of investigations and 

prosecutions (the latter requiring the evidence capability) 

[3], [4].  

c) Incident prevention: Examples of measuring 

incident prevention quality are metrics such as: 1) the 

number of vulnerability exploits for organisations and/or 

individuals in the target audience for the CSIRT; 2) the 

percentage of security incidents that exploited existing 

vulnerabilities with known solutions, patches, or 

workarounds and 3) the mean times between incidents (high 

performers have long mean times). 

d) Situational Awareness Capability: This capability 

can me measured by looking at: 1) access to threat and 

attack data feeds; 2) the synthesis of data feeds into single 

data model (indicator of fusion capability); 3) the support 

for threat and attack intelligence capability; 4) the 

translation into information for distribution to stakeholder 

community; 5) the translation into actionable information 

for incident response; 6) the integration of feedback into 

refinement of architectures and best practices; 7) the 

involvement in disaster recovery planning [28].  

e) Measures on general capability of CSIRTs: As 

mentioned above there are other capabilities which define 

the effectiveness of a CSIRT. These are: 1) the existence of 

enough funding [29]; 2) the existence or possible access to 

specialised legal and PR experts among staff members [14]; 

3) the existence or possible access to specialised personnel 

in reverse engineering or digital forensics; 4) the security 

posture of the organisation; 5) the effectiveness of a 

Government to support a CSIRT policy; 6) the existence of 

a portal on CSIRTs; 7) the number of staff members with 

[X] years of incident handling experience. 

f) Outreach Mission: Metrics such as: 1) the promotion 
of stakeholder awareness on existing national CSIRTs and 
their responsibilities and 2) training in specialised technical 
aspects [3] are also identified as crucial factors regarding the 
effectiveness of CSIRTs.  

g) Other Measures: The current research has also 
identified other essential qualities that could reinforce the 
effectiveness of a CSIRT. These are: a) the collaboration 
with law enforcement agencies; b) capacity-building 
programmes; c) public-private partnerships; d) career tracks 
for all staff members; e) establishment of national regional 
and international centres for a coordinated response in real 
time and training CSIRT; and f) the presence of pre-
established channels of communication prior to actual 
incident responses. 

Awareness and education is also a central and ongoing 
process for a CSIRT. Therefore, the improvement of 
awareness of CSIRTs in target audience is crucial. This 
might be done by various ways, such as via web sites, 
conferences and white papers.  

Also, better communication, information sharing and 
cooperation between CSIRTs can lead to better performance. 
Therefore, by improving the means of communication to 

target audience through multiple communication channels 
can improve the effectiveness of CSIRTs [9], [30].  

In order to enhance the flow of vulnerability information 
to CSIRTs and improve the use of information provided by 
CSIRTs trust is of vital importance. Improving trust in and 
between CSIRTs can ensure that (a) as much information is 
provided to CSIRTs as possible, and (b) take-up (action on) 
of information provided by a CSIRT is maximised. 

Moreover, having a good legal framework and 
establishing collaboration with law enforcement agencies 
can enhance sharing of data. A possible approach might be to 
draft regulation and/or legislation to make organisations take 
action on CSIRT warnings and/or increase their liability so 
they feel obliged to take warnings seriously. Better 
enforcement of existing legislation (including data privacy 
legislation) could also enforce organisations to take privacy 
and security into consideration. 

VI. CONCLUSION  

Further research in this field would be highly desirable. 
Improving the effectiveness of CSIRTs is likely to be a long-
term process. Experts working in CSIRTs need to share their 
knowledge and experience with a wider network of experts 
in order to enhance their capabilities. 

As shown in this study, better communication, 
information sharing and cooperation between CSIRTs can 
lead to better performance. The suggested steps in order to 
improve the effectiveness of CSIRTs include, improvement 
of awareness of CSIRTs in target audience, improvement of 
the flow of vulnerability information to CSIRTs, improving 
use of information provided by CSIRTs, improving trust in 
CSIRTs to ensure that as much information is provided as 
possible, better enforcement of existing legislation and of 
course existence of enough resources. 

Limitations and future research 
Our research was subject to a number of limitations. 

First, our sample involved 46 participants, from 27 countries 
in Europe, Africa, the Americas and Asia. Although we tried 
to cover a broad range of countries at various levels of 
development, a larger sample would provide more accurate 
data. Second, the majority of participants have current or 
previous experience in national CSIRTs and less in 
organisational CSIRTs. This can partly be explained by the 
nature of the experts that were contacted. Future research 
might usefully explore the effectiveness of CSIRTs in the 
private sector. 
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Abstract—Safety is the primary requirement and the key chal-
lenge in autonomous vehicles. Any accidental failures (safety
issue) and/or intentional attacks (security issue) may result in
severe injury or loss of life. Thus, any missing consideration
on either failures or attacks may lead to terrible consequence.
Safety and security are inter-related and, therefore, have to be
aligned early in the development process. International standards,
International Organization for Standardization (ISO 26262),
and Society of Automotive Engineers (SAE J3061), have been
proposed for vehicle safety and security. However, they do not
address all the aspects of autonomous vehicles as they rely on a
human driver controlling the vehicle. In high automation vehicles
(level 3 or above, as defined by the international standard SAE
J3016), the autonomous driving system is fully responsible for
driving the vehicle. Thus, different driving automation levels
have to be taken into consideration when designing autonomous
vehicle safety and security. We propose an approach for aligning
safety and security lifecycles, based on SAE J3061, SAE J3016,
and ISO 26262 standards at an early development phase. The
proposed approach uses the Failure, Attack and Countermeasure
(FACT) graph to connect safety failures, security attacks, and the
associated countermeasures. The proposed approach is helpful
for designing or tailoring the safety and security processes, and
selecting appropriate countermeasures for autonomous vehicles
taking into consideration the driving automation levels.

Keywords–Autonomous vehicle; Safety; Security; FACT graph;
SAE J3016; SAE J3061; ISO 26262.

I. INTRODUCTION

Autonomous Vehicle (AV) is a vehicle capable of ful-
filling the main transportation capabilities of a traditional
car. The main difference to a traditional car is a Driving
Automation System (DAS) designed for AV. DAS provides
driving automation to the vehicle platform, thereby offering the
possibility of fundamentally changing transportation in order
to reduce crashes, energy consumption, pollution, and cost of
congestion [1]. Such vehicle attracts lots of attention from
academia, industry and government.

AV is a safety critical system. Any failure of AV may result
in severe human injuries or even death. Meanwhile, as a cyber
physical system, an autonomous vehicle consists of a myriad
of heterogeneous components, both cyber and physical, which
pose additional security challenges. The complex interactions
between these components inside the AV make it difficult to
model the system, and to align the safety and security in an
autonomous vehicle.

For a cyber physical system, safety aims at protecting the
system from accidental failures in order to avoid hazards, while
security focuses on protecting the system from intentional
attacks [2]. AV’s safety and security is shown in Figure 1.
Safety of AV includes mechanical system safety and Electrical
and Electronic (E/E) system safety. While considering E/E

safety, it is composed of DAS safety and vehicle platform
safety. Standard ISO 26262 [3] defines the E/E safety for
vehicle platform. Similarity, AV security includes physical
security and cyber security. For the latter one, DAS security
and vehicle security have to be considered. Standard SAE
J3061 [4] defines the cyber security for conventional vehicle.
Accidental failures may trigger safety losses, such as harm
to life, property and environment, and intentional attacks can
result in privacy, financial, operational and safety losses. In this
paper, we focus on the alignment between E/E system safety
and security.

Safety
(Life, property, 
environment)

Privacy

Finacial

Operational 
performance

Safety
(accidental failures)

Security
(intentional attacks)

Mechanical 
system safety

E/E system 
safety

DAS safety ISO 26262
(safety for 

vehicle)

Physical 
security

Cyber security

DAS security SAE J3061
(Cybersecurity 

for vehicle)

AV

Losses

Figure 1. Safety and security in Autonomous Vehicles.

Aligning safety and security is crucial for autonomous
vehicles, since any of failures or attacks may lead to safety
losses (as seen in Figure 1). The alignment issues for cyber
physical system have been discussed in literature [5] [6] [7].
However, such alignment for AVs has not been addressed yet.
In SAE J3016 [8], six levels of driving automation have been
defined. The recent advanced driver assistance systems are only
listed around level 1 and 2 (as described in [9]). This will not
satisfy the growing demand on driving automation systems.
Different level of DAS is corresponding to different driving
functions and safety requirements. In addition, different levels
will face more potential hazards, threats, and challenges. Thus,
it is necessary to consider DAS when we analyse safety and
security for AV system, because the selection of safety and
security countermeasures for an AV with the same driving
function differs depending on its automation level. However,
ISO 26262 does not take into consideration driving automation
levels and assumes that a human driver is always present [10].

In this paper, we propose an approach for aligning AV’s
safety and security at early development phases by synchro-
nizing safety and security lifecycles based on SAE J3061,
SAE J3016 and ISO 26262 standards. We use Failure Attack
and Countermeasure (FACT) graph [2] to list safety failures,
security attacks and the associated countermeasures together,
which will avoid the safety losses incurred by either failures
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or attacks, thereby guaranteeing the safety of autonomous
vehicles. Moreover, this alignment is helpful to design or
tailor the safety and security processes for autonomous vehicle
considering the driving automation levels, and to support safety
and security analysis.

The rest of the paper is organized as follow: we introduce
the preliminary information in Section II, and explore AV’s
safety and security alignment in Section III. Finally, we
conclude our work in Section IV.

II. PRELIMINARY

To demonstrate our alignment method, we give some
preliminary information in this section.

A. Dynamic Driving Task

The driving task is the function required to operate a
vehicle in on-road traffic and includes operational functions
(basic vehicle motion control), tactical functions (planning
and execution for event/object avoidance and expedited route
following) and strategic functions (route and destination timing
and selection) [8]. The Dynamic Driving Task (DDT) [8]
includes the operational and tactical functions, such as (without
limitation):

1. Lateral vehicle motion control via steering (opera-
tional);

2. Longitudinal vehicle motion control via acceleration
and deceleration (operational);

3. Monitoring the driving environment via object and
event detection, recognition, classification, and re-
sponse preparation (operational and tactical);

4. Object and event response execution (operational and
tactical);

5. Maneuver planning (tactical);

6. Enhancing conspicuity via lighting, signaling and ges-
turing, etc. (tactical).

Because the subtasks 3 and 4 are all related to object and
event detection and response, they are collectively referred to
as OEDR.

When a DDT fails, the response to either re-perform the
DDT or reduce the risk of crash is considered as DDT-fallback.
An example of this is when the adaptive cruise control on a
car experiences a system failure that causes the feature to stop
performing its intended function. The driver will perform the
DDT-fallback by resuming performance of the complete DDT.

B. Levels of driving automation

Driving Automation System, DAS, is the hardware and
software that are collectively capable of performing the entire
DDT on a sustained basis, which is the key property that
can replace a human driver for AV. The levels of driving
automation are also classified by the requirements on DAS,
which include [8]:

• Level 1, the DAS performs either the longitudinal or
the lateral vehicle motion control (subtask 1 or 2 of
the DDT).

• Level 2, the DAS performs both the longitudinal and
the lateral vehicle motion control (subtasks 1 and 2
of the DDT simultaneously).

• Level 3, the DAS also performs the OEDR (subtask 3
and 4 of the DDT).

• Level 4, the DAS also performs DDT-fallback.

• Level 5, the DAS is unlimited by Operational Design
Domain (ODD).

Here, the ODD is a specific operating domain in which an
automated function or system is designed to properly operate,
including but not limited to roadway types, speed range,
geography, traffic, environmental conditions (e.g., weather,
daytime/nighttime), and other domain constraints [11]. For
example, we can design a ODD like this: road way is fixed as
express way, the vehicle can hold a speed lower than 35km/h
driving in the daytime only.

Perform complete 
DDT and DDT-

fallback without 
ODD limit?

Perform complete 
DDT and DDT-

fallback with ODD 
limit?

Perform complete 
DDT, but no DDT-

fallback?

Perform both 
longitudinal and 
lateral vehicle 

motion control?

Perform either 
longitudinal or 
lateral vehicle 

motion control?

Perform none of 
DDT or DDT-

fallback?
Level 5

Level 4

Level 3 Level 2

Level 1

Level 0
Yes

Yes

Yes Yes

Yes

Yes

No

No

No

No

No

Figure 2. Levels of driving automation.

Figure 2 shows the levels of driving automation and the
corresponding features. For the low driving automation (level 0
to level 2), a driver is needed to perform part or all driving task;
while for high automation (level 3 to level 5), DAS can replace
the driver to perform the complete DDT. The conventional
cars in our daily life are at level 0, No Driving Automation.
The human driver is necessary to perform the driving task and
to respond to all the fallback. Level 1 is Driver Assistance,
which means a DAS can perform either lateral or longitudinal
control for the car. When the DAS performs both lateral and
longitudinal control, such automation is in level 2, i.e., Partial
Driving Automation.

For the level 3, i.e., Conditional Driving Automation, DAS
can perform the whole DDT. But a user of the vehicle who is
able to operate the vehicle is expected to be able to resume
DDT performance when a DDT system failure occurs or when
the DAS is about to leave its ODD. If the DAS also can
perform DDT-fallback but with limited ODD, this division of
role corresponds to level 4, i.e., High Driving Automation. The
Full Driving Automation (level 5) is the situation when DAS
can perform complete DDT and DDT-fallback, and meanwhile,
the corresponding ODD is unlimited.
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Figure 3. Aligning the safety and security concept phase based on standards SAE J3016, SAE J3061 and ISO 26262.

C. Related safety and security standards

SAE J3061 [4] is a cyber security guidebook for vehicle
systems, which defines the lifecycle process framework, and
provides guiding principles etc. In SAE J3061, the cyber secu-
rity lifecycle can be divided into several phases: concept phase,
product development phase (system level, hardware level and
software level), production and operation phase. The concept
phase is the first step for the whole lifecycle, which includes
the following activities: feature definition, threat analysis and
risk assessment, functional security concept, security require-
ments, and security assessment. The feature definition defines
the system being developed to which the cyber security process
will be applied, i.e., it defines the boundary of the features.
Threat Analysis and Risk Assessment (TARA) identifies threats
and assesses the risk, and the result of TARA drives all
downstream activates. Security concept describes the high-
level strategy for obtaining security from TARA phase, and
once the concept is determined for satisfying the feature, the
security requirement can be determined. Security assessment is
performed to identify the current security posture of the cyber
physical vehicle, and it is developed in stages throughout the
security lifecycle.

ISO 26262 [3] is an international standard for functional
safety of E/E systems in production automobiles defined by the
International Organization for Standardization, which provides
an automotive safety lifecycle (management, development,
production, operation, service, decommissioning) and supports

tailoring the necessary activities during these phases. In the
development part, similarly to SAE J3061, the safety process is
composed of Hazard Analysis and Risk Assessment (HARA),
functional safety concept, safety requirement and safety as-
sessment.

III. ALIGNING SAFETY AND SECURITY FOR AVS

In this section, we introduce an approach to align safety
and security for autonomous vehicles.

A. Concept phase of safety and security

Standard SAE J3061 [4] proposes a way to integrate vehicle
safety (ISO 26262) and security (SAE J3061) processes by
establishing communication paths between safety and cyber-
security concept phase activities, e.g., cybersecurity TARA
activity and safety HARA activities, cybersecurity requirement
and safety requirement activities. We propose to extend this ap-
proach by adding the AV-specific information from SAE J3016
standard, as shown in Figure 3. Additional activities, DAS-
TARA and DAS-HARA are added to the integrated safety and
security analysis process. Furthermore, communication links
are established between DAS-TARA, DAS-HARA, TARA, and
HARA activities, as shown in Figure 3.

Figure 3 shows the merged safety and security concept
phases, which consists of the phases from different standards.
There is no successive order between the activities of safety
and security, but for each stage, we need to consider them
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simultaneously. We use dotted line with double arrows to
depict the simultaneous activities in Figure 3. Because of the
automation levels of DAS, TARA and HARA should corre-
spond to each level. A colorful table is used to demonstrate
the levels and their properties: yellow denotes the DDT, red
represents executor of DDT-fallback, and blue shows ODD
constraints. After completion of TARA and DAS-TARA, an
activity security concept is performed, which integrates the
results of TARA and DAS-TARA, followed by security re-
quirement, and security assessment. In parallel, a functional
safety concept activity is performed by DAS-HARA and
HARA, followed by safety requirement and safety assessment.

B. Threat analysis and risk assessment for AVs

As mentioned in Section II-C, TARA defines the threats
and assesses risks, and derives all the following activities in the
security lifecycle. Thus, it is important for the whole security
design and development. Most methods for TARA are designed
for the automotive domain and are not specific for AVs. In
this section, we study automotive TARA cases, and provide a
general TARA method, which can also be used for AVs.

TARA

EVITA

OCTAVE

HEAVENS

Threat classification

Threat identification

Establish risk criteria

Profile assets

Identify threats

Identify and 
mitigate risks

Use cases study

Threat analysis

Risk assessment

Assets analysis

Threat 
identification

Threat 
classification

Risk assessment

Risk assessment

Figure 4. Methods for threat analysis and risk assessment.

EVITA method [12] comes from an European research
project EVITA (E-Safety Vehicle Intrusion Protected Appli-
cations), which deals with on-board network protection. In
EVITA method, TARA phase includes mainly three activities:
threat identification, threat classification and risk analysis.
Thread identification uses attack trees [13] to identify generic
threats; threat classification means classify the threat risk; and
risk assessment recommends actions based on the resulting risk
classification of the threats.

OCTAVE [14] stands for Operationally Critical Threat,
Asset, and Vulnerability Evaluation, which is a process-driven
threat/risk assessment methodology. In OCTAVE, TARA phase
can be done by such processes: establish risk criteria, profile
assets, identify threats, and identify and mitigate risks.

HEAVENS Security Model [15] focuses on methods, pro-
cesses and tool support for security analysis. In HEAVENS,

the main workflow for TARA includes: use case study, threat
analysis and risk assessment.

The TARA methods of EVITA, OCTAVE and HEAVENS
have different processes (as shown in Figure 4), but these
processes have similar functions or similar effects. We classify
them into our general method (denoted by arrows in Figure 4).
The proposed method has four activities: assets analysis,
threat identification, threat classification and risk assessment
(rounded rectangles in Figure 4). Assets analysis includes
studying use cases, establishing risk criteria, and identifying
the assets. Threat identification uses attack trees to identify
threats (similar to EVITA). Threat classification classifies the
threat risks, and analyzes the mains risks considering use
cases. Risk assessment assesses the risks and generates security
requirements.

For AVs, the four processes have broader definitions. For
assets, besides the visible and information assets on a vehicle,
the functional assets (e.g., DDT function) should also be
considered. The threats for DAS should be treated as key
threats to mitigate, because any functional error of DAS may
incur terrible injuries for humans. Thus, the threats which
effect DAS should assessed to be of higher risk.

Attack tree [13] is a popular methodology for TARA, which
is a graph that describes the steps of the attack process. It
uses some basic symbols to demonstrate an attack, e.g., nodes
(represent attack events), gates (AND and OR gates) and edges
(path of attacks through the system).

C. Hazard Analysis and Risk Assessment for AVs

Following ISO 26262 standard, a HARA is performed to
determine the possible hazards, and criticality of the system
under consideration. Similar to TARA, the results of HARAs
strongly influence the effort to be undertaken in the following
activities of ensuring functional safety.

SAHARA [16] is a security-aware HARA method, which
expands the inductive analysis of HARA, and encompasses
threats from STRIDE model [17], which describes the main
security threat categories. SAHARA proposes a security level
determination method, and uses it in combination with Auto-
motive Safety Integrity Levels (ASILs) to assess the possible
threat.

In [18], the authors propose a HARA method for AV at
level 4, i.e., the vehicle is operated on the emergency stopping
lane of highway with speed lower than 12km/h. In this work,
ASILs are iteratively refined to achieve specific safety goals
for such vehicle.

In summary, conventional HARA is of limited suitability
for AVs. But the ASIL is key point that can be used for
AVs, because it can be used to assess the threats or hazards
impacting DDT or related components of AVs. Fault tree [19]
is often used for HARA. Fault trees are similar to attack trees,
where the tree nodes represent failure events.

D. Alignment of safety and security

We use FACT graph [2] to combine the safety and security
lifecycles. FACT graph is a tree-shaped graph to show system
failures, attacks and the associated countermeasures together,
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Figure 5. Safety and security alignment for autonomous vehicles.

which is formed throughout several activities of the merged
safety and security lifecycle.

The alignment approach is shown in Figure 5, where we
use rectangles to denote the activity in lifecycle, and rounded
rectangles to present the artefact (i.e., the methodology used
for activity). The concept phase comes from Figure 3. We can
see that DAS-TARA and TARA constitute the threat analysis
and risk assessment part for autonomous vehicles. This is
followed by the security concept, the security requirement
and the security assessment. Simultaneously, DAS-HARA and
HARA should be achieved from a safety view, followed
by functional safety concept, safety requirement and safety
assessment. After the concept phase part, design of safety
and security countermeasures is added to provide mitigation
approaches. This activity is not only served for alignment
purpose (proposing countermeasure to FACT graph), but also
served for the next phases, such as production development,
and production and operation as defined in standard SAE
J3061.

Figure 6 depicts a simple example of AV FACT graph,
which includes Global Positioning System (GPS) failures. GPS
data is very important for autonomous vehicles, which is used
for localizing the car. If this data is wrong, the consequences
could be disastrous. For example, wrong GPS data may lead
to traffic disturbance or crash hazard [20]. Here, we consider
GPS data on AVs to be the target of an attacker. The associated

FACT graph is formed using the following steps (as shown in
Figure 6):

• 1. Add safety failures as a subtree of the attack goal
(e.g., GPS error). In this situation, a functional fail is
considered as a type of safety failure.

• 2. Add security attack as a subtree of GPS error.
We consider two types of intentional attacks: spoofing
and jamming. Spoofing attacks will modify GPS data,
while jamming attacks will prevent AV from receiving
GPS data.

• 3. Add safety countermeasures (if any) to associated
safety failure. For functional failures, we can consider
periodic inspection as one of mitigation technique.

• 4. Add security countermeasures (if any) to cor-
responding security attack. To avoid spoofing GPS
data, we can consider to set the authentication before
reading the GPS data. To mitigate jamming GPS data,
we can use anti-jam GPS techniques [20]. They are
marked as SEC 1 and SEC 2 in Figure 6 respectively.

With the use of FACT graph, any misalignment between safety
and security countermeasures can be identified, as well as
countermeasure duplicates and missing means of protection.
Furthermore, safety and security countermeasures are associ-
ated to the relevant faults and attacks, thus, it is easy to analyze
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the potential failure and attack, and then analyze safety and
security requirements.

IV. CONCLUSION

Safety is the primary target when designing autonomous
vehicles. Any accidental failures (safety issues) and/or inten-
tional attacks (security issues) for such vehicle may result in
severe safety losses, e.g., human injuries or even death. Thus,
the effective alignment of safety and security for AVs is of
great importance.

The main difference between AV and conventional vehicle
is that there are different levels of driving automation in
AV that define which operational and tactical functions are
performed by a human driver and by the driving automation
system. Thus, the selection of safety and security countermea-
sures for an AV with the same functions differs depending
on its automation level. In this paper, we have proposed an
approach for aligning autonomous vehicle safety and security
at early development phases considering the levels of driving
automation. The proposed approach suggests a way to integrate
safety and security lifecycle process phases, defined by SAE
J3016, SAE J3061 and ISO 26262 standards. Using this
approach, practitioners may align AV’s safety and security
activities, by following the merged safety and security lifecycle
process.

Our proposal can be used for analyzing safety and security
of existing AVs, as well on designing new AVs. In the future,
we will extend our alignment framework to enable more
comprehensive AV safety-security analysis.
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Abstract—Internet of Things (IoT) is considered to be another
revolution in information technology. Previous revolutions
built a global network of computers for people to communicate
digitally. IoT aims to connect the things globally and these
things are frequently physical objects. In order to realize the
full potential of IoT, the things need to be smart. Hardware
and software resources are required to instantiate the
smartness. This paper examines the essential smartness
attributes for IoT things and the hardware and software for
implementing the attributes. Industrial trends in IoT hardware
and software design are reviewed.
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implementation; hardware; software.

I. INTRODUCTION

Internet of Things (IoT) is one of the most important
revolutions in technology in decades. IoT strives to connect
the physical objects (things) globally. In an IoT system, the
things communicate with each other and with human beings
and act autonomously. In this sense, the things have
smartness in addition to their common daily functionalities.
For example, the common functionality of a door lock is
“lock the door with a latch”. The smartness part of an IoT-
enabled door lock would be “remotely controllable over the
Internet” and “able to recognize the owner and unlock the
door” [1].

In order to equip the things with smartness, specific
hardware and software are required. Most of the hardware
can be built into a single integrated electronic circuit chip
called System-on-Chip (SoC). These SoCs are named IoT
processors. Special software has to run on IoT processors in
order to empower the things with real smartness. In the case
it is not feasible for a single IoT processor to carry all the
needed hardware, a so-called IoT hardware platform (board)
can be developed instead.

Although the attributes that define smartness vary greatly
with the types of things, many attributes are commonly
shared. Ideally, these attributes should be provided by IoT
processors or IoT hardware platforms. However, no up-to-
date systematic research has been conducted on what
smartness really means for IoT things and what hardware
and software are needed to realize such smartness. Results of
smartness research can be useful for guiding the design and
evaluation of smart products.

This paper gives a brief overview of Internet of Things in
Section II. Then the paper identifies the general smartness
attributes expected for IoT smart things in Section III.

Hardware and software for implementing the smartness
attributes are discussed in Section IV. Section V reviews the
current industrial trends in hardware and software design for
IoT processors and hardware platforms. Conclusions are
given in Section VI.

II. INTERNET OF THINGS

A. Physical Objects and IoT Things

IoT is essentially a network of connected physical objects
or things. The things exist with reasons. For example, a
microwave is for heating up food. An air-conditioner is for
cooling down a room. Traditionally, most things operate
locally and are standalone. People need to be in close
proximity in order to operate the objects.

B. The Internet

The Internet connects the things together. It provides the
communication medium for the things. The things
communicate and collaborate with each other via the
Internet. Human beings can remotely access and control the
things through the Internet. Wired or wireless links can be
used to connect to the things. Wired links can be Ethernet,
cable or telephone lines. Wireless links can be satellite,
cellular, Wi-Fi, Bluetooth, or other new technologies being
developed.

C. The Cloud

The Cloud is where IoT data is stored, visualized and
analyzed. The Cloud also works like a “control center”
which relays messages and commands between things and
between things and humans. The Cloud is also used to
manage things, create control policies, and call upon other
Cloud services. The “elasticity” of the cloud makes it a
highly suitable candidate for hosting IoT platforms [2].

D. Smart Homes and Smart Cities

Smart homes and smart cities [3] are two main
application domains of IoT. In a smart home, connected
things can be lamps, microwaves, fridges, ovens, heaters,
ventilation systems, TVs and motion sensors. A smart city
has many more connected things, such as cars, utility meters,
parking meters, traffic cameras, power sources, waste
collectors, street lights, just to name a few.

E. Smart Things

Connected things in an IoT system need to be smart
[1][4]. For example, lights should turn on automatically
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when people are present and should turn off when people
move away. Doors should open automatically when the right
person wants to get in. Alerts should be sent to home owners
when there is a home invasion. Ventilation fans should
change speed based on room occupancy to maintain air
quality. Traffic cameras should work together to route street
traffic and provide parking availability information. Traffic
lights should inform car drivers or even directly interact with
cars regarding upcoming color changes to avoid unnecessary
braking. All these observations lead to the concept of
smartness.

III. SMARTNESS ATTRIBUTES

Under what condition is an IoT thing smart? What are the
attributes that make a thing smart? This section derives these
attributes from common sense. Smart things should have
some or all of these smartness attributes built-in based on the
specific applications. These attributes will determine what
hardware and software are required to make things smart and
the feasibility of doing so in a practical design.

A. Aware of Environment

In an IoT system, the things should be aware of its
surroundings. They should monitor what is going on around
them. Parameters to monitor can be temperature, humidity,
radiation, presence, proximity and darkness. Other awareness
includes what other physical objects are doing and their
impacts to the IoT system.

B. Able to Memorize

The things should have memory. They should memorize
what has happened to themselves and to other related things.
Information should be saved somewhere and can be recalled
when needed. The things should decide what to memorize,
how much to memorize and for how long. For example,
should temperature be stored? How frequently should
temperature be sampled? How many data points should be
stored in memory?

C. Able to Communicate

The things should be able to communicate. They should
be able to interact with each other and with human beings.
They should be able to report their status when requested and
accept commands whenever required and respond in proper
“language” and “manners”. For example, a thing should be
able to tell other things if it is switched on or off when asked,
and start taking an action when it is asked to.

D. Able to Make Decisions

The things should be able to decide what they should do
and how to do it. For example, should a door lock grant
access to someone? If in doubt for any reason, the door lock
should initiate an inquiry to the right party; and based on the
responses received, it then decides the correct operations to
take.

E. Able to Act

The things should be able to take actions. Examples may
be start moving, turning off a switch, opening a door, playing

music, turning on a heater, starting a fan, sending a message,
or sounding an alarm.

F. Able to Perform Many Tasks at the Same Time

The things should be able to perform many tasks at the
same time. These tasks may run concurrently. They should
know which tasks are more important and have priority, and
prioritize the tasks given to them. They should be able to
switch between tasks based on operating conditions without
losing information.

G. Able to Work Autonomously

The things should be able to work without supervision.
They should know when to start, to interact, to adjust, to
pause, or to stop. They should know how to protect
themselves and protect others in the system.

H. Able to Learn from Experience

The things should be able to improve themselves based
on what happened to them in the past, perhaps based on the
data stored in local memory. They should learn from
mistakes. They should be able to optimize and negotiate. An
example of this is a smart robotic vacuum controller. Based
on the impact it had against the wall in the past when it
returned to the base charging station, it will work out the best
moment to start slowing down. The robotic vacuum will find
the new location of the charging station if the owner has
moved it and use the new location next time. Another
example is the smart heating controller which will work with
the motion sensor to learn what times the owner usually goes
to work. It will develop a flexible schedule to turn off the
heating in advance (e.g. 30 minutes) to reduce energy
consumption, instead of a pre-set fixed time.

I. Able to Predict into the Future

The things should be able to foresee what is going to
happen to themselves and assist in predicting what will
happen in the overall IoT system. They should also help
human beings in predicting what will happen in the
environment. An example of this case is predicting the
breakdown of a smart device. If a smart device learns what
happened inside a sister device before breaking down, for
example, the sister device temperature pattern, then the smart
device can predict its own breakdown time and notify
maintenance personnel to replace it ahead of time.

J. Protection of Self and the Whole System

The things should know how to fight against physical or
virtual attacks to themselves. They should not create security
holes and propagate viruses. They should not do anything to
damage the credibility of the overall IoT system.

K. Energy Consciousness

The things should be able to manage power consumption
themselves. They should be power conscious. They should
know when to do the work, when to sleep and do nothing.
They should try to harvest energy from the surroundings
whenever and wherever possible.
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L. Self-Imaging and Twinning

A thing should establish and store a model of itself. This
includes storing necessary parameters that can fully describe
its own static and dynamic status and behavior. This may
include mathematical models and statistical tools which
assists in establishing the models. The model together with
status information works as an image (twin) of the real thing
and can be used to conduct simulations locally or can be
uploaded into the Cloud for further simulation, visualization
and examination. The twin image can be sent to whoever
needs it. An example of this is a smart engine which stores
its design model and running states. These states and the
model will enable users to conduct simulations and
potentially help create maintenance schedules and diagnose
the causes of problems.

There can be more smartness attributes than listed above
depending on the applications in the real world. The list can
grow as time goes on as well.

IV. IMPLEMENTING THE SMARTNESS ATTRIBUTES

In order to equip the IoT things with the above smartness
attributes, electronic components, computing hardware and
software are required [5].

A. Sensors

Sensors power the things with awareness. Typically,
sensors measure temperature, humidity, speed, motion,
acceleration, height, position, distance, PH values, flow rate,
brightness, color, radiation, sound, images, or a combination
of these variables. Sensors can be chemical, mechanical,
electrical, optical, or some other forms. They can be
standalone components or can be integrated into electronic
chips or into circuit boards. Sensors can be cameras when
inputs are images or videos. Sensors are microphones when
inputs are audio signals.

B. Local Memory

Memorization is achieved using digital storage such as
Read Only Memory (ROM), Random Access Memory
(RAM), flash memory, Secure Digital (SD) cards, or
magnetic tapes. Memorization also includes proper
organization of data for easy storage and retrieval, such as
appropriate file systems and databases.

C. Communication Interfaces

Interfaces for communications among IoT things can be
“traditional”, such as analog/digital converter, serial/parallel
communication ports, such as General-Purpose Input/Output
(GPIO) [6], Universal Asynchronous Receiver-Transmitter
(UART) [7], Inter-Integrated Circuit (I2C) [8], Universal
Serial Bus (USB) [9] and Serial Peripheral Interface (SPI)
[10]. Interfaces can also be computer networks, such as
Ethernet for wired communications. Wireless
communication interfaces are more important for IoT things.
Wireless interfaces can be satellite, cellular, Wi-Fi,
Bluetooth, and ZigBee etc.

D. Local Control Logic

Local control logic enables thing autonomy. This can be
algorithms for automatic control systems, adaptive control
algorithms, optimal control algorithms, path planning
algorithms, pattern recognition algorithms, and decision
making algorithms.

E. Actuators

Actuators generate motion, movements, and initiate
signal transmission. Actuators can be electrical motors,
pneumatic devices, hydraulic devices and signal transmitters.

F. Analytics and Machine Learning Software

Such software is located locally inside the things, or
remotely in the Cloud. These are typically mathematical
tools for data analytics which can be descriptive, prescriptive
or predictive. They can also be artificial intelligence and
machine learning algorithms.

G. Multitasking or Multithreading

This is typically software that enables task concurrency
locally inside the things, frequently implemented as part of
the functionalities found inside an operating system.

H. Security Software

Security is extremely important for IoT things. There is
need to have access control to the electronics and mechanical
components of the things. Software in the things need to be
immune to viruses. Communication information needs to be
encrypted. Security algorithms can be embedded at different
levels of the IoT system, such as in the electronics and in
communication protocols.

I. Energy Management and Harvesting

Circuit modules are used for power management and
energy harvesting. Power management modules optimize the
use of power in power sources. Circuit modules are used to
harvest energy from lights, heat sources, motion, and
electromagnetic signals etc.

J. Digital Twinning and Device Shadows

Parameters, mathematical or statistical models, and status
information of physical objects are used to build the twin
image of a device. The image is also called a device shadow.
The image can be stored in local memory. It can be used to
diagnose problems, answer queries, perform simulations and
provide predictions. Twin images can be loaded to the Cloud
for further analysis or can be shared among devices.

V. INDUSTRIAL TRENDS IN IOT HARDWARE AND

SOFTWARE IMPLEMENTATION

The actual hardware and software implementation of IoT
things with the above smartness attributes depend on the
technologies available and the cost allowed. The ideal
solution is that all attributes are implemented on a single SoC
module. This will minimize interference, power
consumption, and thing sizes. The implementation can also
be several electronic chips installed on a circuit board. In this
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case, the implementation is called an IoT hardware platform.
Some attributes may not be feasible to be integrated and
therefore have to remain separate. Software also has to be
carefully designed and implemented to realize the smartness
attributes. A thing essentially makes an embedded system.

A. IoT Processors

An IoT processor is a SoC device designed for IoT
applications. It is very much like a microcontroller and has
most functionalities that a microcontroller has, plus many
other functionalities.

Components of IoT processors generally include
computing power, memory, on-chip sensors, input/output
interfaces, wired and wireless networking interfaces, security
measures, IoT operating systems (OSes), and power
management modules. Companies that are making IoT
processors include ARM (Cortex-M23 and Cortex– M33)
[11], Qualcomm (Snapdragon processors and LTE modems)
[12], Texas Instruments (CC3320) [13], and Cypress (PSoC
6) [14].

B. IoT Boards or “IoT Hardware Platforms”

IoT boards, also called IoT hardware platforms, usually
have more functionalities than what IoT processors have. An
example is the mangOH Red [15] jointly developed by Sierra
Wireless and its partners. The mangOH Red is smaller than a
credit card. It has built-in Wi-Fi b/g/n and Bluetooth 4.2 BLE
(Bluetooth Low Energy) and built-in light, accelerometer,
gyroscope, temperature and pressure sensors. However, it
has only sockets for 2G to 4G and LTE-M (Long Term
Evolution Category M1) and NB-IoT (NarrowBand IoT)
wireless modules. It can connect to the AirVantage IoT
cloud Platform. Legato is the Linux based open source
development tool.

Raspberry Pi is another popular IoT hardware platform
[16]. A Raspberry Pi has memory (RAM and a SD memory
card), networking interface (Ethernet, Wi-Fi, and Bluetooth),
Input/Output ports (USB, Camera interface, video interface,
audio interface, GPIO pins which can be used as UART, I2C,
and SPI). By default, a Raspberry Pi runs a Linux-type OS
called Raspbian [17]. Numerous smartness attributes can be
readily implemented locally using the C, JavaScript, Java, or
Python programming languages. Other OSes, such as the
Windows 10 IoT Core [18], can also run on a Raspberry Pi.

C. IoT OSes

An OS is usually multithreading, has a task scheduler,
and can frequently run real-time. For example, the ARM
mbed OS [19] is an open-source embedded operating system
designed to run in the things of an IoT system, specifically,
on IoT processors. It is modular and configurable to reduce
memory usage. The ARM mbed OS provides drivers for
sensors, I/O devices and networking. It also provides cloud
management services and security services. The ARM mbed
OS is designed for ARM Cortex-M microcontrollers. Other
IoT OSes include Contiki [20], Google Brillo (now called
Android Things) [21], RIOT OS [22], and Windows 10 IoT
[18]. Common features of IoT OSes include support for

network communications, sensor interface, security, multi-
tasking, and real-time.

D. Other Software

Signal processing software processes data from sensors,
such as software for digital filters. System identification and
modelling software build models for the things. Automatic
control system algorithms and control software control the
things. There are software that process audio and video
signals and for pattern recognition. Web software now
enables the Web interface for the things. Most such IoT
software are based traditional software, with customization
to support contemporary hardware, novel programming
languages, and real-time applications. An example is
OpenCV [23].

E. IoT Software Platforms

IoT software platforms are frequently called IoT
platforms. They are the upper-level software in an IoT
system. An IoT platform is a cloud-based software service
that connects the things, collects data, manages the things,
visualizes data, and performs data analytics. Additional
smartness for the things is provided by IoT platforms. IoT
platforms are also called middleware. Example commercial
platforms are Amazon IoT [24], Microsoft Azure [25], and
Xively [26].

F. Other Emerging Technologies

As the communication medium between IoT things and
the Cloud, wireless communication networks are critically
important. For this reason, tremendous efforts have been
placed on developing new wireless communication networks
that are suitable for IoT applications. Numerous new
wireless technologies are on the horizon. These include NB-
IoT [27], LTE-M [28], 6LoWPAN [29], Sigfox [30], BLE
[31], and Bluetooth mesh networking (BLE-Mesh) [32].
Characteristics of these new technologies are low power
consumption, small data packets and low data transmission
overheads. However, IoT involves almost every aspect of the
IoT ecosystem. Therefore, other technologies are also being
developed. These include new sensor technologies, new
software technologies, and new security technologies, as
well as new applications.

VI. CONCLUSIONS

This paper has discussed the attributes that can make the
IoT things smart, as well as hardware and software resources
essential for implementing these attributes. Current industrial
efforts in building powerful hardware and software for
implementing smart things are also reviewed. Major
technologies and products are identified.
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Abstract—Wireless communications have traditionally relied on
the content of the message for authenticating the sender. In
protocols relying on the IEEE 802.15.4 standard, such as Zigbee,
it is possible for an attacker with the right knowledge and tools
to emit crafted packets that will be interpreted by the receiver
as being properly identified and thus, inject arbitrary data. One
way of protecting oneself from this type of attack is the use of
radio frequency fingerprinting through a technique called Radio
Frequency Distinct Native Attribute (RF-DNA). This approach
has been demonstrated to be efficient for wireless devices of
different models but still lacks accuracy when trying to identify a
rogue device of the same model as the lawful emitter. This is even
more of a challenge when attempting to conduct the fingerprinting
using a low-cost yet flexible software defined radio. To address
this challenge, the current work-in-progress attempts to train a
convolutional neural network in order to be able to discriminate
a legitimate device from a rogue device. Initial results show
promising performance but a larger dataset of devices is required
to be conclusive, which will be the focus of future work.

Keywords–RF-DNA; Wireless Security; Physical Layer; Neural
Networks; Machine Learning.

I. INTRODUCTION

A tide of electronic devices traditionally used in isolated
small-scale hard-lined networks were augmented with full
networking capabilities in the recent years. This mass of newly
connected devices comprises industrial controllers, Internet
Protocol (IP) cameras, sensors, actuators, and many others
collectively forming what is called the Internet of Things (IoT).
It is known for some of those devices to rely on wireless
communications to operate. Protocols using the standards IEEE
802.15.4 [1] and IEEE 802.11 [2] are popular choices in the
IoT [3].

Wireless communications can be used as an entry point
to a private and/or restricted network where a malicious actor
may interfere with the proper functioning of a system from
a distant location. Moreover, attacks have been demonstrated
(e.g., [4], [5]) with potential impacts including denial-of-
service (DoS), impersonation attacks and Man-in-the-Middle
(MitM) amongst others. Implementations of security measures
(e.g., Wired Equivalent Privacy (WEP), Wireless Protected
Access (WPA) and WPA2 [6]) usually rely on network layers
at or above the data-link (MAC) layer of the open systems

interconnection (OSI) model [7]. Those layers have been
known to be susceptible to manipulations coming from an
attacker, sometimes requiring only open-source tools (e.g.,
Aircrack-ng [8] or KillerBee [9] for IEEE 802.11 and IEEE
802.15.4 respectively) with commercial-off-the-shelf (COTS)
wireless adapters that behave as rogue devices. A rogue device
can be defined as an illegitimate device that behaves outside
of what the communication protocol normally states in order
to inject arbitrary traffic into a wireless network and forge data
packets to contain misleading data intended to interfere with
other devices or the communication itself.

A countermeasure to this problem is to implement security,
and more pointedly, authentication at the physical (PHY)
layer itself of the OSI model. It has been demonstrated that
devices generating radio-signals involuntarily alter the desired
theoretical signal due to the physical limitations of the device
characteristics that are not part of the communication protocol
but rather are due to the electronics of the device itself [10].
Those imperfections are usually within the normal threshold
tolerated by a given protocol and do not interfere with the
communication itself and constitute the RF fingerprints of a
device. The RF fingerprints can be used to authenticate the
emitter of a message as they differ across devices.

Also, forging the RF fingerprints of a victim is a challenge
in itself for an attacker. Indeed, it requires identifying and
mimicking those fingerprints. This in itself is not a trivial
problem as the attacking device would also need to prevent its
own RF fingerprints from leaking into the resulting signal. This
adds a layer of protection that relies on an intrinsic property of
the emitter itself (what it is) rather than a preshared secret key
(what is known) or an authentication token (what is possessed).
As those informations have been known to be stolen, cracked
or guessed, they may come short for critical infrastructure
protection. Thus, the approach is complementary to the other
methods and can strengthen the confidence in the authenticity
of the identity of an emitter.

Ramsey et al. [11] used an approach called the Radio
Frequency Distinct Native Attribute (RF-DNA) to the Zig-
bee protocol which uses the IEEE 802.15.4 standard. This
approach relies on calculating statistics (i.e., variance (σ2),
skewness (γ) and kurtosis (κ) on physical characteristics
(instantaneous phase (φi), frequency (fi) and amplitude (ai))
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of subregions of an incoming signal.

Additionally, Ramsey et al. [11] demonstrated that it is
possible to use a COTS software-defined radio (SDR) to
obtain satisfactory results for discriminating an impersonator
from a legitimate device. A SDR is a device capable of
acquiring a radio-signal in a wide range of frequencies and
which delegates the processing of this signal to a software
implementation rather than using specialized hardware to do
so. This allows a user to have access to a wide range of
protocols and frequencies using a single device. It requires
a software implementation of the protocol stack and that
the communication occurs within the SDR frequency range
and bandwidth. SDR vary greatly in terms of price range
but some solutions, such as the USRP B200mini from Ettus
Research [12] are fairly low-cost when compared to high-end
lab equipment and have a smaller size factor. One concern of
using a SDR for acquiring the signal to extract its RF-DNA
is to ensure sufficient bandwidth can be achieved to capture
the hardware-specific variations. The results obtained in [11]
supported that a low-cost SDR, such as the B200mini, was
enough to discriminate devices based on the comparison of
their RF-DNA. The true verification rate (TVR) (i.e., how often
a packet was accepted when it came from a legitimate device)
neared 100% while the rogue acceptance rate (RAR) (i.e., how
often the spoofing devices were accepted as legitimate ones)
dropped to 0% for devices that were of different models. To
maintain a TVR of >90% in the case where the devices were
of the same model, the RAR ranged between 32% and 54%.

The current work seeks to lower the RAR while main-
taining or increasing the TVR in the event of a rogue device
using the same model as a legitimate one to communicate
with another station using the IEEE 802.15.4 standard. The
proposed approach seeks to improve the performance of the
decision model from [11] that combined a multiple discrim-
inant analysis/maximum likelihood (MDA/ML) process for
dimensionality reduction and Bayesian decision criteria for
classification. Instead, it is proposed to train a convolutional
neural network (CNN) [13], [14] to recognize the devices
without requiring that the dimensionality be reduced.

A CNN is a machine learning model that works by attempt-
ing to train a set of filters used for convolutions on the input
signal to highlight the most discriminant features that can be
spatially distributed in that signal. The response to the input
signal of each filter at each location across the signal is the
output of a convolutional layer (CL). This output is then passed
to a subsampling layer which is responsible of reducing the
number of outputs by pooling a given region together using a
given function (e.g., maximum value or the average of values).
One or more fully-connected layer make for the last layers of
network and are responsible for the classification itself.

CNNs have been demonstrated to be robust to data transla-
tion and are able to take into account a level of spatial distri-
bution of a dataset [15], [16], [17], [18]. This may constitute
an advantage in the context of RF fingerprinting as signals are
distributed in time and slight spatial translations may occur in
the captured data. The ongoing work and preliminary results
aim at validating the use of CNN in that context.

The next section presents the methodology used for ac-
quiring RF signals for analysis and the extraction of features
following the RF-DNA methodology and the structure of

the CNN used for analysis. Section III describes preliminary
results obtained in the ongoing work. Section IV summarizes
the preliminary results, discuss implications and research con-
cerns. Finally, section V presents future work and next steps.

II. METHODOLOGY

The emitting devices were 4 Atmel RZUSBStick, or RZ for
short. This device is capable of sending Zigbee packets con-
taining arbitrary data and is also able to communicate through
the Zigbee protocol [9]. Arbitrary data was sent periodically at
a frequency of 40 packets/sec on channel 26 (i.e., 2.480 GHz).
The acquisition was conducted through a USRP B200mini
from Ettus Research at a center frequency of 2.480 GHz with
a bandwidth of 20 MHz. The data collection was conducted
in a RF shielded box to prevent outside interferences with
the measurements. Each device was placed at the exact same
location for each data collection.

The raw signal from the IEEE 802.15.4 preambles of each
communication was extracted. Following the work done by
Ramsey et al. [11], the preambles were split into 32 equal
regions, each comprising 80 samples per region plus the full
preamble itself of 2560 samples, for a total of 33 subregions
per preamble captured. For each sample, the instantaneous
phase (φi), instantaneous frequency (fi) and instantaneous
amplitude (ai) were evaluated. Their variance (σ2), skewness
(γ) and kurtosis (κ) were calculated for each subregion. This
amounted to a total of 297 features per preamble composed
of 33 subregions × 3 RF characteristics × 3 statistics. The
number of preambles collected is presented in Table I.

TABLE I. SAMPLES PER DEVICE.

RZUSBStick1 RZUSBStick2 RZUSBStick3 RZUSBStick4

Preambles 7148 7094 6832 7086

Extracted features were standardized following (1). Stan-
dardization is required to constrain values of features within a
comparable range.

zi =
xi − x

s2
(1)

zi is the standardized score, xi the input value, x the mean
and s2 the variance. To apply the standardization, the features
are structured along a 3 × 33 × 3 matrix as presented in (2)
for each collected preamble.


[
σ2
1φ

σ2
1f

σ2
1a

]
. . .

[
σ2
33φ

σ2
33f

σ2
33a

][
γ1φ γ1f γ1a

]
. . .

[
γ33φ γ33f γ33a

][
κ1φ κ1f κ1a

]
. . .

[
κ33φ κ33f κ33a

]
 (2)

The values s2 and x are calculated along all collected
preambles for the 33 subregions. The result is two matrices
containing the s2 and x values for the 33 subregions across
all collected preambles. The resulting matrix is shown in (3)
for x. s2 follows the same structure.σ2

φ σ2
f σ2

a

γφ γf γa
κφ κf κa

 (3)
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The set of features for each of the 33 subregions per pream-
ble was standardized according to its RF characteristics and
statistics.

A. Convolutional Neural Network

The 297 standardized features were passed on to a CNN
constituted of 2 CL with 32 3 × 1 filters and 64 3 × 1
filters. Each CL output was connected to a subsampling layer
(3× 1 average pooling function with 2-step strides). The last
subsampling layer was followed by a fully connected layer
of 1024 neurons trained with a 0.75 dropout chance before
connecting to the output layer. Optimization was conducted
using the adaptive moment estimation (ADAM) optimizer with
a learning rate of 0.01. Batch size was set at 128 preambles per
mini-batch. The implemented model is presented in Figure 1.

III. PRELIMINARY RESULTS

Collected results were analyzed according to two scenarios.
Scenario 1 explored training a CNN to discriminate between
the 4 known devices. This scenario is meant to demonstrate
the general performance of a CNN in the context of RF-DNA.
Scenario 2 seeks to replicate the case where an algorithm is
trained to be specialized in recognizing if a given preamble
belongs to a specific device.

A. Scenario 1: Differentiation

The collected preambles were randomized. The full dataset
was divided with 80% used for training, 10% for validation and
10% for testing. The output layer has 4 classes, one for each
known device. The resulting confusion matrix is reported in
Table II. The calculated accuracy is 95.86%.

TABLE II. CONFUSION MATRIX FOR INTERDEVICE
CLASSIFICATION.

Input Labels

RZ1 RZ2 RZ3 RZ4

Predicted

RZ1 0.947 0.006 0.002 0.037

RZ2 0.013 0.951 0.018 0.007

RZ3 0.002 0.031 0.975 0.004

RZ4 0.038 0.012 0.006 0.953

The high accuracy obtained for this task demonstrates
that CNNs are especially well adapted for ingesting RF-DNA
inputs for device classification. Work is still in progress to
establish a baseline based on current literature to achieve
a comparison between the proposed approach and the one
described in [11]. However, the represented case in Scenario 1
is valid only if an algorithm can be trained on all known
devices and is expected to find the correct match in a pool of
devices that was used during training. In practice, this method
is ineffective in the context of rogue device identification as the
attacking device is usually not known before the attack occurs.
This nullifies the chances that the model can be trained with all
expected devices in a certain area. This problem is addressed
in the next scenario.

B. Scenario 2: One vs All

This scenario aims at filling the gap from the previous one
where a model was trained to identify if a preamble originates
from one unique device or not. 80% of the dataset was used
for training, 10% for validation and 10% for testing. In the
first phase, all preambles from one device were considered as
being ”Good” (approx. 25% of the total dataset) and preambles
from the remaining devices were considered as ”Bad” (approx.
75% of the total dataset), generating an output layer of 2
classes. During training, labels were balanced according to the
proportion of the dataset they represented to compensate for
the unbalanced dataset. Results are reported in Table III.

TABLE III. CONFUSION MATRIX FOR ONE-VS-OTHERS
CLASSIFICATION.

Others RZ1 Others RZ2

Others 0.986 0.063 Others 0.991 0.080

RZ1 0.013 0.937 RZ2 0.009 0.920

Acc = 0.973 Acc = 0.972

Others RZ3 Others RZ4

Others 0.994 0.046 Others 0.977 0.046

RZ3 0.006 0.954 RZ4 0.023 0.954

Acc = 0.984 Acc = 0.987

As the training set contained samples from each device, it
has been postulated that the predictor would be confused if a
new device was introduced and requested predictive measures,
showing proof of overfitting. To test this hypothesis, a test was
conducted by training the expert systems on the dataset but
withholding all data from RZ4. The test dataset was evaluated
using inputs only from RZ4. If the system did not overfit,
attribution would show nearly only others attribution. During
a subsequent phase of the ongoing work, the results will be
compiled for test cases where RZ1, RZ2 or RZ3 is excluded
instead of RZ4. Results are presented in Table IV.

TABLE IV. CONFUSION MATRIX FOR ONE-VS-OTHERS WITH A
NEW DEVICE (RZ4) EXCLUDED FROM TRAINING SET.

RZ4 RZ4

RZ4 0.168 RZ4 0.878

RZ1 0.832 RZ2 0.122

Acc = 0.168 Acc = 0.878

RZ4

RZ4 0.955

RZ3 0.045

Acc = 0.955

As the results show, the trained model is achieving an
accuracy of 95.5% for RZ3 but lower than 87.8% for RZ2 and
is very poor (16.8%) for RZ1. The results from introducing a
new device during the test phase demonstrate that the model
has trouble differentiating devices that may have a more similar
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Figure 1. CNN structure.

RF-DNA such as RZ1 and RZ4. At this stage, more data from
more devices is required before a conclusion can be achieved.

IV. DISCUSSION

Firstly, when it comes to differentiating between known
devices onto which data exists and can be used for training,
results show that CNN with standardization from features
presented in [11] are effective, achieving a 95% accuracy.
Moreover, results have shown that an approach of training a
system to recognize itself from other systems performs well
in the case where all other systems are known.

However, when exposed to devices which were never part
of the learning process, results become unreliable. It is likely
that to perform better, the model would need to train on a
dataset with more devices. Also, the problem defined in this
research specifically targets devices of the same model and
manufacturer. It is possible that it is sufficient for categorizing
devices from different manufacturers and future work will
investigate this.

Also, Table IV shows that some devices may be more alike
than others. For instance, it is possible that RZ1 may be more
alike to RZ4 and thus, is harder to discriminate when the latter
is excluded from the learning process but used only for testing.
This supports the hypothesis that more devices are needed for
a better predictive model.

Also, when attempting to conduct the learning process on
different combinations of RF characteristics, it was noted that
statistics on the amplitude lead to better predictive results. This
differs from Ramsey et al. [11] whom instead pointed to phase
and frequency as being the most useful for categorization.
More data collection is required to determine if this could
be due to environmental conditions that might have altered the
transmissions in-between acquisition campaigns.

V. CONCLUSION

This work-in-progress has demonstrated the potential of
using CNN in the context of RF fingerprinting while using
affordable and flexible SDRs. Also, RF-DNA provides promis-
ing results when used to provide features to a CNN. More
work will be carried on to tweak the hyperparameters of the
model to achieve better results and collect more preambles
from new devices. Also, baseline measures based on the state-
of-the-art are being generated and will be used for assessing
the success of the current approach. New features based on the
scientific literature need to be identified and extracted from
the RF signal. This would allow to have more elements on
which devices from the same manufacturer and of the same
model could be discriminated. Finally, ongoing work focuses
on trying to compute the RF-DNA in real time on an embedded
system in order to optimize the signal processing component.

This would ensure a real-time computation and minimize the
impact of the implementation of this method on a wireless
communication itself.
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Abstract—Safety and security are two inter-dependent key prop-
erties of autonomous vehicles. They are aimed at protecting the
vehicles from accidental failures and intentional attacks, which
could lead to injuries and loss of lives. The selection of safety and
security countermeasures for autonomous vehicles depends on the
driving automation levels, defined by the international standard
SAE J3016. However, current vehicle safety standards ISO 26262
do not take the driving automation levels into consideration. We
propose an approach for integrating autonomous vehicle safety
and security processes, which is compliant with the international
standards SAE J3016, SAE J3061, and ISO 26262, and which
considers driving automation levels. It uses the Six-Step Model
as a backbone for achieving integration and alignment among
safety and security processes and artefacts. The Six-Step Model
incorporates six hierarchies of autonomous vehicles, namely,
functions, structure, failures, attack, safety countermeasures, and
security countermeasures. It ensures the consistency among these
hierarchies throughout the entire autonomous vehicle’s life-cycle.

Keywords–Autonomous vehicle; safety; security; ISO 26262;
SAE J3016; SAE J3061; Six-Step Model; attack tree; fault tree.

I. INTRODUCTION

Autonomous Vehicles (AVs), the self-driving vehicles,
are safety-critical Cyber-Physical Systems (CPS) – complex
engineering systems, which integrate embedded computing
technology into physical phenomena. Safety and security are
two key properties of CPSs, which share the same goal –
protecting the system from undesirable events: failures (safety)
and intentional attacks (security) [1].

Ensuring the safety of autonomous vehicles, i.e., reducing
the number of traffic crashes to prevent injuries and save lives,
is a top priority in autonomous vehicle development. Safety
and security are interdependent (e.g., security attacks can cause
safety failures, or security countermeasures may weaken CPS
safety and vice versa), therefore they have to be aligned in the
early system development phases to ensure the required level
of protection [1][2].

Although AVs could be considered to be smaller and/or
less complex systems as compared to other CPSs, such as,
e.g., power plants or water treatment systems, they face some
unique challenges, which have to be taken into consideration
when analyzing their safety and security.

Firstly, there are six different levels of driving automation
ranging from no driving automation (level 0) to full driving
automation (level 5), as described by the international standard
SAE J3016 [3]. The levels describe who (human driver or

automated system) performs the driving tasks and monitors the
driving environments under certain environmental conditions.
Thus, AV safety and security depend on the driving automation
levels and the environmental conditions.

Secondly, the AV domain is relatively new, and therefore,
there are no international standards for AV safety and secu-
rity yet. Currently, the ISO 26262 standard, which describes
functional safety of road vehicles, is being used for AV safety
analysis [4]. However, it is not sufficient for AVs, as argued
in [5][6]. ISO 26262 addresses the safety of each function, or
item, of the vehicle separately, since the driver is responsible
for everything what falls outside the item. However, in AV,
it is necessary to ensure safety at all times, especially at the
high automation levels, when there is no driver in the vehicle
[5]. Thus, hazard analysis of AVs should have the broader
scope and should analyze AVs functions together. Warg et al.
proposed an approach to extend ISO 26262 and to add generic
operational situation and hazard trees for comprehensive AV
safety analysis [5].

To address vehicle security needs, the SAE J3061 standard
has been developed [7]. It defines cyber-security lifecycle of
cyber-physical vehicle systems. However, the security lifecy-
cle, defined in SAE J3061, is analogous to the vehicle safety
lifecycle described in ISO 26262, and therefore, it is not
sufficient for AV cyber-security analysis.

How can we analyze AV safety and security throughout its
entire life-cycle in a consistent way, and provide required level
of protection?

In our previous work, we proposed a Six-Step Model for
modeling and analysis of CPS safety and security [8][9].
It incorporates six dimensions (hierarchies) of CPS, namely,
functions, structure, failures, safety countermeasures, cyber-
attacks, and security countermeasures. Furthermore, it uses
relationship matrices to model inter-dependencies between
these dimensions. The Six-Step Model enables comprehensive
analysis of CPS safety and security, as it utilizes system
functions and structure as a knowledge base for understanding
the effect of failures and attacks on the system.

In this paper, we propose an approach for AV safety and
security analysis, which uses the Six-Step Model as a backbone
for integrating and maintaining consistency among safety and
security processes and artefacts. The Six-Step Model consol-
idated safety and security artefacts, developed throughout the
entire AV life-cycle. The proposed approach is compliant with
the international standards SAE J3016, SAE J3061, and ISO
26262.
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The remainder of this paper is structured as follows.
Section II describes preliminaries. The proposed approach is
explained in Section III, and a Six-Step Model example is
included in Section IV. Finally, Section V concludes the paper
and describes our future work.

II. PRELIMINARIES

A. Autonomous Vehicles’ Main Terms and Definitions
The real-time operational and tactical functions required

to operate the vehicle in on-road traffic include lateral and
longitudinal vehicle motion control, monitoring the driving
environment, object and event response execution, maneuver
planning, and enhancing conspicuity via lighting, signaling,
etc. [3]. These functions are collectively called the Dynamic
Driving Task (DDT) [3]. AVs perform entire or part of DDT
depending of their automation level.

SAE International (SAE) has developed an international
standard, SAE J3016 [3], to describe various levels of vehicle
automation. The standard has been widely adopted by inter-
national organizations, such as the National Highway Traffic
Safety Administration (NHTSA) [10].

There are six driving automation levels [3][10]:

• Level 0 – the human driver performs entire DDT.
• Level 1 – an automated system on the vehicle can

assist the human driver to perform either the lateral or
the longitudinal vehicle motion, while driver monitors
the driving environment and performs the rest of DDT.

• Level 2 – an automated system performs the lateral
and the longitudinal vehicle motion, while driver mon-
itors the driving environment and performs the rest of
DDT.

• Level 3 – an automated system can perform entire
DDT, but the human driver must be ready to take back
control when the automated system requests.

• Level 4 – there is no human driver; an automated sys-
tem conducts the entire DDT, but it can operate only
in certain environments and under certain conditions.

• Level 5 – there is no human driver; an automated
system performs entire DDT in all environments and
under all conditions that a human driver could perform
them.

Level 3-5 vehicles are called the highly automated ve-
hicles, since their automated systems (not a human driver)
are responsible for monitoring the driving environment [10].
Furthermore, level 1-4 vehicles are designed to operate only in
certain environments and under certain conditions, while level
5 vehicles - in all environments and under all conditions.

AV functions can be grouped into three main categories:
perception (perception of the external environment/context
in which vehicle operates), decision & control (decisions
and control of vehicle motion, with respect to the external
environment/context that is perceived), and vehicle platform
manipulation (sensing, control and actuation of the vehicle,
with the intention of achieving desired motion) [11][12]. A
standard for describing AV functions and functional interfaces,
SAE J3131, is currently under development.

AV structural architecture consists of two main systems:
a) cognitive driving intelligence, which implements perception

and decision & control functions, and b) vehicle platform,
which is responsible for vehicle platform manipulation [11].
Each system consists of components, which belong to four ma-
jor groups: hardware, software, communication, and human-
machine interface [12][13].

B. A Six-Step Model
In our earlier work [8][9], we proposed a Six-Step Model

to enable comprehensive CPS safety and security analysis (see
Figure 1) . The model is constructed using the following six
steps:

1) The first step is aimed at modeling the functional
hierarchy of the system. The functions are defined us-
ing the Goal Tree (GT), which is constructed starting
with the goal (functional objective) and then defining
functions and sub-functions, needed for achieving this
goal. A relationship matrix, F-F, is used to define the
relationships between functions, which can be high,
medium, low, or very low.

2) In the second step, system’s structural hierarchy is de-
fined using the Success Tree (ST) to describe system’s
structure as a collection of sub-systems and units.
Furthermore, the relationships between structure and
functions are defined using a relationship matrix S-F,
as shown in Figure 1.

3) The third step is focused on safety hazard analysis.
In this step, system’s failures are identified and added
to the model. In addition, the relationships between
failures, system structure and functions are identified,
and the corresponding relationship matrices – B-B,
B-S, and B-F – are added to the model.

4) The fourth step focuses on security threat analysis.
In this step, attacks are identified and added to
the model along with the relationship matrices to
describe relationships between attacks, failures, struc-
ture and functions. Relationship matrix A-B (attacks
– failures) is used to determine which failures could
be triggered by a successful attack. In the original
version of the Six-Step Model [9], safety countermea-
sures have been identified in step 4, while attacks - in
step 5. However, we decided to switch the places of
these two steps in order to tackle system vulnerability
(hazard and threat) analysis first, before moving to the
countermeasure selection, as safety countermeasures
can be used to detect and mitigate both the failures
and the attacks. Thus, it is convenient to have attack
identified before designing safety countermeasures.

5) In the fifth step, safety countermeasures are added
to the model and their relationships are identified.
Matrices X-A and X-B show the coverage of attacks
and failures by safety countermeasures, where white
rhombus indicates that the countermeasure provides
low protection from attack/failure; gray rhombus -
medium protection; black rhombus - full protection
(see Figure 1).

6) Finally, in the last step, security countermeasures
are added to the model and their relationships are
established. Similarly to matrices X-A and X-B from
the previous step, two new matrices Z-A and Z-
B are added to define the coverage of attacks and
failures by security countermeasures. The security
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Figure 1. The Six-Step Model.

countermeasures, added in this step, could be used
to protect the system from attacks and failures, not
covered by the safety countermeasures. Furthermore,
matrix Z-X is used to capture the inter-dependencies
between safety and security countermeasures, such as
reinforcement, antagonism, conditional dependency,
and independence, as defined in [14].

After completion of steps 5 and 6, it is important to analyze
if there were any changes made to system’s structure, as
some countermeasures might require the use of additional
components, e.g., sensors or controllers. If the changes occur, it
is necessary to return to the step 2 to add the new components,
and then repeat steps 3-6.

The Six-Step Model, constructed throughout steps 1-6, in-
terconnects six hierarchies of the systems (functions, structure,
failures, attacks, and safety and security countermeasures) by
forming a hexagon-shaped structure of their relationships, as
shown in Figure 2. The relationships help to ensure alignment
between these hierarchies. The hierarchies and relationships
have to be maintained throughout the entire system’s life-cycle
to sustain their consistency and completeness.

C. AV Safety Analysis
The ISO 26262 standard [4] defines functional safety for

automotive equipment applicable throughout the life-cycle of
all automotive Electronic and Electrical (E/E) safety-related
systems. It aims to address possible hazards caused by the mal-
functioning behavior E/E systems. The safety process consists
of several phases, such as concept, product development, and

(1)

Functions

(2)

Structure

(3)

Failures

(4)

Attacks

(5) Safety

Countermeasures

(6) Security

Countermeasures

Figure 2. Relationships among hierarchies of the Six-Step Model.

production, operation, service and decommissioning. Hazard
Analysis and Risk Assessment (HARA) is performed during
the concept phase, where hazardous events, safety risks and
goals are identified. These goals are further refined into the
safety requirements during the product development phase, and
the safety countermeasures are designed and implemented.

ISO 26262 requires the presence of the human driver inside
the vehicle to deal with the unexpected environments and
conditions [5]. In high automation AVs, where no human driver
is present, it is important to consider all driving environments
and conditions. In [5], Warg et al. proposed a AV hazard
analysis method, which extends vehicle safety analysis process
defined by ISO 26262 [4]. It uses operational situation and
hazard trees as a knowledge base of potential situations and
hazards to investigate.
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Figure 3. Generic situation tree example [5].

Figure 3 shows an example of an AV operational situation
tree, borrowed from [5]. Three main aspects (tree leaves)
are identified, namely, vehicle, physical environment, and
surroundings, which a further refined into properties, e.g.,
speed is decomposed into high and low speed (see Figure 3).

Operational situations for use in the hazard analysis are
composed by selecting and combining leaves from the tree.
If no leaf is selected from a particular aspect, the situation is
considered to be valid for all properties of that aspect. For level
5 vehicle, all operational situations have to be analyzed, while
for level 1-4 vehicle – only a subset of operational situations,
which includes the environment and driving conditions the AV
is designed to operate in. Figure 3 shows an example of a high-
level situation tree, which is further refined throughout safety
lifecycle, as the new situations are identified.

The hazard tree is constructed similarly to the situation
tree. Two main levels of hazards are identified: tactical and
operative. Tactical hazard include foreseeable tactical mistakes,
while operative hazards - hazard related to situation awareness,
vehicle control, and environment. Each leaf of the tree repre-
sents a possible hazard that can be included in hazard analysis
[5].

Once the situation and the hazard trees are completed, each
hazard from the hazard tree is combined with each operational
situation from the situation tree to form hazardous events.
Subsequently, the risk assessment of these events is performed
and an Automotive Safety Integrity Level (ASIL) is assigned.
The risk assessment has to be updated any time a new or
modified situations/hazards are added to the situation/hazard
trees [5].

Hazardous events can be further refined using the Fault
Tree analysis [13] in order to identify the conditions and events
that could lead to these events. Fault tree refines top level
hazardous event into intermediate events and basic events,
which are interconnected by AND and OR logical operators.
Bhavsar et al. [13] describe two fault trees for AVs: fault
tree of failures related to vehicular components, and fault
tree considering failures related to transportation infrastructure
components. Safety risks are defined based on the results of the
hazard and failure analysis, which are then used for defining
AV safety requirements and, subsequently, developing safety
countermeasures.

D. AV Security Analysis
SAE J3061 is a vehicle cyber-security standard, which was

developed using the ISO 26262 standard as a base. Thus,
both standards consist of similar phases. Security process,
defined by SAE J3061, includes concept, product development,
and production & operation phases. Threat Analysis and Risk
Assessment (TARA) is performed during the concept phase,
where threats, security risks, and security goals are defined.
In the product development phase, security requirements are
defined based on the security goals, and the security counter-
measures are developed.

Attack tree analysis [7][15] is often used for performing
TARA. It helps to determine the potential paths that an attacker
could take to lead to the top level threat [7]. An attack tree is a
graph, where the nodes represent attack events, and the edges
- attack paths through system, which could be connected using
AND and OR gates.

Behavior diagrams, such as Data-Flow Diagrams (DFD)
[16] and Information-Flow Diagrams (IFD) [9] could be used
for identifying the attacks to be included in attack trees
analysis. DFDs include elements, such as processes, data flows,
and data store, and are used to model data flows between soft-
ware components. IFDs include units and information flows
between them, and could be used to model information flows
between software and hardware components, such as actuators,
controllers, sensors, etc. In [9], we proposed a method for
generating IFDs using the Six-Step model in order to identify
possible attacks on CPSs.

III. INTEGRATED AUTONOMOUS VEHICLE SAFETY AND
SECURITY ANALYSIS APPROACH

This section proposes an approach for integrating AV de-
velopment with safety safety and security engineering, which
is compliant with the international standards SAE J3016, SAE
J3061 and ISO 26262. The integration is achieved by the
use of the Six-Step Model, which incorporates AV functions,
structure, safety failures, security attack, and safety & security
countermeasures. The Six-Step Model is the backbone for
achieving integration and alignment among safety and security
artefacts.
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Figure 4. The Six-Step Model as a backbone for integrated AV safety and
security analysis.

Figure 4 describes the proposed approach and shows
the relationships between steps of the Six-Step Model and
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various artefacts from AV development, safety engineering,
and security engineering processes.

The steps of the AV Six-Step Model are performed in the
following order:

• Steps (1) and (2). Autonomous driving functions and
the systems (structure), which implement these func-
tions, are defined during AV development process. As
the result, AV functional and structural hierarchies are
defined and added to the Six-Step Model, along with
their relationships.

• Steps (3) and (4). These steps correspond to AV vul-
nerability (hazard and threat) analysis. On the safety
side, HARA (as defined by ISO 26262) is performed
in order to identify and evaluate hazardous events, and
define AV functional safety requirements. Additional
models, such as situation, hazard, and fault trees, are
used to ensure that all autonomous driving related
hazards are considered, as described in Section II-C.
At the end of the hazard analysis phase, failures,
which are considered in security requirements, are
extracted from the fault trees and added to the the Six-
Step Model (Step (3)). On the security side, TARA
(as defined by SAE J3061) is performed in order
to evaluate security threats and derive AV functional
security requirements. The AV structural hierarchy,
defined in step (2), could be used to define attack
surfaces and construct information-flow models (see
[9]), which helps to identify possible attacks and con-
struct attack trees, as described in Section II-D. The
risks associated with each attack are then evaluated
and security requirements are defined. Similarly to
failures, the attack, included in security requirements,
are extracted from the attack trees and added to the
Six-Step Model (Step (4)). The relationships between
attacks, failures, functions, and structures, are also
added to the Six-Step model.

• Steps (5) and (6). During these steps, safety and
security countermeasures are selected and added to
the model along with their relationships to remaining
elements of the model. On the safety side, func-
tional safety requirements are refined into technical
requirements and corresponding countermeasures are
designed for satisfying these requirements. Similarly,
on the security side, functional security requirements
are decomposed into technical requirements for secu-
rity countermeasures. The countermeasures from both
sides are added to the Six-Step Model to analyze their
relationships to the remaining elements of the model.
In particular, the matrices are useful to make sure
that each countermeasure is really needed (addresses
attacks/failures not completely covered by any other
countermeasures, shown in matrices X-A, X-B, Z-A,
and A-B), and that there are no contradictions among
countermeasures (matrix Z-X).

The AV Six-Step Model, constructed during steps (1)-(6), is
a backbone of AV vulnerability analysis. It supports three AV
processes, namely, AV development, AV safety engineering,
and AV security engineering, as shown in Figure 4. It enables
integration of safety and security artefacts, developed through-
out the entire AV life-cycle (such as failures, attacks, safety

and security countermeasures) into AV function and structure
hierarchies to assure their consistency and completeness.

The AV Six-Step Model has to be maintained throughout
the entire AV life-cycle. This is particularly important for
security, as new threats are continually identified and analyzed.

The following section shows a Six-Step Model example of
an AV.

IV. SIX-STEP MODEL EXAMPLE OF AN AV
The AV, described in this example, performs three main

autonomous driving functions, i.e., perception, decision & con-
trol, and vehicle platform manipulation, as described in Section
II-A. The perception function can be further decomposed into
sensing, sensor fusion, localization, semantic understanding,
and world model (see [11]). These functions are added at
the top of to Six-Step Model and their inter-relationships are
identified, as shown in Figure 5.

Due to space limitations, only an excerpt of the Six-Step
Model is included in Figure 5. Furthermore, only the high
degree relationships between elements are shown.

The main systems of AV, which implement driving au-
tomation functions, are: cognitive driving intelligence, vehicle
platform, and communication system [11][12]. The cognitive
driving intelligence includes on-board computer and external
sensors for perception of environment, such as LIDAR, Radar,
cameras, and ultrasound sensors [17]. No sensor type works
well for all tasks and in all conditions, thus it is necessary to
provide sensor redundancy and perform sensor fusion. A com-
bination of LIDAR, Radar, and camera provides good coverage
of AV tasks in most of the environmental conditions [17]. The
vehicle platform includes controllers (ECUs), actuators, which
implement the desired motion. The communication system
includes in-vehicle and V2X (vehicle to vehicle, infrastructure,
and humans) communication networks. In this example, only
in-vehicle communication is considered. All these structural
elements are added to model in step (2).

In steps (3) and (4), we included LIDAR failure and
LIDAR attack. LIDAR is a laser sensor used in AVs for object
detection. As we can see from Figure 5, the main function
affected by either the LIDAR failure or attack is the sensing
function. Furthermore, there is a strong relationship between
LIDAR attack and failure, LIDAR attack is strongly related to
Ethernet (i.e., an attacker can attack LIDAR through Ethernet).

Attacks on LIDAR and security countermeasures are sum-
marized in [18]. An attacker could perform a relay attack
(relaying the original signal sent from target vehicle LIDAR
from another position to create fake echoes) or a spoofing
attack (replaying objects and controlling their position) on
LIDAR.

Radar is added to the model in step (5) as a safety
countermeasure. In case of of LIDAR failure, Radar and
camera will still be able to perform sensing of the driving
environment.

Security countermeasures could include redundancy: mul-
tiple LIDARs, or V2X communication to compare measure-
ments of target vehicle with other vehicles to detect inconsis-
tencies [18]. However, due to high cost of LIDAR, multiple
LIDARs are not considered in this AV. Furthermore, there is
no V2X communication in this AV example. If the vehicle
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Figure 5. An example of AV Six-Step Model.

had V2X communication, LIDAR attacks could be detected
by cross-comparing LIDAR reading of the nearby vehicles.

Various LIDAR attack detection and mitigation methods
can be implemented inside on-board computer, e.g., LIDAR
attacks can be detected by comparing LIDAR readings to
Radar and camera reading, while shorter or randomized LI-
DAR scanning interval could help in preventing the attacks
[18]. In Figure 5, a security countermeasure, ”LIDAR attack
detection method, which uses Radar and camera readings”, is
added. Additional countermeasure, ”Ethernet access control”,
is used to prevent LIDAR attacks.

Matrices X-A, X-B, Z-A, Z-B, and Z-X are very useful
for integrated safety and security analysis. X-B shows that
Radar provides partial coverage of LIDAR failure, as Radar
cannot fully replace LIDAR. Z-A and Z-B indicate that LIDAR
attack detection method will be able to provide coverage not
only for LIDAR attacks, but also failures, as it will detect
corrupt LIDAR readings, which could happen in either case.
Finally, Matrix Z-X shows the inter-dependencies between
safety and security countermeasures. As we can see from
Figure 5, Radar (safety countermeasure) and the LIDAR attack
detection method (security countermeasure) share a conditional
dependency (denoted by x), i.e., in order to implement the
attack detection method, we need a Radar; while Radar and
Ethernet access control mechanism reinforce each other.

As the new structural component, Radar, has been added
to the model in Step (5), it is necessary to return to the step
(2) to include it to AV structural hierarchy and to establish its

relationships to the remaining elements of the model.

V. CONCLUSIONS AND FUTURE WORK

In this paper, an approach for integrated autonomous vehi-
cle safety and security analysis is proposed, which is compliant
with the international standards SAE J3016, SAE J3061, and
ISO 26262. It uses the Six-Step Model as a backbone for
achieving and maintaining integration and alignment among
safety and security artefacts throughout the entire autonomous
vehicle’s life-cycle. The Six-Step Model incorporates six hi-
erarchies of autonomous vehicles, namely, functions, struc-
ture, failures, attack, safety countermeasures, and security
countermeasures. An example of an autonomous vehicle Six-
Step Model is included to demonstrate the usefulness of the
proposed approach.

Future work will include the refinement of the proposed
approach to facilitate its application in industry and the use
by other researchers. We are currently building a software
tool for constructing the Six-Step Model. Furthermore, we are
exploring the possibility to integrate our approach with the
safety analysis approach System-Theoretic Processes Analysis
(STPA), which has been designed for evaluating the safety of
complex systems [6]. We believe that a combination of these
two approaches could help to achieve roadworthiness of the
autonomous vehicles, and would contribute to the development
of standards for autonomous vehicles.

80Copyright (c) IARIA, 2017.     ISBN:  978-1-61208-605-7

CYBER 2017 : The Second International Conference on Cyber-Technologies and Cyber-Systems

                            89 / 90



REFERENCES
[1] G. Sabaliauskaite and A. P. Mathur, Aligning Cyber-Physical System

Safety and Security. Cham: Springer International Publishing, 2015,
pp. 41–53. [Online]. Available: https://doi.org/10.1007/978-3-319-
12544-2 4
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