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Forward

The Seventh International Conference on Cyber-Technologies and Cyber-Systems (CYBER 2022),
held between November 13 and November 17, 2022, continued the inaugural event covering many
aspects related to cyber-systems and cyber-technologies considering the issues mentioned above and
potential solutions. It is also intended to illustrate appropriate current academic and industry cyber-
system projects, prototypes, and deployed products and services.

The increased size and complexity of the communications and the networking infrastructures are
making it difficult the investigation of the resiliency, security assessment, safety and crimes. Mobility,
anonymity, counterfeiting, are characteristics that add more complexity in Internet of Things and Cloud-
based solutions. Cyber-physical systems exhibit a strong link between the computational and physical
elements. Techniques for cyber resilience, cyber security, protecting the cyber infrastructure, cyber
forensic and cyber crimes have been developed and deployed. Some of new solutions are nature-
inspired and social-inspired leading to self-secure and self-defending systems. Despite the
achievements, security and privacy, disaster management, social forensics, and anomalies/crimes
detection are challenges within cyber-systems.

The conference had the following tracks:

 Cyber security

 Cyber infrastructure

 Cyber Attack Surfaces and the Interoperability of Architectural Application Domain Resiliency

 Embedded Systems for the Internet of Things

 Cyber resilience

We take here the opportunity to warmly thank all the members of the CYBER 2022 technical
program committee, as well as all the reviewers. The creation of such a high quality conference program
would not have been possible without their involvement. We also kindly thank all the authors that
dedicated much of their time and effort to contribute to CYBER 2022. We truly believe that, thanks to all
these efforts, the final conference program consisted of top quality contributions.

We also gratefully thank the members of the CYBER 2022 organizing committee for their help in
handling the logistics and for their work that made this professional meeting a success.

We hope that CYBER 2022 was a successful international forum for the exchange of ideas and results
between academia and industry and to promote further progress in the domain cyber technologies and
cyber systems. We hope that Valencia provided a pleasant environment during the conference and
everyone saved some time to enjoy the charm of the city.
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Abstract—Connected embedded systems have a significant role
in modern life. Prominent benefits of this new concept and
how it eases our life is irrefutable. However, as this technology
provides users remote connection, it opens new opportunities
for attackers to get access to the system and perform malicious
activities. In order to get full benefits of connected embedded
systems, security should be considered during system design. As a
proposed approach to produce secure embedded systems, we offer
a comprehensive attitude based on security by design concept.
The proposed solution is inspired by Secure System Development
Life Cycle (SSDLC) models and employs virtual prototyping to
present an early security evaluation during development process
of embedded systems.

Keywords: Security analysis; IoT; Security requirement; Virtual proto-
typing; Security-by-design.

I. INTRODUCTION

Embedded systems are an essential part of modern life.
Transportation systems, from automotive to airplanes, increas-
ingly apply embedded system to elevate performance and
comfort. Medical instruments, on the other hand, profit from
embedded systems for monitoring applications. Smart home is
another area in which embedded systems showed up to offer
light and temperature controlling, pet and baby care, smart
kitchen and many other applications. Connected embedded
systems including connected automobiles, connected smart
homes and wearable technology bring up the capability of
remote monitoring and functioning.

Alongside the distinguished roll of connected embedded
systems in our modern life, security challenges which may
be turned up by these new technologies should be considered.
Security flaws in embedded systems may lead to privacy and
financial problems or endanger people’s life. A vulnerability in
embedded systems may give attacker the opportunity to access
critical information and perform malicious activities.

In order to make a profit of outstanding advantages of
connected embedded systems, security measures should be
considered during design and development phases. Security by

design [1] is a proper solution, which helps system designers
produce the system from the ground up to be secure. In
this method, security aspects of the system will be consid-
ered in the entire life cycle of system development, from
system specification and modeling to system development
and assembly. Corresponding to each development phase,
several test and analyses will be considered. As the ultimate
destination, penetration testing on the final product will take
place. Therefore, security considerations should play an equal
role in system development process alongside functional and
usability features.

As a solution, we propose a comprehensive model-centric
methodology to consider and evaluate security during the
design process in the form of a Virtual Prototype (VP).
The approach offers automated security consideration which
enables early architectural analyses and provides preparation
of penetration testing by architectural analyses, as well as
searching for already known weaknesses.

In recent years, virtual prototyping has been applied in
system development process in the automotive industry and
other industrial products. In this area, virtual prototyping is
applied as a platform for software development, architecture
modeling as well as system implementation. We believe that
virtual prototyping has the capability to play a significant
role in security analysis and security assurance for embedded
system design. A VP represents the preliminary stage of a
physical prototype in the design process and denotes the
complete or partial provision of system sub-components as
executable models. With VP, different security analyses such
as penetration testing or structural analyses, including dynamic
data flow analyses during the design and development process
are possible.

The paper is structured as follows: Section II highlights
previous works which focus on secure system development
approaches. Section III introduces considering security during
design and development phases of embedded systems devel-

1Copyright (c) IARIA, 2022.     ISBN:  978-1-61208-996-6
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opment cycle. The proposed solution in order to design and
develop secure embedded systems is explained in Section IV.
In Section V, techniques and methods to support the proposed
framework are mentioned. Finally, in Section VI, a conclusion
of the paper is presented.

II. RELATED WORK

Current system development approaches, such as [2] and
[3] do not consider security features in system design and
development life cycle. Several works [4], [5] integrated
security considerations into development life cycle; However,
these works are limited to software systems and embedded
systems features are still missing.

MILS (Multiple Independent Levels of Security) platform
introduced in [6] is based on security by design approach
which break the system into partitions and defines partition
categories based on their criticality. The focus of this work
is on system architecture and does not offer security consid-
eration for all development steps. ESSAF (Embedded Sys-
tem Security Assessment Framework) [7] offers collaborative
security assessment in embedded systems development. The
focus of this work is to document the assets, threats and
security mechanisms. Security evaluation of the embedded
systems is divided into tree phases, System Modeling, Security
Modeling and Mitigation Planning. ESSAF provides a well
defined documentation approach for security evaluation of
embedded systems during design and development phases. Yet,
no mechanism is offered to cover hardware features during
security assessment.

In [8], a secure-by-design process for cyber-physical sys-
tems is represented which integrated secure software en-
gineering practices into a discipline spanning engineering
process for cyber-physical systems. In this paper, the authors
added platform-independent features to security requirements
in software design processes in order to consider hardware
characteristics of the system. Threat models, misuse case and
anti-requirements with platform consideration are added to
the existing model-based system engineering. However, lack
of a comprehensive security assessment during the system
development life cycle, from requirement specification to the
final prototype development is visible.

[9] suggests a design methodology to integrate and eval-
uate security mechanisms into design process of embedded
systems. In this paper security requirements are defined, then
suitable security mechanisms based on the requirements will
be offered and evaluated. The results of security mechanisms
integration are assessed based on proper metrics. However,
comprehensive evaluation during all design and development
phases is not consider in this work.

To sum up, several works focus on security evaluation
of embedded systems. It should be mentioned that most of
them do not consider security analysis during design and
development life cycle. However, a few approaches which
bring security evaluation into development cycle do not offer
comprehensive approaches. More important, the gap between

current development state and final system prototype is no-
ticeable in most of the works. To be specific, at each step of
design and development, evaluation and tests will take place
only on parts of the system which are already developed and
characteristics of physical parts of the system are missing. This
issue specially for embedded systems which lay on hardware
environment is important.

III. SECURITY BY DESIGN

Security by design is a methodology which offers con-
sidering security features during all design and development
phases of the systems, from planing phase and requirement
analysis to final prototype. Secure System Development Life
Cycle (SSDLC) [10] as security by design technique inte-
grates security measures throughout design and development
cycle and brings up security assessment corresponded to each
development step [11]. SSDLC is in fact adapted version of
traditional System Development Life Cycle (SDLC), which
includes security assessment capability.

Several models for SDLC are presented and each model
traces a set of phases unique to its type to ensure expected
outcomes in system development process. Waterfall model,
agile model, V-shaped model, iterative model, Spiral Model
and big bang model [2] are some of the popular techniques
for SDLC. V-shaped model and iterative model draw our
attention as potential models to offer security during design
and development phases of the system. V-shaped model at very
first step of system design starts with planing and requirement
specification and goes deeper with high level design, then
low level design and the final implementation. In this model,
corresponding to each design and implementation phase a set
of tests is considered. On the other hand, iterative model begins
with implementation of a simplified version of the system and
at each iteration add more details to it until the implemented
system is sophisticated enough to ensure the requirements. In
this model, at the end of each iteration developed system will
be tested and refined.

By addressing security measures to the SDLC pipeline,
security evaluation will be presented from the outset. Proposed
security analysis approach is inspired by V-shaped and iterative
model to offer security by design for embedded systems. V-
shaped model makes a profit of mapping development phases
to test packages and iterative model suggests refinement after
each iteration. Bringing both models into practice enhances
security by design approach.

IV. PROPOSED APPROACH

We offer an analysis process based on virtual prototyping
to support comprehensive security evaluation of connected
embedded systems. The process enables security assessment of
the system, security mechanisms estimation and architectural
evaluation of the system under development and supports
the designers to make efficient design decisions during the
design phases. The presented approach closes the gap between
initial design and security tests on the final prototype. It
enables applying abstract models in preliminary design stages

2Copyright (c) IARIA, 2022.     ISBN:  978-1-61208-996-6
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to evaluate rough security aspects of the system. During the
design process the model is refined and will be more accurate.
Each refinement step provides the opportunity to perform
associated security analyses of the current design phase. When
software prototypes are developed it is possible to attach and
assess them in combination with the simulated parts of the
system. The virtual prototype of the system is beneficial even
when the physical prototype is ready. Monitoring internal
states of the system when the complete system is halted in
physical prototype is cost and time intensive in comparison to
virtual prototype.

Envisioned design flow

Figure 1 represents the proposed approach for security
analysis of embedded systems during system development
phases. The generic idea lays on the security-based V-model.
It also inherits the iterations from iterative model for system
development. Exploring overall view of the framework at a
glance, comparable to V-model system design begins at very
abstract level on the left side and passes through the next
steps by defining more detail to the design until producing
final prototype. At the right side of the flow, set of security
evaluation and tests corresponding to the development level
is defined. It follows a sequential design process on the
vertical axe and system verification is planned in parallel with
a corresponding stage of development in horizontal manner.
Security specifications of the system present validation factors
for the security analyses through the design process. In an
overall view, after defining security requirements this frame-
work follows several phases in a vertical axe starting from top.
Each phases consists of three steps in horizontal axe which
starts with design and development on the left side, performs
tests and compares the results with validation factors on right
side.

After specifying security requirements of the system, model-
ing phase is the next step. For this phase of system design, we
defined an approach to assure that design decisions are consis-
tent with security requirements. At the end of each analysis on
the right side of the flow the results will be compared with the
validation factors. Moving forward to the design flow happens
only when the results of the current analyses pass validation
factors. Otherwise the next iteration will begin from top of
the flow. Each iteration starts with requirements specification,
refines the model to resolve security weaknesses and as long
as passes the requirements validation, proceeds through design
progress.

Each iteration not only is sophisticated enough to perform
corresponding analyses of the current abstraction level, but
also provides information for penetration testing of the final
virtual/ physical prototype. Information such as potential at-
tack vectors as well as the must be protected assets extracted
from models of the system can be considered as guidelines
to steer penetration tests. Dynamic and static analyses on the
architectural design on the other hand sound the alarm of hid-
den dependencies and potential vulnerabilities for penetration
testers.

Subsequently, each part of the presented framework will
be explained in this order: Security specification, Model de-
signing and evaluation, architectural design and assessment,
software analysis and penetration testing as the final goal.

At the first step system designers will define security re-
quirements and specifications. To carry out this phase, system
designers may discus with stakeholders about their prospect
security features of the system. Security specifications in this
phase may vary from general features to well detailed require-
ments. The outputs here are utilizable for security validation in
next phases. Well specified security features and requirements
come up with more precise specification validation for next
steps.

In the next step designing phase will be started from very
abstract level with modeling. The first model of the system will
be sketched considering security requirements. The modules
and their relations, data type and methods of the modules as
well as required hardware and software for the system will
be specified here. At the end the model will be augmented
with security features and mechanisms. We defined a security
profile which helps the designers to integrate security relates
information to the model [12]. Specification validation is the
next step of this phase which applies the output of modeling
analyses and assesses security measure of the system based
on the specification from the first phase. If the specification
validation passes the expected standards, the development
process can proceed through the layout. Otherwise, the next
iteration will be launched.

In the next phase, designers will design a secure architecture
for the system. Accomplishing this objective, an abstract
model of system architecture will be simulated with the help
of architectural modeling techniques such as Transaction Level
Modeling (TLM). More detail will be added to the system
model from previous phase and the transaction between the
modules will be simulated. This phase carries on the procedure
by a static/ dynamic analysis threat modeling to find out
data dependencies and potential threats. Threat models will be
facilitator in the next phases for the penetration testing. Based
on the results of the analyses, specification validation step
will check if defined security specifications are endangered.
If not, the next iteration will be started and the model will be
modified. Otherwise, designers can go to the next phase.

When software prototype is available, thanks to the Virtual
prototyping it can be attached to the simulated parts of the sys-
tem in order to perform analyses. In this way, we not only can
perform penetration testing on the solid software, but also try
to penetrate the software which is laid on simulated hardware.
The output of the penetration testing will be compared with
the security specifications and based on the results, designers
decide to launch the next iteration or go to the next phase.

The final goal in this process is to integrate the software to
the real hardware and perform penetration tests on the final
prototype. This phase helps the developers to analyze final
prototype and resolve the last security flaws before producing
the product in the huge amount. Even in this phase that
physical prototype is available, applying virtual prototype to
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Fig. 1. Proposed approach

perform the tests in several situation has benefit over physical
prototype. In the scenarios which may lead to crash the
whole system or may damage parts of the system, monitoring
behavior of the system on virtual environment has advantage
over system evaluation in physical prototype.

V. IMPLEMENTATION

In order to support presented security analysis framework,
several techniques are offered. As mentioned earlier, specify-
ing security requirements plays an important role in designing
secure systems. By a well defined security specification stake-
holders, designers and security experts are able to properly
address their desires. We propose three-step method to specify
and manage security requirements from coarse system aspects
to detailed technical features. As the next step in our security
analysis approach, supporting modeling, a security profile
based on UML (Unified Modeling Language) with the focus
on connected embedded systems are offered which goes along
with a look-up function to search in vulnerability databases to
find vulnerable parts of the system. Architectural analysis of
the system is the next step in our proposed process and in order
to bring it into practice, we applied SystemC to simulate the
system in TLM (Transaction-Level Modeling ) level, afterward

taint propagation analysis as a dynamic analysis technique is
employed. As the last step we employed output results of
previous parts to provide information for guided penetration
testing on the final virtual and physical prototypes. In the
following, the applied techniques are described in detailed.

A. Security Specification

Requirement specification is the entry point of a system
development process. Following section explains the proposed
approach for a consistent and guided security requirements
modeling. We provide a three-step requirement modeling,
which supports system designers to define security require-
ments from general specifications to fine-grained system archi-
tecture’s security features. At very first steps of design process,
security specification starts with general security aspects of
the system. As the design process goes into more detail,
security requirements will be shaped more clear and go to
detailed categories. The requirement modeling concludes with
a detailed specifications and assign security information such
as protection goals (assets and data which should be protected
from attackers) and attack surface (points of the system which
may offer access to the system for potential attackers) to
single entities in the system. The revealed information in
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last step is advantageous for architectural analysis as well
as penetration testing. Because this last step should ensure
a seamless transition into the system development process,
we applied it to a traditional UML modeling approach by a
developed security profile.

As mentioned, the first step in security specification brings
up general questions about security issues regarding the sys-
tem. The stakeholders discuss about their desire system with
the system designers as well as with security experts to make
a security checklist. Questions such as What are the important
parts of the system which should be protected from attackers,
Who are the potential attackers, Which security measures
are needed and so on should be answered during security
requirement analysis. The answers to these questions give an
overall perspective about the security aspects of the system.
However, this information is qualitative and subjective and
in order to apply this knowledge to design and development
process, well-defined classifications and security metrics are
needed.

In the second step of security specification, protection goals
and potential attack surfaces of the system will be derived and
categorized in the three classes of the CIA triad: Confiden-
tiality, Integrity, Availability. To illustrate, confidentiality for
assets refers to system properties which should be protected
in order to assure their confidentiality. On the other hand,
confidentiality in attack surface discloses parts of the system
which are potential attack point to endanger confidentiality
of the system. From this general specification, all relevant
information will be extracted in the next step.

The last step maps the information from the second layer
about security requirements to a well-defined schema. The goal
is to map detailed security information to system architecture.
Accordingly, several fine-grained categories as well as param-
eters are defined which fulfil system architecture with well-
defined information about assets and potential attack vectors.
Figure 2 depicts proposed security requirement method in
three levels.

Fig. 2. Three steps of proposed security requirement analysis model

B. Security specification modeling

Presented model-based specification describes the system to
be analyzed structurally, safety concepts and security mech-
anisms, attack surface, as well as protection targets. The
modeling is also used for documentation of the analyses.
The specified information is automatically integrated into the
analysis to reduce the manual effort for the user. In this section,

we highlight a modeling approach used to guide the security
analysis with VPs. We use UML as modeling language. The
goal is to have a well-defined, easy-to-handle user interface
to manage the analysis and document the system’s security
features. In addition, the model eases manual analyses, such
as penetration testing, by enhancing the documentation and
highlighting potential design flaws.

As Figure 3 shows, the proposed model-based security
analysis approach consists of two components: Graphical
modeling environment, which is composed of UML models
augmented with security features as a security profile and a
lookup function which can be connected to a vulnerability
database. This approach enables the designer to refine security
requirements in the same development environment as the
system design. Our proposed security modeling approach pro-
vides models for security requirements of the system and helps
to discover the inherent weak points of the system architecture
or chosen implementations by specifying the protection goals
of the system, potential attack points as well as additional
security related documentation.

Our presented security profile offers three categories of
stereotypes and tags to add security-related information to
the model. The first category consists of five stereotypes
and related tags which help the designers to mention pro-
tection goals on the model. Second category suggests five
stereotypes and their related tags to add information about
potential attack vectors to the model. Finally, with the aim of
offering documentation-based information such as indicated
security mechanisms and software version our last category
of stereotypes is suggested. The proposed security profile can
be attached to the UML models to entitle the information
about protection goals and assets, weak points and attack
surfaces, as well as documentation-based information. These
models can later on be beneficial for validation, e.g., with static
analysis and vulnerability assessment. In addition, the model
simplifies manual analysis, such as penetration testing, by
boosting the documentation and helps identifying underlying
potential design flaws, e.g., by enabling an automatic lookup
in well known security vulnerability databases.

Drawing the advantage of documentation-based information
form presented security profile, our model-based security
analysis approach offers connection to vulnerability data bases
which provide latest discovered security vulnerabilities for
embedded systems. We presented this function in our lookup
function. Vulnerability database describes vulnerabilities, af-
fected assets, and the solutions to mitigate the issue. There
are several vulnerability databases such as as the ISS (Internet
Security Systems) X-Force database [13], Symantec / Secu-
rityFocus BID (Bugtraq ID) database, and the Open Source
Vulnerability Database (OSVDB) [14] which aggregated a
broad range of publicly disclosed vulnerabilities, including
Common Vulnerabilities and Exposures (CVE) [15]. CVE, run
by MITRE collects vulnerabilities and puts them in a standard
format. for the sake of connection to up-to-date vulnerability
databases, the influence of design decisions on the actual
system will be evaluated in very early stages.
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Fig. 3. Proposed modeling environment

Clarifying lookup function, security-related information will
be extracted from the security profile and the function searches
for probable vulnerabilities in vulnerability database based
on this information. Information such handshaking protocols,
applied cryptography methods, Encryption protocols and soft-
ware version enables finding potential vulnerabilities based on
published vulnerabilities and exposures. The designers will be
able to find out vulnerable parts of the system at modeling
phase and to rectify the model to sketch secure layout for the
system.

C. System Architectural Analysis

System architecture is an important aspect in the design
of trustworthy systems. We can develop security level by
means of a suitable architecture and thus logical structuring,
even in early development phases. The proposed approach
offers system architecture assessment in design phases and
as a result, prevents architectural weaknesses. However, in
embedded systems design and development, hardware is only
available at the latest phase.

With the help of abstract virtual prototypes, which represent
the architecture of the system to be developed and target-
platform-specific IP components, analyses for architectural
security issues are to be carried out. Due to the fact that the
virtual prototypes describe the hardware / software structure
in a software-based model, analyses which have traditionally
been applied to the pure software evaluation can now be ap-
plied to the virtual total systems (hardware / software). There
are methods such as Dynamic Taint Propagation or Symbolic
Evaluation. By applying these methods on VPs, analyses that
are currently used for input validation and filtering in software
implementations are used for hardware architecture analysis
e.g. to inspect gateways or controllers.

The aim of this section is to verify the effectiveness of
security models such as access rules, input validation, or
filtering of potentially counterfeit messages. This means that
correctly functioning security mechanisms are adopted and
modeled and their correct use verified in this type of analysis.
From the point of view of system architecture, for example,
the effectiveness of compartmentalization, the separation of
critical and uncritical system parts, is to be checked. Several
techniques such as static and dynamic analysis in this step
facilitate architectural assessment of the system. In static
analysis methodology the source code will be assessed at
rest in order to detect security flaws such as input validation,
numerical errors, path traversals, and race conditions. Dynamic
analysis procedure on the other hand assesses the application
during run time with the focus of detecting conditions during
which the application can be exploited. Various tools and
techniques are offered in these areas which let security experts
find out security condition of the software. As a capable
method, we offer taint propagation analysis [16] to perform
dynamic analysis on the simulated system.

1) Simulation approach in virtual prototype framework:
The presented approach uses a subset of the UML to specify
VP and its security analysis related information. In this section,
the link between modeling and VP should be described.
An overview is given in Figure 4. The simulated model is
generated from this specification. The simulation contains all
system components required for one simulation run. This
simulated model is compiled and for each simulation run
a configuration file is given that determines the simulation
instance. This configuration file is again generated from the
UML-based model-based VP specification. Different security
analyses, such as dynamic data flow analysis or manual
penetration testing are based on the executable simulation.

Fig. 4. Modeling framework for the VP-based security analysis

The presented approach uses event-driven SystemC [17]
simulation language, a standardized modeling language with
a lot of EDA (Electronic Design Automation) vendor tools
support. SystemC covers different abstraction levels of hard-
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ware and software systems and enables both the modeling
of software applications as well as digital/analog electronic
components. SystemC provides abstract TLM to specify the
interaction of system components and enables a very early
structural analyses of the complete system.

As SystemC is a C++ class library it is possible to integrate
actual application code that is compatible with C++. This
reduces the overhead required to create the VP and enables
the analysis of the actual implementation. Flaws can be found
that would lead to security vulnerabilities. The overall goal is
to execute security analyses combined with risk assessment.

D. Penetration Testing

By the time that final software is available, testing pure
software will be started. Several software security analysis
techniques with the purpose of vulnerability detection may
be performed in this phase. An appropriate software test
is structured around elements such as the risks, assets, po-
tential threats and vulnerabilities. Our evaluation framework
facilitates software analysis by providing needed information
extracted from previous steps.

However, the advantages of presented framework are not
limited to pure software testing; Instead, the framework pro-
poses significant gain by offering security analysis for the
software in combination with simulated hardware. Integrating
already developed software into the virtual prototype offers an
overall view of the system in a way that general penetration
testing will be possible.

In order to perform a successful penetration testing the
following six phases are critical: Recognition, Scanning, Gain-
ing access, Maintaining access, Exploitation, Clean up and
Reporting

Security analyses performed in previous stages of presented
evaluation framework, in addition to major benefits in reaching
efficient design decisions in early stages, propose information
to guide final penetration testing. The rest of this section is
devoted to describe penetration testing phases separately and
to represent how proposed approach provide information to
these steps.

1) Recognition: In recognition phase penetration testers
try to get as much information about the target as possible.
Information such as the scope of the system, network and inter-
connection architecture as well as the software and hardware
features should be extracted.

Our proposed approach offers comprehensive and well-
defined information to penetration testers. Proposed security
requirement specification sidelong system requirement speci-
fication gives general information about the system, potential
attackers, data and assets which should be protected and
desired security features. Our security profile on the other hand
with its documentation-based information offers knowledge
about the software, encryption algorithms as well as other
security mechanisms such as authentication and authorization
methods.

2) Scanning: In scanning step, testers try to identify vul-
nerabilities of the target. Scanning the network with scanning

tools, identification of open share drives and running services
are the measures which will take place in this phase. static
and dynamic analysis alongside vulnerability scanners are
powerful techniques to detect vulnerabilities.

Presented security requirement specification, modeling ap-
proach and architectural analysis offer information as guideline
to find vulnerabilities. Attack surfaces give testers the first
impression about weaknesses as entry point to penetrate the
system. On the other hand, protection goals mentioned in
the model, guide testers to concentrate on the assets with
essential data or the services which should be available all
the time as the target of attack. Lookup function reveals
known vulnerabilities for chosen software or protocols. By
detecting any know vulnerability in modeling phase designers
modify the model in early stages before penetration testing;
However the information extracted from know vulnerabilities
give direction to tester to find more vulnerabilities. Further
considerations for the testers derive from architectural analysis
to sound the alarm about hidden dependencies and possible
track between attack point and the targets.

3) Gaining access: Once the weaknesses are identified,
the next step is gaining access to the system by exploiting
vulnerabilities. It should be mentioned that not all of detected
vulnerabilities are exploitable and the ones which are vulner-
able enough to provide the access into the target should be
identified. Integrating already available software with simu-
lated hardware will be the first detailed development of the
system which proposes the chance to penetrate the prototype.
In this step the entry points to the system, authentication
and authorization mechanisms and the security protocols are
developed in the software. The network, the hardware as the
environment to mount the software and all the connections is
simulated now. By performing tests on this virtual prototype
weaknesses of the system as entry points for unauthorized user
will be disclosed.

4) Maintaining access: Maintaining access as the next step
of penetration testing is possible on the final virtual prototype
by rebooting, resetting or modifying the system to find out if
the access will be maintained under different conditions.

5) Exploitation: Exploitation phase is the point that actual
damage to the system will be brought up. When the penetration
testers attain access to inside of the compromised system, they
try to promote their access privilege within the environment,
subsequently performing any number of additional actions.
With the administrative privilege the testers are able to find
security weaknesses in other areas and resources, such as
weak connections, unguarded access to critical data, imple-
mentation’s weakness in gateway and control devices which
interfere on several buses and inner network or ineffective
account or password management. Final virtual prototype
presents an environment for the penetration tester to exploit
the system without concerning about the potential expensive
damage to the system. Simulating time behavior of virtual
prototype helps to evaluate the system under timing-related
attacks such as denial of services. By integrating product-
related software prototypes, implementation errors or weak
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points, such as incorrect, insufficient checking of value ranges,
use of copy operations without validated, fixed upper limits
can be checked. Further implementation aspects such as the
use or generation of random values, e.g. in the case of key
streams in stream ciphers, can be analyzed. Sometimes, the
mechanism used is fundamentally correct, but implementation
weaknesses, such as reuse of generated random values, reduce
the effectiveness of applied mechanisms. Other aspects of
the system security model can only be verified with the
presence of the partially manually optimized binary code.
These include, for example, buffer overflows with effects on
the stack structure and change of return addresses. Virtual
prototype as the latest step of this approach assists security
analysts to evaluate these features.

6) Clean up and Reporting: Once the penetration testing
is completed, the tester will find a way to clear any evidence
and trace of compromising the victim system including event
logs in order to remain anonymous. Eventually, as the final
goal of the penetration testing, a detailed report will be
written. Detailed information about vulnerabilities, sensitive
data accessed during the test, complexity and the amount of
the time to exploit an asset and the way to delete the evidences
should be reported in this step. Well-defined information in a
standard manner which will be comprehensible to designers is
beneficial to refine the design. With the help of proposed three
steps for security specifications, security profile in modeling
environment as well as offered solutions for known vulnera-
bilities this intention will be achievable.

VI. CONCLUSION

In this paper, we applied virtual prototyping to present a
security by design approach with the intention of security
assessment in each design and development phase. This ap-
proach is based on two SSDLC models: V-shaped model and
iterative model. The proposed framework gains benefits from
both V-model and iterative model of SDLC, however provides
advantages over applying each of the models separately. De-
sign and development process takes place in sequential manner
from very abstract level to detailed developed product. It also
derives a benefit of verification and validation perspective of
V-model by providing a associated testing phase for each
corresponding development stage. Proposed framework inher-
its the iterations from iterative model. However unlike the
iterative model, in each iteration as well as the requirements
are satisfied development process goes further into design flow
and more detail will be added.

Yet, the strength of the presented approach is based on
employing virtual prototyping to fill the gaps between already
designed and developed system modules at each step and final
prototype. Virtual prototyping supports simulation in different
abstraction levels; moreover, it offers detailed simulation as
the final prototype. These features in combination with SDLC
models enable system designers to evaluate design decisions at
very early stages, to analyze system architecture from security
point of view, to perform penetration testing way before that
physical prototype is ready and as a result present a cost and

time efficient approach. This approach has profits even when
the final physical prototype is ready. Sometimes, performing
tests on physical prototype may damage parts of or even the
entire system. In these situations final virtual prototype could
be a practical alternative to prevent loss during the tests.
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Abstract—Protection System Hidden Failures (PSHF)-induced 
sequential events have been shown to have higher impact and 
greater likelihood of segueing to major outages. Hence, a 
pragmatic mitigation approach is to intercede in the outage-
related successive event stream. From a cyber perspective, as 
pertains to the power grid, PSHF are comparable to a Zero-
Day attack (a.k.a. “0-Day”); accordingly, adequate mitigation 
is not yet in place. This problem is particularly interesting 
because of the involved paradox; although widely accepted to 
be comparable to a 0-Day, some form of apriori architected 
mitigation is crucial so as to prevent a major outage. This can 
be construed as contributory toward resiliency. Accordingly, a 
pseudo-inverse approach is taken to the optimal controllability 
problem (in this case, non-optimal controllability is sought, 
particularly in the case of an Insider Threat Paradigm or ITP) 
as a form of mitigation. In essence, the maximal optimum 
Control Signal Energy Cost (CSECopt) and reduction of the 
diffusion of malicious Control Signals (CS) and/or Augmented 
CS (ACS) is sought. The described problem space is non-
trivial, as Efficient Controllability Problems (ECP) have been 
shown to exhibit Non-deterministic Polynomial-time Hardness 
(NP-Hard), and likewise, countermeasure non-ECP are NP-
Hard. This paper advances matters by leveraging a bespoke 
Machine Learning (ML) paradigm, comprised of a multi-
Convolutional Adversarial Neural Network (CANN) Module 
and Particle Swarm Optimization (PSO)-based Enhanced 
Reinforcement Learning (RL) Component (ERLC), to better 
orchestrate Defensive Circuit Breakers (DCB) and leverage 
ML-based Protection Relay Selection (MLPRS) for more 
optimal Defensive Grid Re-configuration (DGR) so as to better 
obviate a PSHF-based ITP Sequential Topology Attack (STA). 
Although previously thought to be a High-Impact, Low-
Frequency (HILF) event, PSHF studies have shown that the 
associated distribution has an unusually fat tail; by 
endeavoring to reduce the fat tail, a principal contribution of 
this paper is to lessen the impact of the involved event. 

 
Keywords-Cyber; supply chain vulnerability; insider threat; 

zero-day type vulnerabilities; hidden defects/failures; protection 
system hidden failure; sequential topology attack; cascading 
failure; blackout; resiliency; control signal energy cost; artificial 
intelligence; machine learning; reinforcement learning.  

I. INTRODUCTION 
Despite the numerous advancements in power grid 

protection systems, in many cases, these systems have 
constituted the actual problem and caused cascading failures 

resulting in power outages; in essence, they induced 
undesired effects in the very power grids they were tasked 
to protect. To further this irony, Protection System Hidden 
Failures (PSHF) are now recognized as a key amplification 
factor and cause of several recent major disturbances and 
outages. Although previously thought to be a High-Impact, 
Low-Frequency (HILF) event, PSHF studies now show that 
the associated distribution has an unusually fat tail; in 
essence, the frequency of manifestation has been much 
higher than its current classification. Some PSHF 
researchers construe the paradigm to actually be Very High-
Impact, Medium-Frequency (VHIMF) events. To compound 
this issue, for contemporary times, wherein cybersecurity is 
a prevailing societal issue, several research studies have 
shown that in the counterpoising between dependability 
(e.g., clearing a fault on a protected element) and security 
(e.g., mis-operating, such as clearing a fault when a fault has 
not yet occurred on a protected element), the bias is skewed 
towards dependability/reliability. On the surface, this seems 
quite reasonable. However, as the Operational Technology 
(OT) PSHF is the equivalent of the Information Technology 
(IT) “0-Day,” the dearth of robust progress in mitigating 
against PSHFs makes for a specious paradigm — PSHFs 
not only remain a critical security issue, but should PSHFs 
manifest, the involved power system reliability will 
experience a non-graceful degradation and likely be subject 
to a Bak–Tang–Wiesenfeld (BTW) cascading effect 
resulting in a cascading failure (i.e., outage).  

Among other “perfect storm” events in the cyber threat 
ecosystem, particularly as pertains to the power grid, a 
particularly ominous one is the triumvirate of: (1) an Insider 
Threat Paradigm (ITP), (2) a PSHF(s) paradigm known to 
the involved ITP actor(s), and (3) the requisite 
knowledge/ability to launch a targeted (based upon 
knowledge of the PSHF paradigm) ITP Sequential 
Topology Attack (STA) to effectuate a cascading failure 
paradigm (e.g., outage) of the involved power grid. The 
described scenario would be of tremendous concern to the 
involved system operators, power engineers, reliability 
engineers, protection engineers, cyber practitioners, and 
resiliency engineers, among others. Each of these three 
paradigms, collectively comprising the undesired 
triumvirate amalgam, is described below. 
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A. The ITP for the Smart Grid  

The ever-expanding modern “Smart” Grid (SG) creates 
an ever-larger attack surface area, as it incorporates a 
plethora of IT, the IT subset of Information and 
Communications Technology (ICT), the adjacent realm of 
OT, the OT subset of, among others, Industrial Control 
Systems (ICS), and the various nexuses. According to 
Accenture’s “State of Cybersecurity Resilience 2021,” cyber 
security-related attacks increased 31% from 2020 to 2021; 
more specifically, according to the Kaspersky ICS 
Computer Emergency Response Team (CERT), 39.6% of 
ICS were targeted in the second half of 2021. According to 
Claroty’s “Biannual ICS Risk & Vulnerability Report” and 
its Team82, ICS vulnerabilities increased by 41%, 61% of 
the vulnerabilities were remotely exploitable, and 71% were 
classified as high/critical vulnerabilities. To aggravate 
matters, according to ID Watchdog, 60% of data breaches in 
2020 were from ITPs. According to Techjury, 66% of 
organizations consider IPTs a more likely paradigm than 
external attacks. Also, according to Ponemon Institute’s 
“Cost of Insider Threats: Global Report,” over the last two 
years, the number of ITP incidents has increased by 47%. 
Suffice it to say, the ITP/ICS/SG amalgam within the cyber 
ecosystem seems to constitute a prevailing paradigm. 

B. PSHF within the SG 

In addition to the ITP, the SG is also beset with the 
equivalent of “Zero-Day” or “0-day” vulnerability exploits, 
which is used to describe a software, hardware, firmware, or 
paradigm-related vulnerability for which no mitigation yet 
exists; the ICS manifestation is referred to as Hidden 
Defects/Failures (HDF) and these include, among others, 
PSHFs that are not able to be detected under current 
Condition-Based Maintenance (CBM) instantiations. To 
compound the ominous nature of PSHF, according to 
Insights (as well as various contributors to the Carnegie 
Mellon University Software Engineering Institute), based 
upon statistics from the CERT National Insider Threat 
Center (NITC) Incident Corpus, “the percentage of insider 
incidents perpetrated by ‘trusted business partners’ typically 
ranges between 15% and 25% across all insider incident 
types and industry sectors.” According to MITRE and 
DTEX Systems, there has been a 72% increase in ITP 
incidents between 2020 and 2021. The implication is clear; 
if the “trusted business partner” (that provided the 
protection system-related device/component, which is also 
known as a Security and Stability Control Device or SSCD) 
constitutes the ITP, then the PSHFs could, potentially, be 
intentional and by design. For this case, the encompassing 
Security and Stability Control System (SSCS) or Electric 
Power Alarming and Coordinated Control System (EACCS) 
(for which the SSCD is a constituent component) could be 
considered compromised. The ensuing implications could 
potentially be quite profound. The North American Electric 
Reliability Corporation (NERC) has asserted that more than 
70% of major disturbances, which segue to system 
cascading collapses (e.g., outages), are caused by PSHF. In 
addition, Yankson et al. demonstrated that a 0-day can 
amplify the negative impact of a disturbance event by a 

factor of 86 with a major disturbance outcome [1]. Suffice it 
to say, the ITP-PSHF/ICS/SG amalgam within the cyber 
ecosystem seems to constitute an ominous threat. 

C. STA as a Targeted ITP Attack 

It was previously shown in [2], as well as by studies, 
such as by Guo et al. and others, that while certain Cyber 
Physical Systems (CPS), such as Cyber-Physical Power 
Systems (CPPS), can provide a modicum of resilience for 
high-indexed nodes, they are much less resilient to targeted 
attacks (e.g., ITP attacks) [3][4]. From a Supply Chain 
Vulnerability (SCV)/Cyber-Physical SCV(CPSCV) 
perspective, if a “trusted business partner” has intricate 
knowledge of the involved power grid (e.g., CPPS topology, 
EACCS, SSCS, SSCD, PSHF, etc.), then the associated 
CPPS (and involved EACCS and/or SSCS) resiliency 
against a targeted ITP attack could dramatically shift from a 
more desirable higher resilience number (e.g., resilience = 
10 for a minimally vulnerable CPPS, EACCS, SSCS, etc.) 
to an undesirable lower resilience number (e.g., resilience = 
0 for a maximally vulnerable CPPS) in a fashion alluded to 
by Silveira, et al [5]. Moreover, with such intricate 
knowledge, the targeted ITP attack might leverage the 
capability for sequential control to exploit the phenomenon 
in a fashion that, as Zhu et al. and others have noted, “the 
sequential attack is demonstrated to be statistically stronger 
than the simultaneous attack” [6]. Yan et al. and others seem 
to concur that the impact of the STA could be much more 
devastating than a concurrent attack and further point out 
that “sequential attacks require less concurrent resources to 
coordinate” and therefore have a lower effectuation cost 
(e.g., Control Signal Energy Cost or CSEC). It was 
previously discussed in [2] that sufficiently low CSEC for 
Large Complex Networked Systems (LCNS), such as CPPS 
or SG, may yield to an optimal controllability paradigm (in 
this case, advantageous for the ITP attacker to 
operationalize an STA); hence, the maximal optimum CSEC 
(CSECopt) is sought to block the Malicious Command and 
Control (C2) (collectively, MC2) of the ITP. Suffice it to 
say, the ITP-PSHF-STA/ICS/SG amalgam within the cyber 
ecosystem seems to constitute a “perfect storm.” 

Contending with this “perfect storm” amalgam is a non-
trivial feat. After all, mitigation actions, such as leveraging 
defensive SSCDs (e.g., Defensive Circuit Breakers or 
DCBs) and facilitating Defensive Grid Re-configuration 
(DGR), are non-trivial to effectuate. However, a mitigation 
module — to maximize CSEC at certain key nodes in the 
form of CSECopt) (so as to, indeed, effectuate a non-optimal 
controllability paradigm for the ITP attacker), obviate (via 
degrade, perturb, or disrupt) the involved “perfectly 
planned” STA strategy, and somewhat mitigate against the 
involved PSHF — is explored. Accordingly, the main 
contribution of the paper is to introduce a multi-
Convolutional Adversarial Neural Network (CANN) (i.e., 
CANN1 and CANN2) mitigation module designed for 
handling certain PSHF, whose potency can be somewhat 
blunted with the mitigation module’s Particle Swarm 
Optimization (PSO)-based Enhanced Reinforcement 
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Learning (RL) Component (ERLC), which can better 
orchestrate DCBs and leverage ML-based Protection Relay 
Selection (MLPRS) for more optimal DGR so as to better 
obviate a PSHF-based ITP STA.   The paper is structured as 
follows. Section I introduces the “ITP-PSHF-STA” 
challenge. Section II presents relevant background 
information and discusses the current operating 
environment. Section III delineates the experimental 
strategy behind the multi-CANN mitigation module and its 
subordinate PSO-based ERLC, which collectively endeavor 
to contend with the referenced challenge, and compares 
certain solvers; some preliminary experimental findings are 
provided. Section IV concludes with some reflections, puts 
forth some envisioned future work, and the 
acknowledgements close the paper. 

II. BACKGROUND INFORMATION 
Contemporary society relies upon reliable and resilient 

Critical Infrastructures (CI), such as the power grid [7]. The 
advent and prevalent usage of ICTs has led to more 
connected and “smarter” CPS, such as CPPS and SG. 
Standards are still evolving, such as exemplared by the fact 
that International Electrotechnical Commission (IEC) 62351 
addresses some of the security issues not addressed by IEC 
61850, which has been hitherto utilized to address some of 
the security issues of yet other standards (e.g., IEEE 
C37.118). Suffice it to say, the rapid convergence of IT and 
OT has revealed gaps in both the security and reliability 
paradigms. For example, The OT threat landscape presents 
challenges, as various cyber security professionals have 
noted that the current Common Vulnerability Scoring 
System (CVSS) is more suitable for IT than OT. According 
to Tenable Research, 56% of current vulnerabilities are 
scored as High (i.e., CVSS score of 7.0-8.9) or Critical 
(CVSS score of 9.0-10.0); however, more than 75% of the 
vulnerabilities with a score of 7 or above have “never had an 
exploit published against them.” Meanwhile, while there are 
indeed robust IT domain-centric projects, such as the 0-day 
Tracking Project (a.k.a., Project Zero), which keeps track of 
0-days with assigned Common Vulnerabilities and 
Exposures (CVEs) (e.g., for 2022, it lists 17 known 0-days, 
which have been subsequently patched, in 2021, it lists 58, 
in 2020, it lists 25, etc.), much more work needs to be done 
in the OT domain (e.g., ICS), particularly in the area of 
identifying, understanding, and mitigating against PSHFs 
(the OT equivalents of IT 0-days), which could lead to 
cascading failure of an involved SG. Without properly 
addressing PSHFs, security will remain problematic and 
reliability assessments can be specious; in essence, 
vulnerabilities in the OT domain may need to be re-
prioritized — with PSHF receiving a renewed emphasis. 
The current operating environs is delineated in subsections 
A through I below. 

A. The Notion of SG 

Cecati et al. noted that the SG is a “concept for 
transforming the electric power grid by using advanced 
automatic control and communications techniques and other 
forms of information technology” [8]. Wang et al. and 
others have reviewed SG communications architectures [9]. 
Fang et al. well noted that the U.S. Energy Independence 
and Security Act of 2007 directed the National Institute of 
Standards and Technology (NIST) to coordinate the 
research and development of a framework to achieve 
interoperability, efficiency, and reliability of SG systems 
(e.g., EACCS, SSCS) and devices (e.g., SSCD) [10]. 
Kawoosa et al. and others have reviewed SG cyber security 
[11], and Zhao et al. and others have reviewed PSHF in the 
context of security and stability of the SG. However, with 
regards to security and stability/dependability/reliability, 
Barnes et al. assert that the prevailing bias is skewed 
towards reliability, which may be quite specious in 
actuality, as the associated vulnerability paradigm actually 
makes the involved SG quite brittle [12]. 

B. SG Reliability 

Indeed, whether it be a SG or non-SG, reliability (i.e., 
“keeping the lights on”) has been central for the power grid. 
NERC was originally formed as the North American Electric 
Reliability Council in 1968 (prompted by the 1965 cascading 
failure and ensuing blackout in the northeastern part of the 
U.S.) to promote reliability standards within electric utility 
systems. Among other NERC promoted standards is TPL-
001-1 “System Performance Under Normal (No 
Contingency) Conditions,” wherein Category A equates to 
“No Contingencies,” Category B equates to “Events 
resulting in the loss of a single system element,” Category C 
equates to “Event(s) resulting in the loss of two or more 
(multiple) elements,” and Category D equates to “extreme 
event resulting in two or more (multiple) elements removed 
or cascading out of service.” A Category B event (with 
continued performance after the loss of a single component) 
is known as an N-1 contingency. A Category C event (with 
continued performance after loss of two components) is 
further subdivided with regards to timing: (1) N-k (where 
k>=2) contingency for nearly simultaneous losses, and (2) N-
1-1 contingency for consecutive/sequential losses.   

C. Sequential Events in the SG 

Perhaps, in a counter-intuitive fashion, sequential events 
(e.g., attacks) turn out to have greater impact than 
simultaneous/concurrent events. In addition, Chen et al. 
illuminated the fact that the loss of one element immediately 
raises the likelihood of losing another element under the 
“cluster” probability distribution [13]. Along this vein, 
Salim et al. also noted that adjacent/neighboring lines or 
exposed lines (particularly those sharing the same bus) 
would have a higher probability of incorrect tripping 
(induced by the loss of the first element) [14]. Zhu et al. 
utilized an IEEE 39 bus system to show that the sequential 
failure of two links caused an 80% power loss, while the 
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simultaneous failure of the links caused less than 10% 
power loss [6]. Yan et al. noted that, as an extension of the 
N-1-1 contingency, the specific targets, number of attacks, 
and timing of attacks (i.e., STA) could be determined by the 
attackers (e.g., who had knowledge of an involved PSHF 
paradigm) to maximize damage [15]. For this STA scenario, 
the involved [SCV/CPSCV] vulnerability chain (which 
represents the threats due to the manifestation of an existing 
vulnerability, such as PSHF, as well as the threats added due 
to the impotency of the available mitigation controls — 
none in the case of “0-day” or PSHF [5]) is likely to yield to 
the BTW cascading effect and an ensuing outage.  

D. Cascading Failure of the SG Induced by PSHF 

Prourbeik et al. have noted that “cascading outages are 
among the most severe threats to power grid stability.” [16]. 
One of the main causes of cascading outages for the most 
recent series major Western Systems Coordinating Council 
(WSCC) events, interestingly, involved PSHF that are not 
able to be detected under current CBM paradigms [17]. 
Salim et al. have noted that most of the major cascading 
collapses, have been caused by PSHF [14]. Elizondo et al. 
have described a PSHF as “a relay that is misconfigured or 
fault such that it will cause the inappropriate removal of 
system assets during an event” [18]. Others, such as Ree, et 
al. have delineated PSHF as “a permanent defect that will 
cause a relay or a relay system to incorrectly and 
inappropriately remove a circuit element(s) as a direct 
consequence of another switching event” [19]. Yet, in a 
broader sense, PSHF do not simply reside within relays; the 
PSHF phenomenon also resides with the various protection 
system-related components – SSCDs, in general. 

While contemporary power grids are fairly resilient 
against N-1 contingency single element issues, they remain 
highly vulnerable to N-k contingency (particularly where 
k>=2) multi-element issues [20]. Forensic examinations 
have found that several major outages were indeed caused 
by the PSHF of the involved Special Protection Schemes 
(SPS) or Remedial Action Schemes (RAS) (which are 
measures specifically designed to preserve the integrity of 
the CPPS or SG during aberrant operating conditions [21]) 
within the involved EACCS, SSCS, etc. The PSHF 
referenced are caused not only by inherent Protection 
Element Functionality Defects (PEFDs) within the SSCDs, 
but also by associated human factors (e.g., relay settings), 
which can lead to a degradation of the involved SPS.  

E. Classifying PSHF 

PSHF can be classified in a variety of ways, but they are 
often divided into: (1) the causes (e.g., hardware faults, 
software errors, logic errors, improper operation, improper 
maintenance, improper protection setting values, etc.), (2) 
the characteristics (e.g., static, dynamic, etc.), and (3) the 
defects — PEFDs — which are further classified as device-
related faults (a.k.a., PEFD-A) and human-related faults 
(e.g., protection setting-related) (a.k.a., PEFD-B)  [22]. 
PSHF have also been organized by their positioning and 

functional role within the EACCS or SSCS: (1) Measuring, 
(2) Strategy, (3) Setting, (4) Communication, and (5) Voting 
pattern [22]. Taking the latter issue of voting patterns, there 
are typically three: (1) 2 out of 3, (2) 2 out of 2, and (3) 1 out 
of 2. Currently, (3) is the most adopted. However, it is not 
able to prevent the mal-operation of the EACCS or SSCS, 
via the PSHF. (2) can be quite effective, as the involved 
SSCDs are serially connected and will only trip when both 
SSCDs act; this will effectively mitigate against PSHF in 
either of the SSCDs, but protection action failures are still 
possible. (1) can also be quite effective, as demonstrated by 
Sandoval et al. [23], but it is the least adopted due to the high 
cost, architectural intricacies, Operation and Maintenance 
(O&M) complexities, etc. Even if (1) were utilized, Albinali 
et al. demonstrated that it would not eliminate all PSHF mis-
operations [24]. In essence, current SGs are not architected 
to mitigate against PSHF. 

F. Ascertaining the Probability of PSHF 

To ascertain the possibility of PSHF manifesting, two 
distinct approaches are often used to ascertain the probability 
of its/their existence in the involved EACCS or SSCS: (1) 
probability statistical method, and (2) probability model 
method. The probability value obtained from (1) is a fixed 
value, which has a notional value at a particular snapshot in 
time, but unfortunately, a fixed value is not able to 
adequately reflect the changing probability of PSHF amidst 
real-time operating conditions. The probability value 
obtained from (2) is a non-fixed/variable value, which does 
indeed change to reflect different operating conditions (e.g., 
power flow, bus voltage, system frequency). (1) is utilized 
more often, as it has a lower computational cost and is more 
timely. However, it is not as accurate as methods utilized for 
(2), such as the Markov model method. Yet, the Markov 
model method, among other methods, requires many samples 
to ensure accuracy, is less timely, and an assumption is made 
that future states do not depend on past states (which may 
not necessarily be true).   

PSHF may also be inclusive of multiple SSCD, SSCS 
and/or EACCS, such as in the case of a [Protection System] 
Coordination Hidden Failure (PSCHF). It is difficult enough 
to detect PSHF by the occurrence of a single element issue, 
but when complicated multi-element issues occur (e.g., such 
as in the case of PSCHF), the involved fault judgment circuit 
is likely to be ineffective and cascading failures may follow.  

G. Attempts to Mitigate against PSHF and/or PSCHF 

To mitigate against potential PSHFs and/or PSCHFs, one 
approach, among others, is to identify the key lines affected 
by the potential PSHFs and implement mitigation measures 
to inhibit cascading failures and their ensuing wide-area 
disturbances. Artificial Intelligence (AI) has been brought to 
bear to help mitigate against these scenarios, with various 
Defect Diagnosis/Prediction Models (DDPM) proposed. AI 
approaches, such as those centered upon retraining, have 
been studied. By way of clarification, EACCS or SSCS and 
the involved SSCD functions — let us say, Protective 
Relaying (PR) — can be construed to be a Decision 
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Engineering (DE) problem with a clear decision – to trip or 
not trip. Hence, Intelligent Protective Relays (IPR), which 
can retrain themselves so as to not trip inappropriately, 
reside within the realms of AI and DE; however, this 
research area is still nascent, and much works remain to be 
done. In brief, mitigation approach vectors for PSHF and/or 
PSCHF are far from robust. 

H. The Intensifying Protection Challenge and PSHF 

The literature shows that AI and DE research has been 
performed in the area of islanding detection (which 
endeavors to ascertain when the involved microgrid is 
disconnected from the main grid), which is just one of the 
various protection issues (e.g., undesired nuisance tripping, 
blinding problem involving a delay or non-tripping, etc.). 
Various Islanding Detection Techniques (IDT) are presented 
in the literature and have been reviewed by Khan et al. and 
others; however, IDT is, likewise, still a nascent area (as are 
other more complex protection issues, such as PSHF and 
PSCHF), and failed IDT are of critical concern for system 
operators, power/resiliency/security engineers, etc. [25]. 

To aggravate matters, the increase in highly distributed 
Renewable Energy Sources (RES) is increasing the need for 
IDT, thereby necessitating more EACCS, SSCS, and their 
constituent SSCD; in the case of high RES, because of the 
varying intermittencies, fault levels will vary, and this 
complexity has led to an increase in nuisance tripping (as 
well as associated sympathetic [nuisance] trippings) when in 
grid mode (i.e., false positive) and a decrease of requisite 
tripping (e.g., blinding problem) when in islanded mode 
(i.e., false negative); this is known as a loss of coordination 
from sequentially false operations (e.g., nuisance, 
sympathetic, blinding, etc.) of the relays from downstream 
to upstream feeders [26]. This might also involve reverse 
power conditions [27]. In essence, cascades can be 
comprised of a mixture of taxonomic (i.e., upstream to 
downstream) as well as folksonomic (i.e., downstream to 
upstream) effects. 

By way of contextualizing information, the International 
Energy Agency (IEA) asserts that by 2026, the global 
renewable electricity capacity is forecast to rise dramatically 
from 2020 levels. RES are set to account for a substantive 
portion of the global power capacity through 2026, and 
Solar PhotoVoltaics (PV) is expected to be a principal 
contributor. Some areas have increased their Renewable 
Portfolio Standards (RPS) target to 100% renewable before 
2045 (e.g., California, Hawaii) [28]. The United Nations 
(UN) Conference of the Parties (COP) 26 Summit 
accelerated action towards the goals of the Paris Agreement 
and the UN Framework Convention on Climate Change 
(UNFCCC), which places an urgency on RES to 
operationalize the reduction of greenhouse gas 
emissions/concentrations (e.g., carbon dioxide) in the spirit 
of the Sustainable Development Goals (SDGs). The 
adoption of RES (a.k.a., “green energy”) has made matters, 
regarding CPPS or SG, more complex; after all, the RES 

Distributed Generation (DG) aspect introduces topological 
paradigms, such as islanded mode. Accordingly, the varied 
topology (e.g., grid mode, islanded mode) will affect the 
magnitude and direction of the fault currents within the 
microgrid in differing ways, and “the low fault current 
during islanded mode can lead to difficulties in fault 
detection or long tripping times for [Over Current] OC 
elements” [28]. Hence, the protection challenge, and that of 
the involved EACCS, SSCS, and their constituent SSCD, 
becomes much more complicated. 

To meet this challenge, an Adaptive Protection Scheme 
(APS) seems prudent, as APS endeavors to ascertain the 
state of the CPPS or SG and make adjustments to its 
configuration (e.g., changing relay settings), accordingly; 
after all, settings likely need to be different for different 
network operating topologies/different operating modes due 
to a large difference in fault currents [26][28]. Horowitz et 
al. and others point out the merits of APS. Others, such Gao 
et al. point out that even though APS might be able to 
reduce the potential for mis-operation (e.g., incorrect 
settings), such approaches will not help to protect against 
PSHF (and PSCHF), which are not detectable via self-tests 
(a.k.a., self-diagnostics) and are extremely difficult to detect 
even centrally/externally. 

The very real underlying danger of PSHF (which should 
be of interest, pursuant to the spirit of Critical Infrastructure 
Protection (CIP)-002-4 “Cyber Security – Critical Cyber 
Asset,” particularly as it relates to intentional/unintentional 
compromises of the power system [9]), is that they are 
hidden during normal CPPS, EACCS, SSCS, as well as 
SSCD operating conditions and only manifest when 
disturbances occur (e.g., overloads, faults, etc.). In a sense, 
they are comparable to the classically understood “0-day” 
vulnerabilities, as no mitigation is yet in place. PSHF are 
particularly ominous, as they can induce unnecessary 
outages of functional/operational SSCD, SSCS, EACCs, etc. 
upstream as well as downstream and are particularly 
pervasive; Zhang et al. provide an example of an SSCD — 
remote zone 3 protection relays (wherein the protection relay 
setting covers the first line, the longest second line, and 25% 
of the third line) — as being essential to power systems, but 
their false trips are also one of main causes related to 
cascading outages [29]. PSHF variations have also been 
increasing at an alarming rate.  

By way of background, Liptak et al. nicely articulate the 
fact that the “the IEC 61850 logical device model allows a 
single physical device to act as a proxy or gateway for 
multiple devices[,] thus providing a standard representation 
of a data concentrator” [30]. The underpinning basic 
element, for devices and functions, is the Logical Node (LN). 
As the LNs are associated with a Substation Configuration 
Description (SCD) file, any shift in the SCD may result in 
Configured [Intelligent Electronic Device] IED Description 
(CID) changes, thereby increasing the potentialities of PSHF. 

I. Devising a Detection Schema for Certain PSHF 

To adequately contend with the burgeoning corpus and 
potentialities of PSHF, we first look at the gamut of SSCDs. 
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The NERC Standard Protection and Control (PRC)-005-6 
organizes the SSCDs as follows: (1) Protective Relay (Table 
1-1), (2) Communications Systems (CS) (Table 1-2), (3) 
Voltage and Current Sensing Devices Providing Inputs to 
Protective Relays (Table 1-3), (4) Protection System Station 
Direct Current (DC) Supply (PSSDCS) (Table 1-4), and (5) 
Control Circuitry Associated with Protective Functions 
(Table 1-5) (includes CBs — which includes DCBs  —and 
other interrupting devices) [31].  

First, for the Protective Relay (and constituent Time 
Delay Relays or Delay Timers), when the operating 
condition of the overarching SSCS changes, and the setting 
of the involved Relay does not change accordingly (e.g., 
thereby resulting in an outdated Relay setting), the Relay 
may not be able to accurately detect the status of the SSCS 
and mis-operate; with regards to the delay timers, they could 
fail in the “closed” position [12].  Second, for the CS, Gao 
et al. pointed out the heavy dependence on CS greatly 
reduces the reliability of the involved EACCS, SSCS, etc. 
[31]. Third, for the Voltage and Current Sensing Devices, 
we first take the Current Transformer (CT); for the CT, after 
a fault occurs, fault currents may cause the CT core to segue 
to a saturation situation, wherein the secondary current of 
the CT is no longer a viable proxy for the primary current. 
Next, we take the Voltage Transformer (VT); for the VT 
(e.g., Capacitor Voltage Transformer or CVT/Coupling 
Capacitor Voltage Transformer or CCVT), after a fault 
occurs, the system voltage may decrease dramatically from 
its prototypical baseline level to a very low-level paradigm, 
wherein, the secondary voltage level of the VT is no longer 
a viable proxy for the primary voltage level. Fourth, for the 
PSSDCS, were it to fail, there would likely be no power 
provided to the involved SSCDs in the event of an 
fault/outage. Fifth, for the “Control Circuitry Associated 
with Protective Functions, we take the Circuit Breaker (CB) 
(and CB’s subordinate trip circuit) among others; Yang et 
al. explored Circuit Breaker Trip Mechanisms (CBTMs) and 
found that CB-related PSHF dramatically decrease the 
involved EACCS, SSCS, et al. reliability level; PSHF in the 
CBTM can cause CBs/DCBs to fail to open (i.e., trip) when 
required, which would obviate their usefulness [32].  

The commonality of (1) through (5) is that they are all 
subject to, among other attack vectors, a code attack, data 
attack, or PSHF. It is critical that (1) and (3) provide accurate 
measurement data (i.e., analog data). It is also vital that (2), 
(4), and (5) provide an accurate status of their operational 
health (i.e., status data). In essence, analog data equates to 
measurement of system states (e.g., voltage, frequency), 
which are emblematic of system dynamics (which can be 
affected by a data attack). Status data equates to topological 
measurements describing the connectivity of the SG (which 
can be affected by a code attack). Analog and status data are 
both used for operational DE. A mal-operation that induces 
deceptive analog and/or status data can be construed as a 
contingency event [33]. The proper orchestration of (1) 
through (5) is what allows the involved EACCS, SSCS, and 
SSCD to operate as intended. 

For this paper, the devising of a mitigation module will 
be limited to the Protective Relay-related Paradigm (PR2P), 
as various researchers, such as Cheng et al. have noted that 
the majority of outages have been PSHF/protective relay-
related. Moustafa, et al., have noted that PSHF cause about 
75% of EACCS and SSCS-related events [35]. Salim et al. 
concurs by noting that PSHF “have been identified as one of 
the main causes of system cascading collapse resulting in 
power system instability” [14]. Furthermore, NERC data 
underscore the prior assertions by illuminating the fact that 
the distribution of cascading failures have a “fat tail instead 
of an exponentially falling tail, as in a normal distribution” 
— meaning that it occurs far more often than thought [36].  

III. EXPERIMENTATION 
To contend with the ominous PR2P paradigm, Wang et 

al. and others have posited that RL can be advantageous 
when contending with these Multi-Stage DE Problems 
(MSDEP) (e.g., to trip or not to trip), particularly in those 
cases involving a high degree of uncertainty (e.g., potential 
ITP) [9]. However, prototypical instantiations of RL 
necessitate a reward function, and studies have found that it 
is difficult for an RL agent to avoid stagnation at local 
optima. 

It was previously shown in [37], as well as by certain 
other studies, that PSO could be advantageous (given the 
reduced number of hyperparameters to tune while providing 
“good enough” near-optimum solutions in relatively few 
iterations for solving the involved Mixed Integer Non-
Linear Programming or MINLP problems), if Adaptive 
Inertial Weighting (AIW) (such as effectuated via a 
modified GNU Octave numerical computational platform, 
as discussed in [38]) is utilized to prevent stagnation at local 
optima. This approach helps to overcome the challenge of 
instantiating PSO aboard a Deep Convolutional Generative 
Adversarial Networks (DCGAN), wherein the continuous or 
discontinuous hyperparameters must be converted to 
discrete values (e.g., integers) [39], but rounding the 
calculated velocities to discrete integer values lends to 
creating an artificial paradigm, whereby particles may 
stagnate prematurely at local optima [40]. As the AIW-PSO 
approach has a suitably high efficacy for avoiding local 
optima and attaining a more globally optimal solution, the 
utilization of modern RL techniques, such as Multi-Agent 
RL (MARL) and Asynchronous Actor-Critic (AAC) 
(wherein multiple actors are efficiently trained in parallel 
with varying exploration policies [e.g., Novelty Search or 
NS, Quality Diversity or QD, etc.] [41] and whose 
parameters are globally contextualized by the collective 
actors/agents), among others, becomes viable with relatively 
high efficacy. Given the PSO-based ERLC, we now refer to 
the involved schema as AIW-PSO-ERLC.  

Efficient support for MARL, ACC, etc., with the 
overarching MSDEP, often necessitates contending with 
nonconvex optimization problems; these are, in essence, 
nonconvex MINLPs, which need to be transformed to 
convex optimization problems, via certain relaxation 
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techniques. However, the involved transformations may 
spawn yet other nonconvex optimization problems, thereby 
necessitating the use of an Enhanced Robust Convex 
Relaxation (ERCR) framework for the tightest possible 
relaxation (as previously delineated in [2] and [37], among 
others). Interestingly, preliminary findings indicate that a 
specific APS IPR schema with ERCR & AIW-PSO-ERLC 
atop CGAN-CANN1-CANN2 (with the Bespoke Numerical 
Stability Implementation or BNSI discussed in [2] and [37]) 
well supports MARL, AAC, etc. for MSDEPopt (as well as 
Non-Efficient Controllability Problems or NECP for CSECopt 
and AI/ML DDPM for DCBopt+MLPRSopt+DGRopt), as 
shown in Figure 1 below. This seems to be in tandem with 
the posits of Ly et al., Alhazmi, et al., and Namei et al.; they 
contend that leveraging DCBs, [MLPRS], and DGR can 
mitigate against MC2 and enhance the overall SSCS, 
EACCS, and CPPS/SG reliability, security, as well as 
resiliency [42][43][44].  

 

 
Figure 1.  ERCR and AIW-PSO-ERLC atop DCGANN-CANN1-CANN2 

with BNSI Framework 

In essence, CSECopt, MSDEPopt, and 
DCBopt+MLPRSopt+DGRopt, among others,  are — for all 
intents and purposes — MINLP to be resolved by the ERCR 
& AIW-PSO-ERLC atop DCGAN-CANN1-CANN2 with a  
BNSI Framework (hereinafter, referred to as the 
“Experimental Testbed” or ET). In resolving these particular 
MINLP, some mitigation of STA (for which Control Signals 
or CS/Augmented CS or ACS are now obviated), HDF 
(which includes PSHF/PSCHF), and ITP (which likely 
involves MC2) is effectuated. By diminishing the likelihood 
of PSHF/ PSCHF, the probability of a BTW cascading effect 
is also decreased (thereby reducing the probability of a 
cascading failure/outage). 

In terms of some quantitative metrics, some fairly 
stringent experimental parameters were utilized.  While 
certain latencies can range up to 80ms (e.g., computational 
processing/algorithmic execution time along with CB time) 
for the first zone and 500ms for the second zone [45], a 
maximum reporting time of 8.3ms was utilized for the 

involved experimentation (some Ultra-High Speed or UHS 
protective relays can operate at 1.5ms [46]) [47]. For 
practical use, the involved PR/IPR must have an Operational 
Time Interval (OTI) (e.g., 1.5ms < OTI < 8.3ms) that is less 
than the CB Interruption time, any Breaker Failure 
Protection (BFP) time delay (e.g., 200ms), and the Critical 
Clearing Time (CCT). In accordance with international 
standards, the PR/IPR OTI should not be much “faster than a 
half-cycle of power-frequency (i.e., 10ms for 50 Hz and 
8.3ms for 60 Hz)” [46]; if it were, the involved CBs might 
not be able to operate properly [48]. Hence, a high sampling 
frequency (>= 1 MHz) with 1.5ms < OTI < 3ms was not 
desired/considered (and clearly, UHS would not be as well), 
as this OTI range was too fast. On the flip side, low sampling 
frequency PR/IPR (e.g., <1kHz to <4 kHz) with 8.3ms < OTI 
< 20ms was not desired/considered, as this OTI range was 
too slow. Medium sampling frequency PR/IPR (4 kHz to 10 
kHz) with 3ms < OTI < 8.3ms had the desired OTI range.  

To achieve the desired OTI range, certain nonconvex 
MINLP solvers and convex solvers were examined 
(nonconvex MINLP problems were reformulated as convex 
MINLP) as part of the experimentation. Comparing the 
nonconvex and convex solvers together, although seemingly 
not an equitable comparison, highlighted the potential 
selection bias (even as general solvers), for the described 
environs described herein, towards nonconvex treatment; if 
so, these needed to be quickly eliminated, as OTI adherence 
is crucial. PAVER 2.0, an open-source environment for 
automated performance analysis of benchmarking data, was 
utilized. An Experimental Solver Set (ESS) A was 
winnowed, and certain solvers, such as Jump Nonlinear 
Integer Program Solver (Juniper) were removed from further 
consideration due to the algorithmic execution time per 
problem of approximately 36 milliseconds per problem (at a 
batch size of 25) and about 95 milliseconds per problem (at a 
batch size of 100); these results were consistent with those 
found by Kronqvist et al [49]. The solvers of resultant ESS 
B, which included Basic Open-source Nonlinear Mixed 
Integer Programming (Bonmin), Convex Over and Under 
ENvelopes for Nonlinear Estimation (Couenne), mbnb, mqg, 
mqgpar, mglob, and Supporting Hyperplane Optimization 
Toolkit (SHOT), were compared; mbnb, mqg, mqgpar, are 
mglob are solvers available as part of the Mixed-Integer 
Nonlinear Optimization (Minotaur) Toolkit. The results were 
quite similar with regards to algorithmic execution time per 
problem — approximately 4 milliseconds per problem (at a 
batch size of 25); however, at a batch size of 100, the 
performance was quite different. Bonmin was eliminated, as 
performance ranged from 14ms+. Couenne was eliminated, 
as performance was at about 80ms+. Interestingly, the 
solvers from Minotaur all achieved performances of about 
sub 5ms. Likewise, the performance of SHOT was at about 4 
ms. To ensure a robust resultant ESS C, the experimentation 
was repeated in various increments. This allowed the various 
solvers to both return the optimal solution and to verify 
optimality within the desired OTI range. In addition, the 
settings used by [49], as pertains to gaptol, was also utilized 
herein. The resultant ESS C was then further compared for 
performance on the ET. Of the Minotaur solvers tested, mqg 
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and mqgpar had the most consistent performance. 
Separately, SHOT also had consistent performance. This is 
shown in Figure 2 below. Hence, it seems that, for use with 
ET, the MILP decomposition-based solvers had better 
performance than Branch and Bound (BB)-based solvers; 
this was an interesting finding. Hence, the involved 
quantitative experimentation (which was partially inspired by 
[49]) atop ET, with the resultant ESS D, hints at the potential 
of certain MINLP solvers achieving near optimal solutions 
consistently. 

 

 
Figure 2.  MINLP Experimentation atop ET  

Taking the example of SHOT, it has the advantage of having 
robust performance for subclasses, such as Mixed Integer 
(MI) Nonlinear Programming (NLP) and Quadratically 
Constrained Quadratic Programming (QCQP). The 
significance of this centers upon the fact that an MINLP 
problem is often construed as convex when its continuous 
relaxation results in a convex NLP problem. Hence, SHOT’s 
intrinsic subclass handling of the transformation from 

nonconvex to convex may, potentially, be more harmonious 
with ET, as both nicely handle those cases, wherein the 
involved transformations spawn yet other nonconvex 
optimization problems and the tightest possible relaxation is 
needed. Mqg and mqgpar are, likewise, quite robust. 
 

IV. CONCLUSION AND FUTURE WORK 
The OT PSHF approximates the IT “0-Day,” and should 

PSHF manifest, it is likely to induce a BTW cascading 
effect, serve as a key amplification factor, and segue to 
cascading failure (i.e., outage). Moreover, PSHF/PSCHF-
induced STA have been shown to have higher impact and 
cause more pervasive failures than concurrent events. This 
seems to be counterintuitive for many, but this lesson 
learned is consistent with the previously referenced findings 
of Zhu et al., Yan et al., and others, who have noted that the 
STA has greater impact than a concurrent attack (which 
requires a higher CSEC and more concurrent resources to 
coordinate). A further lesson learned is that PSHF/PSCHF-
related events are not necessarily HILF events. Indeed, they 
seem to more closely approximate VHIMF events; this 
particular lesson learned seems to be affirmed by NERC, 
which has noted that the distribution of cascading failures 
occurs more frequently than envisioned. Along this vein, it 
seems that PSHF/PSCHF are currently underprioritized and 
that efforts in this area are still nascent. This seems to beget 
the notion that the priorities within the OT domain are quite 
different from those within the IT domain. A yet further 
lesson learned is that for certain cyber thematics, such as 
ITP, the prioritization seems to be higher in the IT domain 
than that for the OT domain. 

Among other obstacles in the OT domain, leveraging 
ML-based workstreams and incorporating higher-level 
cybersecurity paradigms, amidst the predilection for 
seeming reliability, seems to be a challenge. An example of 
a higher-level paradigm is that of an apriori architected 
mitigation paradigm to address the ITP-PSHF-STA 
triumvirate amalgam. However, this seems to be absent for 
current SGs. This paper posits that, among others, a 
prospective pragmatic mitigation approach — against PR2P 
STA, PSHF/PSCFH, and ITP — is to intercede in the 
successive event stream by effectuating the maximal 
optimum Control Signal Energy Cost (CSECopt) for 
reducing the diffusion of CS/ACS as well as other MC2. To 
best mitigate against PR2P ITP, deriving 
DCBopt+MLPRSopt+DGRopt will contribute toward reducing 
the efficacy of MC2 (and the associated constituent 
CA/ACS). This same bespoke APS IPR schema with ET 
and ESS D well supports deriving MSDEPopt to mitigate 
against PR2P HDF (e.g., PSHF/ PSCHF). Central to this 
mitigation approach is not only the AIW-PSO support for 
ERLC (e.g., MARL, AAC, etc.), but the encompassing 
bespoke multi-CANN module. Finally, the ET and ESS D 
also nicely address CSECopt for Non-ECP so as to mitigate 
against CS/ACS (i.e., STA). Overall, by endeavoring to 
reduce the fat tail, it is the hope that the involved incidence 
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level will return to the currently anticipated/classified HILF 
or even better — Medium or even, ideally, Low-Impact, 
Low-Frequency (LILF). Future work will involve more 
quantitative experimentation in this area, particularly in the 
area of extrapolating upon the experimentation contained 
herein. First, further experimentation (inspired by Kronqvist 
et al.) involving the benchmarking of various MINLP 
solvers atop ET is needed. Second, further experimentation 
(inspired by Zhu et al., among others, which demonstrated 
that sequential failure of key elements causes a multiple 
factor greater power loss that that for simultaneous failures 
of the same key elements) involving the benchmarking of 
the STA multiple factor phenomenon is needed as well. 
Accordingly, mitigation approaches that satisfy the 
prevailing OTI constraint, such as explored herein by way 
of ET and ESS D, warrant further examination. 
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Abstract—The integrity of Cyber Physical Systems (CPS) as, 

e.g., industrial Internet of Things systems or automation and 

control systems for monitoring and controlling technical 

processes, has to be protected to ensure a reliable operation. 

This becomes increasingly challenging with systems that are 

flexibly updated and reconfigured to address evolving 

demands. This paper describes an approach for integrity 

monitoring for such dynamic systems. Instead of detecting 

changes to a CPS as integrity violation, the focus is on checking 

whether detected changes are in-line with a policy defining 

permitted changes. A key element is a reliable device lifecycle 

state attestation, so that a monitoring system can determine the 

current device configuration state and the way in which it was 

changed due to reconfigurations. 

Keywords–system integrity; trustworthiness; device integrity; 

attestation; lifecycle; resilience; cyber physical systems; Internet 

of Things; cyber security. 

I. INTRODUCTION 

The integrity and resilience of Cyber Physical Systems 
(CPS), e.g., technical automation and control systems, is an 
important security objective. Specifically, through the use of 
more and more Industrial Internet of Things (IIoT) devices in 
critical infrastructures, this security objective often becomes 
a regulative requirement, as seen in the EU Network 
Information Security (NIS) directive. An approach for 
enhanced integrity monitoring of overall industrial 
automation and control systems, combining integrity 
monitoring from physical processes up to control and 
support systems, has been described in [1]. Enhanced attack 
resilience allows a cyber physical system to stay operational, 
possibly with some limitations, during an attack [2]. 
Particularly challenging are dynamically changing CPS, that 
come with the IIoT and Industry 4.0. Cyber systems will 
become more open and dynamic to support flexible 
production down to lot size 1 by supporting plug-and-work 
reconfiguration of manufacturing equipment and flexible 
adaptation of production systems to changing needs. This 
implies that also security has to support such dynamically 
cyber physical systems that are evolving over time.  

In the past, cyber physical systems and industrial 
automation systems have been often rather static. After being 
put into operation, changes to the configuration happen only 
rarely, e.g., to replace a defect component, or to install 
smaller upgrades during a planned maintenance window. To 

cope with increasing demands for flexible production and 
increased productivity, CPS will also become more dynamic, 
allowing for reconfiguration during regular operation. Such 
scenarios for adaptable, reconfigurable production have been 
described in the context of Industry 4.0 [3]. 

The flexibility starts at the device level, where smart 
devices allow for upgrading and enhancing device 
functionality by downloadable apps. But also the system of 
interconnected machines is reconfigured according to 
changing needs. Examples are Software Defined Networks 
(SDN) enabling a fast reconfiguration of the communication 
infrastructure to adapt flexibly to the communication needs. 
Another example relates to manufacturing systems (e.g., 
robots) in industrial automation systems, where smart tools 
are attached to a robot that in turn feature also a local 
communication network connecting to the robot’s network.  

The focus of cyber security is protection against cyber 
attacks, their detection, and the recovery from successful 
cyber attacks. An increasingly important further aspect is 
trustworthiness, where automated checks verify whether the 
overall systems and the used components meet the explicitly 
defined trustworthiness criteria. However, the concept of 
trustworthiness is subjective. The presented approach checks 
for changes within a CPS to determine whether the CPS is in 
a permitted, trustworthy state. 

After summarizing related previous work in Section II on 
protecting integrity of cyber physical systems and their 
components, the monitoring of reliable device lifecycle 
information based on lifecycle state attestations is described 
in Sections III and IV as specific additional criteria for 
monitoring CPS integrity, and evaluated in Section V. 
Section VI concludes the paper. 

II. CPS SYSTEM INTEGRITY PROTECTION  

Information Technology (IT) security mechanisms have 
been known for many years and are applied in smart devices 
(Internet of Things, Cyber Physical Systems, industrial and 
energy automation systems, operation technology) [6]. Such 
mechanisms target source authentication, system and 
communication integrity, and confidentiality of data in 
transit or at rest. System integrity takes a broader approach 
where not only the integrity of individual components 
(device integrity) and of communication is addressed, but 
where integrity shall be ensured at the system level of 
multiple interconnected devices, e.g., a CPS.  
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A. Industrial Security  

Protecting industrial automation and control systems 
against intentional attacks is increasingly demanded by 
operators to ensure a reliable operation, and also by 
regulation. The main relevant industrial security standard 
that describes security from a holistic view is IEC 62443 [6]. 
Security requirements defined by the industrial security 
standard IEC 62443 range from security processes, personal 
and physical security, device security, network security, and 
application security, addressing the device manufacturer, the 
integrator as well as the operator of the industrial automation 
and control system.   

Industrial security is also called Operation Technology 
(OT) security, to distinguish it from general IT security. 
Industrial systems have different security requirements 
compared to general IT systems. Typically, availability and 
integrity of an automation system have higher priority than 
confidentiality.  

Specific requirements and side conditions of industrial 
automation systems like high availability, planned 
configuration (engineering info), long life cycles, unattended 
operation, real-time operation, and communication, as well 
as safety requirements have to be considered when designing 
a security solution.  

B. Device Integrity 

The objective of device integrity is to ensure that a single 
device is not manipulated in an unauthorized way. This 
includes the integrity of the device firmware, of the device 
configuration, but also the physical integrity. The main 
technologies to protect device integrity are: 

− Secure boot: A device loads at start-up only 

unmodified, authorized firmware.  

− Measured boot: The loaded software modules are 

checked at the time they are loaded. Usually, a 

cryptographic hash value is recorded in a platform 

configuration register of a hardware of firmware 

Trusted Platform Module (TPM). The configuration 

information can be used to grant access to keys, or it 

can be attested towards third parties.  

− Protected firmware update: When the firmware of a 

device is updated, the integrity and authenticity of the 

firmware update is checked. The firmware update 

image can be digitally signed.  

− Application whitelisting: Only allowed, known 

applications can be started on a device. A whitelist 

defines which application binaries can be started.  

− Runtime integrity checks: During operation, the device 

performs a self-test of security functionality and 

integrity checks to verify whether it is operating as 

expected. Integrity checks can verify the integrity of 

files, configuration data, software modules, and runtime 

data as the process list, i.e., the list of currently 

executed processes.  

− Process isolation, kernel-based Mandatory Access 

Control (MAC): Hypervisors or kernel-based MAC 

systems can be used to isolate different classes of 

software (security domains). An attack or malfunction 

of one security domain does not affect other security 

domains on the same device.  

− Tamper evidence, tamper protection: The physical 

integrity of a device can be protected, e.g., by security 

seals or by tamper sensors that detect opening or 

manipulation of the housing. 

− Device integrity self-test: A device performs a self-test 

to detect failures. The self-test is performed typically 

during startup and is repeated regularly during 

operation.  

− Operation integrity checks: measurements on the device 

can be compared with the expected behavior in the 

operative environment. An example is the measurement 

of connection attempts to/from the device, based on 

parameters of a Management Information Base (MIB).  

The known approaches to protect device integrity focus on 
the IT-related functionality of a device (with the exception of 
tamper protection). Also, a strong tamper protection is not 
common at device level. The main protection objective for 
device integrity shall ensure that the device’s control 
functionality operates as designed. However, the integrity of 
input/output interfaces, sensors, and actuators are typically 
out of scope. In typical industrial environments, applying a 
strong tamper protection to each control device, sensor, and 
actuator would not be economically feasible. Therefore, 
protecting device integrity of used devices alone would be 
too limited to achieve the goal of protection the integrity of 
an overall CPS.  

C. Cyber Physical System Integrity Monitoring 

Classical approaches for protecting device and system 
integrity target at preventing any changes and compare the 
current configuration to a fixed reference policy. More 
flexible approaches are needed to protect integrity for 
flexibly reconfigurable and self-adapting CPSs. In previous 
work [1], we described an integrated, holistic approach for 
ensuring CPS integrity that is an extensible framework to 
include integrity information from IT-based functions and 
the physical world of a CPS. This allows integrating integrity 
information from the digital and the physical world. Trusted 
physical integrity sensors can be installed as add-on to 
existing automation and control systems. One-way gateways 
can be used to extract integrity monitoring information from 
closed control networks, while ensuring freedom from 
interference.  

Integrity does not only affect single devices, but also the 
overall system level comprising a set of interconnected 
devices. The main approaches to protect system integrity are 
collecting and analyzing information at system level [1]: 

− Device inventory: Complete and up-to-date list of 

installed devices (including manufacturer, model, serial 

number version, firmware version, current 

configuration, installed software components, location) 
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− Centralized Logging: Devices provide log data, e.g., 

using Open Platform Communication Unified 

Architecture (OPC UA) protocol, Simple Network 

Management Protocol (SNMP), or syslog protocol, to a 

centralized logging system.  

− Runtime device integrity measurements: A device 

integrity agent provides information gathered during the 

operation of the device (see also point B above). It 

collects integrity information on the device and 

provides it for further analysis. Basic integrity 

information includes the results of a device self-test, 

and information on the current device configuration 

(firmware version, patches, installed applications, 

configuration). Furthermore, runtime information can 

be gathered and provided for analysis (e.g., process list, 

file system integrity check values, partial copy of 

memory). 

− Network monitoring: The network communication is 

intercepted, e.g., using a network tap or a mirror port of 

a network switch. A challenge is the fact that network 

communication is increasingly encrypted. 

− Physical Automation process monitoring: Trusted 

sensors provide information on the physical world that 

can be used to cross-check the view of the control 

system on the physical world. Adding trusted sensors to 

existing installation allows for a smooth migration from 

legacy systems to systems providing integrated sensors. 

− Physical world integrity: Trusted sensors (of physical 
world), integrated monitoring of embedded devices and 
IT-based control systems, and of the technical process 
allow now quality of integrity monitoring as physical 
world and IT world are checked together.    

The captured integrity information can be used for 
system runtime integrity monitoring to detect integrity 
violations in real-time. Operators can be informed, or actions 
can be triggered automatically. Furthermore, the information 
is archived for later investigations. This allows that integrity 
violations can be detected also later with a high probability, 
so that corresponding countermeasures can be initiated (e.g., 
plan for an additional quality check of produced goods). The 
integrity information can be integrated in or linked to data of 
a production management system, so that it can be 
investigated under which integrity conditions certain 
production steps have been performed. Product data is 
enhanced with integrity monitoring data related to the 
production of the product. 

An intelligent analysis platform performs data analysis 
(e.g., statistical analysis, big data analysis, artificial 
intelligence) and triggers suitable respondence actions (e.g., 
alarm, remote wipe of a device, revocation of a device, stop 
of a production site, planning for additional test of 
manufactured goods).  
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Figure 1. CPS Integrity Monitoring System [1] 

Figure 1 shows an example for an IoT system with IoT 
devices (ID1, ID2, etc.) that communicate with an IoT 
backend platform. The devices provide current integrity 
monitoring information to the backend platform. The devices 
can be automation devices that include integrity 
measurement functionality, or dedicated integrity sensor 
devices. The device monitoring system itself has to be 
protected against attacks, following the industrial security 
standard IEC 62443.  

An integrity data validation service checks the obtained 
integrity measurement data for validity using a configurable 
validation policy. If a policy violation is detected, a 
corrective action is triggered. For example, an alarm message 
can be displayed on a dashboard. Furthermore, an alarm 
message can be sent to the IoT backend platform to 
terminate the communication session of the affected IoT 
device. Moreover, the device security service can be 
informed so that it can revoke the devices access 
permissions, or revoke the device authentication credential. 

The integrity monitoring events are analyzed using 
known data analysis tools. As stated before, in industrial 
environments, it is also important to have reliable 
information about the system integrity of a production 
system for the time period during which a certain production 
batch was performed. This allows performing the 
verification also afterwards to check whether during a past 
production batch integrity-violations occurred.   

The final decision whether a certain configuration is 
accepted as correct is up to human operators. After 
reconfiguration, or for a production step, the configuration is 
to be approved. The approval decision can be automated 
according to previously accepted decisions, or preconfigured 
good configurations.  

D. Resilience Under Attack 

Being resilient means to be able to withstand or recover 
quickly from difficult conditions [4]. It shifts the focus of 
“classical” IT and OT security, which put the focus on 
preventing, detecting, and reacting to cyber-security attacks, 
to the aspect to continue to deliver an intended outcome 
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despite an adverse cyber attack taking place, and to recover 
quickly to regular operation. More specifically, resilience of 
a system is the property to be resistant to a range of threats 
and withstand the effects of a partial loss of capability, and to 
recover and resume its provision of service with the 
minimum reasonable loss of performance [5]. 

Risk management, the “classical” approach to cyber 
security, identifies threats and determines the risk depending 
on probability and impact of a potential attack. The objective 
is to put the focus of defined security measures on the most 
relevant risks. Resilience, however, puts the focus on a 
reduction of the impact, so that the system stays operational 
with a degraded performance or functionality even when it 
has been attacked successfully, and to recover quickly from a 
successful attack. Robustness is a further related approach 
that tries to keep the system operational without a reduction 
of the system performance, i.e., to withstand attacks. 
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Absorb RecoverPlan/Prepare Adapt

Attack

System 
Performance / 
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Figure 2. Concept of Cyber Resilience [2] 

Figure 2 illustrates the concept of cyber resilience: Even 
if an attack is carried out, the impact on the system 
operation, i.e., the performance or functionality of the 
system, is limited [2]. The effects of an attack are 
“absorbed”, so that the system stays operational, but with 
limited performance or functionality. A recovery takes place 
to bring the system up to the regular operation. In adaptation 
of resilience, the system might be enhanced to better prepare 
for future attacks leading to a sort of self-healing 
functionality. In a cyber physical environment, a main 
objective is that the CPS stays operational and that its 
integrity is ensured. In the context of an industrial 
automation and control system, that means that (only) 
intended actions of the system in the physical world continue 
to take place even when the automation and control system 
of the CPS should be attacked. 

III. LIFECYCLE CONFIGURATION CHANGE MONITORING 

A main concept presented in this paper is an 
enhancement to the system-level integrity monitoring 
system, described in Section II.C. Instead of comparing 
integrity measurements to a fixed reference policy, the 
observed changes to device configuration along their 

lifecycle is validated. An integrity violation is detected if 
changes are detected that are not in-line with a policy on 
what and how changes are applied. 

Lifecycle state agents on the system components act as 
integrity sensors that collect lifecycle state information of a 
device and provide it in the form of a lifecycle state 
attestation to the system integrity monitoring system. The 
policy defining permitted changes of lifecycle states can be 
preconfigured. However, this would require significant 
effort. Therefore, an automated learning system, based on 
artificial intelligence, is proposed that learns from good 
examples of permitted changes. In an initial introduction 
phase, good changes (allowed changes from a system 
operation level) have to be marked by the OT personnel. 
Over time, the system learns from these good examples. This 
approach is similar to a network firewall for which the filter 
policy is determined automatically during a learning phase.  

Such a self-learning of permitted changes leads to an 
automated learning of what changes lead to a trustworthy 
CPS. It is in real-world practice often not easy to determine 
explicit rules on which specific properties make a component 
or a change being considered as trustworthy. By learning 
from good and bad examples, the attributes that are relevant 
for the trustworthiness evaluation can also be determined 
over time automatically. The system learns which attributes 
of a lifecycle state attestation are relevant for determining 
which changes are permitted. This self-learning approach 
allows also for subjective trust policies: Different users, i.e., 
operators of a CPS, can give examples of what they consider 
to be trustworthy or not so trustworthy. Depending on these 
examples, a trustworthiness evaluation policy is derived. The 
idea of this self-learning trust policy is conceptually similar 
to areas, e.g., firewalls with a learning mode. However, it is a 
more open approach where even the attributes (criteria) that 
are relevant for making trust decisions do not have to be 
predefined.  
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Figure 3. CPS Lifecycle Change Monitoring 

Figure 3 shows devices (D) that provide Life Cycle State 
Attestations (LCSA) to a CPS Lifecycle-change Integrity 
Monitoring system. It determines changes on device 
lifecycle states based on the provided attestations, and 
validates whether changes are in-line with a lifecycle change 
validation policy. If the policy is violated, e.g., an alarm can 
be generated, or the production plan can be adapted 
accordingly. 
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IV. DEVICE LIFECYCLE STATE ATTESTATION 

Different lifecycle states of industrial IoT devices can be 
distinguished, including factory default state, commissioned, 
operational, failure, network connected, provisioned, repair, 
service, or being put out of service. The current lifecycle 
state of a device can be determined based on its current 
configuration data. Some security standards, e.g., ETSI 
EN 303645 on Consumer IoT Security includes an example 
of a device life cycle model [10]. Besides the life cycle phase 
information, also the parts of the specific configuration can 
be provided as part of the life cycle attestation and analyzed. 
It is not assumed that a common life-cycle model is 
explicitly supported by the devices, as in a real-world CPS, 
different device types originating from various 
manufacturers are used. Instead, the available information of 
the device configuration is taken as basis to derive/estimate 
the related life-cycle phase, at least if it is not provided 
explicitly. 
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Figure 4. Control Device with Lifecycle State Attestation 

A device can determine its own lifecycle state and 
confirm it externally by a device lifecycle state attestation. 
Figure 4 shows a device, e.g., a control device for monitoring 
and controlling a technical process via sensors (S) and 
actuators (A) by a control function that interacts via an input-
output unit (IO) with the sensors and actuators, according to 
the device configuration established by a device 
configuration manager. The lifecycle state attestation unit 
determines the device lifecycle state based on the current 
device configuration and creates a cryptographically 
protected LCSA. Besides the current lifecycle state, also 
previous lifecycle states can be kept and attested, providing a 
more comprehensive information on the device lifecycle 
history. Alternatively, the lifecycle state may be determined 
and attested by an external add-on component, allowing that 
a LCSA can be provided also for legacy devices that do not 
have an integrated functionality for determining and attesting 
the device lifecycle state. 

The LCSA can be provided in a dedicated attestation data 
structure, i.e., a data structure that describes the current 
lifecycle state of the device, and that is protected by a 
cryptographic checksum, i.e., a digital signature or a message 
authentication code. However, it is also possible to encode 
the life cycle information in a device credential, e.g., a 
device authentication certificate, a device attribute 
certificate, a device authentication token, or a verifiable 
credential.  

V. EVALUATION 

From the perspective of a real-world CPS, the approach 
presented in Sections III and IV is not self-contained, but is 
an extension to other, well-established security measures to 
protect a CPS. The main advantage comes by the support for 
increasingly dynamic, evolving CPS. To ensure that a CPS 
and its components are in a trustworthy state, it is not 
ensured that the configuration corresponds to a fixed 
reference, but to check whether the detected changes are 
acceptable. This approach can compensate when classical, 
rather strict security controls preventing heavy changes to a 
CPS cannot be applied anymore in the same way as for static 
CPS deployments.  

The security of a cyber system can be evaluated in 
practice in various approaches and stages of the system’s 
lifecycle: 

− Threat and Risk Analysis (TRA) of cyber system 

− Checks during operation to determine key performance 

indicators (e.g., check for compliance of device 

configurations). 

− Security testing (penetration testing) 

During the design phase of a cyber system, the security 
demand is determined, and the appropriateness of a security 
design is validated using a TRA. Assets to be protected and 
possible threats are identified, and the risk is evaluated in a 
qualitative way depending on probability and impact of 
threats. The effectiveness of the proposed enhanced device 
authentication means can be reflected in a system TRA.  

The main evaluation using security tools is performed 
during secure operation, when as part of an overall 
operational security management appropriate technologies 
are deployed that, in combination, reduce the risk to an 
acceptable level. The new approach presented in this paper 
provides an additional element, integrated into the overall 
system security architecture that is used to reduce the risk of 
integrity violations, despite a dynamically changing CPS 
configuration.  

For the applicability to real-world CPS environments, the 
approach allows for: 

− Flexibility for updates: The device life cycle integrity 

monitoring system can be updated independently from 

the actual CPS. 

− It can be installed as add-on to existing automation 

systems (brownfield). It can be introduced stepwise, 

starting with lifecycle monitoring for most relevant 

devices. 

− It can be installed as an add-on system that does not 

endanger the reliable operation of a CPS or invalidate 

its certifications.  

Such non-technical properties simplify the adoption in real-

world CPS, and they are often important factors for 

acceptance by OT operators.  
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VI. CONCLUSION 

Ensuring device and system integrity is an essential 
security feature for cyber physical systems and the 
(industrial) Internet of Things. This must be ensured from the 
beginning using the security design principle of “defense in 
depth”. It allows to support system integrity based on the 
information provided from single components or devices that 
build the CPS.  

This paper proposed a framework for ensuring system 
integrity in flexibly adaptable cyber physical systems. With 
new concepts for flexible automation systems coming with 
Industrial IoT / Industry 4.0, the focus of system integrity has 
to move from preventing changes to device and system 
configuration to having transparency on the device and 
system configuration and checking it for compliance.  

The approaches for integrity monitoring in industrial 
automation and control systems described in this paper focus 
on the operation phase by relying on lifecycle attestations for 
single components building a CPS. This approach enhances 
the existing systems, with an attestation about a specific state 
in the lifecycle, which allows an industrial monitoring 
system to evaluate the current life cycle state with the 
expected one. This can be done in addition to classical 
system monitoring, which verifies configuration and system 
behavior against expected patterns.  

Integrity in a broader sense has to cover the whole life 
cycle, from development, secure procurement, secure 
manufacturing, and supply chain security up to the 
commissioning phase in the operational environment. This 
lifecycle information can then be used to enhance the current 
system state information. Due to the life cycle information 
available on the device or its associated management system, 
feedback to manufacturer can be provided in case of failure, 
in which the problem may be traced back to a specific 
production step. This also allows the manufacturer to better 
react in future versions of a device.  

Security-critical operations of a device, e.g., using for 
control operations, provisioning operational keys, or 
providing sensitive commissioning data is performed only 
for devices being in an expected state. A device can be used 
for regular operational purposes only if, according to its 
lifecycle, it is in a valid lifecycle state, and if this lifecycle 
state has been established in a permitted way. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

REFERENCES 

[1] R. Falk and S. Fries, “System Integrity Monitoring for 
Industrial Cyber Physical Systems”, International Journal On 
Advances in Security, volume 11, numbers 1&2, pp. 170-179, 
2018, [Online]. Available from 
https://www.thinkmind.org/index.php?view=article&articleid
=sec_v11_n12_2018_14 [retrieved August, 2022] 

[2] R. Falk and S. Fries, “Enhancing the Resilience of Cyber-
Physical Systems by Protecting the Physical-World 
Interface”, International Journal On Advances in Security, 
volume 13, numbers 1 and 2, pp. 54-65, 2020, [Online]. 
Available from: 
http://www.thinkmind.org/index.php?view=article&articleid=
sec_v13_n12_2020_5 [retrieved August, 2022]  

[3] Plattform Industrie 4.0, “Industrie 4.0 Plug-and-produce for 
adaptable factories: example use case definition, models, and 
implementation”, Plattform Industrie 4.0 working paper, June 
2017, [Online]. Available from: https://www.plattform-
i40.de/PI40/Redaktion/DE/Downloads/Publikation/Industrie-
40-Plug-and-Produce.pdf [retrieved August, 2022] 

[4] P. England, R. Aigner, A. Marochko, D. Mattoon, R. Spiger, 
and S. Thom, “Cyber resilient platforms”, Microsoft 
Technical Report MSR-TR-2017-40, Sep. 2017, [Online]. 
Available from: https://www.microsoft.com/en-
us/research/publication/cyber-resilient-platforms-overview/ 
[retrieved August, 2022] 

[5] Electronic Communications Resilience&Response Group, 
“EC-RRG resilience guidelines for providers of critical 
national telecommunications infrastructure”, version 0.7, 
March 2008, available from: 
https://assets.publishing.service.gov.uk/government/uploads/s
ystem/uploads/attachment_data/file/62281/telecoms-ecrrg-
resilience-guidelines.pdf [retrieved August, 2022] 

[6] IEC 62443, “Industrial Automation and Control System 
Security” (formerly ISA99), available from: 
http://isa99.isa.org/Documents/Forms/AllItems.aspx 
[retrieved August, 2022] 

[7] ISO/IEC 27001, “Information technology – Security 
techniques – Information security management systems – 
Requirements”, October 2013, available from: 
https://www.iso.org/standard/54534.html [retrieved August, 
2022] 

[8] IEC 62443-3-3:2013, “Industrial communication networks – 
Network and system security – Part 3-3: System security 
requirements and security levels”, Edition 1.0, August 2013 

[9] IEC 62554-4.2, “Industrial communication networks - 
Security for industrial automation and control systems - Part 
4-2: Technical security requirements for IACS components”, 
CDV:2017-05, May 2017 

[10] EN 303 645, “Cyber Security for Consumer Internet of 
Things: Baseline Requirements”, ETSI, V2.1.1 (2020-06), 
June 2020, [Online]. Available from: 
https://www.etsi.org/deliver/etsi_en/303600_303699/303645/
02.01.01_60/en_303645v020101p.pdf [retrieved August, 
2022] 

24Copyright (c) IARIA, 2022.     ISBN:  978-1-61208-996-6

CYBER 2022 : The Seventh International Conference on Cyber-Technologies and Cyber-Systems

                           35 / 110



How Good is Openly Available Code Snippets Containing Software Vulnerabilities to
Train Machine Learning Algorithms?

Kaan Oguzhan
T RDA CST SEL-DE

Siemens AG
Munich, Germany

email: kaan.oguzhan@siemens.com

Tiago Espinha Gasiba
T RDA CST SEL-DE

Siemens AG
Munich, Germany

email: tiago.gasiba@siemens.com

Akram Louati
T RDA CST SEL-DE

Siemens AG
Munich, Germany

email: akram.louati@siemens.com

Abstract—Machine learning has been gaining more and more
attention over the last years. One of the recent areas where ma-
chine learning has been applied is secure software development
to identify software vulnerabilities. The algorithms depend on the
amount and quality of data used for training. Although many
studies are emerging on machine learning algorithms, one must
enquire about the data used to train these algorithms. This paper
addresses this question by investigating and analyzing freely
available vulnerable code snippets. We investigate their quantity
and quality in terms of the existing categorization of security
vulnerabilities used in industrial environments. Furthermore,
we investigate these aspects in dependency on several different
programming languages. In addition, we provide the database
containing the collected vulnerable code snippets for further
research. Our results show that, while a large number of training
data is available for some programming languages, this is not the
case for every language. Our results can be used by researchers
and industry practitioners working on machine learning and
applying these algorithms to improve software security.

Keywords–machine learning; deep learning; industry; software;
vulnerabilities.

I. INTRODUCTION
The rapid increase of digitalization and the fast-changing

technology landscape are continuously increasing the potential
attack surfaces for organizations [1]. According to AV-TEST
[2], the number of cybersecurity incidents has been steadily
increasing swiftly. One possible root cause of these incidents is
poor software development that results in vulnerable code. A
cybersecurity incident occurs when vulnerable code is attacked
by malware. In 2013, the total number of known malware was
about 182 million, whereas, in 2021, this number increased to
1313 million - an increase by more than sixfold compared to
preceding years.
One way to address vulnerabilities in software, which is

widely used in the industry, is by detecting vulnerabilities
during the software development lifecycle through static code
analysis. The traditional method of developing a new vulner-
ability detection algorithm starts from mathematical formulas
or known vulnerable patterns and turns them into computer
code that follows the exact mathematical formula or matches
the exact pattern [3]–[7]. There are already many examples of
static code analysis tools as both open source, such as [8] and
commercial, such as [9]. The biggest drawback in developing
such tools is the need for handcrafting new formulas or
patterns for every type of vulnerability or, in the best case,
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Figure 1. Appearance of both keywords ”Cybersecurity” and ”Machine
Learning” in Academic Papers according to Scopus

adapting the old patterns to capture the new vulnerabilities.
This process is time-consuming and requires much expertise
in cybersecurity, which is not always available and can incur
high costs.
It is not surprising that the traditional methods have started

failing to keep up with the pace of new vulnerabilities, which
are being introduced at an ever-increasing rate. It is beneficial
to introduce new vulnerability detection methods to keep pace
with the increasing number of vulnerabilities.
Machine learning is a sub-field of artificial intelligence;

in contrast to the traditional methods, it does not require
handcrafted formulas by experts. It is based on the idea that a
neural network, which is essentially a vastly complex model
designed after the human brain, can learn to make accurate
decisions from large amounts of data through optimization
processes like Gradient Descent [10] with minimal human
intervention.
Although relatively new, the field of machine learning is

expanding at an accelerating pace. Its expansion is driven by
the explosion of Big Data [11], [12] and the ever-increasing
pace of growth in accelerator computing power [13]. The
implementation of these algorithms can be very efficient
through the usage of highly optimized computations, such
as Coppersmith–Winograd algorithms [14] and the use of
specialized primitives [15].
Machine learning and deep learning algorithms can poten-

tially significantly transform the cybersecurity field, e.g., by
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Figure 2. Word Cloud generated from 2-gram’s over all the snippet titles

allowing adaptation to changes at a much faster pace and
detecting very complex patterns in the data. Through the
literature, we observe a significant uptrend in the number
of work-related to deep learning applications in cybersecurity
over the last decade (see Figure 1). We expect to see a growth
in the number of static code analysis tools both open source
and commercial following the trend by harnessing the power
of machine learning for source-code [16] or byte-code analysis
[17]–[19].
Deep learning has the potential to make cybersecurity

simpler and more effective. However, it can only do so if
the underlying data has enough samples and contain a distinct
variety of information. In other words, deep learning models
can only be as good as the data in which it has been trained.
Unfortunately, when it comes to cybersecurity, that data is
often lacking.
Secure coding is vital in the industry because it helps to

ensure that software is free from vulnerabilities that attackers
could exploit to gain access to systems and data. By ensuring
that the code is secure, organizations can reduce the risk of
data breaches and other cybersecurity incidents and improve
their compliance with regulations, such as the General Data
Protection Regulation (GDPR) [20], Payment Card Industry
Data Security Standard (PCI-DSS) [21] and IEC 62.443 from
the International Electrotechnical Commission.
There are several ways to improve code security, e.g.,

through following secure coding guidelines, conducting code
reviews, and using static analysis tools. Until recently, com-
mercial and open-sourced static code analysis tools existed
using non machine learning techniques. These tools are built
by handcrafting rules and using pattern matching techniques
to detect vulnerabilities [3]–[7] However, following the recent
trend in deep learning getting into many areas of Information
Technologies, we expect to see the same up trend in cyberse-
curity applications, such as [22]–[24] and more specifically,
into the field of static code analysis tools, such as [25].
The large amounts of data required to train deep learning

algorithms are difficult to acquire. A possible way to obtain
such a large amount of training data is to inspect existing

open-source projects and secure programming language stan-
dards. After vulnerabilities in open-source projects are publicly
disclosed, it is generally followed by the project maintainers
providing a fix. Therefore, the code before and after the
fix would be one way to train deep learning algorithms,
as many such code examples are available. According to
GitHub-2020-Digital-Insight-Report [26], as of 2020, there are
over 1.05 million open-source projects across all of GitHub.
This number should be more than enough for most machine
learning tasks. However, most open-source projects do not
use standardized vulnerability classifications, such as Common
Weakness Enumeration (CWE), for their code fixes. As such,
the task of collecting vulnerable code snippets directly from
GitHub repositories remains very challenging.

Our work focuses on known vulnerabilities with a standard-
ized classification that aligns with industrial security standards.
We explore existing and openly available sources that contain
vulnerable codes. In addition, we look at the possibility of
using these sources to create static code analysis tools using
machine learning techniques, thus improving overall security.
Our work contributes by analyzing the quality of openly
available data sources and the amount of data they can provide.
Our work also assists further research in this young discipline
by pointing to these data sources and also unveils possible
obstacles that further work in this field can experience - both
by researchers and practitioners alike. Furthermore, our work
presents an overview of the state of secure coding knowledge
of individual programming languages. Industry practitioners
can use our results to motivate their choice of a programming
language so that they can fulfill the requirements of industrial
security standards.

Our work is structured as follows. In Section II, we discuss
previous and related work. In Section III, we describe our
methodology and experiment. In Section IV, we provide the
significant contribution of the present work through a critical
discussion of the results obtained in the experiment. Finally,
in Section V, we finalize the paper through a brief overview
and consideration of further work.
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Figure 3. Number of snippets taken from their respective sources

II. RELATED WORK
As the quantity and quality of Big Data increases, many

organizations have inevitably more and more demand for
secure software that can protect the data of their customers
and themselves. Due to the ever-increasing complexity of de-
veloping standardization, we can see more and more standard-
ization and categorization being done by organizations such
as, the PCI-DSS [21], International Standard Organization
ISO/IEC 27000 series [27], Computer Emergency Response
Team CERT [28], CWE [29], and Open Web Application
Security Project OWASP Top 10 [30].
Producers such as, the International Organization for Stan-

dardization (ISO) [31] and the International Electrotechnical
Commission (IEC) [32] have created a whole new standard
for data security, ISO/IEC 27000 family, due to the need for
a new standard ensuring the security of Big Data.
The ISO/IEC 27000 is a family of standards for Information

Security Management Systems (ISMS) used by organizations
of all sizes and industry sectors to protect their data. The
standard is based on a risk management approach and provides
a framework for organizations to identify, assess and manage
the risks to their Information security. The standards cover
various topics, including security policy, risk assessment, se-
curity controls, incident management, and business continuity.
IEC 62.443 is a family of standards for industrial automa-

tion and control systems security. The standards cover various
topics, including risk assessment, security controls, incident
management, and business continuity.
The ISO/IEC 27000 family of standards and the IEC

62.443 family of standards are complementary to each other.
The ISO/IEC 27000 family of standards provides a general
framework for Information security management, while the
IEC 62.443 family of standards provides specific guidance
for industrial automation and control systems.
Static code analysis is a process where the source code

of a software application is analyzed without executing it.

Static code analysis aims to find errors and vulnerabilities
in the code that attackers can exploit. By finding these
vulnerabilities, software developers can fix them before the
application reaches end customers. Static code analysis tools
can be used to find a wide range of security vulnerabilities in
software. The classical static code analysis tools use a set of
rules and patterns to find vulnerabilities in the code; however,
they require much manual work to create those rules and
patterns. Another disadvantage of static code analysis is that it
can be time-consuming to run on large codebases. In addition,
those classic static code analysis tools can produce many
false positives and negatives, making it difficult to identify
real security issues while highlighting the fact that additional
processes must be used to write secure code.
With the rise of Big Data and machine learning, it is in-

evitable to think about other potentially promising and attrac-
tive solutions to the problem of finding security vulnerabilities
in software. By applying machine learning techniques, we can
accelerate the process of static code analysis and potentially
even reduce the number of false positives. These methods
require data to train the algorithms.
In our work, we look at vulnerable code snippets from those

that are openly available, e.g., the Juliet Test Suite from the
National Institute for Standards and Technology, the Common
Weakness Enumeration [29] from the MITRE foundation, the
Software Engineering Institute of the Computer Emergency
Response Team (SEI CERT) [28] from Carnegie Mellon, and
openly available data sets from commercial providers such as,
SonarQube [9] and Fortify [33].
The CWE list from the MITRE foundation constitutes a

standardized means to classify software vulnerabilities. In
the documentation of each vulnerability are vulnerable code
snippets for several programming languages.
The Juliet Test Suite contains a large and well-known

collection of vulnerable snippets for the C, C#, C++, and Java
programming languages. Although this data set is extensive, it
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exists for only a few programming languages. Many providers
of static code analysis use this data set as a means of
benchmarking their tool.
SEI CERT provides a secure coding standard for C, C++,

Perl, Java, and Android. The standard contains code snippets
as examples for each described vulnerability.
Fortify is a commercial company that does not focus on

categorizing vulnerabilities; nevertheless, they provide snippet
examples for each vulnerability they document. SonarQube is
a commercial company selling a static code analysis tool; their
openly available documentation provides several examples of
code vulnerabilities and their corresponding CWE number.
Despite deep learning being still in its infancy in terms of

popularity, it has already performed well in solving several
problems in the cybersecurity field. It is worth noting that
although there are many examples in academia such as,
[34] most of these applications are not yet made into fully
functional and production-grade software.
Deep learning models optimize to predict certain outputs

given an input and is only as good as the data it has been
trained on. Thus dumping sheer amounts of data might not
always produce good results, after all the data quality is of
importance. Withing a dataset there is always some variance,
which can be minimized by increasing the number of samples,
but the noise in the data might never go away. Another form
of noise is the bias, which is a more structural problem and
it represents the difference between an algorithm’s expected
output on a dataset and its actual output. When not dealt
with properly, both of the problems would cripple the models
performance. This concept is called the Bias-Variance trade-
off.

III. EXPERIMENT
This section briefly discusses the methodology used to

collect openly available vulnerable code snippets. We also
present the results of the experiment together with an analysis
thereof.

A. METHODOLOGY
To collect data for our experiment, we considered the

following types of sources: (1) secure coding standards used
in the industry, (2) official databases, (3) open documentation
of available static code analysis tools, and (4) miscellaneous.
The following methods were employed in our work for each

source type to obtain vulnerable code snippets :
• (1) Standards, and (3) Documentation - the web page
where the standard or documentation is hosted was
parsed, and the code snippets were extracted employing
web crawling,

• (2) Official Databases - in this case, the code snippets
were already provided in individual files,

• (3) Miscellaneous - depending on the repository, web
crawling was used, or the code snippets were copied from
individual files.

One crucial aspect that was also carried out was the creation
of an SQL database, which contains one entry for each of the

vulnerable code snippets, with a corresponding classification
on the programming language and the standard secure coding
rule number.
Figure 4 shows the number of code snippets gathered from

each source. In [35], we provide the entire database to assist
further researchers and practitioners.

B. RESULTS
For our analysis, we have gathered data from the online

websites that provide vulnerable code snippets and their stan-
dardized categories. We analyzed snippets from 11 sources and
then sorted these by programming language and vulnerability
types. In Figure 3, we have listed all the external sources we
have used and how many snippet examples they have publicly
provided, as discussed in the methodology sub-section.
When categorized by the programming language Figure 4,

we have found that four languages dominate the number of
snippets by a considerable margin. We have found more than
45.000 code snippets for the C programming language, about
37.000 for Java, about 34.000 for C#, and 29.000 for C++.
This large number is primarily due to the Julie Set. The
number of available code snippets sees a sudden drop starting
with 437 for Python. These results indicate that the number
of vulnerable code snippets openly found on the internet is
very language-specific and thus raises concerns about the
performance of machine learning models trained with minimal
data for these programming languages. Moreover, we have
355 standard vulnerability categories for Python, with an
average of around six code snippets per category. We note
that some categories overlap between different standards. To
our knowledge, it is almost impossible to train a machine
learning model with such limited data. Nevertheless, we expect
to see models trained solely on the publicly available data for
languages C, C#, C++, and Java as an extensive data set exists
to train the respective algorithms.
In our experiment, we have also analysed the standardised

vulnerability categories. Our main focus are on two categories,
namely OWASP TOP 10 (see Figure 5) and PCI-DSS (see
Figure 6).
For the OWASP TOP 10, we found and collected openly

available code snippets from 2004 to 2021. We have observed
that the number of publicly available snippets has increased
steadily over the years from approx. 1500 to approx. 2000
(see Figure 5). However, when investigating their categories,
it is clear that the snippets are not equally distributed among
all the ten categories (see Figure 5). To emphasize the differ-
ence, the category with the highest snippet count, ”2017-A03
Sensitive Data Exposure,” has 721 snippets, whereas ”2017-
A04 Server-Side Request Forgery” has only eight snippets. It
is also important to note that the number of publicly available
snippets is not necessarily representative of the number of
vulnerabilities that exist in the real world. There may be
more real-world vulnerabilities in category 2012:A10 than in
category 2017:A3.
These results highlight the importance of analyzing the sub-

dimension of a data set before deciding on a machine learning
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Figure 5. OWASP TOP-10 Snippet count for each Year as well as snippet
count for sub-categories for each year

model. In the case of OWASP TOP 10, it is clear that if one
looks at the uniformity amongst years and directly trains a
machine learning model on them, the trained model will not be
able to generalize well for all categories. The reason is that the
model will be over-fitted on the categories with many snippets
and will not work for categories with only a few snippets. In
order to avoid such problems, one has to investigate the sub-
categories further and explore possible sub-dimensions of the
data to ensure that they are uniform.
For the case of PCI-DSS, we have snippets from main

categories (V X) V1, V2, and V3 from the years 2005, 2010,
and 2015. We did not observe an uptrend in the number

of available snippets between versions, as was the case for
OWASP TOP 10 (see Figure 5). However, by looking into
categories (V X.X), we can observe that the number of
snippets is uniformly distributed among them. It already looks
much better for a machine learning model to train on than
OWASP TOP 10. On the other hand if we go more finer
into sub-categories(V X.X-X), see Figure 6. We again see
an uneven distribution of snippets. For example, ”V1.2-02”
has only one snippet compared to ”V1.2-06,” which has 2782
snippets.

Again, the number of snippets is not equally distributed
among the PCI-DSS sub-categories. To the best of our knowl-
edge, if one trains a machine learning model based solely
on categories, where the numbers look uniformly distributed,
one will end up with a model trained only on a few sub-
categories without realizing it. In the best case, the model will
be accurate for those categories with abundant snippets, but it
will surely be heavily biased towards detecting them and will
detect categories with a very sparse number of snippets, see
Figure 6.

For our subsequent analysis, we wanted to understand the
most commonly used wordings among the vulnerabilities to
see if we could observe some patterns. For the analysis, we
have gathered all titles given to snippets by their respective
source. In the case of no title, we refer to their standard
category and get the name given to the category. If the snippet
has no title but has a standard category ”OWASP TOP 10
2017-A03,” then we assume it has the title ”Sensitive Data
Exposure” and add it to our corpus. After we had gathered all
the titles and then calculated 2,3,4-grams as well as made a
word cloud out of the 2-grams, the word cloud can be seen
in Figure 2. The Top-5 n-gram can be seen for each category
in Table. Table I. It is important to note that the stop-words
are only removed for the 2-gram and the word cloud, but for
the 3-gram and 4-gram, they are kept as they are important to
keep the semantics of the word groups intact. However, after
the n-gram calculations, we made an elimination for selecting
the Top-5; in case the n-gram starts or ends with a stop-word,
we ignore it.
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Figure 6. Number of snippets per PCI-DSS Version, going into finer
categories from top to bottom

For the last analysis, we wanted to see if we could observe
some uniform patterns or detect unevenness for one of the
most common and comprehensive data sets, the Juliet Test
Suite. Many static code analysis tools use the Juliet Test Suite
to benchmark their software as well as due to the sheer number
of vulnerable snippets it includes, it is a tempting target for
training deep learning models. This data set has been used in
several previous studies [36]–[38]. We have used the same
techniques as in the previous analysis and focused on the
standardized vulnerability categorization CWE.
We again observed that the number of snippets is very

unevenly distributed among the CWE categories. Some cat-
egories have a whooping number of snippets compared to
others. For example, ”CWE-121” has 5906 snippets compared
to ”CWE-561,” which has only two snippets, see Table II.
The difference is again significant, and if one were to train a
machine learning model directly on the Juliet Test Suite as the

TABLE I
TOP-5 N-GRAMS

Top-5 | 2-gram

(improper, neutralization)
(integer, overflow)
(buffer, overflow)
(special, elements)
(integer, underflow)

Top-5 | 3-gram

(overflow, or, wraparound)
(neutralization, of, special)
(special, elements, used)
(integer, underflow, wrap)
(numeric, truncation, error)

Top-5 | 4-gram

(integer, overflow, or, wraparound)
(neutralization, of, special, elements)
(improper, neutralization, of, special)
(command, os, command, injection)
(improper, validation, of, array)

Top-5 | 5-gram

(improper, neutralization, of, special, elements)
(integer, underflow, wrap, or, wraparound)
(os, command, os, command, injection)
(improper, validation, of, array, index)
(use, of, externally-controlled, format, string)

data set, one would end up with a model that is heavily biased
towards detecting top categories such as, ”CWE-121”, ”CWE-
78”, ”CWE-190”. Meanwhile, detecting other categories such
as, ”CWE-561” would be very unlikely.
Before concluding our analysis, albeit not directly related

to vulnerability categories or classes, it is worth mentioning
that Juliet Test Suite snippets are usually very long. This
fact contrasts with our previous sources, where snippets were
relatively short and contained only a few lines of code. Such a
difference can potentially significantly impact the performance
of deep learning models. The Juliet Test Suite can test and
benchmark static code analysis tools. Therefore, it contains
many snippets that are very similar but have slight varia-
tions that make them unique. Those minor differences allow
the Juliet Test Suite to cover the vulnerabilities from many
angles. An oversimplified example would be ”if(True)...” vs
”if(1==1)...” vs ”if(varTrue)...”.
Due to the Juliet Test Suite’s previously mentioned goal
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TABLE II
JULIET DATA SET SNIPPET COUNT PER CWE ID

C Java C# C++

ID Snippet count ID Snippet count ID Snippet count ID Snippet count

CWE 121 5906 CWE 190 6555 CWE 197 7695 CWE 762 5180
CWE 78 5600 CWE 191 5244 CWE 190 5643 CWE 122 4948
CWE 190 5040 CWE 129 4104 CWE 191 3762 CWE 36 3500
... ... ... ...
CWE 674 2 CWE 499 1 CWE 397 1 CWE 562 1
CWE 562 2 CWE 248 1 CWE 366 1 CWE 468 1
CWE 561 2 CWE 111 1 CWE 248 1 CWE 440 1

of coverage completeness, it is easy to find snippets de-
signed to reproduce the same vulnerability from 50 dif-
ferent approaches, where the difference between each ap-
proach is very tiny such as, 15 lines in a 450-line of
code. (CWE122_Heap_Based_Buffer_Overflow snippets). In
this case, the common acceptance of ”the more data, the
better” for machine learning is misleading. Having such a high
similarity between the data means no good; if not handled
correctly, those similarities can easily lead to overfitting, or
worse, the model will learn the similarities and ignore the
difference where the actual vulnerability is. Another likely
pitfall is that if Juliet Test Suite alone is used for training,
validation, and testing, the validation-split and test-split will be
very similar to the training-split as they would share the same
”common” parts of the vulnerable snippets. Therefore, using
Juliet Test Suite alone for training the model and evaluating its
performance will not be a good representation of real-world
vulnerabilities, thus leading to a poor representation of the
model’s generalization capabilities.

IV. DISCUSSION
Throughout our experiment, we have tried to analyze pub-

licly available vulnerable code snippets across programming
languages and tried to understand their fitness for training pop-
ular deep learning models. As our first finding, we have seen a
big difference in the number of publicly available vulnerable
code snippets across programming languages, which to the
best of our knowledge, has not been addressed in the literature.
There are so few snippets available for some languages that
it is impossible to train a model to detect vulnerabilities in
that language, see Figure 4. For others, we have found that
the sheer number of available snippets seems sufficient for
training a model, but just the number of snippets is not enough
to justify that a deep learning model trained directly on the
publicly available code snippets would generalize well.
For a deep learning model to generalize well, there needs to

be a certain amount of diversity in the snippets to make sure
that the model is not just memorizing the available code snip-
pets, as well as a uniformity among different vulnerabilities
to make sure that the model will not be biased towards some
specific vulnerabilities. A model lacking these two properties

cannot perform well enough to be deployed in production
environments.
We also looked at the distribution of snippets vs. standard-

ized vulnerability categories and tried to draw some patterns
to pin down possible pitfalls. We have found that one needs to
be very careful during inspection of the data as the distribution
of snippets might look uniform from a higher perspective, like
the year for OWASP TOP 10 (e.g., 2007 vs. 2010 vs. 2013 (see
Figure 5, Graph-1), but there could be a significant underlying
bias in the sub-categorizations, like the case of OWASP-2017-
A03 vs. OWASP-2017-A04 (see Figure 5, Graph-2). Such a
bias will ultimately make the model biased towards specific
vulnerabilities and lead to a bad performance. Depending on
the severity of the bias, the model might not learn to detect
some sub-categories.
We acknowledge that during the generation of our data set,

although we tried our best not to miss anything, we could
not have included some sources. The results of our analysis
are solely based on the snippets we have collected. However,
we believe that our data set is large enough and includes
the most common public sources to give some insight into
the distribution of vulnerable code snippets that are publicly
available. Moreover, the results of our analysis can be used to
evaluate machine learning models that are trained on publicly
available vulnerable code snippets to see if they are indeed
biased towards some vulnerabilities or vulnerability categories.
We also acknowledge that the static code analysis can either

be done on source code or the byte/machine code; throughout
our analysis, we have not delved into the task of analyzing the
available byte code examples as we limited ourselves only to
the publicly available and reviewed code snippets.
Practitioners and researchers can use our work as a source

of information on where to find openly available data to
perform machine learning experiments. We also highlight
the limitations of the currently existing data. In particular,
we observe that many vulnerable code snippets exist for
the C, C++, Java, and C# programming language, while
other programming languages, e.g., Python and Rust lack a
good number of vulnerable samples to carry out meaningful
experiments.

31Copyright (c) IARIA, 2022.     ISBN:  978-1-61208-996-6

CYBER 2022 : The Seventh International Conference on Cyber-Technologies and Cyber-Systems

                           42 / 110



V. CONCLUSION AND FUTURE WORK

In cybersecurity and secure software development, novel
methods that improve the security of applications are highly
desirable. Securing software development is an essential topic
for the industry as several cybersecurity standards require it.
One possible way to achieve such compliance is using machine
learning algorithms to identify vulnerabilities in software, as
academia has demonstrated.
We expect that static code analysis using machine learning

will become an essential part of future software development,
in particular, using deep learning algorithms. We foresee that
the developed tools will be integrated into existing Continuous
Integration / Continuous Deliver (CI/CD) pipelines.
In this work, we explore freely available only databases

containing vulnerable code snippets for different programming
languages, as a means to train our machine learning algorithm.
In particular, we focus on databases where the code snippets
are categorized by a standard vulnerability classification - the
common weakness enumeration from MITRE.
It is known that a large amount of high-quality data is

needed to train these algorithms, in order to achieve a good
detection rate. Our work shows that the number of freely
available code snippets that can be used to train machine
learning algorithms strongly depends on the programming
language. Even for programming languages for which a large
amount of snippets exist, these are not evenly distributed
depending on the type of vulnerability classification. This
presents a huge challenge to the field, as a non-uniform
distribution certainly causes a bias in the trained model. Our
results are in line with the authors’ expectation and experience
in secure coding field, and with standardized secure coding
guidelines.
Furthermore, we observed that exploring a data set from

different perspectives is essential, particularly in understanding
the amount of existing data and its quality. Exploring the data
set allows understanding it from different angles and avoiding
possible pitfalls when training machine learning algorithms.
In further work, we will intend to implement a machine

learning algorithm to detect vulnerabilities in C# code. We
will aim to study the performance of such algorithm in rela-
tion to existing open-source static application security testing
tools. The authors would also like to explore more simple
criteria than the vulnerability type, in particular on whether
the algorithm is simply vulnerable or not.
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Abstract—We propose a solution for securing access to data
shared on a community-centered collaborative platform, such as a
Facebook style social network. Our solution leverages provenance
information and social relationships between users to define a fine-
grained access control model capturing users privacy preferences.
We present a prototype implementation of our model and its
validation on a case study.

Keywords-Security; Privacy; Access control.

I. Introduction
In recent years, we have seen an increasing interest in

community-centered collaborative systems, where users interact
and provide access to a variety of information and personal data
with different degrees of sensitivity [4]. In this context, balanc-
ing data sharing and security is a difficult problem. Traditional
access control policies are insufficient for dealing with jointly-
owned and jointly-managed content in such collaborative envi-
ronments. In this work, we address the problem of secure shar-
ing of information in social networks and discuss to what extent
the access control mechanism provided by social networks allow
users to control the permissions over the content they share.
Social networks, such as Facebook, offer their users an

environment and functionalities to share contents with other
users. These functionalities, however, can introduce privacy
concerns for users, for instance when a user is tagged [2]. In this
situation, the tag target has permissions to remove the tag from
the content, but cannot modify the visibility of the tag. Methods
for providing a fine-grained access control at the tag level are
missing. The idea that inspired our approach is that the access
control model should allow the tag target to specify its privacy
preferences for tags and these preferences should be taken into
account when displaying the photo to a requesting user.
Our framework considers a shared content as a compound

object, possibly containing other objects as subcomponents.
For instance, a photo may contain a list of comments and tags
associated to it. Access requests are then evaluated considering
the privacy settings not only of the requested object, but those
of all its components. Moreover, we consider that the privacy
settings, not only of the object owner, but also of other users
involved in the creation of an object should be taken into
account. Our solution uses a provenance data model inspired
from the Open Provenance Model [3]. Using provenance
information in the evaluation allows us to identify dependencies
between objects (e.g., a comment associated to a photo in a post)
and retrieve all users that are related to an object, either because
they have triggered the process for creating the object or because
they are involved in it with some specific role (e.g., host or tag

Fig. 1. Sample of the implemented evaluation graph

target). We briefly describe our model in Section II, present
a proof-of-concept prototype in Section III and apply it on a
social case scenario in Section IV. We conclude in Section V.

II. Extension of the Provenance model with user
interaction dependencies

In this work, we leverage the Open Provenance (OP)
Model [3] to capture causality dependencies between prove-
nance entities within the social network, namely artefacts,
agents and processes. Five main dependencies between two
entities are defined: used (process on artifact), wasGeneratedBy
(artifact on process), wasControlledBy (process on agent),
wasDerivedFrom (artifact on artifact), and wasTriggeredBy
(process on process). Altogether entities and dependencies form
the nodes and the edges, respectively, of a directed acyclic
graph. We apply the OP model to the setting of social networks,
where artifacts are used to capture data objects (e.g., posts or
comments); processes are used to capture the functional actions
such as upload, comment, tag, etc.; agents correspond to the
members of the social network. An example of provenance
graph is presented in Fig. 1.
To reason about access constraints in a social network,

we have extended the OP model by introducing new di-
rect dependencies, such as owns (agent on artefact), and
contributedTo (agent on process). Note that the OP model
provides a notion of role that may be used to further specify
dependencies. For example, an agent may have a dependency
contributedTo(id_involved) with a tag artefact, meaning that the
agent identifier has been used as tag target. We also introduce
a NotAvaliable dependency which adds a cyclic dependency in
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Fig. 2. Prototype Architecture

the provenance graph when an artefact has been deleted and
is no longer visible.
In addition to provenance information, we also consider

interpersonal social relationships between users, denoted by a
dependency isRelated (and its symmetric closure areRelated)
and characterized by a role such as friend or family specifying
the nature of the relationship. Unlike provenance information,
which represents the evolving of provenance data in the
system, the social information shows a snapshot of the current
relationships between users at a particular moment in time. Due
to space limits, we depict the provenance and interpersonal
dependencies as part of the same graph in Fig. 1.

III. Prototype: Architecture and Implementation

We describe the main components of our prototype, which
are depicted in Fig. 2.

a) Access Control Module: The access control module
intercepts access requests and computes the final access
decision that is returned to the user. It uses auxiliary functions
to retrieve user policies, to evaluate an access request and to
pass path queries to the reasoning module.

b) User Policies: Each member of the social network can
specify his privacy settings which are registered in a policy file.
Following the Attribute-Based Access Control model, we define
policies and access requests in terms of attribute name-value
pairs, with the addition of path conditions (see [1]). User poli-
cies are defined in a simple language which provides an abstrac-
tion of the XACML policy specification language. For example,
Alice can define her policy for objects of type photo as follows:

(resource_type = photo ∧ resource_owner = Alice
(action = comment ∨ action = view))∧
(areRelated(Alice, user_id, f riend)), Permit)

meaning that a user can see and comment a photo owned by
Alice if and only if he/she is a friend of Alice.

c) Reasoning Module: The Reasoner is implemented as
a python program using the pyDatalog library. This allows us
to benefit from the efficient reasoning capabilities provided by
Datalog solvers for path condition resolution. In particular, we
implemented rules both for constructing the evaluation graph
from a given access log and for resolving path queries based
on the obtained graph and the casual dependency definition.

d) Evaluation graph: The evaluation graph is built from
the provenance information retrieved from the logs of the
system together with the information about user relationships,
which is updated at the moment of the access control request.

IV. Demonstration
Consider the social network represented by the OP model

in Fig. 1 and assume an access request made by Bob to add a
comment on Alice’s photo p1. First, the request is received by
the access control module. The object owner and host’s access
policies are retrieved from the policy repository (they may be
the same, say Alice policy, presented in the previous section).
To evaluate the policy, the engine retrieves the regular path
query from the policy areRelated(Alice, Bob, f riend)) and
pass it to the reasoning module to resolve it. If the answer is
positive, the access control module returns a positive response
to Bob: [p1, permit]. When necessary (e.g., host and owner are
different users), a rule combining algorithm (we implemented,
e.g., grant and deny override) is applied to combine multiple
response into a final decision.
Consider now a request made by Charlie to view Alice’s

photo p1. The request is received by the access control module
and treated as before. If the permission for viewing the photo
is granted, the privacy settings associated to the comments and
the tags attached to the photo are considered. In this case, the
access control module interacts with the reasoning engine for
retrieving all the users that contributed to the comments and
tags of p1 (i.e., Bob for the tag p1t1 in Fig. 1) and gather the
corresponding user policies. The request is thus decomposed in
a list of access requests, each returning an access response for
the associated object. The access control module gathers all the
responses and compose them in the form of a list. Supposing
Bob let only his friends view the tags where he is targeted,
we obtain for our example [[p1, permit], [p0c1, deny]], that
is Charlie is granted access to view the photo but not the
associated tag.

V. Conclusion
We have presented an approach that uses provenance data

extended with social information for enabling a fine-grained
access control mechanism implementing users privacy prefer-
ences. A proof-of-concept prototype is provided to demonstrate
the feasibility of our approach. The integration of our work
into an XACML architecture is left for future work. Path
conditions can be specified in XACML policies using the
element <PolicyIdReference> or they can be they can be
encoded as user-defined functions.
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AbstractÐTo protect modern vehicles against security attacks,
new standards, such as ISO/SAE 21434, and regulations, such as
UN R155, require security testing activities during development.
For this purpose, penetration testing is often used, which is
a manually performed, experience-based, and explorative test
method. Due to the high complexity of modern vehicles, manual
penetration testing methods reach their limits. As a result,
potential vulnerabilities could be overlooked and thus remain
in the vehicle. In case of a security attack, this can endanger
passengers and road traffic participants. So far, penetration
testing has been considered as difficult to automate, since it
is an experience-based method. This paper presents a model-
based approach which aims close that gap. Our approach uses
knowledge of existing security attacks on vehicles to automate
the security testing process. We apply our attack database (361
attacks, consisting of 621 attack steps) to a formal security model
to automatically derive attack paths for testing. We also present a
proposal of how this method can be transferred to derive attack
paths based on knowledge and experience of penetration testers.

KeywordsÐsecurity testing; automation; tester experience.

I. INTRODUCTION

The increasing complexity of modern vehicles and the

growing number of automotive security attacks [1] in recent

years have led to automotive security becoming a high pri-

ority in industry and research. As a result of this trend, the

ISO/SAE 21434 [2] and UN R155 [3] were published. Both

documents require vehicle manufacturers to comply with a

specific security process during the development and life cycle

of vehicles. In addition to performing a Threat Analysis and

Risk Assessment (TARA) [2], as well as the derivation of

security requirements and measures, a focus is also on the

verification and validation of security. The latter usually takes

place within a security test process. For this purpose, ISO/SAE

21434 proposes in particular an execution of penetration tests.

Problem: Penetration testing is an experience-based and

explorative method, which is carried out late in development.

Thus, the vehicle and its components have already been

developed at that point. As a result, potential vulnerabilities

can only be identified at a late stage. This type of testing

is often carried out by third parties as manual black-box or

grey-box tests. Modern vehicles are highly complex systems

and there is usually a limited time frame available for testing.

Thus, Marksteiner et al. [4] see a risk that manual penetration

testing reaches its limits regarding comprehensive testing. This

implies that vulnerabilities could be overlooked or not captured

by testing and thus remain in the vehicle.

Solution: To face these challenges, we propose a model-

based approach using knowledge and experience from past

security attacks and penetration tests of vehicles. For this

purpose, attack paths are automatically generated and used

in security testing. This allows an early execution of testing

activities in vehicle development. Our approach can be used

in the context of penetration testing to systematically support

testers by providing attack paths based on successful real-

world attacks. This allows the security test process to be

partially automated by using knowledge and experience of

attacks and penetration tests. Our method can further be used

to estimate the effort of test activities.

Contribution: In this publication, we present a model-based

security testing method. For this purpose, a security model of a

vehicle E/E architecture is created based on our past work [5]

[6]. Our model can be examined for possible attack paths

based on real-world attacks by applying our automotive attack

database [7], which currently includes 361 attacks (consisting

of 621 attack steps). Further, this approach enables us to

find new attack paths by permutation of existing attack steps

from the database. We also present a proposal of how this

approach can be used to capture and reuse experience of

penetration testers to achieve partial automation of the security

test process.

This paper is structured as follows: In Section II, we

describe fundamentals of security testing and model-based

security testing. In Section III, the approach of this work

and the creation of a security model is presented. Section IV

shows how our attack database can be used to automatically

derive attack paths from the security model. Section V presents

a proposal how the experience of penetration testers can be

captured and reused for automatic attack path generation. A

discussion about the feasibility of this method and challenges

is given in Section VI. In Section VII, we draw a conclusion

and give an outlook on future work.

II. BACKGROUND AND RELATED WORK

In this section, we provide a brief overview of security

testing and model-based security testing and their application

in the automotive context.

A. Security Testing

Security testing examines a system for security weak-

nesses [8]. This is generally done in two ways. The first

way concerns functional or positive security testing [9]. This
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typically involves testing functional security mechanisms (for

example, encryption and authentication of messages) for cor-

rect functionality. This can be done as part of the traditional

testing process based on requirements of security mechanisms.

The second way concerns non-functional and negative security

testing [9]. This type of testing is also called security vul-

nerability testing and is often performed through penetration

tests. The tester takes the role of an attacker and attempts

to find vulnerabilities in a system by carrying out security

attacks [8]. Penetration testing represents an experience-based

and exploratory testing method. Tests are usually performed

as black-box (without system knowledge) or grey-box (partial

system knowledge) tests. Several penetration testing standards

exist to support testers in a structured way. Examples are Pene-

tration Testing Execution Standard (PTES) [10] and Open Web

Application Security Project (OWASP) [11] Testing Guide.

For the automotive sector, the Automotive Security Testing

Methodology (ASTM) [12] can be applied.

B. Security Testing in the Automotive Domain

In 2021, ISO/SAE 21434 [2] and UN R155 [3] were

published for the automotive sector. These documents demand

that security should be addressed throughout the develop-

ment and life cycle of a vehicle. With regard to security

testing, ISO/SAE 21434 in particular proposes an execution

of functional testing, vulnerability scanning, fuzz testing, and

penetration testing. The application of these testing techniques

to automotive systems has been a subject of several recent pub-

lications. Bayer et al. [13] analyze the mentioned test methods

and show potential use cases based on specific automotive

technologies, such as Controller Area Network (CAN) [14],

or protocols, such as Unified Diagnostic Services (UDS) [15].

Smith [16] provides a complete guide on penetration testing in

vehicles. Various attack techniques on bus and diagnostic pro-

tocols, wireless communication systems, Electronic Control

Units (ECUs), etc. are explained in detail. Further standards

and publications propose the consideration of threat modeling

for penetration testing. In this context, DÈurrwang et al. [17]

were able to uncover a critical vulnerability in an airbag ECU,

which could lead to an unauthorized airbag deployment.

C. Model-Based Security Testing in the Automotive Domain

Model-based testing enables early testing and automation of

the test process [18]. For this purpose, a System Under Test

(SUT) is defined, which is commonly represented as a formal

model (e.g., as a state machine). By applying test selection

criteria, such as coverage criteria, test cases are derived and

executed on the system. With appropriate tooling, many parts

of this process can be automated. Model-based security testing

combines this process with traditional security testing. The

models of the SUT are extended by security-specific aspects,

such as security properties, risk values, vulnerabilities, or secu-

rity mechanisms. Resulting models are used to derive security

test cases or attack paths. An example of a model-based

security test method in the automotive domain is presented

by Cheah et al. [19]. Here, attack trees, which emerge as

part of a threat modeling process, are formally described by

Communicating Sequential Processes (CSP) [20]. From the

resulting model, a refinement checking tool is used to derive

test cases to test a Bluetooth [21] device. Further, Oruganti

et al. [22] and Appel et al. [23] present approaches based

on Matlab/Simulink models for hardware-in-the-loop testing.

Volkersdorfer et al. [24] present a model-based security ap-

proach using attack and adversary models to simulate attacks

on a specific attack target. This approach is demonstrated using

two application scenarios: attacks on a user’s access data to a

web application and the manipulation of an automotive ECU.

The presented related work focuses on finding attacks or

test cases which reveal vulnerabilities in a system. This is

done in an exploratory, but also in a systematic, guided,

and model-based way. The authors use information about the

system and its functionality and analyze how these systems

can be attacked/tested. In comparison, our approach is based

on a formal vehicle network model, which is specified in

a generic way. This allows an application of a wide range

of different attacks. For this purpose, we combine collected

knowledge of attackers or security testers within a database

containing successful real-world attacks. These serve as a basis

for analyzing and generating attack paths as part of the security

testing process.

III. APPROACH AND MODELING PROCESS

Penetration testing is an experience-based testing method

which leverages an attacker’s perspective to compromise and

test systems. Therefore, knowledge about security attacks and

how they are executed is an important source of informa-

tion for a tester. In this section, a model-based approach is

presented using knowledge and experience of attackers and

penetration testers to automatically generate attack paths for

security testing. Our approach and its overall process is illus-

trated in Figure 1. First, a security model is generated based

on an Electrical/Electronic (E/E) architecture. Since we cover

security testing in our approach, we need to consider all enti-

ties of the E/E architecture which have an impact on the cyber

security of a vehicle. This especially involves ECUs, sensors,

actuators, software applications, communication systems, and

interfaces. These elements and their interactions are enhanced

with security-specific aspects to create a security model. By

applying our attack database [7], the model can be analyzed for

possible attack paths based on successful real-world attacks.

Furthermore, attack paths can be derived and adapted to the

vehicle under test. In the following sections, we explain that

process and further introduce details on how this approach can

be implemented based on experience of penetration testers.

In the first step, we build a model which represents both

the network architecture of a vehicle and security-specific

properties. Therefore, we build on our previous work [5], in

which we introduced our concept of Attacker Privileges. These

privileges represent abstract states an attacker can achieve in

a system by exploiting vulnerabilities. Thus, we are able to

introduce attack paths in our model.
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Creating Formal Security Model

Extraction and Generation 

of Attack Paths

1 2 3 4AP 1:

1 8 6 9AP n:

…

Security Testing

Attack Simulation / Analysis
Attack

Database

Figure 1. Model-based approach for security testing. A security model is
created which is used to derive attack paths for the SUT. These paths can

be used for attack simulation/analysis and security testing.

We distinguish five privileges as illustrated in Figure 2.

The Read/Write privilege describes an attackers ability to read

and write data or messages on a communication channel. By

acquiring the Execute privilege an attacker is able to trigger

implemented functions on a component (e.g., controlling an

actuator via diagnostic functions). The Read privilege enables

an attacker to extract data or information from a component

(e.g., extracting secret keys). The Write privilege describes an

ability to write or change data on a component (e.g., deleting

error logs). By acquiring the Full Control privilege an attacker

has total control over a component (e.g., by updating an ECU

with malicious software). All five privileges can be assigned

to elements of a vehicle network as shown in Figure 2. The

Read/Write privilege can only be assigned to communication

systems (e.g., CAN or Bluetooth). The other four privileges are

assigned to components (e.g., ECUs or sensors). If an attacker

reaches the Read/Write privilege (PL1, Figure 2 left), any other

privilege (PL2 - PL5) on a component can be acquired from

there if corresponding vulnerabilities are exploited. On the

component, the attacker is able to switch between privileges

PL2 - PL5 when exploiting vulnerabilities. We also assume

that it is possible for an attacker to access communication

interfaces of a component once PL4 or PL5 has been reached.

This would allow access to further connected communication

systems (PL1, Figure 2 right). Applying the Attacker Privi-

leges to an entire E/E architecture of a vehicle thus allows

to compose chains of privileges an attacker can reach. Since

the successful exploitation of a vulnerability is necessary to

achieve a privilege, attack paths within a vehicle network can

be modeled. In [5], we used this approach to create a formal

transition system based on a vehicle network. This model

was used to automatically generate attack trees by applying

model checking techniques in the context of threat modeling.

The resulting attack tree contained a critical real-world airbag

vulnerability. Thus, we could show that our Attacker Privileges

are able to represent critical attack paths in vehicle networks.

In this paper, we apply this approach in the context of a

model-based security test method we introduced in [6]. For

this purpose, we assume a simple E/E architecture example.

PL2: Execute

PL3: Read

PL4: Write

PL5: Full Control

PL1: Read/Write

PL1: Read/Write

Component

Communication System 1

Communication System 2

Figure 2. Distribution of Attacker Privileges to elements of a vehicular
network [5].

In this example, an On-Board Diagnostics (OBD) interface

is connected to a Central Gateway (CGW) via a CAN bus

(CAN 1). The CGW is also connected to another CAN bus

(CAN 2). Applying the Attacker Privileges to that network

results in a security model shown in Figure 3. The illustrated

security model corresponds to the graphical representation

of an Extended Finite State Machine (EFSM) [25] we use

for formalization. For the two CAN buses and the OBD

interface, one state was defined to each which assigns the

Read/Write privilege. For the CGW, four states were defined

which correspond to the remaining four privileges. Security

mechanisms are not considered here for reasons of simplicity.

To create transitions, it was assumed that an attacker or tester

has access to the OBD interface and wants to gain access to the

internal vehicle network via the CGW. To model transitions

between the states, we apply our privilege model as illustrated

in Figure 2. This results in a transition from State 1 to State

2 and from State 2 to State 3 - State 6 respectively. It can be

switched arbitrarily between the states of the CGW using a

corresponding transition. The only exception here is State 6,

since we assume that the Full Control privilege includes the

other three privileges. Finally, a transition leads from State

5 and State 6 to State 7 as explained in Figure 2. A formal

description of the EFSM presented in Figure 3 is not further

discussed here. Only the syntax and semantics of transitions is

revisited in the next section to explain our concept for attack

path generation based on attacker behavior and penetration

tester experience.

State 2: CAN 1

Read/Write

-

State 6: CGW

Full Control

-

State 5: CGW

Write

-

State 4: CGW

Read

-

State 3: CGW

Execute

-

State 7: CAN 2

Read/Write

-

t5

t4

t3

t2

t16

t15

t6t7

t10t11 t14

t13

t8t9

t12

State 1: OBD

Read/Write

-

t1

Figure 3. Security model based on an E/E architecture consisting of an
OBD interface, a Central Gateway (CGW), and two CAN buses.
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IV. ATTACK PATH GENERATION USING AN ATTACK

DATABASE

In this section, we explain how attacker behavior based on

our attack database [1] can be used to derive attack paths from

the security model presented in Section III. First, we explain

the transitions within our model. In general, transitions within

an EFSM have the following structure:

Source
Event [Guard] / Action
−−−−−−−−−−−−−−−→ Target

A transition enables the change from a source state to a

target state. The transition is triggered when an Event occurs

(e.g., reception of a message or an input). In addition, a Guard

condition must be met (e.g., message has a matching identifier)

for a state change to occur. If an event occurs and the guard

condition is met, the state will change and an output Action

(e.g., sending an acknowledgement) will be triggered. We use

these semantics to model an occurrence of attacks (exploitation

of a vulnerability) in our security model. This results in the

following structure as an example application to the transition

t2 from Figure 3:

State 2

Exploit [V ulnerability] /
{Privilege, V iolated Security Property}
−−−−−−−−−−−−−−−−−−−−−−−−−−→ State 3

To get from State 2 (CAN 1 with Read/Write privilege)

to State 3 (CGW with Execute privilege), an attacker must

employ an Exploit based on a Vulnerability leading to this

state. The question now is, which exploits and which vul-

nerabilities can be used and how are they described. This is

where our attack database [7] is applied, which currently (as

of June 2022) contains 361 publicly known security attacks

on vehicles. Overall, these attacks consist of 621 individ-

ual attack steps. To provide a uniform description of these

attacks and steps, we published an attack taxonomy in [1]

and classified our database accordingly. This taxonomy has

different categories for describing an attack step, such as used

tools, interfaces, brief description of the attack, requirements

and restrictions, etc. For the transitions of the security model

presented in this paper, the taxonomy categories shown in

Figure 4 are particularly relevant. For each database attack

step, there is a category Component and Interface, which

specify affected components (e.g., ECU, Sensor, or Actuator)

or interfaces (e.g., OBD or CAN interface). Furthermore,

the Violated Security Property and the achieved Attacker

Privilege are given for each step. To describe the Vulnerability,

we use the Common Weakness Enumeration (CWE™) [26]

provided by The MITRE Corporation. CWE is a systematic

and hierarchically classified listing of software and hardware

weaknesses, which are also used, for example, in the National

Vulnerability Database (NVD) [27]. To describe exploits of a

transition, we use the STRIDE classification [28]. STRIDE

divides an attack into the categories Spoofing, Tampering,

Repudiation, Information Disclosure, Denial of Service, and

Elevation of Privilege.

State 3: CGW

Execute

-

State 2: CAN 1

Read/Write

-

Exploit [Vulnerability]/{Privilege, Sec. Property}

Attack

Database

Attack 

Class:

STRIDE, 

CAPEC

Violated 

Security 

Property:

Confidentiality, 

Integrity, 

…
Vulnerability:

CWE

Attacker 

Privileges:

Read/Write, 

…

Component, 

Interface

ECU, 

Sensor, 

CAN, 

…

Component, 

Interface

ECU, 

Sensor, 

CAN, 

…

Figure 4. General application of the attack database to transitions of the
security model.

In addition, we use the Common Attack Pattern Enumer-

ation and Classification (CAPEC™) [29], which like the

CWE is provided by MITRE. CAPEC provides a hierar-

chical description scheme for attack patterns (attack tech-

niques/methods). These have a direct link to the CWE ele-

ments, which could be exploited by a respective attack pattern.

The application of CAPEC is diverse. Currently, CAPEC

suggests 26 different use cases. One of which is using attack

patterns as a metric to comply with standards. Thus, CAPEC

can be used to comply with automotive threats of the UN

R155. All elements of a transition can be described by data

of our attack database. This allows an application of all

database attack steps to the security model. Thus, the model

can be analyzed for the presence of real-world attack paths.

In principle, this can be done in two ways. On the one hand,

it can be checked whether an attack path is found exactly as

described in the database. For example, if an attack consists of

four attack steps, it can be analyzed whether these four explicit

steps and their order can be mapped to the model. On the other

hand, it is also possible to search for attack paths in the model

which are composed of attack steps of several different attacks.

This makes it possible to find new attack paths in our model

based on the permutation of existing attack steps.

Since our security model is based on a formal EFSM, the

entire process from model creation to analysis and generation

of attack paths can be completely automated through a soft-

ware tool. For this purpose, the E/E architecture of a vehicle,

implemented security mechanisms, and the Attacker Privileges

have to be provided. We plan on creating such a tool in future

work. This would allow an attack or vulnerability analysis to

take place at model level in an automated way (for example,

by employing search algorithms). Furthermore, concrete attack

paths to the vehicle under test can be derived, which can be

used for security or penetration testing.

V. ATTACK PATH GENERATION BASED ON PENETRATION

TESTER EXPERIENCE

In the previous section, we demonstrated how existing

attacks from our attack database can be used to analyze a

security model for existing attack paths. In this section, we
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present a proposal on how that process can be used to derive

attack paths based on experience of penetration testers. Since

penetration testing is experience-based and explorative, it is

hard to be automated. The main problem is how to handle

and capture the experience of a tester. A tester usually gains

experience by performing several penetration tests on different

systems. This builds up knowledge about which systems are

more likely to have vulnerabilities, or which attack techniques

are more likely to succeed. For example, the ECUs of a

particular vendor might be more vulnerable against buffer

overflow attacks. Thus, in this case the tester would first try to

execute buffer overflow attacks to other ECUs of that vendor

in further tests of other vehicles. This accumulated knowledge

is used again in subsequent tests, i.e., a tester first tries to find

known vulnerabilities in the system based on his experience. In

order to capture that experience, the attack database from the

previous section should first be examined again. This database

is a collection of successful security attacks on vehicles.

These were almost exclusively carried out from an attacker’s

perspective with little knowledge of the vehicle systems, even

in cases where attacks were carried out by security researchers.

The attack database can thus be seen as a collection of

attacker experience, behavior, and knowledge. If there is a

database containing successful penetration tests instead of or in

addition to the attack database, the experience and knowledge

of penetration testers can be captured in the same way. Such a

database could be maintained by testers, for example, within a

penetration testing vendor, in order to use it in the same way

as the attack database (see Section IV). Creating that database

can be done iteratively over several penetration tests. Our

idea is inspired by the capture-replay principle from testing

Graphical User Interface (GUI) applications as described by

Liu et al. [30]. Here, inputs made manually by a user in a GUI

application are logged and transferred to test scripts. These

can then be reused for new and automated test executions.

In Figure 5, this process is illustrated for our automotive use

case. The security model (see Section IV) of the vehicle under

test could be made available to penetration testers within a

software tool. The tester uses his experience to exploratively

find vulnerabilities in the SUT through appropriate testing,

attacks, etc.

Penetration

Tester

Database

(Attack/Tester 

Knowledge)

Successful 

attack steps

Vehicle 

1…n
(SUT)

Testing

Penetration

Tester

Database

(Attack/Tester 

Knowledge)

Attack/Tester

Knowledge

Vehicle

n+1

(SUT)

Testing

Figure 5. Collecting successful penetration testing attack steps in order to
reuse that knowledge in new penetration tests.

Successful attack steps are then logged/recorded by the

tester in the model, i.e., exploited paths are selected in

the model and respective information (e.g., a specific attack

technique used and vulnerability exploited) is specified for

each attack step. Successful attack paths are then transferred

to a database. If this process is carried out over several tests

or different testers, an experience-based penetration testing

knowledge database can be created. This can be used within

model-based testing methodologies (as in the previous section)

and associated tools, or within an expert system to support

penetration testers in future testing. We also see a benefit

of this approach for novices just entering the security testing

domain, as they can benefit from an accumulated knowledge

of experienced testers.

VI. DISCUSSION

In this section, the presented approach is discussed to

address use cases, current challenges, and limitations. In order

to derive attack paths from a security model, only a vehicle’s

E/E architecture and an attack/tester database are required.

For this reason, our method can be used at an early stage

in the development process. This enables an application even

previous to penetration testing, e.g., at the integration and

system test stage. In this way, potential vulnerabilities can

be found and eliminated at an early stage. It is also possible

to link that process to TARA, which is carried out as part

of vehicle development. In principle, there is a high degree

of similarity between a TARA and the approach shown here,

as both processes aim to identify threats/vulnerabilities and

attack paths. An applicability of the Attacker Privilege model

explained in Figure 2 in the context of TARA has already

been shown in [5]. However, our model-based security testing

approach targets the testing process. We consider aspects, such

as security mechanisms, as well as concrete exploits for po-

tential vulnerabilities and detailed technological characteristics

of vehicle systems. At the time of performing a TARA, such

details are usually not yet available. One challenge of our

approach is the transferability of attacks stored in our database

to new vehicle systems or network architectures. In particular,

if the network of a vehicle under test differs significantly

from the network of an already attacked vehicle, there can

be a risk that an attack path is not transferable. This problem

can be circumvented by combining/permutating attack steps

from different database attacks. Whether resulting attack paths

actually reveal vulnerabilities in a vehicle, however, can only

be determined by the tester. Furthermore, we want to highlight

that it would make sense to carry out further testing activities.

In general, our approach can be seen as a black-box test

method. Even if we have detailed information about elements

of the vehicle E/E architecture, our security model does not

cover all aspects, such as software code. In case an attack

path generated from our model reveals a vulnerability, we

only know that there is a vulnerability. This does not mean

that the root cause of that vulnerability is also known. Thus,

additional grey-box or white-box-based test methods should be

applied in this case to find the root cause. As a final aspect, we
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discuss how our approach can be evaluated. In [5], we were

already able to show that critical attack paths can be found by

applying the Attacker Privilege model to vehicle architectures.

In addition, we were able to determine in initial investigations

that security models based on E/E architectures of attacked

vehicles from our database (for example, from publications,

such as Miller and Valasek [31]) contain new attack paths,

which were also exploited in reality. These investigations

should be extended to a detailed case study in future work.

VII. CONCLUSION

In this paper, an approach to enable automation of the

security testing process was shown. In particular, we presented

a formal security model, which can be analyzed for possible

attack paths based on existing attacks from our attack database.

We further demonstrated how paths for security testing can be

derived. In addition, a proposal was presented on how knowl-

edge and experience of penetration testers can be captured

and reused to derive test paths. The approach is designed to

deal with an increasing complexity of modern vehicles by

automating sub-processes of the security testing process, in

particular test planning and test case generation (attack paths).

This enables early system analysis (e.g., as model-in-the-loop

tests) and early testing. Further, estimations of security test

effort can be made. For a practical implementation of the

presented method, future work is to develop a software tool.

This enables the creation of a security model, an analysis

of that model, and the derivation of security testing paths.

The tool can also be used to support penetration testers, as

it provides knowledge about attacks or knowledge of testers

in a comprehensive way. In addition, our approach should be

evaluated in the context of a case study. Initial investigations

have shown that existing attack paths from our database can

also be found in other E/E architectures. A larger case study

should therefore be carried out to examine this in detail.
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Abstract—Twitter is widely used as a tool for disseminating 

and collecting information related to security incidents. The 

quality of information provided by Twitter, however, has not 

been studied in detail so far, where quality in this paper refers 

to the detailedness, real-time performance, and reliability of 

the information. This paper evaluates the quality of Twitter 

information by comparing with that of information provided 

by a news site that publishes a large number of security-related 

articles as a baseline. Our analysis showed that Twitter was 

significantly better in terms of detailedness and real-time 

performance. On the other hand, a news site was slightly better 

in terms of reliability. 

Keywords-Emotet; real-time performance; security;  Twitter; 

reliability. 

I. INTRODUCTION 

Social Networking Services (SNS) and cybersecurity-
focused news sites are two media for investigating ongoing 
security attacks on the Internet. SNSs can provide a large 
amount of fresh security information because information is 
transmitted in real time from a variety of sources [1]. On the 
other hand, news sites publish daily articles on security 
incidents and new vulnerabilities, with coverage by trusted 
security experts. In order to clarify the differences in the 
quality of security information provided by these two media, 
this study collected data on Emotet attacks in Japan provided 
by Twitter and Security NEXT as a case study. 

Emotet is a Trojan horse that spreads primarily through 
spam e-mails and is raging worldwide. The most common 
Emotet attack method is to infect computer systems with 
various types of malware using malicious files attached to 
spam e-mails. Japan has been a major target for Emotet since 
2019 [2]. Twitter includes links to external sites in its tweets 
and disseminates Indicators of Compromise (IoCs) from a 
variety of sources, including malware sandboxes, security 
vendor blogs, etc. It has been reported that Twitter captures 
ongoing malware threats, such as Emotet variants and 
malware distribution sites, better than other public threat 
intelligence [1]. Security NEXT, on the other hand, is a news 
site specializing in information related to security incidents 
in Japan, with a large number of postings and free access to 
all articles. 

This study compared the detailedness, real-time 
performance, and reliability of information provided by 
Twitter and Security NEXT. We found that Twitter excelled 
in terms of detailedness and real-time performance of 
information about Emotet. The rest of the paper is structured 

as follows. In Section II, we present the process of collecting 
and analyzing Emotet data. In Section III, we discuss the 
visualized results. Finally, we conclude the work in Section 
IV. 

II. PROGRAM STRUCTURE 

We created a program that visualizes information on 
Emotet provided by Twitter and Security NEXT in Japanese 
for the period from January 1, 2019 to August 31, 2020. The 
following describes the program execution sequence. 

1. Collect URLs posted on Twitter and Security NEXT 
as follows.  In the case of Twitter, collect all 
shortened URLs (http://t.co/) in every tweet 
containing the term "emotet", and then convert all the 
shortened URLs to the original URLs. Next, check all 
duplicate sites (the same URL, same title, or same 
text) to exclude them. In the case of Security NEXT, 
collect all URLs contained in all of the articles of the 
news site. 

2. Collect text areas (the areas enclosed by tag <p>) of 
Japanese websites of the URLs obtained above if their 
titles include "emotet."  

3. Extract words (nouns and compound nouns) from the 
texts collected above using a morphological analysis 
library janome [3].  

4. Group all collected words into several categories 
because they contained a variety of words including 
synonyms. 

5. Create a histogram representing the frequency of the 
classified categories. 

III. CALCULATION RESULTS 

Table I shows the number of web sites from which 
information was retrieved, the total number of words, and the 
program execution time. Much of the program execution 
time is spent on the program execution sequence 1-2 in 
Section II. Table I shows that Twitter has more than 20 times 
more words than Security NEXT and that the program 
execution time for Twitter is more than 10 times longer. In 
other words, while Twitter has more detailed information 
than Security NEXT, it takes longer to retrieve the 
information. 

Emotet distributes malware through spam e-mails with 
malicious file attachments. Therefore, we visualize the 
previous and current trends in Emotet's attack strategy by 
focusing on malware types, extensions of attachments, and 
subject lines of spam e-mails. Figures 1 and 2 show yearly 
frequencies of malware distributed by Emotet [4]-[6]. These 
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figures show that fewer types of malware appear in Security 
NEXT articles than in Twitter.  Figures 3 and 4 show the 
yearly frequencies of malicious file extensions. These figures 
demonstrate similar result in that the ZIP format has the 
highest percentage in 2020, followed by the DOC format 
(including the DOCM format), and then the PDF format. 
However, in Figure 4, data for 2019 and 2021 are missing. 
Figures 5 and 6 show the yearly frequencies of spam e-mail 
subject lines. Figure 5 shows that five to six categories 
appear in every year, while Figure 6 shows six categories 
appearing only in 2020. Accordingly, Twitter tends to 
provide detail Emotet attack characteristics (malware, 
extension, subject) every year. On the contrary, Security 
NEXT may provide no information during the periods when 
Emotet attacks are less frequent.  

Table II compared the dates when Twitter and Security 
NEXT reported the Emotet malware names for the first time. 
As shown in the table, Twitter reported at least 220 days 
earlier for all malware types. Although not mentioned in this 
paper, Twitter also provided quicker reports on malicious file 
extensions and spam e-mail subject lines. 

Table III compares Twitter and Security NEXT on eight 
reliability measures of 20 randomly sampled websites. Here 
we measure the reliability of information on Twitter and 
Security NEXT based on website reliability. The table shows 
that Security NEXT is slightly better. Twitter is dependable 
in that it mostly has links to information sources, but the 
probability of link errors is not negligible. Twitter sometimes 
does not include writers' contact information and privacy 
policy statements. 

 

TABLE I.  DATA SET SIZES AND EXECUTION TIMES. 

 

TABLE II.  DATES MALWARE NAMES WERE FIRST REPORTED. 

 
 
 
 
 
 

TABLE III.  COMPARISON FROM EIGHT RELIABILITY MEASURES. 

 Reliability measure Twitter Security 
NEXT 

1 Writer name  20/20 20/20 

2 Writer’s contact info. 13/20 20/20 

3 Published/updated date 20/20 20/20 

4 SSL certificate 20/20 20/20 

5 Information sources 14/20 1/20 

6 No link errors 8/20 20/20 

7 No misspellings 18/20 20/20 

8 Privacy policy  13/20 20/20 

Total 113/160 141/160 
 

IV. CONCLUSIONS AND FUTURE WORK 

Today, security experts significantly depend on Twitter 
information. This paper quantitatively evaluated the quality 
of Twitter information in terms of detailedness, real-time 
performance, and reliability. Our results showed that the 
quality of Twitter information was excellent in terms of 
detailedness and real-time performance. On the other hand, a 
news site was slightly better when measured based on 
reliability. In the future, we will evaluate the reliability of 
Twitter information using other methods such as language-
based and knowledge-based approaches. 
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 Twitter Security NEXT 

Number of Websites 1,660 91 

Number of different words 42,347 2,091 

Execution time (h) 63 6 

Malware name Twitter Security NEXT 

TrickBot Apr. 13, 2019 Nov. 28, 2019 

QakBot Apr. 13, 2019 Oct. 8, 2020 

Ryuk Apr. 22, 2019 Nov. 28, 2019 

IcedID Apr. 1, 2019 Nov. 10, 2020 
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Figure 1. Malware distributed by Emotet (Twitter) 

 

 
Figure 3. Malicious file extension (Twitter) 

 

 
Figure 5. Spam e-mail subject line (Twitter) 

 

 
Figure 2. Malware distributed by Emotet (Security NEXT) 

 

 
Figure 4. Malicious file extension (Security NEXT) 

 

 
Figure 6. Spam e-mail subject line (Security NEXT) 
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Abstract—The rapid development in Internet Services led 
to a significant increase in cyber-attacks. The need to secure 
systems and operations has become apparent as 
cybersecurity has become a global concern. Cybersecurity 
involves techniques that protect and control systems, 
networks, hardware, software, and electronic data from 
unauthorized access. Developing an effective and innovative 
defensive mechanism is an urgent requirement as 
conventional cybersecurity solutions are becoming 
inadequate in safeguarding information against cyber 
threats. There is a need for cybersecurity methods that are 
capable of making real-time decisions and respond to cyber-
attacks. To support this, researchers are focusing on 
approaches like Artificial Intelligence (AI) to improve cyber 
defense. This study provides an overview   of existing 
research on cybersecurity, using AI technologies. AI 
technologies made a remarkable contribution in combating 
cybercrimes with significant improvement in anomaly 
intrusion detection. 

 

Keywords-Artificial Intelligence; Cybercrime; Cyber-attacks; 

Cybersecurity; Security Threats. 

I.  INTRODUCTION  

The rapid development in Information and 
Communication Technology (ICT) created positive 
implication to the global economy. The internet has 
improved the quality of life by providing a platform that 
facilitates knowledge sharing, communication and 
interaction, which is important for development and daily 
life [1]. In view of the benefits, the dark side abound. Cyber 
criminals exploit the vulnerability of individuals and 
organizations [2]. Providing security for systems have 
become difficult. Hackers are becoming smarter and more 
innovative in exploiting individuals and organizations. With 
cyber-attacks and data breaches coming to light daily, cyber- 
attacks have been ranked among the top 5 most likely 
sources of severe global risk [3]. Cyber fraud has become 
complex to track as cyber theft can originate from any part of 
the world. Organizations have become challenged with the 
complexity of cyber-attacks which calls for the adoption of 

intelligent methods like AI to mitigate them. AI is a thriving 
field that has been deployed in application areas such as 
manufacturing [4], healthcare [5], education [6], agriculture 
[7] and Cybersecurity. According to Abraham et al. [8], AI 
algorithms can predict previously seen and unseen attacks, it 
is effective in detecting cyber-attacks with low false alarm 
rate.  Advancement in AI have produced technologies that 
can learn from past patterns to improve future experiences. 
Researchers and developed countries have adopted 
cybersecurity solutions like AI to improve cyber defense [9]. 
Some existing studies have discussed and summarized 
cybersecurity issues. To the best of my knowledge, none 
focused on AI in cybersecurity management systematically. 
Figure 1 summarized the key trends of events related to 
cybercrime over 2 decades as identified by Alqurashi [39]. 
Ransomware attacks have increased drastically over the last 
decade as illustrated. This article summarized progress in 
applying AI to tackle cybersecurity. The effectiveness of 
these solutions in detecting and preventing cyber-attacks is 
demonstrated. The remainder of this paper is structured as 
follows: Section II presents the background of study and 
related work. Section III presents the review methodology 
used to conduct the study. Section IV presents findings on AI 
in cybersecurity. Section V discusses future direction of AI 
in cybersecurity management. Section VI presents the 
research validation, limitation and concludes the paper. 

II. BACKGROUND LITERATURE 

A. Artificial Intelligence for Cybersecurity 
      With persistent cyber threats and advanced cyber-attacks 
emerging, cybersecurity researchers agree that information 
security is important. Consequently, a number of studies 
attempted addressing information security by adopting 
improved techniques such as anomaly intrusion detection 
and prevention systems, firewall setups and data encryption 
algorithms. Although some studies have argued that 
cybersecurity can be effectively tackled by focusing on 
human behavior. However, others argued that human 
behavior alone is insufficient. 
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                     Fig. 1 20-year retrospective on cyber threats. 

 

For instance, the volume of information handled by 

organizations calls for automation. Hence the need for 

balance between humans and technology in organizational 

security activities. Conventional cybersecurity approaches 

depend on tedious and manual processes, they rely on 

detect and respond measures that can’t keep pace with the 

volume and velocity of current threats. Furthermore, the 

first generation of antivirus were designed to identify virus 

by scanning its bit signature, the assumption of this concept 

is that virus has the same structure and bit pattern in all 

instances. These signatures are fixed. Although the catalog 

of signatures are updated when devices are connected to 

internet network, the regular release of sophisticated 

malwares make this approach ineffective. The introduction 

of signature-less approaches that are capable of detecting 

and mitigating cyber-threats using newer methods such as 

AI and behavioral detections have been argued to be 

effective. 

Advancements in AI applications made it possible to 

design an effective and efficient system that automatically 

detect and prevent malicious activities in cyberspace. 

These advancements have been adopted to support existing 

technologies as they provide mechanisms that better 

prevent and control cyber-attacks. ˙In view of all the 

benefits AI provides, emerging cyber threats make it 

extremely difficult for researchers to identify the most 

efficient technique and its impact in cyberspace. The 

general perception among researchers suggest that AI has 

improved information security. To the best of our 

knowledge, these claims has not been substantiated. 

Existing studies have either demonstrated how their 

innovation outperformed a selection of existing methods or 

a sample of systems that compare algorithms to access 

their performance. Accordingly, a literature review is 

required to provide summary on issues, challenges and 

future research direction. 

 
 
 

 
 

 
 

TABLE I 
GOAL QUESTION METRIC 

Purpose The study analyzes 

Issue Publication trends, application domain, methods, impact, 
performance and future direction 

Object Existing articles on AI in cybersecurity 

Viewpoint Between 2018 to 2022 

 

B. Related Work 

        Several existing studies have reviewed literatures on 

AI in cybersecurity management. For instance, Chan et al. 

[47] described the intrusion detection ability of AI while 

identifying false positives and using predictive analysis for 

storing data. Although their study provides meaningful 

insights to help people understand AI better, it is not 

systematic in presenting discussions. Li [48] summarized the 

intersection of AI and cybersecurity by reviewing the use of 

AI related algorithms. Their study classified AI applications 

and contributions as promising for integrated cybersecurity. 

However, the method used for the survey was not defined, it 

is open to bias, and therefore their survey cannot claim to be 

systematic when compared with guidelines proposed by 

Kitchenham et al. [50]. 

Waife et al. [51] conducted a systematic mapping 

review of AI for cybersecurity using quantitative and 

qualitative methods to analyze several articles. AI made a 

significant contribution in combating cybercrimes with 

improvement in false alarm rate for Intrusion Detection 

Systems (IDS). Al- though the study provides meaningful 

insights to researchers, the articles selection process was 

limited to the IEEE and ACM digital libraries. Therefore, 

their findings cannot be generalized. Sarker et al. [52] 

surveyed popular AI-driven cybersecurity concepts for 

protecting inter-connected systems from cyber-threat. The 

survey revealed that expert systems are used to tackle 

cybersecurity issues like unauthorized access intelligently, 

they explained the importance of intelligent cybersecurity 

management but failed to present an overview of trends in 
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the domain, Johansson [49] explored a study on coordinated 

cyber-attacks towards power grid systems by utilizing IDS to 

provide internal network protection, he utilized 

qualitative approach and identified countermeasures 

suitable. However, the study did not follow Kitchenham 

e t  a l .  [50] guidelines, but it provides a foundation.  

III. REVIEW METHODOLOGY 

PRISMA, a Systematic Literature Review (SLR) 

protocol, is used in this paper to obtain insight on the 

application of AI in cybersecurity management as proposed 

by Kitchenham et al. [50]. PRISMA is a SLR that uses a 

well-defined methodology to identify, evaluate, and 

interprete relevant research by using unbiased, trustworthy, 

rigorous and repeatable methodology. By using PRISMA, 

the research method can be replicated. A set of keywords 

were used to identify studies related to AI in cybersecurity 

management through several database search engines. 

Keywords used in the search are Artificial Intelligence, 

Cybersecurity, cyber threats and Information Security. 

The words were combined to form a search phrase, they 

are Artificial Intelligence and/or cybersecurity, cyber 

threats and/or cybersecurity, cyber threats and/or 

Information security. The viewpoint for the search was 

limited to studies published from 2018 to 2022. This 

allowed for consideration of the most recent articles. IEEE 

xplore digital library, science direct, Google Scholar and 

other sources were used to select several literatures as 

mentioned by Kitchenham et al. [50] as they make up the 

majority of   databases used for literature reviews. This was 

done to avoid bias and ensure that a wide database is 

covered in the selection process. 

250 articles were initially identified. All articles were 

sub- jected to inclusion and exclusion criteria to identify 

the state- of-the-art literature before analysis. Conference 

papers, jour- nals, and short papers etc. were all included. 

The wide search was to ensure that no relevant article 

was left out to avoid bias. Titles of articles that did not 

suggest the application of AI in cybersecurity management 

were excluded. Articles that are less than 4 pages and are 

written in languages other than English were also 

excluded. Abstracts that did not strongly discuss AI in 

cybersecurity were discarded to reduce bias in the selection 

process. In total, 67 articles were selected and included in 

the study. 

The process employed is illustrated in Figure 2, it is a 

diagrammatic representation of the review process. In 

addition to the rationale of the study, research questions 

were identified. The search strategy and data extraction are 

based on inclusion and exclusion criteria. This is grouped 

into phases as suggested by Kitchenham et al. [50]. Review 

questions were formulated during the planning stage 

which forms the foundation for the study. The Goal 

Question Metric Approach (See Table 2) was adopted by 

Basili [35]. This approach has also been demonstrated by 

Yahya et al. [36] to be effective for eliciting the objectives 

of systematic reviews. This section gave a review of the 

methodology used to obtain insight into the application 

of AI in cybersecurity management.  

 
TABLE II 

RATIONALE AND REVIEW QUESTIONS 
 Research Question Motivation 

RQ1 

What publications 
featured AI in 
cybersecurity 
management? 

To identify studies and 
countries where AI con- tributed to 
cybersecurity management with 
view- point from 2018 to 2022. 

RQ2 
What threats was AI ad- 
dressing in cybersecurity 
management? 

To identify AI solutions 
applied in cybersecurity management. 

RQ3 
What impact does AI have 
in cybersecurity manage- 
ment? 

To classify and identify 
impact/performance of AI in 
cybersecurity manage ment. 

RQ4 
What is the future direc- 
tion for AI research? 

To identify future direction of AI 
in cybersecurity management. This 
will provide direction for current 
and future researchers whose area 
of interest is cybersecurity 
management. 

 

IV. REVIEW OF FINDINGS ON AI IN CYBERSECURITY 

Information regarding the publication year, publication out 

lets with more than two articles on AI in cybersecurity and 

al- gorithms used was recorded. This study analyzed, 

summarized, and discussed the impact of existing methods. 

Below is the discussion of findings from the study. 

A. Publication Trends on AI in Cybersecurity 

 

The results in Figure 3 show that research publications on 

AI in cybersecurity have increased considerably. AI 

techniques started gaining rapid attention years before the 

viewpoint of this review (2018 to 2022), however from the 

year 2018, the margin of articles increased. The articles 

reviewed for the year 2018 accounted for 33% of the total 

selected articles for the primary study. The publications 

increased from 2019 to 2022. This indicates that studies on 

AI in cybersecurity management are increasing. The 

findings in Figure 4 indicate that publications are 

represented in different publishing outlets. Out of 67 articles 

on AI, 33 were published in IEEE Access journals and 

9 were published at IEEE transactions on Informatics 

Forensics and Security Journal. These publication outlets 

listed above accounted for 40% out of the total number. 

See Figure 4 for the chart on publication distribution 

according to publication outlets. 
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Fig. 2. Diagrammatic representation of PRISMA protocol. 

 

The chart presents outlets with more than two 

publications. The next publication outlet that recorded most 

articles is Science Direct which recorded 4 papers, Wiley 

and IEEE transaction on neural network & learning recorded 

3 articles each. The remaining publication outlets recorded 

two or less studies. Some were published in Transaction 

Signal Information Process over networks while other 

publications were recorded in books, conference papers and 

journals such as Engineering application for artificial 

Intelligence to mention a few. Similarly, it was observed 

that the research was skewed geographically. The address of 

the authors revealed that majority of the studies originated 

from countries in Asia. It can be deduced from Figure 

5 that 58% of the articles originated from Asia. China 

recorded the highest number of publications, followed by 

India. Sudan and Norway recorded one publication each. 

B. AI in Cybersecurity 

 

AI was proposed in 1956 by John McCarthy as a science 

concerned with making computers behave intelligently like 

humans [8]. AI application has evolved significantly, it has 

a plethora of benefits in education, biometric systems, 

Internet of Things and cybersecurity among others. AI 

algorithms contribute to solving security issues. The cost 

and average time of detection and response to cyber threats 

is greatly reduced with the intervention of AI [34]. Neural 

networks have been used to detect classifying data as 

normal and abnormal [30]. Swarm intelligence methods 

handles feature selection to identify new intrusions. 
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Technologies like expert systems and intelligent agents 

have been used to secure internet networks and improve 

intrusion detection performance [31].  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

          Fig. 3. Trends in primary studies from 2018 to 2021. 

 

 

Fig. 4. Publication outlets with more than 2 articles on AI in 

Cybersecurity 

With AI, complexity and model training time is reduced 

[32]. AI is quickly becoming a tool for automating threat 

detection and responding effectively than conventional 

human driven methods which are unable to keep up with 

volumes of viruses generated daily [30]. AI is relevant in 

threat detection, intrusion detection, fraud detection and 

cybersecurity, it has increased the accuracy and speed of 

cyber response. The major disciplines in AI are fuzzy 

logic, natural language processing, deep learning, machine 

learning, computer vision and robotics.  

 

 

Fig. 5. Distribution of publication by country of origin of the 
corresponding author 

 

This role of AI in cybersecurity have been displayed in 

applications that prevent and detect different types of attacks. 

Several studies that provide knowledge gaps and 

opportunities in the domain for current and future researchers 

were identified. The taxonomy informed the clustering in 

Table 1II.  

C. AI as a Tool in Combating Cyber-attacks 

With the pace and increase in cyber-attacks, human in- 

tervention alone is insufficient for timely and appropriate 

response. AI technology is becoming very essential to 

information security. It is capable of analyzing millions of 

data to detect and prevent cyber threats. It can deduce patterns 

and identify abnormalities in a computer network 

expeditiously. AI technologies use behavioral analysis to 

identify and detect anomalies that are indicative of an attack 

[32]. This technology gathers large amount of data to 

identify suspicious behavior that might lead to cyber threat. 

Processing and analyzing massive amount of data in 

seconds, using AI algorithms makes prediction of cyber 

threats possible before they occur, it also predicts future data 

breaches. With AI breaches can be responded to immediately 

an attack is detected by responding anonymously without 

human intervention and also by sending alerts and creating 

defensive patches [33]. According to a report by Capgemini, 

the effort and cost of detecting and responding to cyber 

threats is lowered by 15% in some organizations with AI, 

as more data is analyzed. This technology learns from 
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TABLE III 
TAXONOMY: AI TECHNIQUES USED IN CYBERSECURITY 

 

Techniques used Purpose References 

DNN (RNN, ANN, CNN) Anomaly intrusion detection, Data security, traffic 
identification- 
tion, classification and comparison 

[50],[44],[10],[40] 

DNN Cyberattack detection, cybersecurity, intrusion detection, 
Comparison 

[54]-[55] 

DNN (RNN, CNN) Spam detection [56] 

DNN (RNN, CNN) Ransomware/malware detection [57],[58],[59]-[60] 

DNN (RNN, CNN) Situational Awareness [61] 

CNN Image detection, intrusion detection, threat detection, Pattern 
recognition, web security 

[62], [63]-[64] 

Deep Learning, LSTM Fraud detection, cybersecurity, intrusion detection, pattern 
Detection 

[9], [65] 

ANN, swarm optimization 
(SO) 

Intrusion Detection [66],[67] 

KNN, K prototype cluster- 
Ing 

Anomaly detection, cybersecurity [38],[42] 

Regression Model Awareness [45] 

Random Forest Comparison, Anomaly detection, traffic detection, malware 
Detection 

[8], [46] 

SVM Spam detection, anomaly intrusion detection, malware detec- 
tion, cybersecurity 

[47],[56] 

 

past patterns to become proficient in identifying suspicious 

activities thereby protecting information [34]. AI capabilities 

and adaptive behavior can overcome the deficiencies of 

conventional cybersecurity tools 

D. AI Algorithms in Cybersecurity 

Several algorithms were identified from the primary 

studies. The dominant algorithms are Random forest (RF), 

Long Short-Term Memory (LSTM), Decision Tree (DT), 

Naive Bayesian algorithm, Adaptive Boost (AdaBoost), J48, 

Support Vector Machines (SVM), K-Nearest 

Neighborhood (KNN), Convolutional Neural Network 

(CNN), Artificial Neural Network (ANN), Fuzzy logic, 

Particle swarm optimization (PSO),  Logistic Regression and 

Recursive Neural Network (RNN). 

E. Impact of AI in Cybersecurity Management 

AI presents advantages in several areas, cybersecurity 

being one of them. AI is considered as one of the promising 

technologies for tackling cyber threats. It is capable of 

analyzing millions of datasets to identify and prevent cyber-

attacks. The most significant contribution of AI is anomaly 

intrusion detection. To overcome cybersecurity issues, 

Vinayakumar et al. [10] proposed a highly scalable and 

hybrid deep neural network, to monitor network traffic and 

host level events that raise alert for unforeseen 

They employed distributed and parallel machine learning 

algorithms with optimization techniques, making them 

capable of handling volumes of network and computing 

resources. Their framework stood out due to scalability and 

real-time detection of malicious activities from early warning 

signals. To increase training speed and avert over fitting, 

batch normalization and dropout approach was used. Deep 

neural network performed well by detecting and classifying 

unforeseen and unpredictable cyber- attacks in real-time. 

Sokolov et al. [11] analyzed cybersecurity threats in 

cloud applications using deep learning techniques   to 

monitor data. Suricata engine and module based on Google 

tensor flow framework was used. They proposed a system 

that used neural classifiers for network traffic, spam 

comments, spam email and images. The suricata engine 

monitored network security and prevented intrusion in 

real-time. 

Fernandez et al. [12] explored a self-adaptive system for 

anomaly detection that identified cyber-threats in 5G mobile 

networks. Deep learning techniques was used to analyze 

network traffic by extracting features from network flows. 

The authors proposed a high-level cyber defense architecture 

consisting of virtualized infrastructure (VI), virtualized 

network function (VNF), management and orchestration 

(MANO), operations and business support systems. 

Anomaly symptom detection (ASD) and network anomaly 

detection (NAD) were proposed to achieve effective network 

anomaly detection. Once an anomaly is produced from 

traffic generated, it is communicated to the monitoring and 

diagnosis module. The experimental result showed that the 

architecture can self-adapt to anomaly detection based on the 

volume of network flow gathered from users in real-time. 

A botnet is one of the significant threats infecting 

devices today. Abraham et al. [8] compared the 

performance of five (5) Machine learning approaches and 

identified useful features to classify malicious traffic. 
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Random forest proved to be more robust, it could generalize 

unseen bots’ types. 

Intrusion detection technology is a mechanism that 

monitors and prevents system intrusion. Zhang et al. [13] 

introduced a multiple-layer representation learning model for 

accurate detection of network-based attack and proposed a 

new data encoding scheme based on P-Zigzag to encode 

network traffic into two-dimensional gray-scale images for 

representation. Comparing the combination of gcForest and 

CNN allowed detection of imbalanced data with fewer hyper 

parameters, which increased computational efficiency. The 

experimental results showed that the combined algorithms 

outperformed single deep learning methods in terms of 

accurate detection and false alarm rate, thereby demonstrating 

its effectiveness in attack detection. The authors proposed a 

new intrusion detection method by combining random 

forest and LSTM to address the above challenges. 

In view of the vast amount of data generated daily, and the 

increased interconnection of the internet infrastructure, 

Zhong et al. [14] proposed big data based on a hierarchical 

deep learning system that utilizes behavioral features. 

Companies can adapt it as a solution for the detection of 

intrusive attacks. The authors defined the hierarchical 

structure in five (5) phases. In the first phase, behavioral and 

content features are extracted using big data techniques. In 

the second phase, the dataset is separated into clusters, in the 

third phase, the root clusters of each sub tree is combined 

until the quality of the merged clusters dropped below the 

given threshold. In the fourth phase the deep learning model 

for each cluster was trained, while in the fifth phase, deep 

learning model was merged to select the most confident 

model. They concluded that it increased the detection rate of 

intrusive attacks when compared to a single model learning 

approach. Their strategy is effective in capturing data 

patterns for intrusive attacks. 

A. Dey [15] utilized a 2018 dataset and proposed the 

effectiveness of attention mechanism for intrusion 

detection based on Convolutional Neural Network (CNN) 

and LSTM model. The authors observed increased 

performance based on LSTM.  

    Dawoud et al.’s [16] concept is based on unsupervised 

deep learning for revealing network threats and detecting 

anomalies by evaluating the use of restricted Boltzmann 

machines. This intrusion detection system is used to expose 

network threat and protect network assets. Their simulation 

study showed 99% detection accuracy with significant 

improvement. 

Ishaque et al. [17] explored deep learning research by 

manipulating large amount of data using the functionality 

of computational intelligence. An important feature which 

the authors applied for dimensionality and attribute 

reduction is feature extraction. They concluded that the 

proposed system can detect attacks that are not 

hybridized. 

Distributed denial of service (DDOS) attack has been 

a real threat to cyber infrastructure that can bring down 

ICT infrastructure. Isa et al. [18] adopted deep learning to 

analyze traffic, focusing on mitigating cyber-attacks with 

machine learning. Assembly module for statistics 

collection and adaptive machine learning module for 

analyzing traffic and enforcing policies are the two main 

functionalities that was proposed. Auto encoder and 

random forest algorithm possessed an accuracy of 98.4% 

with a decreased amount of training and execution time. 

The result proved that the model is optimally efficient 

for real-time intrusion detection. 

Detecting cyber-attacks requires analyzing cyber-

threats to match potential attack profiles. Malicious 

connections were filtered to improve the accuracy of threat 

detection and reduce false-positive rates. Lin et al. [19] 

focused their study on network intrusion detection, using 

enhanced CNN based on Lenets 5 to classify network 

threats. The authors developed an improved behavior-

based model for anomaly detection by training a CNN to 

extract enhanced behavior features and identify threats. 

Their experiment showed overall prediction accuracy with 

97.53% intrusion detection rate. The proposed model 

improves the accuracy of intrusion detection for threat 

classification. 

Zeng et al. [20] proposed a Deep Full Range (DFR) 

framework comprising a network of encrypted traffic 

classification and intrusion detection. Three deep learning 

algorithms (CNN, LSTM and stack auto encoder SAE) were 

employed for traffic classification and intrusion detection. 

CNN was used to learn features of the raw traffic; LSTM 

was used to learn features from time-related aspects and SAE 

was used to extract   features from coding characteristics. The 

full range consists of three algorithms capable of classifying 

encrypted and malware traffic within one framework without 

human intervention. The authors proved that the DFR could 

attain a robust and accurate performance on both encrypted 

traffic classification and intrusion detection. 

Dey et al. [21] proposed Gated Recurrent Unit (GRU) - 

LSTM using Google’s tensor flow that provided options to 

visualize network design. Their analysis showed that GRU - 

LSTM provided high accuracy with low false alarm rate. 

When compared, GRU-LSTM showed a strong potential in 

terms of accuracy for anomaly detection. 

Hsu et al. [22] proposed a Deep Reinforcement 

Learning- based (DRL) for anomaly network intrusion 

detection. Their design revealed incoming network traffic 

by data sniffing and a pre-processing data module that 

checks the quality of data before it is fed for intrusion 

detection. This method can be adopted for self-updating 

and detecting abnormal incoming network traffic on real-

time basis in company websites. SVM and Random Forest 
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algorithms was utilized. They showed high anomaly 

detection accuracy and improved processing speed. 

Privacy protection and national security in the cyber 

world depends on safe cyberspace. Network intrusion is 

one of the sophisticated actors stemming from cyber-

threats. Sezari et al. [23] applied a deep feed forward 

network by modifying the parameters of the anomaly-

based network. Their result demonstrated better 

performance with less complexity and a low false alarm 

rate. Therefore, their model is trustworthy and can be used 

to prevent intruders. It can detect unknown attacks based on 

its network features. 

Naseer et al. [24] investigated the suitability of deep 

learning approaches for anomaly-based intrusion detection. 

They developed a model based on ANN, Auto encoder and 

RNN. The models were trained on NSL KDD training 

dataset and evaluated on the test dataset provided by NSL 

KDD. A Graphic Processing Unit (GPU) powered test bed 

using keras with theano backend was employed. A 

comparison between Deep Neural Network (DNN) and 

conventional machine learning models was carried out 

where both Deep Conventional Neural Network (DCNN) 

and LSTM models showed exceptional accuracy on the test 

dataset, this demonstrates the fact that Deep learning is a 

promising technology for intrusion detection. 

Anomaly detection has received considerable attention 

in cybersecurity. The clandestine nature of cyber-attacks 

increased considerably where malware is installed through 

a supply chain. Malware eavesdrops and disrupts 

information exchange. 

Huma et al. [27] proposed a detection approach 

deployed to secure incoming and outgoing traffic, they 

utilized the application of deep random neural network with 

multilayer perceptron and evaluated the scheme using two 

datasets DS205 and UNSW-NB15. They proposed a deep 

learning based cyber-attack detection system that detects 

cyber-attack 25 minutes after the attack was initiated to 

improve cybersecurity at its embryonic stage. It provided 

performance metrics like accuracy, precision, recall and F1 

score which can be compared with several state-of-the-art 

attack detection algorithms. Classification of 16 different 

attacks was proposed, and accuracy of 98% and 99% was 

achieved. 

Several industries have adopted the Industrial Internet of 

Things (IIoT) in smart homes, smart cities, connected 

cars and supply chain management which introduced new 

trends in business development. However, these edge devices 

have become exploitation points for intruders, it raised 

security and privacy challenge to the trustworthiness of 

edge devices by compromised devices that transmit false 

information to cloud servers. An IDS is widely accepted as a 

technique to monitor malicious activities [26]. 

The growth of modern cyber infrastructure made 

cybersecurity more important. It is estimated that a 

trillion devices will be connected to the Internet by 

2022 [28]. IDS is an essential tool with objective to 

detect unauthorized use and abuse in the host network 

[29]. Sezari et al. [23] demonstrated the performance of a 

system while comparing the false alarm rate of models 

on KDD 1999 Cup dataset, they applied a highly 

optimized deep feedforward network  by the modification 

of the model parameters. Their model achieved a highly 

accurate low false alarm and detection rate which can be 

used to detect and prevent intruders. Utilizing deep 

learning provided a system behavior model that selects 

abnormal behavior and is reliable with less complexity.  

Khaw et al. [25] monitored network traffic to detect 

abnormal activities and ensured security of communication 

and information, using network intrusion simulation datasets 

(NSL-KDD and UNSW- NB15) on a real campus network. 

They proposed a Deep Reinforcement Learning-based (DRL) 

system with self-updating ability to detect abnormal incoming 

traffic. Dawoud et al. [16] explored the applicability of 

deep learning to detect anomaly in Internet of Things (IoT) 

architecture. They proposed an anomaly detection 

framework by evaluating the use of Restricted Boltzmann 

machines as generative energy-based model against auto 

encoders. The study showed approximately 99% detection 

accuracy. Deep learning algorithms showed positive results 

and achieved highest detection accuracy with high-

performance speed that is effective in detecting false alarm 

rate (FAR), they can detect previously seen and un- seen 

threats, however deep neural network could perform better 

when given more data. Securing a large network in real-time 

is a challenge that was identified. Several studies focused on 

intrusion detection to analyze network traffic by extracting 

features from network flows and traffic fluctuation. 

Deep learning algorithm can self-adapt to anomaly 

intrusion detection and predict network attacks, this was 

demonstrated in a study conducted by Fernandez et al. [12]. 

Abraham et al. [8] compared several machine learning 

algorithms, Random Forest had a superior model, it 

performed optimally for anomaly detection using cross-

validation, and their overall result revealed that previously 

seen and unseen anomaly-based intrusion can be detected. 

An improvement in the reduction of false-positive   alerts that 

enabled rapid response to cyber-threat was observed while 

using ANN [40]. CNN can detect anomalies in industrial 

control systems by detecting majority of attacks with low 

false positive rate [41]. A study conducted by Hashim et al. 

[42] showed that LSTM has high detection accuracy in 

securing websites from external breaches. Vinayakumar et 

al. [10] analyzed ransomware attacks and focused on Twitter 

as a case study, they concluded that deep learning can be 

used to monitor online posts and provide early warning 

about ransomware spread. 
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TABLE IV. PUBLICATION YEAR AND AI SOLUTIONS (2018 TO 

2022) 
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2018 5 1 2 2 1 
 

1 12 

2019 3 1 4  
  

5 13 

2020 7 1 5 1 1  1 16 

2021 9 2 11  
 

1 3 26 

Total 24 5 22 3 2 1 10 67 

 

V. FUTURE DIRECTION OF AI METHODS IN 

CYBERSECURTY MANAGEMENT 

Research directions in AI applications for cybersecurity 

records broad areas of application. Challenges in 

cybersecurity continue to emerge which makes it difficult for 

further research to focus on a specific area. Studies within 

similar areas are experimenting with different AI 

algorithms. From table IV, algorithms classified as other 

were identified to have been used in less than two 

applications. Researchers are adopting newer techniques. In 

particular, anomaly intrusion detection needs improvement 

by reducing model training time in complex systems. 

Accordingly, future studies may opt for novel techniques. 

There is a need for applications to be efficient and have 

performance that reduce computational complexity. 

However, it was emphasized that for neural networks to 

present best accuracy with low error, it must be given large 

dataset. Researchers should advocate a scalable framework 

that can learn from traffic without manual intervention and 

can be used in real time to raise alert of possible cyber-

attacks. 

Future studies may opt for LSTM that have shown 

improved performance with high accuracy and low 

computation time. 

In recent years, AI applications for cybersecurity have 

gained interest from researchers. Remarkable contributions 

have been made in combating cybercrime linking to issues 

like anomaly intrusion detection and malware detection. 

Several applications demonstrated improvement with 

impact in various areas. These areas include prediction of 

network attacks, presenting best accuracy with the lowest 

error rate, detecting previously seen and unseen threats and 

monitoring online post to provide early warning about cyber-

threats. The nature of recent research suggests promising 

result. However, there are some challenges. A significant 

number of studies did not state the algorithm used or the 

domain applied. Also, the variety of algorithms identified 

suggests that researchers are not accepting newer methods, 

but they are comparing the available algorithms to determine 

which algorithm is best for an identified situation. 

Therefore, it is necessary for researchers to investigate 

further as the latest trends are tending towards IoT. 

Gradually new modern world activities have moved to the 

cloud. It is now possible   for systems to be connected to the 

internet and controlled from anywhere in the world. Internet 

of Things connects these devices to the internet. If companies 

and organizations can secure their devices with intelligent 

solutions, consumer confidence will increase. 

VI. RESEARCH VALIDATION, LIMITATION AND 

CONCLUSION 
 

This paper presented a survey of existing research on 

the application of AI in cybersecurity management. We 

reviewed the use of AI technologies (Algorithms) in 

detecting and preventing attacks in cyberspace. The 

importance and impact of AI in cybersecurity 

management was discussed. This study covered research 

centered on viewpoint from 2018 to 2022. Several scholarly 

databases with related studies were considered. The use of 

journals, conference papers short papers and more were used 

to avoid bias in the selection process. 

 This study confirms that deep learning is not only 

viable for intrusion detection but is also a promising 

technology for detecting known and unknown threats. The 

complexity of cyber-attacks requires techniques that are 

effective. AI has proven to be effective while maintaining 

low computation time with a focus on LSTM that have 

shown low training and computation time. 

Over the years, information and communication 

technology has advanced and cyber-attack surface continued 

to grow rapidly. Increased frequency of cyber-attacks has 

reinforced the need for cybersecurity initiatives. 

Conventional techniques have become inadequate in 

mitigating complex cyber-attacks, therefore solutions that are 

capable of tackling cyber threats in real-time is required. AI 

has shown effectiveness in terms of computational 

complexity while maintaining low training time 

AI is a technology with a range of computational models 

and algorithms. It deals with the design of intelligent 

systems that mimic human intelligence. Although AI can be 

used to fight cybercrime, it could also be exploited hackers. 

These intelligent security solutions can be considered and 

integrated into a comprehensive system in countries with 

low record of publications. AI can be considered as a 

holistic approach. The advantage of utilizing the above 

intelligent security solutions is greatly publicized, the 

integration remains open for further investigations. 
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Abstract—The vicious cycle of malware attacks on infrastruc-
tures and systems has continued to escalate despite organizations’
tremendous efforts and resources in preventing and detecting
known threats. One reason is that standard reactionary practices
such as defense-in-depth are not as adaptive as malware devel-
opment. By utilizing zero-day system vulnerabilities, malware
can successfully subvert preventive measures, infect its targets,
establish a persistence strategy, and continue to propagate, thus
rendering defensive mechanisms ineffective. In this paper, we
propose sterilized persistence vectors (SPVs) - a proactive Defense
by Deception strategy for mitigating malware infections that
leverages a benign rootkit to detect changes in persistence areas.
Our approach generates SPVs from infection-stripped malware
code and utilizes them as persistent channel blockers for new
malware infections. We performed an in-depth evaluation of our
approach on Windows systems versions 7 and 10 by infecting
them with 1000 different malware samples after training the
system with 1000 additional samples to fine-tune the learning
algorithms. Our results, based on a memory analysis of pre-and
post-SPV infections, indicate that the proposed approach can
successfully defend systems against new infections by rendering
the malicious code ineffective and inactive without persistence.

Keywords— Malware, Computer Security, Reverse Engineering,
Persistence, Rootkit.

I. INTRODUCTION

Malware is a continued threat against cyber systems. Characterized
by stealthiness, persistence, and mutation, new-generation malware
often utilizes various system vulnerabilities for infection and then
leverages standard system functionality to maintain persistence. With
a suitable persistence strategy, malware can remain active and prolong
its existence on a host system. One of the strengths of modern mal-
ware development is its adaptability: methodologies mutate rapidly,
targeting areas where security measures are weaker or nonexistent.
In both related literature and practice, many malware defensive
techniques have been proposed - (1) anti-virus and host-based in-
trusion detection [29], (2) integrity checking [27], [38], detection
[7], [24], [36], [37] and (3) after-effect or post-mortem analysis [2],
[9], [30], [40], [41] of modern malware. However, as evidenced by
the continued rise in stealthier attack scenarios, new samples, and
variant development [15], these existing defensive approaches fall
short in addressing a growing threat. The common theme of these
techniques is identifying the problem either before infection through
signature or anomaly detection or after infection through system
scans. Neither provides a general means to stop malware due to its
adaptability. These ideas of a responsive or reactionary approach to
detecting and preventing malware infections, in many respects, play
to malware’s strengths. Because of the limitations mentioned above,
we propose SPVs - a Defense by Deception approach. The goal of our
methodology is to drastically reduce malware infections by reducing
the available areas of persistence for a malicious actor’s exploits,
including zero-day attacks. Our approach employs the use of malware

code segments to defend a target system against future infection, thus
serving as a defensive mechanism. This novel technique is a drastic
shift from the conventional utilization of malware code for signature
detection and fingerprinting. In our proposed approach, we place
blockers called SPVs in critical areas of persistence on target systems.
These SPVs are persistence and deployment elements stripped from
the various malware samples analyzed. Essentially, SPVs prevent a
new malware infection by either blocking it from writing its own
vector or overwriting the persistence vector associated with already
established malware. With this approach, malware loses its ability to
persist and is prevented from executing its payloads, and consequently
propagating further. We implemented the prototype of our SPV by
manually building a library of 75 payload-stripped SPVs into the
Defense by Deception code base, which is then compiled into a target
system and deployed at system startup. The Defense by Deception
code called the SPVExec is then administered as a malware defensive
apparatus on a need basis automatically at system runtime without
user intervention. The empirical results of the evaluation on Windows
7 and 10 for pre- and post SPV deployment infected of 1000 malware
samples showed that the use of SPVs is a very effective strategy for
malware defense. For 99% of the samples in the data set, the SPV
Defense by Deception process rendered them inert - the malware sets
were not able to execute their payloads, persist, or propagate.

Contributions - Our proposed novel SPV strategy provides the
following salient features:

• Defense Against Malware: The development of a practical
approach to preventing new malware infections by simulating
and inventing the perception that the system is already infected.

• Fully Automated Deployment Process: The deployment and
rendering of the SPVs at runtime is done without human
intervention.

• Efficiency: The SPV code incurs very minimal overhead on
run-time system resources.

• Usability: The generated SPVs are reliable and seldom flagged
as malware by system defense and antiviral tools. Furthermore,
the proposed system allows for legitimate programs to be
installed without hindrance based upon internal whitelisting.

The rest of the paper is organized as follows: Section 2 presents
the problem statement and an overview of rootkit infection; Section
3 provides a detailed description of the SPV process; Sections 4
and 5 present the implementation and evaluation of our research,
respectively; Section 6 reviews the related literature; and Section 7
concludes the paper.

II. RELATED WORK

Means of malware detection have grown more stagnant in the last
ten years. As shown in Tahir, Alsmadi, and El Merabet [42], [43],
[44], most of the improvements have been focused on implementing
machine learning. This implementation is worked by classifying
individual features within malware samples and rejecting non-specific
elements found within a large number of malware samples. While
this is an improvement upon the standard malware detection means,
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there is the limitation that they are process intensive, both in the
means of teaching algorithms for detection also in the scanning of
the multitude of files that are presented to the system. The remainder
of the detection methodologies can be broken down into Host-based
detection, Hypervisor-based detection and Post-mortem analysis.

A. Host-based Detection
The more traditional technique for rootkit detection is a host-based

intrusion detection system that checks for anomalies or footprints of
known malware. For example, the System Virginity Verifier verifies
the validity of in-memory code for critical system DLLs and kernel
modules; [35] checks the legitimacy of every kernel driver before it
is loaded into the operating system; Panorama [36] is designed to
perform behavioral runtime tracking; and SBCFI [22] detects threats
by examining the control flow integrity of the kernel code. A smaller
subset of methods, such as Autovac, utilizes forensics snapshot
comparison engines to detect the execution of malware on the system
to prevent it [34]. Other host-based rootkit detection systems include
HookFinder [36] and HookMap [32]. These techniques use systematic
approaches to detect and remove malware hooks in target operating
systems. One major drawback of traditional host-based detection
methodologies is the ability of the malicious entity to evade detection,
since it is running with the same level of privilege as the detection
systems. Since most of these tools are designed to probe for the
rootkit signature and/or behavior, malware can easily subvert this
effort by hiding its footprint. Malicious actors can employ obfuscation
techniques, such as altering the checksums, implementing collection
encryption, and setting file wiping [7] to thwart analysis. The SPV
code does not scan for malware footprint or traits; instead, it takes
the more aggressive approach of hijacking the persistence area of
a potential rootkit, leaving the malware with no place to hide.
Furthermore, the SPV code is built so that the malware cannot eject
or terminate its process.

B. Hypervisor-based Detection
Integrity checking is a technique that requires continuous moni-

toring of the kernel code for changes to signatures, control flow, and
kernel data structures. For kernel-level rootkits, the most practical
approach for maintaining kernel integrity is hypervisor-based systems
that leverage virtual machine introspection (VMI) [1], [13], [14],
[24], [26], [27], [38], [39]. VMI systems and tools are built to
introspect the virtual environment through the hypervisor. Since the
hypervisor runs at a much lower level than the virtual OS, these
mechanisms are often seen as an effective means of detecting rootkits
and monitoring their behavior. However, their major limitation is
the fact that they target only virtualized environments and cloud
infrastructures and cannot be applied to introspect real hardware-
based systems. Moreover, most kernel integrity-check-based systems
are susceptible to return-oriented rootkit attacks [13]. Methods used
to detect the integrity of a system have been proven to be limited
based upon the existence of UEFI bootkits. These malicious code
elements work by making the operating system accept that malicious
code pieces are a legitimate portion of the system’s code [8], [12],
[23], [33]. With our proposed SPV Defense by Deception process, the
system is designed to execute on both hardware and virtual systems,
thus circumventing this limitation.

C. Post-mortem Analysis
The last category of rootkit detection methods is postmortem

analysis systems, designed to analyze the after-effects of rootkit
execution. These forms of analysis are often passive and involve
examining kernel memory snapshots looking for evidence of rootkit
infection, persistence, and stealth. Disk forensics tools, such as [2],
[9], [30], [40] are used for general system incident response. These
tools can examine a target system for file modifications, running
processes, network activities, and more. In much the same way as

integrity checkers, disk forensics tools are limited by their coverage.
If malicious code hides its elements in specific system files or
structures, these will generally be missed by the aftereffect analysis
[6]. With memory forensics, aftereffect analysis is carried out on a
snapshot of volatile memory. The most widely used memory anal-
ysis framework is the volatility framework [41]. This methodology
is restricted to current events and processes. Terminated malware
behaviors cannot be retrieved. Furthermore, modern rootkits can
evade detection from memory forensics tools by performing direct
kernel object manipulations that hide their presence from registering
in major kernel structures or by altering the memory collection
or imaging process as a whole [17]. In comparison to a more
passive malware detection approach, our SPV process is an offensive
approach that prevents malware infections in real time. The SPVs are
designed to block malware from executing, thus forcing the malware
to terminate its process.

D. Problem Statement
Malware has always had the strength of its adaptability, which

enables it to use multiple mechanisms to infect and evade detection or
bypass many of the elements of system defense [11]. Either through
using out-of-date signatures, exploiting unknown vulnerabilities, or
targeting the weakest link - the human - malware will cause the
defense to fail, even if only one of these falls short. Current detection
and prevention tools are at a significant disadvantage in that malware
is evolving at a much faster rate than defense tools. Stealthy zero-day
attacks are becoming increasingly common, and it takes only a single
unknown offense or human error to bring down the whole gauntlet
of defenses [16].

Thus, we present the SPV Defense by Deception process - a novel
technique that attempts to hijack the areas in which malware in
general and rootkits in particular can land their persistence vectors.
Rootkit persistence vectors are specifically selected in this research
because they are the most common persistence mechanism used by
malware of all families [11].

The motivation to use persistence vectors stems from the fact that,
in practice, infection vectors are unpredictable, meaning that exploits,
especially zero-day exploits used to launch malware attacks, evolve
with newly found vulnerabilities. However, the persistence vectors
with which the malware maintains a presence on a victim’s machine
are often deterministic. As such, the most effective way to curtail
rootkit infections and ultimately render them ineffective is to place
blockers in the potentially persistent channels in the system. Long-
term malware campaigns, specifically those utilized by Advanced
Persistent Threats (APTs), do not wish to bring a targeted system
down immediately. Instead, they wish to complete target profiling
against the network, exfiltrate sensitive data, and work further into the
system. It can sometimes be months before the threat actors launch
their final attack target. For this, they require a means to remain in
the system. They require persistence. One of the longest of these
types of campaigns was the Harkonnen Operation. Malicious actors
could utilize their malware persistence and operate on a network
for twelve years before they were finally detected. During this time,
the malware implanted could assist with further target development,
stealing essential data, such as corporate financial documentation, and
pilfering money for the attackers [19]. Our approach injects the SPV
code into the system startup process and can be rendered on both bare
hardware and virtualized environments. The SPV process blocks all
malware by first detecting in real-time when the malware deploys
its persistence vector. It then hijacks the malware area of persistence
by automatically selecting and overwriting the malware code with
certain SPVs. This process consistently blocks target malware from
maintaining a presence on a defended system. Although our approach
is currently limited to the categories of malware containing persis-
tence vectors, ”fileless” malware has only existed substantially since
2002. It is still not utilized as substantially as persistent malware [20],
thus making this limitation minimal.
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III. THE SPV - DEFENSE BY DECEPTION PROCESS

The SPV process is a code implementation of “sterilized” malware,
or malware that has had its malicious content removed, injected
via a common infection mechanism. It is a technique designed to
prevent malware persistence on a system. SPV process involves
injecting a malware persistence vector into a clean system to block
potential malware from maintaining access. This process requires
combining standing entries consisting of stripped malware persistence
vectors and infection code fragments with filler code. With SPVs,
the malicious payload code fragments are entirely stripped off while
retaining the core elements of malware, such as API hooking, process
manipulation, and service control in the SPV. The workflow for our
proposed approach is made up of the SPV development phase and
SPVExec code deployment and integration.

A. Development Phase
This phase begins with the identification and extraction of malware

persistence vectors, followed by the reprogramming of the extracted
persistence code fragments into one executable module.

1) Persistence Extraction: The mechanism in this stage re-
quires manual extraction through detailed reverse engineering. We
completed our reverse engineering via both static and dynamic
malware analysis techniques. Malicious samples were collected from
virus repositories: VirusShare [1] and Malshare [21]. One thousand
samples were run through the two phases of reverse engineering. This
was completed in a series of virtualized environments of the Windows
operating system: Windows 7 and 10, with two copies of each, one
for dynamic analysis and one for static analysis. Each machine had
two 2.4 GHz cores and 4 GB RAM. For each target malware, we
ran the sample against an unpacker to remove any possible common
packers and cryptors, leaving behind the bare-bones malware code
that would be evaluated by the analysis tools. In this initial phase,
the stripped malware code was executed in a custom-built dynamic
analysis sandbox running ProcMon, CaptureBat, CFF Explorer, API
Monitor, and RegShot.

This static analysis identifies specific part of the executable
targeted during the dynamic analysis phase. Such code construct
include specific API invocation, non-normal network traffic, registry
modification, and file creation. We executed the samples through
a debugger and disassembler for the dynamic analysis, specifically
IDAPro and OllyDbg, targeting the identified elements in static
analysis. Then through the utilization of the HexRay program within
IDAPro, the code section was removed and converted to a C program
snippet.

2) SPV Generation: With the elements of persistence and
infection identified and removed from the base malware code, we
developed the SPVs. Since the identified persistence code was disas-
sembled, we began this stage by converting the assembly code into
C programming language.

PVs upon extraction reflect specifically that individual sample of
the malware, but additionally can be utilized against the majority of
the samples of that specific malware family of that generation. For
example, an extracted persistence vector from Zeus Botnet would
identify not only that specific file but also the different samples in
that same generation of Zeus. Specific PVs could also be utilized
against other families, dependent upon source code sampling utilized
by the author upon its creation. Prior or future versions would require
additional PV extractions depending on the evolution of the malware
sample.

Figure 1 shows the PV extracted from Necurs Rootkit. The
Necurs sample persists using multiple techniques but notably the
implementation of boot and registry modification. These specific
PVs were identified through our two-phased reverse engineering and
exported for inclusion in the SPV library.

These 800 individual SPV extracted from the 1000 malware
samples are loaded into the SPV Defense, including the deployment

Fig. 1. Extracted PV

code elements. These were selected as they covered the range of
persistence vectors and allowed for broad defense of the SPVs when
deployed on the system.

To build a stronger SPV defensive process, we developed an SPV
library consisting of a combination of multiple SPVs.

B. SPVExec Deployment and Integration
The proposed SPV mechanism uses these extracted PVs to form

a benign rootkit of the SPV and implements persistence elements in
the areas extracted in the SPV code called the SPVExec. Additional
persistence scanning mechanisms, like the Wingbird scanning ability
for its infections, were added to the code to overwrite non-whitelisted
persistence modifications. Additionally, previously removed malware
functionality deployed a FAT32 file system within the bootstrap
code section was added to the system. This area was used for
SPV library, whitelisting, and the SPV Defense base code. The
data remained encrypted, utilizing a 256-bit key to protect against
registering on scans. The SPVExec was implemented as a single
Windows executable program loaded alongside the essential boot files
at system startup. The prototype is approximately 1800 lines of code
in the C programming language. The code is a collection of SPVs,
filler code consisting of protective measures extracted from malware,
dynamic white- and blacklisting, the learning algorithm, and the SPV
launcher.

1) Infection Code Scanning and Rewriting: After successful
loading of the SPVExec, the persistence vectors employ two scanning
techniques to validate and ensure that an intruder has not altered
the injected SPVs at runtime. The first check utilizes time-based
scans, similar to those employed by current protective tools. In the
current implementation, this check runs a scan every second. Our
secondary scanning technique leverages API hooking to check for
malware intrusion. The SPV instances are injected into kernel-level
processes. Any attempts to access the protected area of persistence
are redirected to one of the SPV Defended DLLs. Both scanning
techniques utilize hash lookups. During SPV code deployment, a
hashmap of the injected SPVs and the region of persistence are stored.
The rewriters dynamically replace code elements within the SPVExec
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codebase and are designed to look up any changes to the injected
SPVs. The dynamically computed hashes of the injected vectors are
then compared against the hashes of the SPVs that are expected to
be at those regions. If any of the values return no match, then the
code rewrites those SPVs as expected.

IV. EVALUATION OF THE SPV DEFENSE BY DECEPTION
PROCESS

We evaluate the effectiveness of our proposed SPV defense
mechanism by performing four major experiments that answered the
following questions:

• Persistence of the SPV Defense process - Can the SPV
Defense survive and persist through system restarts and power
removal?

• Defense against malware - Can the SPVs be used as an
effective strategy to block potential malware from writing to
protected areas of persistence?

• Defense Through Deception - Does the SPV Defense identify
as malware to other malware and legitimate to legitimate
programs?

• System Performance - Can the SPV Defense process be used
as an efficient apparatus for system defense without depleting
system resources?

• White Listing Capability - Does the SPV Defense allow
legitimate programs to install without being replaced with SPV
code?

A. Test Environment
To test SPVs across operating systems, we generated Testbed-3 and

Testbed-4, utilized Windows testbeds using the same baseline oper-
ating systems as in the persistence extraction phase, i.e., Windows 7
and Windows 10. They both contain sets of virtual machines and bare
metal with two 2.4 GHz cores and 4 GB RAM. Testbed-1 remained at
the same level of security as that of the persistence extraction environ-
ment; this removes the chance of malware failing to infect because of
patching or security tools. Unlike in persistence extraction, however,
this testbed has most of its nonsecurity functionality restored. This
allows the system to act similarly to a standard user system that would
be part of a normal network. Testbed-2, Testbed-3 and Testbed-4 are
equipped with system security monitoring tools, such as operating
system inbuilt defense, i.e., Windows Defender, Host-based Security
System, and other commercial off-the-shelf antivirus products. For
all the testbeds, user programs were installed to simulate a working
system that would be on a network and typical applications that are
often targeted for compromise. To provide better containment during
our analysis and testing, we implemented FakeDNS to resolve any
network traffic.

B. Post-Mortem Analysis Environment
We leverage an in-depth analysis of the extracted memory snap-

shots of the target systems to evaluate the accuracy, resilience, and
performance of the overall SPV Defense process. To perform forensic
examinations of the memory dumps, we created a separate system
equipped with FTK and Volatility. Additionally, to protect the data
from being compromised on the system after malware infection, the
collection tools were loaded on a USB. This allowed the acquisition
to have a limited impact on the system while also keeping the tools
from being impacted by any potential built-in anti-analysis approach.

C. Experiments
1) Experiment I: Persistence: Vital to the functionality of the

SPVExec benign rootkit is its ability to maintain persistence. To test
this functionality, we took the Testbed-2 system post SPV deployment
and saved it as “X-Security-TestingPost.” We then performed a power
cycle. An start up alert was entered into the code to present a popup if
the SPV remained in tact. This alert displays the first SPV value and

Fig. 2. SPV Evaluation: Regular Testing

a “Hello World” message. Upon powering the system on, a memory
collection was completed utilizing FTK Imager. The memory image
was processed by Volatility Memory Framework with the following
plugins: psxview, malfind, ldrmodules, apihooks, dlldump, procdump,
and threads. Processes and Dynamic Link Libraries (DLLs) of the
SPVExec were found that proved that it could maintain its persis-
tence, and a popup was displayed.

2) Experiment II-A: Defense Against Malware: The primary
functionality of the SPVExec is its ability to stop malware attacks
against the system. To provide a sufficient test of the defensive
capabilities of our approach, we conducted this experiment with 1000
malware samples with diverse infection and persistence vectors and
varying degrees of stealthiness. We utilized Testbed-2, Testbed-3, and
Testbed-4 and executed the SPVExec; the image was saved as “X-
Post-SPV,” with X representing the OS. Each malware sample was
then executed, and a snapshot and memory collection were taken.
The system was then reset with the “Post-SPV” images and infected
with the next malware sample. As each memory dump was analyzed
with Volatility with the above mentioned plugins, the persistence
elements of the SPV were found without the markers of the malware
surviving. This proves that the SPV Defense was able to prevent
the malware from taking effect and rendered it inert, on the same
level as other security tools. Comparisons of our process to standard
antivirus software indicated that our proposed approach achieves the
same level of accuracy as other COTs anti-viruses as shown in Figure
2.

D. Experiment II-B: Reversion Testing
For this experiment, an additional image was generated of

Testbed-2, Testbed-3, and Testbed-4, titled “X-SecurityReversion-
TestingPost.” The commercial antivirus software had the signature
libraries reverted back three iterations, allowing for newer malware to
be tested as though it were a zero-day exploit. The sample repository
listed above was run on both virtual machines. Compared to standard
antivirus detection rates, SPV Defense was able to maintain consistent
rates. However, during the zero-day detection experiment, it was able
to double the detection rates of standard antivirus software, as shown
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Fig. 3. SPV Evaluation: Regression Testing

in Figure 3. This proves that SPV Defense is capable of performing
far better than commercial malware detection tools against unknown
threats due to its targeting only the persistence vectors.

1) Experiment III: Deceptive Capability: For this experiment,
the SPVExec was run against two unique phases. One phase de-
termined if malware identified SPVs as similar malware, avoiding
infections. The second is if legitimate programs, such as Antivirus,
saw the SPVs as a benign code structure. For defense through
deception testing, the system was reverted to a save of the SPV
defended state presented in Testbed-1. The Necurs malware sample
was run against the system. This particular sample was chosen
because it has a built-in function searching for already modified
keys signaling an infected system. A total of ten instances of the
malware were executed in attempts to infect the system; each time,
memory collections were completed. Upon analysis of the memory
samples via the Volatility analysis, no signs of the Necurs malware
were present. Benign testing was conducted against a pool of fifteen
antiviruses that ran against the SPV code base. All tests returned
negative, indicating that none of the antiviruses flagged the SPVs as
malicious.

2) Experiment IV: System Performance: In this experiment,
we evaluate the effectiveness of our approach on system resources,
particularly the impact of the SPV Defense process on memory and
CPU utilization.

(i) CPU Utilization: Utilization was recorded in two separate
instances to obtain a baseline for the pre- and postdeployment system.
Baseline scores for each of these system performances were recorded.
Next, multiple applications were opened to simulate a typical user’s
desktop, including two Microsoft Word documents, a single instance
of Google Chrome, and one instance of the Windows file structure.
The system was then left under these conditions for a period of 10
minutes. In the same way as most effective rootkits perform malicious
activities without overloading the system, SPVs run in the background
without exhausting CPU resources. The CPU usage overhead is on
par with that of average antivirus software or an IDS/IPS, which is
approximately 2 percent on average [29].

(ii) Memory Utilization The amount of memory utilized by the

SPVs, specifically as they spawn processes, is also crucial. Too
much memory utilization can cause an internal denial of service,
making the method unusable. Utilizing the same parameters as in
the CPU overhead test, the system was run with the same software
instances for the 10-minute implementation. The baselines were again
compared. This result also showed minimal impact on the system
resources.

3) Experiment V: White Listing Capability: All the ex-
periments conducted above were able to prove the ability of the
proposed method to block future malware infections. However, this
would be moot if normal programs were unable to make low-
level system modifications and maintain their persistence. For this
experiment, we attempted to install 10 “legitimate” programs on an
SPV Defended system and determined that all were still installed
after system restart. These programs were PyCharm, Visual Studio,
BitRise, Atom, BlueFish, CodePen, Crimson Editor, Eclipse, Komodo
Edit, and NetBeans. Each of these software programs was examined
by the same methodology as malware to determine the major system
changes made to ensure their own persistence. Individual snapshots
from the “X-Post-SPV” series had one of the above ten programs
installed. Memory collection was completed, and a snapshot was
taken, titled “XPost-SPVTool”, with X being the software installed.
Upon powering on, a second memory collection was completed.
Finally, the application was tested for functionality by launching the
program. In all instances, both the SPV Defense and the program
were operational and maintained persistence.

V. CONCLUSION AND FUTURE WORKS

In this paper, we present a new SPV Defense by Deception
strategy that leverages sterilized persistence vectors extracted from
a real malware corpus to block potential malware infections. Our
system utilizes code from malware samples, not as signatures but as
defensive strategies that stop new infections from attempting to write
into persistence regions. Compared to existing COTs and techniques
described in the literature for malware detection and prevention,
our approach is designed to be more robust and versatile, with the
ability to block malware both on bare hardware and in virtualized
environments. Additionally, our methodology does not require a
signature or agnostic of the target malware behavior. Through an
in-depth evaluation of 1000 malware samples with pre- and post
SPV infection, we demonstrate that our proposed SPV Defense by
Deception mechanism can be used to effectively defend systems
against malware infections with 1-3 percent CPU and memory
overhead while not limiting the ability to install legitimate programs
properly.

While this is a strong defense against malware implementation, it is
currently limited to Windows OS. Additional work can be conducted
into the persistence vectors that are different and unique to other
OSes, which could prove beneficial, especially in the Unix-based
system, as this portion of the computing world is expanding greatly
due to the Internet of things, which bulk have some flavor of Unix
driving them.

REFERENCES

[1] I. Ahmed, A. Zoranic, S. Javaid, and G.G. Richard III. ”Modchecker:
Kernel module integrity checking in the cloud environment”. In2012 41st
International Conference on Parallel Processing Workshops 2012 Sep 10
pp. 306-313. IEEE.

[2] D. Byers and N. Shahmehri. ”A systematic evaluation of disk imaging
in EnCase® 6.8 and LinEn 6.1”. Digital Investigation. 2009 Sep 1;6(1-
2):61-70.

[3] Z. Gittins and M. Soltys. “Malware persistence mechanisms”. Procedia
Computer Science. 2020 Jan 1;Vol.176. pp. 88-97.

[4] M.U. Rana, M.A. Shaha, and O. Ellahi. ”Malware Persistence and Obfus-
cation: An Analysis on Concealed Strategies”. In2021 26th International
Conference on Automation and Computing (ICAC) 2021 Sep 2 pp. 1-6.
IEEE.

60Copyright (c) IARIA, 2022.     ISBN:  978-1-61208-996-6

CYBER 2022 : The Seventh International Conference on Cyber-Technologies and Cyber-Systems

                           71 / 110



[5] B.V. Prasanthi. “Cyber forensic tools: a review”. International Journal
of Engineering Trends and Technology (IJETT). 2016;Vol.41(5). pp.266-
271.

[6] M. Carbone, W. Cui, L. Lu, W. Lee, M. Peinado, and X. Jiang. “Mapping
kernel objects to enable systematic integrity checking”. InProceedings of
the 16th ACM conference on Computer and communications security
2009 Nov 9 pp. 555-565.

[7] E. Chan, S. Venkataraman, F. David, A Chaugule, and R. Campbell.
“Forenscope: A framework for live forensics”. InProceedings of the 26th
Annual Computer Security Applications Conference 2010 Dec 6 pp. 307-
316.

[8] B.N. Flatley. ”Rootkit Detection Using a Cross-View Clean Boot
Method”. AIR FORCE INST OF TECH WRIGHT-PATTERSON AFB
OH GRADUATE SCHOOL OF ENGINEERING AND MANAGE-
MENT; 2013 Mar 1.

[9] S.L. Garfinkel. “Automating disk forensic processing with SleuthKit,
XML and Python”. In2009 Fourth International IEEE Workshop on
Systematic Approaches to Digital Forensic Engineering 2009 May 21
pp. 73-84. IEEE.

[10] Z. Gu, B. Saltaformaggio, X. Zhang, and D. Xu. “Face-change:
Application-driven dynamic kernel view switching in a virtual machine”.
In2014 44th Annual IEEE/IFIP International Conference on Dependable
Systems and Networks 2014 Jun 23 pp. 491-502. IEEE.

[11] I.U. Haq, S. Chica, J. Caballero, and S. Jha. “Malware lineage in the
wild”. Computers Security. 2018 Sep 1; Vol.78. pp.347-63.

[12] O.S. Hofmann, A.M. Dunn, S. Kim, I. Roy, and E. Witchel. “Ensuring
operating system kernel integrity with OSck”. ACM SIGARCH Computer
Architecture News. 2011 Mar 5; Vol.39(1). pp. 279-290.

[13] R. Hund, T. Holz, and F.C. Freiling. “Return-oriented rootkits: Bypass-
ing kernel code integrity protection mechanisms”. InUSENIX security
symposium 2009 Aug 10 pp. 383-398.

[14] X. Jiang, X. Wang, and D. Xu. “Stealthy malware detection through
VMM-based ‘out-of-the-box’semantic view”. In14th ACM Conference
on Computer and Communications Security (CCS), Alexandria, VA
(November 2007) (Vol. 10, No. 1315245.1315262).

[15] A. Kapoor and R. Mathur. “Predicting the future of stealth attacks”.
InVirus Bulletin Conference 2011 Oct pp. 1-9.

[16] J.D. Kornblum and ManTech CF. “Exploiting the rootkit paradox with
windows memory analysis”. International Journal of Digital Evidence.
2006;Vol. 5(1). pp. 1-5.

[17] T.K. Lengyel, S. Maresca, B.D. Payne, G.D. Webster, S. Vogl, and
A. Kiayias. “Scalability, fidelity and stealth in the DRAKVUF dynamic
malware analysis system”. InProceedings of the 30th annual computer
security applications conference 2014 Dec 8 pp. 386-395.

[18] L. Litty, H.A. Lagar-Cavilla, and D. Lie. “Hypervisor Support for Iden-
tifying Covertly Executing Binaries”. InUSENIX Security Symposium
2008 Jul 28. Vol. 22, p. 70.

[19] R. Luh, S. Schrittwieser, and S. Marschalek. “TAON: An ontology-
based approach to mitigating targeted attacks”. InProceedings of the
18th International Conference on Information Integration and Web-based
Applications and Services 2016 Nov 28 pp. 303-312.

[20] D. Patten. The evolution to fileless malware. Retrieved from. 2017.
[21] Malshare. www.malshare.com. (2019, October).
[22] N.L. Petroni Jr and M. Hicks. “Automated detection of persistent kernel

control-flow attacks”. InProceedings of the 14th ACM conference on
Computer and communications security 2007 Oct 28 pp. 103-115.

[23] F. Raynal, Y. Berthier, P. Biondi, and D. Kaminsky. “Honeypot foren-
sics”. InProceedings from the Fifth Annual IEEE SMC Information
Assurance Workshop, 2004. 2004 Jun 10 pp. 22-29. IEEE.

[24] R. Riley, X. Jiang, and D. Xu. “Guest-transparent prevention of kernel
rootkits with vmm-based memory shadowing”. InInternational Workshop
on Recent Advances in Intrusion Detection 2008 Sep 15 pp. 1-20.
Springer, Berlin, Heidelberg.

[25] J. Rutkowska. ”System virginity verifier: Defining the roadmap for
malware detection on windows systems”. InHack in the box security
conference 2005 Sep 28.

[26] M. Schmidt, L. Baumgartner, P. Graubner, D. Bock, and B. Freisleben.
“Malware detection and kernel rootkit prevention in cloud computing
environments”. In2011 19th International Euromicro Conference on Par-
allel, Distributed and Network-Based Processing 2011 Feb 9 pp. 603-610.
IEEE.

[27] A. Seshadri, M. Luk, N. Qu, and A. Perrig. “SecVisor: A tiny hypervisor
to provide lifetime kernel code integrity for commodity OSes”. InPro-

ceedings of twenty-first ACM SIGOPS symposium on Operating systems
principles 2007 Oct 14 pp. 335-350.

[28] M.I. Sharif, W. Lee, W. Cui, and A. Lanzi. “Secure in-vm monitoring us-
ing hardware virtualization”. InProceedings of the 16th ACM conference
on Computer and communications security 2009 Nov 9 pp. 477-487.

[29] O. Sukwong, H. Kim, and J. Hoe. “Commercial antivirus software
effectiveness: an empirical study”. Computer. 2011 Mar 1; Vol. 44(03).
pp. 63-70.
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Abstract-The IT awareness learning platform with Artificial 

Intelligence (AI) learning chatbot imparts target group-specific 

expert knowledge on the topics of IT awareness and 

cybersecurity. The user interactively controls the AI chatbot by 

making selections and asking questions. There is also the option 

that the AI chatbot questions the user and the user has to answer 

the questions. The AI chatbot is an expert in 23 IT security 

topics, including malware, but also in the areas of sexting or 

catfishing. The goal is to provide a fully comprehensive IT 

awareness and cybersecurity learning platform. In order to best 

adapt the AI chatbot to the needs of the users, it was important 

to conduct surveys with the target group in order to best 

recognize the respective spelling of the users so that there are no 

problems with the recognition of the input at the beginning. IT 

awareness knowledge is imparted by means of the AI chatbot 

through efficient dialog-based learning in a low-threshold, 

mobile way, "in small bites", and "for in between". 

Keywords— Artificial Intelligence; chatbot; it-awareness; 

learning platform; chat flow; ecosystem security. 

I.  INTRODUCTION 

Due to the SARS-CoV2-pandemic, the threat situation in 
the digital space is intensifying. Employees are operating in 
their home offices, in some cases outside the company's own 
protected IT infrastructures.  
    IT infrastructures, and mobile devices are increasingly 
being used. Criminals are exploiting the global pandemic 
situation technically and, above all, as a thematic starting 
point for social engineering and other attacks. 

 
The Proofpoint Human Factor Report 2019 proves, 

"more than 99 percent of cyberattacks rely on a human 
interaction in the process, making the individual user the last 
line of defense." The report shows that more than 99 percent 
of observed threats required a human interaction, whether it 
was activating a macro, opening a file, clicking a link or 
opening a document. To significantly reduce risk, 
organizations need a holistic approach to cybersecurity that 
focuses on the individual employee. Essential to this is the 
sensitization of all people in the company as well as effective 
security awareness training. 

 
Through AI-based IT awareness training and education, 

companies and government agencies are strengthening the 
digital defenses of the entire workforce. AI chatbots enable 

efficient conversational learning. Learning with AI chatbots is 
thus comparable to learning through discussion rounds. As a 
rule, people remember content more easily when it is 
conveyed during a dialogue, rather than through a frontal 
presentation. AI chatbots make it possible to convey IT 
awareness knowledge in a short, mobile and interactive way. 

 
This project aims to improve the aforementioned efficiency of 
AI-based learning chatbots in the context of IT knowledge 
training. 

 
This paper is organized as follows: 
Section II reviews the relevant terminology and advantages 

of AI chatbots. Section III describes the current state of the art 
considering related works. Section IV describes the IT 
awareness chatbot approach. In Section V, the implementation 
and structure of an AI learning chatbot. In Section VI, initial 
test results of a user testing are disclosed. Section VII deals 
with the efficiency of learning chatbots and the learning gains 
that can be achieved with them. 

II. BACKGROUND 

IT and cybersecurity awareness [Definition]: IT and 
cybersecurity awareness mean problem awareness and secure 
behavior. In everyday dealings with IT systems, awareness is 
an elementary security measure. First, this means creating an 
awareness of the problem of cyber security attacks and threats. 
Building on this, it is possible to achieve a change in behavior 
toward secure digital use. Security awareness measures are 
successful if they empower the target groups and motivate 
individuals to improve their cyber security. It is important to 
develop awareness at eye level and in a practical manner [1]. 
 

AI learning chatbot [Definition]: An AI learning chatbot 
is a computer program that uses Artificial Intelligence (AI) 
and Natural Language Processing (NLP) to understand 
learners’ questions and automate responses to them, 
simulating human conversation. Users can ask questions to 
which the system responds in natural language [2]. 

 
Advantages of an AI chatbot: AI chatbots in use for IT 

awareness can help: 
• Reduce costs. AI chatbots can support processes through 

automation and thus reduce process costs. Here specifically 
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the costs for necessary awareness measures and presence 
training. 

• Relieve employees. AI chatbots are able to take on 
uncomplicated cases in the call center or self-services. This 
can significantly reduce the workload of employees; and they 
are given the opportunity to focus fully on the critical IT 
security cases where they are really needed.  

• Improve the user experience through efficient dialog-
based learning. 

 
All advantages of AI chatbots at a glance: 
• Chatbots are available 24/7 
• Chatbots never drop out due to illness or vacation 
• Chatbots learn constantly and get better the longer they 
are deployed 
• Chatbots eliminate waiting time for learners and users 
• Chatbots are fast and effective 
• Chatbots are scalable 

 
Benefits for around 150,000 employees in the state of 
Hesse: 

In Hesse alone, there are around 150,000 employees (full-time 
equivalents) at the state level who can be users of IT 
awareness training with AI chatbots. 
 

III. RELATED WORK AND RESEARCH QUESTION 

State of research and technology: 
If we take a closer look at the topic of chatbots, we can see 

that it has become increasingly important in recent years. It 
has therefore also been shown in several studies that it is 
possible to learn with a chatbot. The authors in [8] have shown 
in their study that it is possible to learn with a chatbot. For this 
purpose, they took 2 study courses with once 167 and once 
124 students. Of the 167 and 124 students, 121 and 87 passed 
respectively. At the end of the semester, the students who had 
passed were able to fill out a questionnaire in which 187 had 
responded. The analysis of the questionnaires showed that 133 
times (71.13%) the chatbot provided correct suggestions. In 
30(16.04%) cases, the chatbot has the correct suggestion but 
not suitable for the students' needs. Only in 24 (12.83%) cases, 
the chatbot provided wrong suggestion.  

In order to make learning with a chatbot more interesting, 
the authors in [7] showed that it is necessary to come up with 
a suitable gamification strategy to make users learn longer 
with it. Badges, different levels, quests, countdown, rule and 
reward or leaderboards are mentioned here as possible 
approaches, all of which should be considered when designing 
a AI learning chatbot.  

However, good chances of success or a good gamification 
concept are only secondary for chatbots; it is much more 
important that the users can interact with the chatbot. Yin-
Chun Fung and Lap-Kei Lee [6] conducted a survey with 20 
participants to test an AI chatbot for cybersecurity awareness 
in their survey, it was found that 75% of the respondents know 
how to use an AI chatbot. It was also found that using a 
cybersecurity awareness chatbot can increase cybersecurity 
awareness, so 75% of the respondents agreed and the 
remaining 25% were neutral. 

An extensive literature search has not yet been able to find 
any studies or research results on the use and effectiveness of 
AI chatbots in IT awareness training. IBM Germany also 
informed the project manager that Darmstadt University of 
Applied Sciences is conducting the first project in the area of 
AI learning chatbots for IT awareness in Germany [as of 
01/2022]. The objective of the project goes beyond the current 
state of research and does real pioneering work. 

 
Research questions and objectives: It is investigated 

how the existing knowledge about IT awareness and 
cybersecurity can be increased in a target group-specific way 
by using an AI chatbot. Target groups are especially users 
without detailed knowledge about information security, as 
well as executives and IT administrators. The goal of the 
research project is to determine the effectiveness and 
efficiency of an AI chatbot for raising awareness among 
employees of the Hessian state administration and 
government in a target group-specific manner. The AI-based 
learning chatbot will be tested and optimized on selected 
target groups. 

IV. IDEA AND APPROACH 

An IT awareness learning platform with AI chatbot: 
An AI-based learning chatbot is an intelligent, voice- 
respectively text-based dialog system that allows chatting 
with an Artificial Intelligence. Such an AI-based learning 
chatbot is to be used and tested for the first time as part of an 
IT awareness training for basic sensitization of employees.  
The AI chatbot conveys the most relevant learning content on 
the topic of IT awareness to the learner in a simple, and in 
some cases even playful, dialog. In the process, AI chatbots 
divide the knowledge into small "morsels" and send them to 
the user one by one. 

 
Solution: The IT awareness learning platform with AI 

chatbots imparts expert knowledge about IT awareness and 
cyber security to specific target groups: Low-threshold, "in 
small bites", "for in between".  

The user controls the AI learning chatbot through his 
questions/choices/selections. 

 
The following specialist topics are already included in the 

current IT awareness learning platform with AI chatbots and 
optimized for detection rates of over 75%. 

TABLE I.  SUBJECT MATERIALS 

Malware Phishing Secure 
handling on the 

web 

Good and 
secure 

passwords 

Social 
engineering 

Data protection 
on the web 

Blackmail 
Trojan 

Computer 
viruses 

Spying on data Botnets and 
DDoS attacks 

Cyber and 
computer crime 

Voice 
assistants 

Hacking - my 
online bank 

data on the web 

Industrial and 
commercial 
espionage 

Cyberbullying 
and 

cyberstalking 

Fake stores, 
fraud, 

subscription 
traps 

Skimming ICT criminal 
law 

Sexting on the 
web 

Catfishing 
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The AI-based IT awareness training starts with a self-
assessment of the user and a placement test and is then based 
on the knowledge level of the individual participants. In this 
way, the strengths and weaknesses, as well as the individual 
learning type of the employee are taken into account and a 
training adapted to the respective person is guaranteed. 

 

V. STRUCTURE OF THE AI CHATBOT 

Learning scenario 1:  
Answering questions from learners 

The AI-based learning chatbot shall be able to answer 
frequently asked questions, a precise analysis of the most 
frequently asked questions per subject had to be carried out 
first. Based on this analysis, a knowledge base was then 
developed for the AI chatbot answers. If the AI chatbot detects 
a similarity between a new question and a question in the 
knowledge database, it outputs the corresponding answer. 

 
Important success factor: 
Helping users to ask questions 

With an A/B/C-usability test it was conducted in which the 
participants were to test the learning platform by asking the 
chatbot questions. Group A was given no additional tools on 
the learning webpage, group B was given a mind map diagram 
as an additional tool to ask questions, and group C was given 
an additional info-video (but no mind map). As result of the 
A/B/C-usability test, it turned out, that group B achieved the 
greatest success, in which they were able to achieve the 
greatest learning gain and asked the most amount of questions 
to the chatbot [3]. The example mind map diagram in Figure 
1 is intended to give users who are not familiar with the topic 
some clues and ideas as to what they can ask the chatbot. 

 

Learning scenario 2:  
Inquire about and deepen (prior) knowledge 

The AI chatbot is used to determine the (prior) knowledge of 
a learner. To do this, the AI chatbot asks a series of predefined 
questions (chat flow) and evaluates the answers. Unlike 
multiple-choice tests, there are no predetermined answers. 
The AI chatbot can provide solution hints and feedback 
immediately after the answer. The prerequisite for such a 
dialog is that the test questions have been defined beforehand 
and the AI chatbot knows the correct answers. Using intent 

matching, the AI chatbot can estimate whether a correct or 
incorrect answer was given. 

 
Test scenario:  
Knowledge check to certify a training measure 
The guided chat flow (from learning scenario 2) is used to 

test the knowledge of a learner. Here there are 3 different 
levels of difficulty (easy, medium, hard). The learner can 
collect 15 points per training unit. Once a certain number of 
points has been reached, a successful IT awareness training 
session can be certified. 

 

A. Structure of the questioning chatbot 

The chatbot is set up in such a way that the learner can 
prove his knowledge with the help of a quiz in the chatbot, 
where the chatbot asks the learner questions. By entering a 
keyword or trigger, such as “Malware Quiz”, the chat flow in 
the chatbot is addressed and the quiz is started. The learner 
collects points by correctly answering the questions posed by 
the chatbot. The chatbot asks the learner five questions per 
difficulty level and topic. Depending on whether the learner 
answered the question correctly or incorrectly, he or she 
receives points and a short explanation of the correct answer. 

 

1) Game method 
There are 2 methods of play to successfully complete the 

quiz. The first method is based on the fact that the learner has 
already unlocked all difficulty levels at the beginning, 
whereas in the second method, the learner can only select the 
difficulty level at the beginning and unlock the other levels 
first. difficulty level at the beginning and has to unlock the 
other levels first. must first unlock the other levels. 

 

a) Method 1: Difficulty level selectable 

In the first method, the learner can choose any difficulty 
level, but the learner must play through all three difficulty 
levels for the chosen subject to be considered successful. For 
each question answered correctly, the learner receives one 
point. This means that the learner must achieve 15 points to 
successfully complete the quiz for the selected subject.  

 
In the example, the chatbot was addressed with the trigger 

“test quiz” and the chatbot gives the learner the opportunity to 
select the difficulty level. 

 

b) Method 2: Unlock difficulty level 

In the second method of play, the learner must first 
successfully complete the easy difficulty to unlock the 
intermediate level, and then the learner must successfully 
complete this to unlock the hard difficulty. 

This method gives the learner the feeling that he is in a 
game and must make progress to unlock the so-called “end 
level”, the level difficult. In this method of playing, the learner 
does not have a free choice to select the difficulty level, but 
the learner can start the quiz or also read through the rules of 
the game. 

Figure 1. Example of a mind map diagram 
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2) Chat flows 
To conduct the quizzes, so-called chat flows are used. 

Here there are connections that can be used to insert many 
branches into the chat flows. The learner can use these to 
navigate to a specific point. For example, in the quiz there are 
paths, depending on whether the learner’s answer is correct or 
incorrect, the learner is forwarded to the particular branch. As 
a result of how many questions the learner answers correctly, 
he gets his points by advancing in the particular path. In this 
quiz, each correct answer directs the user down one level in 
the tree diagram and in the left direction; if an answer is 
incorrect, the branch at the bottom right is taken. On the 
whole, the chat flow is similar in structure to the normal Chat 
bot, in which the learner asks the chatbot questions, also a so-
called Question and Answers. The special feature here, 
however, is that you can create a direct connection from one 
conversation to the next. In order not to put the performance 
of the chatbot under high load, a chat flow and a difficulty 
level has only five questions. By answering all the questions 
correctly, the node redirects the user to a new chat flow at the 
end, where he can continue with the quiz. This allows the 
learner to be guided through a multi-level dialogue, for 
example, to request several pieces of information or to define 
a problem in more detail. This function is also used, for 
example, to create a ticket for support. In Figure 2, you can 
see what the tree structure looks like with the various branches 
and how complex it can become, depending on the number of 
questions. 

 

3) Future outlook 
To bring out the full potential of the AI-based learning 

chatbot, and for learners to achieve even better success, it is 
necessary to conduct surveys to find out the learning behavior 
of users. Therefore, some surveys about the learning behavior 
will take place in the coming weeks. On the one hand it will 
be tested if the learners prefer to learn via multiple choice or 
if they prefer a variant where they have to enter the complete 
answer manually. It will also be tested which of the above-
mentioned game modes lead to a better game experience or to 

an increased learning gain. In addition, it is still checked 
which requirements are optimal for the awarding of a 
certificate so that it has a relevant value. After completion of 
the surveys, the results will be evaluated and based on these, 
the chatbot will be further improved. In addition, a final test 
with subsequent certification will be implemented. In order 
for the certification to have a value that is recognized in 
society, an attempt will be made to accredit the complete IT 
awareness chatbot. 

VI. USER EXPERIENCE TESTING 

 

A User Experience Questionnaire (UEQ) consists of 6 

predefined UX factors: Attractiveness, Efficiency, 

Perspicuity, Dependability, Stimulation and Novelty. For 

many other products or applications, however, the above-

mentioned UX factors are not really relevant. The extension 

of the User Experience Questionnaire (UEQ+) therefore does 

not consist of 6 predefined UX factors, but of a question 

catalogue consisting of 20 UX factors, which can be adapted 

to the needs of your product. Since each UX factor consists 

of 4 pairs of opposing characteristics and the importance of 

the UX factor is also asked, it is advisable not to use more 

than 5 or 6 of the 20 UX factors so that the length of the 

UEQ+ questionnaire is within a reasonable range. A user 

experience questionnaire is now conducted with a 

representative number of test persons in order to obtain 

values that are as accurate as possible. During the test, the test 

persons have to rate the pairs of opposites on the basis of a 

predefined question. As can be seen in Figure 3, the 

evaluation is done on a scale of 1 to 7, with the more negative 

characteristics on the left and the positive characteristics on 

the right [4]. 

 

After conducting the User Experience Questionnaire with a 

representative number of test persons, it can be analysed with 

an Excel table provided by UEQ+ and the mean value, 

standard deviation and confidence range for each individual 

UX factor are obtained. The confidence interval indicates the 

Figure 3. Example of a UEQ+ UX factor 

Figure 2. Chatflow of a Multiple-Choice Quiz 
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range that includes the mean value of a distribution with a 

certain probability. For this purpose, the upper and lower 

limits of the confidence interval are additionally determined 

and presented in the evaluation. These are represented by 

black lines within the associated mean values of the 

respective UX factors. 

There is also the option of displaying the importance of the 

individual UX factors, the evaluation is carried out as 

explained above. The aim is to get an overview of how well 

the respective UX factors are implemented and which factors 

need to be addressed. 

 

A. User Experience Questionnaire+ for AI learning 

chatbots 

Testing the user experience of an AI learning chatbot 

requires a good testing method. The UEQ+ is the best testing 

method for AI learning chatbots because it allows UX factors 

to be specifically tailored to the chatbot under test. However, 

since there are no studies yet on which UX factors are 

particularly well suited for an AI learning chatbot, a small 

study was conducted with 30 computer science students from 

the Darmstadt University of Applied Sciences as part of this 

project. The goal of the study was to find out which UX 

factors are particularly suitable for AI learning chatbots and 

to obtain initial user feedback on the existing AI learning 

chatbot. For the study, the 30 subjects filled out a user 

experience questionnaire with 18 of the 20 UX factors. The 

UX factors haptics and acoustics were deliberately neglected, 

as our AI learning chatbot does not generally communicate 

acoustically and cannot be touched. Then, the mean values of 

each UX factor were measured and the best 6 factors were 

selected based on the result. Figure 4 shows that it is 

especially important for a learning AI chatbot to be a 

reputable source that is good to learn with. After the best 6 

UX factors were collected, they were then evaluated. Figure 

5 shows that the learning AI chatbot already performs very 

well in many of the 6 relevant UX factors. 

VII. RESULTS 

Initial user experience tests on the AI chatbot yielded the 
following results: 

• The AI chatbot was very well received by test persons 

• Subjects found it very enjoyable to use 

• Easy use of the chatbot 

• High recommendation rate 

 
In order to measure the efficiency of an AI learning 

chatbot, learning growth was measured in addition to the 
UEQ+ mentioned above. For this purpose, a study was 
conducted with 30 computer science students from Darmstadt 
University of Applied Sciences, in which they were able to 
interact and learn with the AI learning chatbot. The study was 
structured in such a way that the subjects first had to complete 
the entrance test on a specialized topic (Table 1) and then ask 
questions to the chatbot in the learning area based on a mind 
map (Figure 1). In the next step, the subjects had to be 
questioned by the chatbot to verify the previously learned 
knowledge. Finally, the subjects had to complete the final test, 
which contained the same questions as the initial test. At the 
end, the points achieved in the initial test were subtracted from 
the points in the final test to measure the learning progress. 
The subjects had to complete this run for all subject topics. As 
can be seen in Figure 6, a learning gain of 15.73 % was 
achieved, even though the test subjects were computer science 
students who are at least in their 4th semester and who already 
have prior knowledge in the area of cybersecurity due to their 
studies.  

Figure 5. General evaluation of the AI chatbot 

Figure 4. Importance Rating of an AI learning Chatbot 

Figure 6. Learning Growth 
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Percentile: 
Of all the valid tests for the individual subjects, the scores 

achieved on the entrance tests were used to calculate 
percentiles. In total, the results of 266 entrance tests were 
considered. Depending on the prior knowledge of the test 
subjects, between 0 and 100 points could be achieved on the 
entrance test. Table 2 shows that half of the test subjects 
(median) already scored 70 points or more on the entrance 
test. The best 10% of the test persons even achieved 90 points 
or more in the entrance test. The results in Table 2 clearly 
show that our test group had sound prior knowledge of all the 
specialist topics of IT awareness and IT security and cannot 
be regarded as beginners or laypersons. 

 
TABLE II. PERCENTILES OF 266 ENTRANCE TEST 
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Percentile Value (points) 

[Up to max. 100] 

Meaning and 

discussion 

5 percent percentiles 20 95% of the testers 

scored at least 20 
points or more on the 

entrance test 

10 percent 

percentiles 

20 See line above (5 

percent percentiles). 

50 percent 

percentiles 

70 50% of the testers 

scored at least 70 

points or more on the 
entrance test 

90 percent 

percentiles 

90 The best 10% of the 

testers already 

achieve 
entrance test score 90 

points or more 

95 percent 
percentiles 

100 The top 5% of testers 
already achieved the 

maximum possible 

entrance test the 
maximum possible 

100 points 
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Abstract— Black Swan situations and their consequences 

are considered extremely unlikely before they happen and 

make perfect sense afterwards. Two malicious exploits that 

triggered Black Swan situations, Emotet and WannaCry, are 

assessed, along with their attack sequences comprising of 

multiple attack vectors operating in sequence and targeted at 

known vulnerabilities. The early warning signs and the 

practical actions to prevent these types of Cyber Black Swan 

situations are outlined. Prevention is based on practical 

defence in depth controls, along with effective ongoing 

maintenance, with situational awareness guiding the cyber 

teams as to where to focus their response efforts. 

 

Keywords- Black Swan; Emotet; WannaCry; Early Warning 
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Response. 

 

I.  INTRODUCTION 

As an Australian, the notion of a Black Swan as an 

unexpected event is counter intuitive. While the swans in 

Europe may be white, in Australia the native swans are 

black. In a country of jumping kangaroos and duck-billed 

platypus, the unexpected is modus operandi. In his book: 

“Antifragility, things that gain from disorder,” Nassim Taleb 

[41] uses the term Black Swan to describe unexpected 

situations with 3 attributes: Before the situation occurs, it is 

considered extremely unlikely, if not impossible; When it 

occurs its consequences are significant, either in changing 

belief, or in consequence; After it has occurred, it makes 

perfect sense as something that could happen [14][41].  

With Australian insight it becomes clear that unusual 

creatures and events do not just suddenly appear, they 

evolve over time. Similarly, Black Swan situations develop 

over time and show early warning indicators. Noticing these 

early signs, and acting upon them, will make the difference 

between a dramatic event, a well-managed situation, or just 

another day doing business. The proposed mitigation on 

these Black Swans is based on situational awareness, basic, 

practical, and well-maintained cyber controls, and response 

to emergency situations.  

Two black swan cyber situations, the Emotet Trojan, 

and the WannaCry Worm, are reviewed along with their 

attack vectors and the vulnerabilities they target. These two 

cyber attacks that triggered Black Swan situations were 

selected due to their scale and impact, which in turn can be 

attributed primarily to the preparation and response of the 

target organisations. These attacks differed in their initial 

access approach, their style of attack, and the combinations 

of attack vectors they utilised [4][36]. For each of these 

black swan cyber situations, the potential for predictability 

and reduced impact through stringent maintenance and 

monitoring, situational awareness, and response to early 

warning indicators is assessed.  

Section 2 outlines the Emotet and WannaCry exploits 

and their respective impacts. Section 3 analyses their attack 

sequences for access, escalation, persistence, scanning, 

spread, exfiltration, and assault [43]. Section 4 looks at how 

these events could have been foreseen by reading the early 

warning indicators. Section 5 outlines how these attacks and 

others like them can be mitigated using practical cyber 

defence in depth with effective ongoing maintenance, 

situational awareness, and timely response.  

 

II.  EMOTET AND WANNACRY EXPLOITS AND THEIR IMPACTS 

Over the last decade two of the most successful cyber 

attacks, in terms of scale and impact, have been Emotet and 

WannaCry. Both utilised a combination of exploits to target 

Microsoft vulnerabilities and gain access to organisations, 

establish persistence, escalate privileges, and exfiltrate data 

whilst concurrently spreading, infecting, and implementing 

assault strategies across the network [4][5][16][20][27] 

[33][34][37]-[40]. 

Emotet started as a banking Trojan and has continued 

to evolve since it was first identified in 2014. In 2019, 

Emotet was responsible for approximately 60% of malware 

email spam [36]. By 2020 it had morphed into Botnet as a 

Service with global distribution. Infected devices 

themselves become C2 bots. In May 2019, 310 unique 

infected IP addresses were identified, of which two thirds 

(208) were confirmed bots, and 8% (17) of these were also 

infected with Trickbot [36] (see Figure 1). 

In January 2021, the German Bundeskriminalamt 

(BKA) federal police agency coordinated a combined effort 

of law enforcement agencies to shut down the global botnet 

of hundreds of Emotet servers [34]. The Trojan malware, or 

a copycat, returned in November 2021 and infected an 

estimated 1.2 million systems in 2022 [34]. 
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Figure 1. Geographic distribution of Emotet Botnet IP 

addresses, June 2019 [36]. 

 

In May 2017, after infecting more than 300,000 

computers and crippling 150+ organisations worldwide. 

WannaCry was dubbed “the largest ransomware event in 

history.” The WannaCry ransomware attack was stopped by 

a MalwareTech cyber researcher [19] who identified a key 

design flaw and purchased the URL WannaCry referenced 

in its attack sequence (see Figure 2). 

 

 

 
Figure 2. Distribution of WannaCry infections  

14 May 2017, after 24 hours [5][19]. 

 

The situations triggered by WannaCry and Emotet could 

both be regarded as Black Swans. Each was considered 

extremely unlikely before they were experienced and 

identified. Each gained the attention of Europol and 

Eurojust due to their scale and the significant and costly 

consequences for those affected [34]. WannaCry brought 

the British NHS to a standstill [12], including the closure of 

public hospitals. Emotet was estimated as costing in excess 

of $1 million for every organisation it infected [4][34]. 

 

III.  ATTACK SEQUENCE ANALYSIS 

       While there are some commonalities in the zero-day 

exploits targeting Microsoft SMB remote control 

vulnerabilities, Emotet and WannaCry utilise different 

attack vectors in the infection process.   

A. Emotet access, escalation, persistence, scanning, 

spread, exfiltration, and assault 

Emotet utilises social engineering phishing campaigns 

to entice recipients to click on a link that downloads a 

macro-infected Microsoft office file. These emails appear to 

come from a friend or colleague, or from a known 

organisation and include PayPal receipts, shipping 

notifications, or “past-due” invoices [4] (see Figure 3). The 

macro executes the payload malware for the next stage 

where it establishes persistence using auto-start registry 

keys and services to embed a scheduled task at startup 

[4][33][34]. 

 

 
          Figure 3. Emotet malicious email Emotet [4]. 

 

Emotet spreads by extracting contact lists from 

infected users’ email accounts and using these to send 

phishing emails, so they will appear to come from a friend 

or colleague. Concurrently, Emotet spreads to systems 

across the network by enlisting a credential enumerator with 

service and bypass components. It utilises publicly available 

tools to recover passwords stored on: (i) the user’s system 

and external drives; (ii) web-browsers such as Google 

Chrome, Internet Explorer, Mozilla etc.; and (iii) email 

providers such as Gmail, Outlook, Hotmail etc. 

It concurrently utilises a malicious-actor-developed 

spreader module that applies brute force with enriched 

password lists to move through the Windows Admin Shares. 

It uses these credentials to access accounts and copy itself to 

the ADMIN$ of other network hosts, before using Server 

Message Block (SMB) to schedule execution on these hosts. 

It locates writable share drives and infects the entire disk by 

writing the Emotet service component onto the network 

[4][33][34] (see Figure 4). 
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Figure 4. Emotet infection process [4]. 

 

 

      From 2016 Emotet incorporated a Trickbot banking 

trojan which evolved to exploit the Microsoft Windows 

SMBv1 and NBT Remote Code Execution Vulnerabilities 

(CVE-2017-0144, CVE-2017-0147), and the Windows 

SMB Remote Code Execution Vulnerabilities (CVE-2019-

0630, CVE-2019- 0633) [4][33]. The Trickbot is used to 

launch the malware payload, bypass Microsoft security 

measures, communicate with the command-and-control 

infrastructure, upload data and download DLL updates [33].  

B. WannaCry access, escalation, persistence, scanning, 

spread, exfiltration, and assault 

WannaCry identified its targets using EternalBlue to 

scan externally facing hosts across the internet where TCP 

ports 139 and 445 were open [42]. These ports are used to 

communicate using the SMB network protocol that enables 

remote code execution in MS Windows & sharing across 

networks [5][16][40].  

When it identified the Microsoft SMB Windows 

Server Remote Code Execution Vulnerability (CVE-2017-

0144) and the Microsoft SMB Windows Server Remote 

Code Execution Vulnerability (CVE-2017-0145) [39] which 

enabled remote code execution over SMB v1, EternalBlue 

then accessed the vulnerable target systems and installed the 

DoublePulsar exploit for persistence [5][20][27]. It 

continued to scan, access and replicate while it encrypted 

files and destroyed backups on every computer it infected: 

disrupting businesses by denying users access to their 

critical data [13][37]-[39]. It then displayed a ransomware 

image to the users of infected devices (see Figure 5). 

 

 
Figure 5. WannaCry image displayed 

on infected user’s desktop [5][18]. 

 

 

IV.  PROACTIVELY LOOKING FOR THE EARLY WARNING 

INDICATORS 

Situational awareness is key to preventing malicious 

exploits developing into Black Swan situations. It enables 

organisations to notice the early warning signs and prepare 

for and respond to emerging situations. The early warning 

signs are there for Emotet and WannaCry, but they will only 

be noticed by those who actively seek them out. The early 

warning signs include: 

1. The current state of the organisation: 

a. The cyber-risk awareness of personnel, based 

on their click-rate on targeted phishing 

campaigns. 

b. The level of compliance with standards and 

guidelines for basic defence maintenance 

practices, including compliance to the 

Australian Signal Directorate’s Essential Eight 

cyber mitigations, in particular: the extent of 

unpatched Microsoft windows systems; 

privileged access management; ability to 

download macro-enabled email attachments; 

and availability of separately stored backup 

data [6].  

2. Critical vulnerability reports:  

a. Microsoft CVE-2017-0144, CVE-2017-0145, 

& CVE-2017-0147 vulnerability reports 

published in the Microsoft Vulnerability 

Update Guide on 14 March 2017 [22]-[24] and 

corresponding CVE reports [7]-[9] and NIST 

reports published on 16 March 2017 [28]-[30]. 

b. Microsoft CVE-2019-0630 & CVE-2019-0633 

vulnerability reports published in the 

Microsoft Vulnerability Update Guide on 12 

February 2019 [25][26] and corresponding 

CVE reports [10][11] and NIST reports 

published on 3 May 2019 [31][32]. 
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3. Threat alerts and reports: 

a. Threat alerts and reports are readily available 

through research centres such as MalwareTech 

[19], Metasploit [15], and Talos [17]. 

b. Cyber teams in peer organisations sharing 

information. Organisations, such as the 

Australian Banks, openly share information in 

a joint effort to fight cyber crime. 

V.  PREVENTING THESE BLACK SWAN SITUATIONS 

Emotet, WannaCry and similar trojan and worm-based 

malware exploits can be prevented, and/or their effects 

limited by applying basic cyber defence maintenance 

practices. 

1. Address the weakest link. Educate all people in the 

organisation on the risks and indicators of cyber 

exploits, such as emails with links and attachments. 

Educate people to not click on links and to run their 

mouse over to see where it links to, even if the email 

comes from a trusted colleague or friend. Educate 

them to not click on online advertisements, and to 

never share unencrypted sensitive information 

through external email or on the phone [4][6]. 

2. Incorporate desired cyber practices into policies. 

For example, implement a policy requiring users to 

forward suspicious emails to the security team [4]. 

3. Control who accesses to what, when. Implement 

Privileged Access Management based on the principle 

of least privilege [6]. 

4. Maintain a technology defence barrier. Keep all 

operating system and application patching up-to-date, 

by applying tested patches and updates as a priority. 

In particular, apply critical patches within 48 hours. 

Five weeks prior to the main WannaCry attack, 

Microsoft had released updated CVE reports and 

emergency patches to the Windows SMB 

vulnerabilities that enabled WannaCry’s EternalBlue 

and DoublePulsar exploits [6].  

5. Set a Firewall rule to restrict inbound SMB 

communication between client systems, using 

Windows Group Policy Object, or if using a non-

windows host-based intrusion prevention system 

[HIPS], implement custom modifications for the 

control of client-to-client SMB communication [4].  

6. Using antivirus programs on clients and servers, with 

automatic updates of signatures and software will 

mitigate against many other malware exploits that are 

signature based [4][6]. 

7. Whitelist IP addresses and block suspicious and 

known malicious IP addresses at the firewall. Filter 

out emails with known malspam indicators, such as 

known malicious subject lines, by implementing 

filters at the email gateway [4][6]. 

8. Block or scan file attachments commonly associated 

with malware, such as .dll and .exe and those that 

include macros, as well as attachments that cannot be 

scanned by antivirus software, such as .zip files 

[4][6]. 

9. Disable macros and PowerShell to prevent macro 

driven PowerShell commands, such as those utilised 

by Emotet [4][6]. 

10. Implement Domain-Based Message Authentication, 

Reporting & Conformance (DMARC), a validation 

system that minimises spam emails by detecting email 

spoofing using Domain Name System (DNS) records 

and digital signatures [4]. 

11. Be prepared for the worst. Take daily backups for 

timely recovery and restoration of service to the 

business and its customers. Ensure these are stored on 

a separate network and restoration is tested regularly 

to prevent failure when restoration is really needed 

[1][2][4][6]. 

12. Maintain current situational awareness. Stay abreast 

of alerts and threat reports. 

13. Limit exposure of critical systems to zero-day 

exploits.Take vulnerable, critical systems off-line 

and/or restrict their external accessibility when a zero-

day exploit is underway. 

14. Apply emergency zero-day patches immediately. 

During the WannaCry event, Microsoft released 

emergency patches for out-of-support versions of MS 

Windows.  

VI.  CONCLUSION 

The Black Swan situations generated by the Emotet 

and WannaCry malicious exploits demonstrate the potential 

for preventing these situations from developing.  

Situational awareness enables organisations to notice 

the early warning signs, prepare for and respond to 

emerging vulnerabilities and threats. Preparation involves 

addressing the weakest link, privileged access management, 

maintaining a technical defence barrier and keeping reliable 

backups. Current situational awareness ensures the 

organisation can respond to zero-day exploits by limiting 

exposure of critical systems and immediately applying 

emergency patches to vulnerable systems.  
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The threat landscape is constantly changing and 

evolving, with new malicious actors entering the scene and 

malicious exploits being released into the wild that can 

easily be combined for increased effect. But the impact of 

these exploits is ultimately driven by the preparedness, 

situational awareness, and response of the target 

organisations.  
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Investigating the Security and Accessibility of Voyage Data Recorder Data using a 

USB attack 

 

 
Abstract— Voyage Data Recorders (VDR) or 'black boxes' for 

ships hold critical navigational and sensor data that can be 

used as evidence in an investigation. These systems have 

proven extremely useful in determining the cause of several 

previous shipping accidents. Considering the importance of the 

VDR and the increasing number of cyber-attacks in the 

maritime sector, the likelihood of it being attacked is high. This 

paper examines the security and accessibility of VDR data 

through a malicious USB device. A USB device is used after a 

series of tests, detailed in this paper, found it to be a viable way 

to compromise a VDR system. Intensive penetration testing 

was performed on a VDR, and this paper presents the four key 

highlights from the authors’ tests. The results show that real-

world VDR data might not be secure from an insider threat 

with little to no cyber knowledge, and future VDRs may open 

that up to more outsider attackers. For a device like VDR, 

where confidentiality, integrity and availability of data are 

critical, a cyber-attack could therefore lead to serious 

repercussions. 

Keywords- Maritime; Ransomware; USB Rubber Ducky; 

Voyage Data Recorder. 

I.  INTRODUCTION 

    With the maritime industry increasingly dependent on 

technology, cyber incidents have also been on the rise. The 

emergence of new technologies has led to the creation of 

new attack vectors, such as Wi-Fi access, poor network 

configuration, and unsecure third-party devices, which can 

cause critical damage to the industry. Maritime industries 

are targeted in a wide variety of ways, from phishing attacks 

on shipping company offices to attacks on communications 

and navigation systems on board ships. In the event of a 

major incident in the industry, a forensic investigation will 

be conducted to determine the cause for legal and reporting 

purposes, which will also help in correcting past mistakes. 

The study [1] observes that forensic readiness in the 

maritime sector, though it is not yet developed, can help in 

assessing cyber risks and mitigating attacks in the future. 

A Voyage Data Recorder (VDR), often referred to as ‘the 

black boxes for ships’, plays a critical role in forensic 

investigations on ships. They store sensor data that can be 

retrieved following an incident, to construct the navigational 

plan and other factors that lead to the incident. Due to its 

importance, it is essential that the data stored is secure and 

tamper-proof, and the International Maritime Organization 

(IMO) clearly stipulates that VDRs should maintain a store 

with secure and retrievable information regarding the 

position, the physical status, and the command and control 

of the vessel over the period of the accident [2]. 

Interestingly, in some cases, the forensic investigators were 

not able to access the VDR or the data recorded. A few 

incidents have occurred when the VDR data disappeared 

mysteriously or the VDR status failed to record data at all 

[3]. There has been some previous research hacking a VDR 

(documented on a blog [3]) that exclusively used static 

analysis and Quick Emulator (QEMU) emulation on VDR 

software. In comparison, this paper builds on this previous 

understanding. As this study had full access to a VDR, 

experiments were done on the actual hardware and software 

of the system, and analyses were primarily dynamic for 

triggering real digital and physical effects. Our VDR was 

also connected to other real-world bridge systems, which it 

collected data from, adding a layer of realism beyond 

previous studies. 

The disappearance of data can either be accidental human 

error, system malfunction or deliberate tampering. This 

paper aims to determine how plausible tampering is. With 

the increase in cyber-attacks in the maritime industry, the 

possibility of tampering with the VDR data to cover an 

incident or attacking the VDR itself cannot be eliminated. In 

addition, we examine if tampering could be simplified, so 

that even an unskilled insider, could be a significant threat. 

This is unlike previous work, as it demonstrates how 

attackers, but also system pen-testers, can more easily 

penetrate a system using modern-day pen-testing tools (i.e., 

pre-programmed USB, pre-installed Kali Linux tools, 

publicly available malware simulators). Moreover, while 

previous studies [3] examined only Furuno VDR software, 

which required specific knowledge, the proposed pen-

testing USB stick in the paper could be used on any make or 

model, given there is a USB port. 

As a critical part of incident investigations, the 

disappearance of VDR data can lead to investigation dead 

ends. As outlined in [30], which looked at incidents from 

01/11/2020 to 31/10/2021, there were 275 incidents related 

to data breach by privilege misuse, and all these incidents 
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were caused by insiders. It was reported that 78% of the 

incidents were motivated by financial gain, 9% by grudge, 

8% by espionage, and 6% by convenience [30]. A device 

like VDR, which stores its data for months on board a ship, 

leaves the possibility of insiders tampering with the 

evidence [1]. 

Based on the assumption that the threat actor is an 
insider, this paper examines the security and accessibility of 
VDR data with a malicious USB device. [5] shows that 
USBs are one of the top cyber security threat vectors, with 
USB threats targeted specifically at industries including 
shipping growing from 37% in 2021 to 52% in 2022, while 
the number of threats targeted at Industrial Control Systems 
(ICS) increased from 30% to 32% over the same period. 
Most VDRs typically have USB ports for updating the 
system, and older VDRs can only be updated this way, so 
leaving them open and accessible to anyone is a risk. 
Therefore, using the attack path of USB access seemed 
reasonable when the threat is an insider. 

The paper will provide an overview of VDR systems and 
their importance in Section 2 and then moves on to describe 
the tools used for testing the VDR in Section 3. In Section 4, 
the paper will discuss the key results and highlights of the 
testing, followed by a conclusion with discussions and future 
work. 

II. BACKGROUND 

According to [6], the main purpose of a VDR is to collect 
and provide navigational data to aid in maritime accident 
investigations and to monitor system performance. A typical 
VDR system would consist of an electronics unit that gathers 
data from the sensors and saves it to a storage drive, with 
interfaces for communication and monitoring like USB, and 
Ethernet [4]. In addition, it will have an uninterruptible 
power supply, a hardened capsule, or a floating capsule for 
storing data and a monitor or console for performing tests 
[6]. The data collected include but are not limited to GPS 
data, heading and speed information, Electronic Chart and 
Display Information System (ECDIS), Automatic 
Identification System (AIS), data from Radar, voice feeds 
from bridge and rudder responses [7]. It is important to 
notice that VDRs currently do not have a mechanism for 
verifying the integrity of data to confirm if it has been 
tampered with. As a result, even if any of the data is 
manipulated, investigators might not be able to detect it. 

The IMO requires all passenger ships and other ships 
except those passenger ships exceeding 3000 gross 
tonnages that are constructed on or after 1 July 2002, to be 
equipped with VDRs to comply with the regulations under 
Safety of Navigation of the International Convention for the 
Safety of Life at Sea (SOLAS) [2]. The Maritime Safety 
Committee of the IMO amended SOLAS chapter V 
regulation 20 in its 79th session to include requirements for 
VDR on cargo ships [2]. It states that cargo ships engaged in 
international voyages are required to have a VDR, which can 
be a simplified version of VDR (S-VDR) [2]. As per MSC 
Resolution 333.90, all VDRs installed after July 2014 must 
record continuously and retain data for a period of at least 30 

days on the long-term storage medium and at least 48 hours 
on fixed or floating storage medium [8]. VDRs installed 
before July 2014 must retain data for a minimum of 12 hours 
and data will be overwritten at the end of the period.  This 
implies that different ships will have different rules 
depending on the type of vessel and the date of device 
installation. Given the long-life span of ships before they are 
scrapped, there is a possibility that many ships out at sea may 
still be equipped with outdated VDRs that are prone to 
cyber-attacks and can compromise forensic investigations. 

Investigating authorities like Marine Accident 
Investigation Board (MAIB) and US National Transportation 
Safety Board (NTSB) have extensively used and interrogated 
VDRs as evidence. An iconic investigation was the sinking 
of El Faro following hurricane Joaquin when NTSB and a 
few other organizations spent 11 months on 3 expeditions to 
retrieve the VDR [9]. From 26 hours of audio recordings on 
the vessel's bridge, a transcript of over 500 pages was 
produced and it significantly contributed to the discovery of 
the accident's cause [10]. Another incident was the 
grounding of Costa Concordia in the Tyrrhenian Sea off the 
coast of Italy. Italian authorities recovered the hard disk from 
the concentrator and converted the data to usable formats, 
generating radar screenshots, National Marine Electronics 
Association (NMEA) strings, and other data logs [4]. The 
investigators analyzed all this information together to 
understand key details, such as whether the vessel was being 
driven by a manual or automatic pilot, rudder instructions 
given and followed, and the status of watertight doors that 
controlled the flooding of compartments [4]. 

III. TOOLS USED 

This paper examines whether the VDR data could be 

accessed or compromised and whether it could lead to 

unreliable data. Intensive penetration testing was performed 

to look for vulnerabilities and concerns that could lead to 

VDR data breaches and manipulation. Penetration testing or 

Pen-test is the method of attacking the system by authorised 

personnel, to identify and detect flaws in the system that 

could be exploited by attackers. Testing is carried out with 

several dedicated tools and custom scripts and this section 

will detail each of the tools and devices used to test an off-

the-shelf VDR. 

A. System Under Test 

The System under Test (SuT) is an off-the-shelf VDR 
manufactured by a global shipping equipment manufacturer 
that is used by ships around the world. The specific make 
and model of the SuT are omitted for security purposes. The 
PC associated with the VDR runs Windows Embedded 
Standard 7 Operating System (OS). To monitor the system 
and test for vulnerabilities, an external attack machine that is 
running on Kali Linux OS is used. Kali Linux is a special OS 
distribution with pre-configured tools designed for 
penetration testing purposes. This 64-bit Kali Linux machine 
with 2048MB base memory is installed on a virtual box to 
isolate the attacks running from the host machine. 
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B. USB Rubber Ducky 

A $59.99 (around £52.6) malicious device that resembles 
a USB stick, called USB Rubber ducky was used to execute 
the attacks [11]. USB Rubber Ducky was created by an 
information security company, Hak5, and the tool gained 
popularity in the security community due to its properties, 
like ease of use and powerful payloads [11]. When 
physically plugged in, the Rubber Ducky injects keystrokes 
into the computer it is connected to. Users can specify the 
keystroke combinations they want using a scripting language 
called Ducky Script. The script is written in a text file and 
then transferred to a File Allocation Table (FAT) formatted 
Secure Digital (SD) card. The SD card used for performing 
tests, in this case, is of size 128MB. For using this device, 
users need not have prior complex cyber security knowledge 
as it automates the keystrokes for the commands and if set up 
correctly, this could lead to heavily damaging the system. 
There are Rubber Ducky payloads and resources available as 
Github repositories, making them publicly accessible [12]. 
This tool is useful for automating tests, as explained in the 
following sections. 

C. Metasploit Framework 

The Metasploit framework is a powerful penetration 
testing tool with many features [13]. It contains several 
modules, which are exploits that take advantage of 
weaknesses in the system to hack it, payloads which are code 
sets that interact with the system, and auxiliary modules that 
perform functions, like scanning and sniffing. This 
framework helps in detecting a vulnerability, exploiting it, 
creating, and transferring payloads, and executing attacks. 
Currently, Metasploit has over 2000 exploits for various 
platforms including Android, Linux, Windows, Java, etc. It 
also hosts some exploit modules targeting ICS devices and 
protocols, like Programmable Logic Controllers (PLCs) and 
Modbus. However, this is limited to generic industrial 
components and currently, no such framework exists for the 
maritime industry for evaluating its systems. 

D. Shinolocker Ransomware Simulator 

Ransomware is a type of malware that, once it infects a 
system, will encrypt the files and prevent them from being 
accessed. Users will then be asked by the attacker to pay a 

ransom to decrypt the files and retrieve them. According to 
[14], in the year 2021, there was a 151% increase in the 
number of global ransomware attacks than the previous year 
and the numbers are predicted to rise in the coming years. 
For VDRs, where data is crucial and sensitive, a ransomware 
attack could lead to legal and regulatory issues in the event 
of an accident. As testing the VDR with real ransomware is 
dangerous, a ransomware attack on the VDR was carried out 
by means of a tool called ShinoLocker. ShinoLocker is a 
ransomware simulator developed by a security researcher, 
Shota Shinogi, and presented at Black Hat 2016 [16]. It 
works exactly like real ransomware, except that it does not 
ask for ransom. Once the payload has been executed, it 
encrypts all files of the specified type, for example, EXE, 
PNG, and JPEG, and displays a message, in this case, a 
transaction id, to retrieve the decryption key for accessing 
the files [15]. This tool is very useful for training and 
teaching purposes. 

E. Nmap (Network Mapper) 

Nmap is a network scanning and auditing tool. It will 
scan the network, find hosts, open ports and services for each 
host and its OS [17]. Nmap was used to identify the OS of 
the VDR PC and its version. It was also used to find open 
ports on the VDR to create test scenarios. 

IV. HIGHLIGHTS FROM THE TESTING 

After an intensive penetration test on the SuT, four key 
highlights were derived and presented in this section. 

A. Reverse Shell 

Reverse shells are interactive shell connections from a 
target machine to the attacking machine, that allows the 
attacker to access, transfer, manipulate and delete files. The 
first test was to determine if the attacker could obtain a 
reverse shell from the VDR PC to the attacking machine for 
viewing and manipulating files. Figure 1 shows the attack 
path and flow of commands. To create a reverse shell 
session, a reverse TCP shell payload was created using 
Msfvenom, a payload generator for Metasploit. With 
Msfvenom, users can specify a shell type, IP address, and 
port number, as well as a payload type (EXE, ELF, PHP) to 
target a system of a given architecture [18]. 

Figure 1. Attack path for creating a reverse shell. 
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Using Msfvenom, a reverse TCP shell payload was 
created to target Windows architecture using the local host 
IP address set as the IP address of the Kali machine. This 
payload then had to be transferred to the VDR for execution. 
To transfer the payload to the remote machine, an HTTP 
server was hosted on the Kali machine, and the payload was 
uploaded to it (see step (1) of Figure 1). Next, a ducky script 
was written such that once the USB device is plugged in, the 
HTTP server would download the payload to the VDR PC 
from the server.  This can be seen in Steps (2) - (4) of Figure 
1. Ducky script was written with five-second delays between 
each command, mimicking the keylogging of a human user 
in such a way that the VDR would be tricked even if it has a 
mechanism to flag fast key entries. The script was then 
encoded and written to an SD card. 

During this time, Metasploit was running on the Kali 
machine with the exploit set as multi/handler; payload as 
meterpreter/reverse TCP, listening for any connection [19]. 
When the USB was plugged into Kali, a Meterpreter shell 
session was opened, i.e., Step (5) of Figure 1. 

A complete list of steps for Figure 1 showing the path to 
the reverse shell: 

(1) Payload generated (Msfvenom) and hosted in HTTP 
server 

(2) Ducky Script written with commands to download 
payload 

(3) Once the USB is plugged in, the command to 
download the payload 

(4) Payload downloaded from server to VDR PC and 
executed 

(5) Meterpreter listener receives a connection from VDR, 
and the session is opened. 

Typically, shell sessions only grant local user access to 
the user. Thus, the privilege was escalated using the 
'getsystem' command, which allowed the user to view files 
and folders. Additionally, other options in the Meterpreter 
shell were explored, such as viewing and accessing system 
logs, capturing webcam images, sharing screens, and listing 
processes. A hash dump of passwords produced 5 New 
Technology LAN Manager (NTLM) hashes, cracking it 
produced five passwords, out of which three were blank ones 
(including that of the ‘Administrator’ account), and the other 
two of ‘Engineer’ and ‘Captain’ accounts had simple 
passwords. 

In a system like VDR, manipulating files using such a 
shell could be potentially dangerous and critical. An 
unauthorised or malicious insider could change the logs or 
files to create confusion during an accident investigation. 
Creating and using strong passwords is the first basic step in 
protecting any device from cyber-attacks. The guidelines on 
cyber security onboard ships document suggest using Multi-
Factor Authentication (MFA) and changing default 
passwords to protect confidential data on safety critical 
systems [20]. It also recommends establishing a password 
policy with guidelines on password creation, updating and 
securing. 

B. Ransomware attack 

Ransomware attacks are one of the most common cyber 

incidents in the maritime industry and according to [22], 
ransomware is the leading source of cybersecurity threat risk 
to US ports and terminals. Maritime transport is a billion-
dollar industry and ransomware attacks have risen over the 
past few years to take advantage of this. In the last five years, 
four major global shipping companies have been negatively 
affected by ransomware and their operations have been 
halted for weeks [21]. Recently, a Singapore-based offshore 
operator - Swift Pacific Offshore has reported a data breach 
that experts believe to be a ransomware attack [23]. To view 
the effects of a ransomware attack on the VDR, the 
ShinoLocker tool was used (see Figure 2). Since it was 
intended for training and teaching purposes, it appeared to be 
the most practical option without causing damage to the 
VDR.  

To encrypt all PNG, JPG, TXT, and EXE files in the 
VDR, a ShinoLocker payload was created specifying those 
file types. The payload was transferred to the VDR in the 
same way as mentioned in the previous section, using an 
HTTP server hosted on Kali Linux machine. A ducky script 
was written to download the malware on to the VDR PC and 
then the script was transferred to the USB Rubber Ducky. As 

Figure 2. ShinoLocker Message Window. 

Figure 3. Encrypted Files. 
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soon as the USB device was plugged in to the VDR system, 
the malware started encrypting the files of the previously 
mentioned file types (see Figure 3). 

There was a message like a typical ransomware message 
on the screen, but it did not ask for a ransom. In the message, 
there was an option to enter the decryption key obtained via 
the original tool using the transaction ID displayed on the 
screen after the malware infection (see Figure 4). 

Up until recently, the biggest motivation for ransomware 
attacks was money, but that is changing slowly. In January 
2022, a Belarusian hacktivist group called ‘Cyber Partisans’ 
attacked the Belarus Railway systems using ransomware and 
encrypted the systems. They claim it as an act of protest and 
demanded the release of fifty 50 high-risk political prisoners 
in addition to banning Russian soldiers from using 
Belarusian trains as the ransom [24]. This shows that the 
definition of ransom in ransomware attacks is changing, and 
it is interesting to see if cybercriminals are likely to hold 
VDR data in exchange for ransom in a case where the VDR 
has critical evidence of a major incident.   

C. Hard Drive Erasure 

A third scenario involved erasing the disk contents and 
uninstalling Windows. This test was not performed as it 
would change the current settings of the machine and may 
destroy it. However, it could be easily accomplished with a 
USB Rubber Ducky and a few lines of code. The 
consequences of such an attack could be catastrophic on an 
autonomous vessel, where all configurations and settings are 
controlled by a machine. This is a denial-of-service attack 
where the system might not be available when it is needed 
the most or it might not be reliable.  

Erasure or tampering of evidence data could lead to 
serious repercussions in investigations involving legal fines, 
human life, or geopolitical tensions. Almost a decade ago, on 
15th February 2012, two Indian fishermen on a fishing boat 
‘St.Anthony’ were killed off the coast of Kerala, India in a 
shooting incident mistaking the fishermen as pirates and 
India detained two Italian mariners on board the ship ‘Enrica 
Lexie’, an oil tanker, owned by a Milan-based company [25]. 
This incident strained the political relationship between the 
two countries. In this case, the Kerala police seized the VDR 
hard disk, however, it was alleged that the captain failed to 
preserve VDR data after the incident and the second officer 

of ‘Enrica Lexie’ stated that he did not press the VDR for 
recording [25]. 

D. Eternal Blue Vulnerability 

While testing, an interesting result was obtained. The 
VDR PC was running Windows Embedded Standard 7 and a 
Nmap (Network Mapper) scan discovered that ports 139 and 
445 were open. The VDR PC was found to be vulnerable to 
the Eternal Blue exploit that exploits remote code execution 
vulnerability in Microsoft SMBv1 Servers with vulnerability 
entry of CVE-2017-0143 in the Common Vulnerabilities and 
Exposures (CVE) database [26]. This vulnerability has a 
Common Vulnerability Scoring System (CVSS) score of 8.1 
(HIGH) and the famous WannaCry attack used this exploit to 
spread its infection [27].  This could not have been found by 
only emulating parts of VDR firmware.  

Even though the exploit module on Metasploit 
framework for Eternal Blue vulnerability was designed for 
64-bit systems, and while the PC had a 32-bit operating 
system, the exploit module was run to see how the VDR 
would respond. The session was not opened as expected, 
however, VDR crashed with a blue screen of death and the 
machine needed to be manually rebooted. Since the Eternal 
Blue is a Random Access Memory (RAM) resident implant, 
once the system has been rebooted, it will function as normal 
again. As a result, the system may not be available when 
needed, and if the system is vulnerable to attacks like Eternal 
Blue, it may cause heavy damage. 

V. FUTURE WORK AND DISCUSSIONS 

Cyber security for maritime equipment is in its infancy, 
and there is little literature on voyage data recorders with 
even less research done on their security. Much of the 
literature available are reports of accidents involving VDRs, 
published by organisations like MAIB. Other articles analyse 
the investigation from a digital forensics point of view and 
suggest ways to improve the security of voyage data recorder 
data like the paper on the Costa Concordia shipwreck [4]. 
Data Integrity and Availability are critical properties in the 
Confidentiality, Integrity, and Availability (CIA) triad for 
devices, like Voyage Data Recorders. A study by [28] 
developed an algorithm of hash-based data recording where 
the time and date of the message are used to generate a key 
for authentication and a hash function is used to generate a 
key that combined with the original message can be used to 
check for message integrity. Research to improve the 
Remote Alarm Module (RAM) connected to the VDR would 
be good to alert the crew and people on the bridge if 
something is wrong in the system [29].  

There is a need to improve VDR security from both 
technical and regulatory perspectives based on the little 
research conducted in this area. In the coming years, VDRs 
will become more connected, allowing new attack vectors, 
such as Wi-Fi access and poor network configuration, 
widening the attack surface. The encryption of critical data 
and the deployment of access control methods would help to 
protect the confidentiality of the evidence to an extent. The 
use of USB ports must also be restricted in addition to 
flagging when a USB device is connected to the system. 

Figure 4. Decrypting Files. 
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Using Sheep-dip protocol, where a dedicated computer that 
is isolated from the ship’s network set up onboard, could also 
protect its systems from USB-based attacks. In this protocol, 
the removable media is plugged into the dedicated computer 
for scanning viruses and malware and preventing the spread 
of infection. This could be particularly useful in maritime 
systems where systems and charts are updated via USB 
drives.  

The penetration testing of the systems could identify 
possible threats early on and allow them to be mitigated. At 
present, most of the testing is done manually by pen-testers 
who walk into a ship, scan the network, and inspect premises 
to find potential vulnerabilities. Considering the live 
networks and systems of critical shipping operations, this can 
be time-consuming and pose a high risk. In addition, manual 
penetration testing may miss certain vulnerabilities that are 
specific to a particular industry or system. An automated 
USB pen test tool, as demonstrated here, would make this 
job faster and easier.  This is also more realistic than 
emulating parts of the VDR system [3]. As the paper [31] 
mentions, the main challenge in securing the maritime 
industry from cyber-attacks is that the common tools 
available currently may not be suitable or appropriate for 
testing due to the bespoke nature of the systems. Therefore, it 
is necessary to consider automated penetration testing and 
new vulnerability assessment framework tools that are 
specific to maritime systems and operations.  This paper has 
done so with the use of the Rubber Ducky and scripts. 

VI. CONCLUSION 

This paper looked at investigating the security and 
accessibility of VDR data using an automated USB device. 
VDRs are safety-critical maritime systems that hold potential 
evidence in the occurrence of an incident. By performing an 
intensive penetration test, the authors were able to conclude 
that the data stored in the VDR is not secure and can be 
tampered with by a simple USB attack. Four main highlights 
of the testing were presented and each one discussed the 
consequences of the exploitation of those vulnerabilities. 
When VDRs become more networked and connected in 
future, the cyber-attack surface will expand, creating new 
attack vectors. Further research is needed to develop and 
standardize penetration testing methods for the shipping 
industry that will identify critical assets, uncover 
vulnerabilities, and report them in a way mariners could 
understand. It is also necessary to create information security 
policies and regulations for maritime systems, that will 
accommodate their industry-specific characteristics, to 
protect the data contained in these systems.  
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Abstract— This paper discusses the development of a ship 

Honeynet. The criticality and fragility of the Global Maritime 

Transportation System (GMTS) has been clearly demonstrated 

during the COVID-19 Pandemic.  At the same time, fleets are 

aging and their technology is aging with them and thus they 

are more vulnerable to cyber-attacks.  This paper will describe 

a project aiming to gather information on current cyber-

attacks on vessels using a Honeynet to gather data.  Honeypots 

are Internet systems deployed for the sole purpose of being 

compromised to observe adversaries. Networks of Honeypots 

are termed Honeynets and, like network telescopes, are 

typically deployed on an otherwise unused address space.  

While Honeypot/Honeynets are not new, simulating all the 

different systems of a ship to research cyber attackers 

targeting them is a new concept.  A ship in real life consists of 

multiple digital systems including for navigation, 

communication, safety, propulsion, cargo management and 

numerous other purposes. This paper will explain the concept 

of Honeynets and a ship Honeynet in particular, as well as 

their design considerations and benefits.  This paper will also 

discuss the challenge of making the Honeynet digitally realistic 

and attractive for cyber attackers to interact with and drop 

targeted malware and other interesting artefacts. 

Keywords – Cybersecurity; Maritime Security; Cyber-Physical 

Security; Vessel; Honeynet; Honeypot; Cyber Deception. 

I.  INTRODUCTION 

This paper will discuss the concept, development and use 
of a ship Honeynet to gather information on current cyber-
attacks on vessels.  This will be achieved by luring cyber 
attackers to interact with the ship Honeynet and capturing 
that interaction for later analysis. The criticality and fragility 
of our supply chains have been demonstrated during the 
COVID-19 Pandemic.  This is particularly evident within the 
GMTS.  The GMTS is a system of systems and includes not 
just vessels but also waterways, ports, and land-side 
connections, moving people and goods to and from the 
water.  The role of GMTS in the global economy is 
significant with over 80% of the world’s cargo transported 
by ship [2] and representing 70% of global trade by value 
[3].  At the same time, fleets are aging, and their technology 
is aging with them and thus they are more vulnerable to 
cyber-attacks.  38% of oil tankers and 59% of general cargo 
ships are more than twenty years old [4].  Supply chains 
themselves are increasingly vulnerable to cyber-attacks.  
This is particularly stark in recent years, “…European 
sources estimated a 400% growth in supply chain 

cyberattacks in 2021 compared to 2020” [5]. GMTS is 
clearly a key part of global supply chains and will be 
increasingly targeted by cyber threat actors.  Since 2018, 
state sponsored threat actors from China (amongst others) 
have specifically targeted the maritime industry [6]. 

Honeypots are Internet systems deployed for the sole 
purpose of being compromised in order to observe 
adversaries. Networks of Honeypots are termed Honeynets 
and, like network telescopes, are typically deployed on an 
otherwise unused address space [1]. While 
Honeypot/Honeynets are not new, simulating all the different 
systems of a ship to research cyber attackers targeting them 
is a new concept.  A ship in real life consists of multiple 
digital systems including for navigation, communication, 
safety, propulsion, cargo management and numerous other 
purposes.  The Honeynet needs to simulate this. 

Part of the process is to make the Honeynet to appear 
realistic to potential attackers and the paper identifies a 
number of features that would make the Honeynet more 
realistic and thus more likely to attract and engage attackers. 
The ship Honeynet is going to use a technique proposed by 
Luo et al. [7] called intelligent interaction. The paper also 
discusses methods to capture all interactions with those 
attackers including connection details, commands executed, 
files dropped, and other relevant activity. 

The Honeynet data and any discovered attacker Tactics, 
Techniques and Practices (TTPs), will be used for a number 
of important purposes. To build industry awareness of this 
rising threat. To create research reports/publications. To 
report any identified vulnerabilities to vendors. Lastly to 
create realistic maritime cyber incident simulations for 
industry education and research into human factors. 

The structure of this paper is firstly a description of the 
background of Honeynets, etc., followed by a description of 
the cyber threats to the maritime sector, then the project plan 
and design considerations for a ship Honeynet and, finally, 
the conclusions and future research. 

II. BACKGROUND OF DECEPTION, HONEYPOTS AND 

HONEYNETS 

Honeypots and the use of deception against cyber 
attackers date back to the 1980s. Astronomer Clifford Stoll 
in his seminal hacking tale, The Cuckoo’s Egg, described 
when working as a part time system administrator at 
Lawrence Berkeley National Lab in the USA his efforts to 
uncover hackers who had penetrated his system [8].  This 
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early Honeypot was born of his scientific approach to 
observe his attackers and get them to reveal more of 
themselves, “Do research...OK, I’ll watch the guy and call it 
science” [9]. In 1999, the Honeynet Project was formed with 
30 members from the, at that stage, small cyber security 
community.  Amongst that group of 30 was Lance Spitzner 
and he described a Honeypot as: 

 
“A … security resource whose value lies in being probed, 

attacked, or compromised… It does not matter what the 
resource is (a router, scripts running emulated services, a jail, 
an actual production system). What does matter is that the 
resource's value lies in its being attacked” [10]. 

 
Common deployment strategies for Honeypots were 
described by Scottberg et al. [11].  They include: “Sacrificial 
Lamb”, an isolated system that has no entry point to 
production systems; a “Hacker Zoo”, an entire subnet of 
Honeypots with varied platforms, services, vulnerabilities, 
and configurations, which are isolated from production 
systems; a “Minefield”, a number of Honeypots placed in 
forefront to serve as first attack targets; a “Proximity 
Decoy”, a Honeypots deployed in close proximity to 
production systems; a “Redirection Shield External”, that 
appear on production systems through port redirection and, 
lastly, a “Deception Port”, simulating services (e.g., SMTP, 
DNS, FTP) on production systems. 

 

III. CRITICAL CYBER THREAT TO MARITIME  

As stated in the introduction the criticality and fragility of 
our supply chains is particularly evident within the Global 
Maritime Transportation System (GMTS). 

In a 2019 report ‘Shen attack: Cyber risk in Asia Pacific 
ports’ – produced by the University of Cambridge Centre for 
Risk Studies, researchers described a hypothetical cyber-
attack across the Asia Pacific against 15 ports using malware 
that jumped from ships to ports.  They projected the loss 
could go as high as USD$110 Billion with the vast majority 
of that amount not being covered by any insurance [12].  
Such a cyber-attack on this scale has not as yet been seen in 
the maritime sector, but we have seen numerous ports and 
ships impacted by attacks using ransomware, destructive 
malware, and the even hacking of Operational Technology 
(OT).  These attacks have been initiated by both criminal 
groups and nation-state hackers. The well-known case of 
Maersk which lost over USD$200 million in 2017 in the 
NotPetya malware attack is a significant example [13]. 

In a non-cyber case in March 2020, the MV Evergiven 
blocked the Suez Canal and caused major disruption to the 
GMTS. While the incident was caused by human error rather 
than a cyber-attack it demonstrates the fragility of the GMTS 
costing some USD$9 Billion per day [14].  Such an incident 
could easily be deliberately caused by a cyber-attack.  The 
threat actor could achieve this by compromising the 
navigation or propulsion systems of a ship or in a number of 
other ways.   The aim of such an attack might be a part of a 
great power conflict (i.e., USA/China), a regional conflict 

(i.e., Israel/Iran), or by cybercriminals demanding ransom or 
shorting the stock market. 

 

IV. PROJECT PLAN AND DESIGN CONSIDERATIONS FOR SHIP 

HONEYNET 

A. Project Plan 

The initial phase of the project to develop the ship Honey 
ship is as follows: 

 

• Design of the ship Honeynet. 

• Initial deployment in a test environment. 

• Internal testing of the ship Honeynet. 

• Penetration test by EC Council Certified Ethical 
Hacking (CEH) students. 

• Initial deployment on the Internet. 

• Examination of result of initial deployment and data 
gathered on cyber attacker activity. 

• Analysis of cyber attacker information and artefacts 
gathered. 

• Subsequent deployments with improvements. 

 

B. Architecture 

Ships are a complex network with a wide range of 
information and communication technologies onboard. Ships 
also have networked Operational Technology (OT) often 
directly connected to their IT networks.  

Due to this significant complexity for the first version of 
the maritime Honeynet it was decided to just simulate the 
Integrated Bridge System (IBS) of a ship. This was to 
simplify the task for this initial version and also because of 
the critical nature of the IBS.  The IBS acts as the main 
command and control of a vessel as it interconnects various 
digital devices used for navigation in open seas and is also 
connected to other on-board systems of a vessel, e.g., 
navigation and control, propulsion and machinery 
management system, cargo management system and safety 
management system, core infra structure systems, 
administrative and crew welfare systems, etc. [15]. 
Additionally, it also provides a gateway to the Internet.  

The International Maritime Organisation (IMO) defines 
an IBS as combination of systems which are interconnected 
in order to allow centralized access to sensor information or 
command/control from workstations, with the aim of 
increasing safe and efficient ship’s management by suitably 
qualified personnel [16]. 

The main components that are part of the IBS are 
Automatic Identification System (AIS), Electronic Chart 
Display Information System (ECDIS), radar, conning 
display, Bridge and Watch Alarm System (BNWAS) / 
Bridge Alert Management System (BAMS), Voyage Data 
Recorder (VDR), and autopilot. Sensors like compass, speed 
log, and echo sounder are also providing information to the 
system in the IBS [17]. In most cases there is Satellite 
terminal connected to provide the access through to the 
Internet. 
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The diagram in Figure 1 represents an architectural 
drawing of the ship Honeynet consisting of the following 
components ECDIS, Satcom, AIS, Long-Range 
Identification and Tracking (LRIT), VHF communications 
and VDR. These are the identified minimum components to 
run a realistic ship Honeynet. While not all the potential 
components of an IBS are represented the key systems are 
present. 

 

 

Figure 1.  Minimal architectural drawing of the ship Honeynet. [18] 

 
Figure 1 also describes the components that will each be 

hosted in so called docker containers. A docker container 
image is a lightweight, standalone, executable package of 
software that includes everything needed to run that 
application: code, runtime, system tools, system libraries and 
settings [19]. In practice, a container is easy to deploy and 
maintain. Utilising docker containers also provides security 
to prevent cyber attackers jumping from the ship Honeynet 
to the host system. 

 

C. Making the ship Honeynet an attractive target 

 
Considerations also needs to be made to make the ship 

Honeynet attractive and believable to potential cyber 
attackers.  

To make the IBS attractive to cyber attackers as possible 
the following considerations will be taken into account [18]: 

• Logical server location. 

• Logical sailing route with realistic AIS data. 

• Network speeds when using satellite should be slow. 

• Network signs of life with traffic between systems. 

• Logical entry point for cyber attackers i.e., Satcom, 
remote access portal etc. 

• System architecture appropriate to type and size of 
ship. 

 
The ship Honeynet is also going to use a technique 

proposed by Luo et al. [7] called intelligent interaction. The 
goal of intelligent-interaction is to learn the ‘correct’ 
behaviours to interact with clients from zero-knowledge 
about the maritime Honeynet. 

D. Entry point for ship Honeynet 

The entry point for a cyber attacker into the IBS is the 
satellite terminal for the first version of the ship Honeynet. 
Different vulnerability reports have revealed the 
misconfiguration of these types of remote management 
terminals are common. Leaving them open allows entry and 
also access to the network that sits behind it. So, when a 
cyber attacker is scanning the IBS they will find for example 
an open SSH port of the satellite terminal to attack and 
enumerate.  

A specific example of a possible attack vector for the 
cyber attacker and a way of gaining access to the IBS can be 
done by emulating a Cobham SeaTel terminal. This type of 
terminal is being used as a gateway to the Internet. The 
Cobham SeaTel terminal has vulnerability regarding 
injection of malicious JavaScript using the devices TELNET 
built-in commands [20]. This way the attacker can gain 
access to the IBS directly from the Internet then move 
around the connected ship Honeynet in a realistic fashion. 

 

E. Broader scenario development for ship Honeynet 

 
The research team have gathered information on 152 

maritime cyber incidents dating from 2001 to 2022.  This is 
currently being formatted and will be published in December 
2022.  Analysis of those different cyber-attacks will inform 
scenario development for the Honeynet. For example, there 
was a malware attack targeting a deep draft Vessel travelling 
to the Port of New York in 2019 [21]. The malware in this 
example was transferred via USB drive.  We would alter this 
ship cyber incident so the transfer could occur through the 
Internet gateway of the ship Honeynet since the introduction 
of malware via a USB is difficult to simulate within a ship 
Honeynet. 

F. Capturing the cyber attacker interaction 

 
An essential part of the maritime Honeynet is capturing 

the activity of the cyber attackers and storing it for later 
analysis. One basic but important element is capturing the 
source of the attack. The source refers to the origin of the 
attack and it includes the country and location. While source 
information such as IP addresses used by cyber attackers are 
often proxied to hide their origin or use anonymizing 
networks such as Tor they still may allow for attribution. 
Research on attribution has shown numerous methods of 
identifying the source of cyber-attacks [22]-[24].  This also 
includes examining the characteristics of the attack tools 
utilised.  
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Retaining the actual network traffic in the form of a 
packet captures is a preferred option for the project, but can 
cause storage issues if not managed carefully.  Other network 
parameters and connection information will also be captured.  
Naturally all cyber attacker keystrokes and files will be 
captured. 

 

G. Testing the ship Honeynet 

 
NHL Stenden University of Applied Sciences teach the 

EU Council Certified Ethical Hacking program.  Researchers 
working with students of that program will thoroughly 
penetration test the ship Honeynet for its functionality, 
realism and security.  This will be an iterative process as new 
versions are created. Students involved will complete 
detailed surveys to identify weaknesses and areas for 
potential development in the ship Honeynet. Researchers 
will also evaluate the monitoring and data capture to ensure 
it is capturing all activity of the cyber attacker. 

 

H. Secrecy and deception of the ship Honeynet 

 
While it may appear an unusual approach to talk about 

the ship Honeynet if the aim is to trick cyber attackers it 
believing it is real.  However, the nature of deception means 
that even if a cyber attacker reads this research they will not 
know when scanning the Internet and they find something 
that looks like a ship whether in fact it is a Honeynet or the 
real thing and may conclude that it is a Honeynet when in 
fact it is the real digital footprint of a ship.  Research on 
cyber deception has shown it may significantly slow down 
their progress and negatively influence the decision making 
of a cyber attacker [25], [26]. 

V. CONCLUSIONS 

While the design, development, and operation of a ship 
Honeynet is a quite complex project the benefit of 
intelligence that it would provide on current cyber attacker 
activity including modus operandi, motive and origin make it 
a worthwhile effort.  The project itself will involve a series 
of ship Honeynets to build capability and to explore different 
aspects of the maritime sector. 

A. Future Research 

One area of further research is to focus is going to be on 
developing a more mature model that also represents both 
Information Technology and Operational Technology 
networks in ship environments.  

This is a challenge because the maritime industry has a 
lot of standards for interconnecting components. The most 
relevant protocols are NMEA 2000, NMEA 0183, TCP/IPv6, 
and the latest one NMEA OneNet [27].   

Other options include exploring simulating various types 
of ship environments such as container ships, cruise ships, 
tugboats, and executive yachts. 

While a ship Honeynet in this case is used to study cyber 
attackers, it can also be a method to delay, frustrate and 

confuse them.  This is an area studied under cyber deception 
but also an opportunity for further research in this area. 

 

B. Benefits of the ship Honeynet 

As stated, the ultimate purpose of a Honeynet is to be 
“probed, attacked, or compromised” by cyber attackers and 
by this process we learn more of the nature of those attacks, 
the threat they pose, the modus operandi of those attackers 
including their Tactics, Techniques and Practices (TTPs), 
their motives and other relevant features of their activity. 
This intelligence will be used for industry awareness, 
research reports/publications, reporting any identified 
vulnerabilities to vendors, and creating realistic maritime 
cyber incident simulations. 
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Abstract— In response to the growing maritime cyber threat 

landscape, the International Maritime Organization (IMO) 

developed guidelines on maritime cyber risk management, part 

of resolution MSC.428 (98). One of the guidelines’ functional 

requirements calls for the development and implementation of 

activities necessary for the timely detection of a cyber event. 

This has seen the development of Maritime Security Operation 

Centers (M-SOCs), which give maritime operators and service 

providers better cyber visibility of vessel systems. In line with 

the conference theme on situational awareness, the position 

paper will explore this from the perspective of cyber threat 

information sharing and its necessity when it comes to 

enhancing awareness in multi-stakeholder domains. We 

propose a model that could form as a basis for future maritime 

cyber threat sharing from an M-SOC analyst’s point of view. 

Gaps that could undermine the effectiveness of this structure 

are subsequently underscored and form the basis of future 

research to be conducted in this area.  

Keywords-maritime cybersecurity; situational awareness; 

information sharing; stakeholders; security operations center. 

I.  INTRODUCTION 

The maritime sector is a complex ecosystem, bringing 
together stakeholders and organizations of varied sizes, 
maturity, complexity, and operational scope. With its 
increasing rate of digitization, and increased levels of 
connectivity in the near future, the threat environment is 
steadily becoming more hostile. Cyber-attacks are becoming 
more frequent with all actors in the digital value chain being 
targeted by criminal networks and hostile networks [1][2]. 
Against this backdrop, the IMO, in 2017 adopted resolution 
MSC.428(98)-maritime cyber risk management in safety 
management systems and MSC-Fal.1-guidelines on maritime 
cyber risk management. Recognizing the multi-stakeholder 
nature of the domain, the resolution called for administrators, 
classification societies, ship owners, operators, agents, 
equipment manufacturers, service providers, ports, port 
facilities and other stakeholders to work towards protecting 
shipping from current and emerging cyber threats [3] [4]. 
These regulations highlight that cyber security in the 
maritime domain is indeed a shared responsibility.  

A benefit of stakeholder identification is that it helps in 
the clear defining of cyber threat information sharing 
structures and their participating entities [5]. One way of 
gaining increased cyber situational awareness necessary for 
the timely resolution of cyber threats is to exchange 
information with others [6]. It is within this context that we 
propose cyber threat information sharing as a discussion that 
needs to be had within the maritime domain.  

As a build-up towards this, the position paper will take 
on the following structure: Section II gives a background on 
information sharing; Section III looks at legislation and 
guidelines that have steered information sharing in other 
multi-stakeholder domains; Section IV discusses information 
sharing initiatives within the maritime domain; Section V 
looks into M-SOCs; Section VI discusses the proposed 
model and the motivation behind its development; Section 
VII highlights key takeaways from the proposed work with 
identified implementation challenges framed as directions for 
future work; Section VIII concludes the paper. 

II. INFORMATION SHARING 

Information sharing has previously been defined as the 
act of voluntarily making information possessed by one 
entity available to another [7]. Within the context of this 
paper, the type of information we are most interested in is 
cyber threat information defined as any information that can 
help an organization recognize, assess, monitor, and respond 
to cyber threats. Examples of this include indicators of 
compromise, which are technical artifacts or observables that 
suggest an attack is imminent or is currently underway; 
tactics, techniques, and procedures used by threat actors; 
security alerts; threat intelligence reports; situational 
awareness data; best practices; and strategic analysis. Vessel 
mobility makes situational context information particularly 
important. Information sharing as used within this paper is 
the exchange of cyber threat information with trusted 
entities/stakeholders [8]–[10].  

The choice of an information sharing model or structure 
can influence the effectiveness of information sharing 
between various stakeholders. Subsequently, various 
information sharing models have been proposed [5] [11]. 
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One notable and highly adopted structure was established by 
the MITRE Corporation during the development of The 
Trusted Automated eXchange of Indicator Information 
(TAXII) [12]. TAXII defines a set of services, messages and 
protocols that aid in timely and efficient exchange of cyber 
threat information. As part of the work, three main 
information sharing models were defined namely hub and 
spoke, peer-to-peer and source-subscriber. Figure 1 below is 
reproduced from the work done by [12] and highlights these 
models. 

In a hub and spoke model, a spoke shares information 
with the hub, which then re-shares this information with all 
other spokes. A peer-to-peer model is structured in such a 
way that any number of organizations can function as both 
producers and consumers of information. A 
source/subscriber model is one where an organization acts as 
a sole source of information for all subscribers. Respondents 
in a 2021 survey by [13] revealed that 58% of their threat 
intelligence came from peers.  

III. MULTI-SECTOR INFORMATION SHARING 

INITIATIVES 

The pivotal role played by information sharing when it 
comes to enhancing cyber resilience cannot be understated as 
is evidenced by multiple cross-sector initiatives related to 
this [14]–[16]. From a regulatory perspective, the United 
States of America (USA) passed the Cybersecurity 
Information Sharing Act (2015). This calls for concerned 
parties to develop procedures for sharing cyber threat 
information between different stakeholders. The European 
Union (EU) Network and Information Security (NIS) 
Directive calls for information exchange and cooperation 
among operators of essential services within sectors 
identified as critical. These include energy, transport, 
banking financial market infrastructures, health, drinking 
water supply and digital infrastructure. 

Aviation regulation, such as European Civil Aviation 
Conference (ECAC) Doc 30-Part II [16] maps out 
information sharing relationships from the perspectives of 

 

 
Figure 1: TAXII Information Sharing Model 

various stakeholders, such as the nation-state, aircraft 
operators and software/system developers.  

The Forum of Incident Response and Security Teams 
(FIRST) recently released an updated version of the Traffic 
Light Protocol (TLP) that facilitates information sharing 
based on color categories. Information in the TLP: RED 
category can only be shared with individual recipients with 
no additional disclosure permitted. TLP: AMBER category 
authorizes limited information disclosure on a need-to-know 
basis within organizations and their clients. TLP: 
AMBER+STRICT restricts sharing to within the 
organization only. TLP: GREEN category enables limited 
disclosure within the recipient’s community while TLP: 
WHITE has no limitation on sharing [17]. 

Of the sector-specific information sharing initiatives, one 
that has had considerable effort put in involves the 
development of Information Sharing and Analysis Centers 
(ISACs) and Information Exchanges [18][19]. Within their 
specific domains, these are intended to be trusted entities that 
promote information sharing and good practices related to 
cyber and physical threats and their mitigation. The United 
Kingdom (UK) Center for the Protection of National 
Infrastructure (CPNI) mapped out information exchanges for 
various sectors including transport, finance, water security, 
pharmaceuticals, and aerospace among others [20]. In 
compliance with the US Presidential Decision Directive-63 
[21], the National Council of ISACS was established with 
various sector-specific ISACS, such as Automotive, 
communications, elections infrastructure, electricity, and 
financial services [22]. Likewise, the EU sees ISACs as a 
way of building a European cybershield [19]. 

IV. MARITIME INFORMATION SHARING 

INITIATIVES 

Information sharing initiatives within the maritime 

domain have taken root in the form of legislation, regulatory 

guidelines, public and private sector collaborations, and 

funded research projects. These are subsequently 

highlighted: 

A. Legislation 

Within the EU, the maritime domain, an identified critical 

infrastructure sector, is required to adhere to the EU NIS 

directive [15], which calls for information exchange and 

cooperation among operators of essential services. 

Specifically related to the maritime domain, this directive 

requires incident reporting requirements to be met by 

identified stakeholders, such as companies, ships, port 

facilities, ports, and vessel traffic services. Additionally, the 

directive calls for a coherent approach in the satisfaction of 

reporting requirements by considering international codes 

and guidelines prepared by entities, such as the IMO. 

B. ISACS 

In compliance with the US Presidential Decision 

Directive-63 [21], which required the creation of sector-

specific ISACS, the maritime domain has two established 

ISACs namely Maritime ISAC [23], and Maritime 
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Transportation System (MTS) ISAC [24]. The ever 

increasing cybersecurity concerns along the lower Columbia 

river prompted the Port of Vancouver (USA) and MTS-

ISAC to launch the Lower Columbia River Maritime 

Information Exchange (LCR-MIX) to facilitate ease of 

communication, collaboration and cyber situational 

awareness among stakeholders [25]. Information sharing 

partnerships have been actualized by private sector entities, 

such as the Norwegian Maritime Cyber Resilience Center 

(NORMA Cyber) and MTS-ISAC who recently signed an 

agreement that will see both entities exchange maritime 

cyber threat intelligence information [26]. 

C. EU ECHO Project (2019) 

As part of the EU funded ECHO project [27], the study 

by [28] adapted the user communities established by the 

Common Information Sharing Environment (CISE) [29]. It 

highlighted them as shareholders of sensitive cyber 

information sharing within the maritime domain. These user 

communities and their systems are Maritime safety and 

security; Fisheries control; Marine pollution preparedness 

and response in Marine environment; Customs; Border 

control; General law enforcement; and Defense. 

D. Danish Maritime Cybersecurity Unit (2019) 

The Danish Maritime Cybersecurity Unit developed the 

cyber and information security strategy [30] in which the 

Danish Maritime Authority (DMA) will serve as an 

exchange point between the Center for Cyber Security 

(CFCS) and various maritime sector stakeholders. The 

primary responsibilities of the DMA in this information 

sharing arrangement will be to communicate, procure, create, 

and validate IT security-related information between the 

parties, coordination tasks, organizing professional 

workshops and conferences related to specific IT security 

issues in the maritime sector. 

The strategy [30] also recommends establishing the 

Maritime Cyber and Information Security Forum, which is 

coordinated by the DMA, and includes IT security 

representatives from Danish authorities who are directly 

involved in maritime activities. The forum is structured to 

serve as a platform for discussing how various security 

incidents have been managed by the parties involved and 

their experiences in managing the various situations. Long 

term goals of the forum will include identifying and 

addressing the possibilities of developing a digital hub where 

information security knowledge is made easily accessible 

and searchable by, maritime sector authorities and 

stakeholders. 

E. International Association of Classification Societies-

IACS (2022) 

Recommendation 166 [31], UR E26 [32] and E27 [33] 
(cyber resilience of systems, for product suppliers) clearly 
define key vessel cybersecurity stakeholders and their 
responsibilities. The key stakeholders represented are the 
shipowner/company, ship designer/shipyard, system 

integrator, supplier, and classification society. One of the 
strengths of these regulations is that E26 and E27 become 
mandatory for new vessels commissioned after 1st January 
2024 while remaining non-mandatory guidance tools for 
existing vessels. Additionally, the 2020 world merchant fleet 
statistics by Equasis [34] showed that 78% of vessels of a 
gross tonnage of more than 500 tonnes are classified under 
the IACS umbrella. An interpretation of the regulations 
yields TABLE 1, which highlights stakeholder 
communication instances identified in the IACS regulations.  
In certain instances, there was no identified communication 
between certain stakeholders. For example, there is no direct 
communication between the ship and classification society. 
The ship owner has traditionally been responsible for 
ensuring the vessel complies with regulations and so it is 
assumed that the authors of this regulation factored that in 
and created communication between the classification 
society and ship owner instead. 

While these regulations are designed for regulatory 
compliance, the communication pathways that they mandate 
between the various stakeholders can be exploited to 
establish dependable vessel threat information sharing 
structures.  

V. M-SOCS 

Entities in the maritime cyber resilience ecosystem that 
would benefit from increased information sharing are 
Security Operation Centers (SOCs). A SOC is a team 
primarily composed of security analysts organized to detect, 
analyze, respond to, and report on cybersecurity incidents. 
An internal SOC functions as part of the organization it is 
defending while an external one is contracted as a service 
provider [35]. An M-SOC is SOC that operates within the 
maritime domain. There has been a steady increase in the 
number of maritime operators who have either setup or 
contracted third party M-SOCs to enable them to have better 
visibility and cyber awareness of their vessels. 
 

 
TABLE 1:IACS STAKEHOLDER COMMUNICATION 
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Ship Owner X      

Ship  X     

System Integrator X X X    

Shipyard X X X X   

Supplier X X X X X  
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Examples of these include Norma Cyber [36], Marlink 
[37], Port-IT [38], Cyber-Owl [39], Port of LA [40], and Port 
of Singapore [41] among others. 

These real-time monitoring units play a vital role in not 
only producing cyber threat information but also consuming 
the same when it comes from entities, such as equipment 
vendors and suppliers. It is, therefore, pivotal for M-SOC 
analysts to have complete domain awareness of the vessel 
cybersecurity ecosystem and information sharing 
complexities that exist between all the stakeholders within 
this ecosystem so that they can tailor their communication 
appropriately. 

VI. PROPOSED VESSEL THREAT INFORMATION 

SHARING MODEL 

Work on the proposed model was inspired by a similar  
outcome in the aviation domain and highlighted in the ECAC 
Doc 30-Part II regulation, which is currently active and 
enforceable [16]. In the case of this regulation, the authors 
developed three information sharing models from the 
perspectives of three critical stakeholders namely, nation 
state, operator, and software/system developer. Figure 2 
shows the outcome of the process from the software/system 
developer perspective. The recommended actions of the 
software/system developer with regards to information 
sharing were then highlighted, which included identifying 
external stakeholders, information they would want to 
receive, communication channels to be used, vulnerability 
response/disclosure process, and finally assessing all the 
above with the identified stakeholders and regulators. 
Additionally, Figure 3 shows the outcomes of a similar 
process but from the perspective of the operator. 
 

 
Figure 2: Aviation Information Sharing-Software/System Developer 

Perspective 

 

 
Figure 3:Aviation Information Sharing-Operator Perspective 

Development of the proposed vessel threat information 
sharing model, shown in Figure 4, began by identifying the 
key stakeholders highlighted in the three IACS documents 
that focus on vessel cyber resilience, Recommendation 166 
[31], UR E26 [32] and E27 [33] (cyber resilience of systems, 
for product suppliers). These were identified to be the 
classification society, shipowner, supplier, ship 
designer/shipyards and system integrator. The ship is the 
primary asset of focus and so has also been included. The 
next step involved establishing any instances of 
communication that are highlighted in each of the 
documents. As shown in TABLE 1, there are instances of 
communication between all stakeholders. Examples of 
statements in the regulations that guided this process include: 

• E26: The Supplier shall design and document 
testing procedures suitable to verify the 
performance of measures adopted to fulfil relevant 
requirements (Test Plan) 

• E26: The Shipyard or System Integrator shall 
incorporate the documentation provided by the 
Supplier into an overall Test Plan for the CBSs 

• E26: The final Test Plans updated according to the 
actual CBSs configuration and implementation 
onboard shall be made available to the 
Classification Society. 

• E26: The Shipowner shall retain onboard a copy of 
results of execution of tests and an updated Test 
Plan and make them available to the Classification 
Society. 

The examples above, while only representing a small 
portion of the regulations, already highlight how the 
development and maintenance of a test plan involves all 
stakeholders. The directional arrows in the model are a direct 
interpretation of the stakeholder communication 
responsibilities. Because the model has not been evaluated, 
we opted to leave them as is to act as a guide. Testing of the 
model will determine the actual cyber threat information 
sharing responsibilities between stakeholders, which may 
lead to a variation in the direction of communication. 

The increased adoption of M-SOCs as highlighted in 
Section V means that that they will be a key source of real-
time vessel threat information. Interviews we have 
conducted with a few M-SOC vendors, part of on-going 
work to be published in future, reveals that most are 
currently operating as a service provided to ship operators to 
help them increase asset visibility from a cyber security 
perspective. The service level agreement between them 
would therefore mean that any cyber threat information that 
the M-SOC gathers from the vessel would be shared with 
both the operators and the vessel. We therefore position them 
in the model between the operator and the vessel. The M-
SOC is highlighted in a different shade because they are not 
one of the key stakeholders identified in the IACS guidelines 
used above. However, from a threat information perspective, 
they are a primary stakeholder. Additionally, the green 
dotted outline encompassing the M-SOC, ship owner and 
ship shows the current limited scope of information sharing 
due to the limiting nature of service agreements.  
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Figure 4: Proposed Vessel Threat Information Sharing Model 

 
It is important to highlight the assumptions made when 

developing this model. The first assumption is that all the 
vessel resilience stakeholders identified in the guidelines are 
also key when it comes to sharing of threat information. It is 
possible that some stakeholders may have been left out of the 
model or some have been included who are not critical in the 
process. As an example, we added M-SOCs in the model 
because they are a key producer of real-time vessel cyber 
threat information. Closely related to this is also the fact that 
stakeholder cyber resilience responsibilities vary during the 
lifecycle of a vessel from design, commissioning, 
construction, and operation [32]. However, as the model is 
yet to be tested, the assumption made is that there is uniform 
responsibility, something that we anticipate will change once 
validation of the model begins.   

The second assumption made is that pre-existing 
mandated communication between stakeholders, albeit 
currently for regulatory compliance, would make it easier to 
establish threat information communication pathways. It is 
assumed that it is easier to build upon a pre-existing 
relationship rather than proposing an entirely new one where 
none existed before. It is for this reason that the connections 
between stakeholders are made this way. However, we 
acknowledge that this could change once testing the viability 
of the model begins. 

While the guidelines identify the stakeholders as distinct 
separate entities, it is assumed that the same happens in 
actual operation where it may not always be the case. There 
are examples of shipyards also providing system integration 
services to their clients, which would therefore lead to a 
merging of those two entities in the model presented [42]. 
However, we have opted to maintain all stakeholders as 
distinct separate entities as highlighted in the guidelines.  

VII. KEY TAKEAWAYS AND FUTURE RESEARCH 

DIRECTIONS 

The key contribution of this position paper is the 
proposal of a maritime vessel cyber threat information 
sharing model. This model differs from previous maritime 
information sharing initiatives highlighted in Section IV in 
that this is more specific to vessel cyber resilience and 
focuses on the stakeholders considered critical to the secure 
posture of the same. Its development was motivated by 
similar work done in the aviation domain as highlighted in 
Figure 2 and Figure 3 contained in the presently active 
ECAC Doc 30-Part II regulation [16].  

Having the information sharing model allows us to be 
more targeted in what we want to uncover with regards to the 
state of maritime information sharing because we now have 
well defined stakeholders to start with and hypothesized 
relationships which testing will help us refine. Additionally, 
we also aim to explore the following implementation 
challenges that we feel would impede the successful 
adoption of such a model: 

A. Identifying Information Sharing Stakeholder gaps 

While the stakeholders involved in vessel cyber 
resilience have been identified, research on their roles with 
respect to threat information sharing is still a significantly 
under researched area with the potential of revealing glaring 
gaps that could undermine the information sharing process. 
For example, a 2021 study [43] conducted by the US 
transport department identified gaps in vulnerability and 
exploit information sharing between various transportation 
stakeholder groups, such as: 

• Indirect communication between equipment 
manufacturers and Infrastructure Owner Operators 
(IOOs), which occurs mostly through contractors, 
distributors, and intermediate agents 
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• Equipment manufacturers lacking procedures to 
manage unsolicited reports from security 
researchers; manufacturers reporting of the long 
time taken to disseminate patches to all devices 

• IOOs believing vulnerabilities are a problem that 
equipment manufacturers should take ownership of 
and address in case any problem arises.  
 

In order to overcome this challenge and optimize cyber 
information sharing within the maritime sector, future 
research will focus on understanding communication gaps, 
and variations in information sharing perceptions between 
the stakeholders presented in the model. This will also help 
determine the validity of one of the assumptions made during 
development of the model whereby it is easier to build threat 
information pathways on top of pre-existing stakeholder 
communication. 

B. Stakeholder Specific Actionable Cyber Threat 

Information Needs 

Actionable cyber threat information has previously been 
defined by multiple researchers as constituting multiple 
dimensions. Research by [44] established that actionable 
information is determined by correctness, relevance, 
timeliness, usefulness, and uniqueness. [45] defined 
actionable threat intelligence based on timeliness, 
prioritization, implementation, resolution, relevance, 
integration, automation, trustworthiness, and context. The 
European Union Agency for Cybersecurity (ENISA) [46] 
highlighted that actionable information has to be Relevant, 
Ingestible, Accurate, Complete, and Timely within the 
context of the particular recipient organization or 
stakeholder. An acknowledged consequence of the 
highlighted dimensions is that different stakeholders will 
have varying perspectives on what constitutes actionable 
threat information. Indeed, this is reflected in surveys 
conducted by [13] who established that less than 50% of 
respondents considered the intelligence they received as 
being accurate and actionable with timeliness being the worst 
rated by only 29% of respondents. In the same study, only 
33% of respondents acknowledged having effective 
processes for handling actionable threat intelligence from 
external sources. Actionability of threat intelligence was also 
ranked, at 61%, as the most essential element during 
calculation of risk scores. 

Overcoming this challenge will require further research 
into how the various stakeholders define what constitutes 
actionable cyber threat information and exploring how the 
same fosters their participation in the information sharing 
ecosystem. It also ensures that everyone contributes in the 
information sharing process to reduce the problem of free-
riding [5][44].  

VIII. CONCLUSION  

This position paper began by introducing information 

sharing and its role in enhancing cyber resilience in multi-

stakeholder domains. Specific to the maritime domain, 

various information sharing initiatives were highlighted 

through articles of legislation, funded projects, and 

regulatory authority guidelines. The IACS regulations [31]–

[33] are the closest that the maritime sector has in terms of a 

communication structure between the various vessel cyber 

resilience stakeholders. However, these were tailored 

towards compliance with regulatory requirements rather 

than to be used as cyber threat information sharing 

structures. 

Nevertheless, the increasing adoption of SOCs in the 

multi-stakeholder maritime domain necessitates the need to 

have efficient cyber threat information sharing structures, 

which are critical to vessel safety, security, and timely 

resolution of cyber incidents. We believe that the 

communication pathways proposed by the new IACS 

regulations, enforceable for newly contracted vessels as 

from January 1st, 2024, provide an excellent starting point as 

a stable structure. Further research therefore needs to be 

done to ascertain their usability and applicability for cyber 

threat information sharing within the vessel cyber resilience 

domain. 
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Abstract — The maritime sector has been a target for cyber-

attacks during the past years. Humans play a significant role in 

cyber security in a dual fashion; on the one hand, human error 

allows for the majority of attacks to be successful, as in the case 

of ransomware attacks via phishing, and on the other hand, 

appropriate security behaviours can serve as a strong line of 

defence. We advocate that security needs to transcend 

awareness and materialise as behaviour of individuals. The 

question that we attempt to answer is which conditions are 

necessary for individuals to follow specific information security 

behaviours, and how to translate these conditions into a tool of 

practical value for the maritime industry with the intention of 

minimising the attack surface. Our suggestion comprises of a) 

identifying the characteristics of the maritime sector with 

regards to cyber security behaviour, b) introducing and 

adapting models of behaviour change from behavioural 

economics and psychology into maritime cyber security, and c) 

in the next stage of the research, creating an Artificial 

Intelligence (AI) based tool for individual cyber behaviour 

change for enterprise centres, ports and ships. 

Keywords – maritime security, cyber security, behaviour change, 

security training. 

I.  INTRODUCTION 

Cyber-attacks evolve and spread worldwide becoming an 
increasingly crucial issue in the maritime industry, resulting 
in individual and organisational impact; these threats have 
been documented within the sector [4][15][37]. Emerging 
recommendations aim at unifying and enhancing the security 
posture of the maritime industry [18][27]. This endeavour 
includes a focus on training; for example, the International 
Maritime Organization (IMO) develops model courses for 
various seafarers’ competencies, including maritime 
cybersecurity related digital skills, under the International 
Convention on Standards of Training, Certification and 
Watchkeeping (STCW) [23]. It is also being recognised that 
human errors and behaviours are related to the majority of 
cybersecurity and security incidents. Therefore, personnel 
training is crucial for security hygiene.  

There are three main obstacles, however, in achieving 
security hygiene via training. First, the maritime sector status 
quo, by large, does not provide the necessary training 
conditions or the training opportunities needed for personnel. 
Second, the sector has inherent complexity due to the 
interconnectivity of various systems, often including legacy 
ones, along with being a regulation-dense field. And third, 

training via traditional approaches has questionable 
effectiveness long-term, due to the way of delivery (e.g., a 
classroom setting), the frequency of occurrence (e.g., taken 
once or annually), its generalised nature, i.e., that it is usually 
not tailored to individuals’ needs, and most importantly, the 
fact that human and circumstantial limitations are not taken 
into consideration. 

The combination of the aforementioned environmental, 
sector-specific, and training factors indicates the need to 
investigate the underlying reasons for security awareness 
training ineffectiveness and to propose an innovative means 
for training personnel and achieving policy compliance. In 
this paper, we provide the theoretical basis upon which a 
practical solution for behaviour change will be built. The 
authors have developed a prototype which leverages artificial 
intelligence to automate security awareness and behaviour 
change as well as ensure personnel can easily access, 
assimilate, and comply with the many different regulations 
inherent to the industry. The finalisation of the AI-based tool 
comprises the next step of our research. 

We advocate that the measurable and important factor in 
creating security hygiene is behaviour. That is, awareness on 
its own does not necessarily translate into corresponding 
(secure) actions. Thus, the goal needs to be how to shape 
behaviours and form secure and safe habits amongst 
personnel. The rest of the paper is organised as follows. In 
Section II, we present the challenges which relate to secure 
behaviours in the maritime sector. Section III presents 
challenges for changing security behaviours and Section IV 
provides the proposed solution along with the future steps 
needed. We conclude in Section V. 

II. CHALLENGES IN THE MARITIME SECTOR 

The majority of cybersecurity incidents including human 
errors are generally considered to be a result of behavioural 
and other factors, such as lack of knowledge, human 
cognitive limitations, and the lack of time and motivation 
(World Economic Forum, [28]). To that end, it is only natural 
to expect cybersecurity professionals to ensure, as high 
priority, the effective management and mitigation of cyber 
threats related to human actions. In the following sections we 
take a closer look at some of those threats in the context of 
the maritime industry. 
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A. The maritime training environment  

Human behaviour, typically in the form of unintentional 
actions by individuals without sufficient security training or 
awareness has been identified as the most significant security 
incident cause [28, p. 45], and human weaknesses are 
reported to cause more than three-fourths of data breaches in 
organisations, in general [20]. For example, clicking on 
phishing links in emails or accessing false websites despite 
warnings from an anti-virus have been usual ways for 
attackers to install malware. Similar percentages hold for 
shipping accidents caused by human errors directly or 
indirectly [13]. The authors are not aware of maritime-
specific studies on human-generated cybersecurity breaches. 
Sen analyses the vulnerability of cybersecurity in the 
maritime industry and reports the over-reliance on outdated 
technology and security tools as a major issue [32]. The 
global fleet has an average ship lifespan of more than 20 years 
[21][45] and Information Technology (IT) and Operational 
Technology (OT) systems are usually not upgraded regularly, 
if at all, resulting in, e.g., legacy operating systems which are 
no longer supported.   

The  focus on technology, outdated or not, also diminishes 
the importance and increases the risk of human-related 
security incidents. In particular, the traditional view that 
firewalls, antivirus software and other technical controls are 
sufficient to deal with cyber-attacks, is still existent across 
sectors, including the maritime sector. The disproportionate 
focus on technical controls has indeed, on the one hand, 
significantly enhanced the effectiveness of these controls 
and, to an extent, possibly diminished the role of humans in 
security.  On the other hand, it has driven attackers to target 
human weaknesses. For example, it is highly unlikely that 
attackers target the underlying cryptographic algorithms to 
gain access to a system, but most likely they would utilise 
social engineering attacks [7]. 

The sector has a heavily operational nature which does 
not provide a conducive environment with enough 
opportunities for personnel training [35]. Training usually 
takes place at ports, or is expected from personnel at the 
expense of their leisure time [24]. Importantly, seafarers are 
reported to have excessive workloads, lack of sleep and job-
related worries [40]. In combination with being away from 
their families, these factors contribute to suboptimal 
decision-making, subjective risk perceptions and increased 
susceptibility to social engineering attacks. Therefore, the 
nature of the maritime environment can increase the attack 
surface and a higher level of susceptibility to human error. 

B. Sector characteristics and challenges  

The maritime sector is becoming digitised, with 
increasing interconnectivity of ship and port systems. A first 
issue, however, is that ships tend to have long life cycles 
estimated to be on average between 20.3 years [45] and about 
30 years (25 years life expectancy and 5 years build time) 
[21], which result in legacy systems that are difficult to 
maintain and patch [32]. Moreover, legacy systems need 
additional controls in place to compensate, e.g., for the lack 
of support to outdated versions, which add complexity and 

cost overheads. Additionally, the different life cycles of IT 
and OT systems result in company overheads in managing 
risks.   

Companies which operate internationally are known to 
face a significant compliance challenge, due to multiple 
region-related requirements [27], as in the case of the 
Maritime Transportation Security Act of 2002 (MTSA) in the 
U.S. which required that ports and vessels perform a number 
of vulnerability assessments, access control, screening and 
other procedures [6]. Another example of country-specific 
stricter-than-IMO requirements is that of ballast water 
treatment, where although the IMO deferred the 
implementation of the requirements to 2019, at the time, the 
U.S. issued their own regulations and implementation 
schedule [3]. 

As defined by the IMO, maritime cyber risk relates to the 
extent to which a technology asset could be endangered by a 
potential circumstance or event, resulting in operational, 
safety, or security failures due to corrupted, lost or 
compromised information or systems [23]. However, in the 
maritime sector there is a combination of navigational, IT and 
OT critical systems, threats to which can also be detrimental. 
To that end, the maritime industry recognises the need for 
cybersecurity compliance measures for effective mitigation 
of evolving threats, some of which include the IMO 
resolution MSC.428(98) maritime cyber risk management in 
safety management systems [42], ISA/IEC 62443-4-2 
security for industrial automation and control systems [43], 
and ISO/IEC 27005 information security risk management 
[44]. 

The case of the A.P. Møller-Maersk ransomware attack  
which incurred losses approaching $300m [12] is well known 
in the sector. The Evergreen container ship that blocked the 
Suez Canal hindered international trade and impacted the 
world economy. The Suez Canal Authority demanded $916m 
for compensation, salvage costs and reputational losses from 
the shipping company (later lowered the demand to $550m) 
[5]. Although the Evergreen case was not a cyber-attack, it 
illustrates the impact of maritime incidents and the potential 
impact of cyber incidents [39].  

Compliance challenges and the interconnectedness of 
cyber physical systems, that is, the intersection of  IT, OT and 
the human interface, increase the complexity of maritime 
security. Indicative of OT systems are cargo, fuel and utility 
management, vessel propulsion, mooring and docking, 
operations for cranes and equipment; IT systems include all 
navigation, communication and monitoring systems and 
sensors. Finally, the human interface angle includes port and 
vessel operators, deck and engine crew, support officers, 
office employees, technical superintendents and various 
service providers [31].  

These factors pose challenges for personnel, some of 
which include managing multiple projects simultaneously in 
limited time [24] with an increased risk of errors and 
managing a continuously rotating personnel. The question, 
thus, is how to ensure that staff understand and comply with 
the various standards and codes of practice, participate in 
effective training, and behave accordingly. The combination 

94Copyright (c) IARIA, 2022.     ISBN:  978-1-61208-996-6

CYBER 2022 : The Seventh International Conference on Cyber-Technologies and Cyber-Systems

                         105 / 110



 

 

of the aforementioned characteristics and challenges, make 
the maritime sector a unique cyber security environment.   

C. Security behaviour change  

The IMO identifies that the human element is a significant 
and complex multidimensional and that ‘consideration of 
human element matters should aim at decreasing the 
possibility of human error as far as possible’ [22]. 
Additionally, insights from other sectors expand the scope of 
the human element by combining security with safety, as in 
the case of the International Atomic Energy Agency practices 
[14]. However, the way to minimise human error is not 
straightforward and is largely context-dependent. Limitations 
of training and practices to be avoided, for example, a blame 
culture towards seafarers and shore-based personnel, are 
identified in maritime; indicatively, the IHS Markit and 
BIMCO report highlights the need to ‘look deeper’ into the 
human element [16]. The behaviour change interventions that 
we propose are in line with this needed ‘deeper look’.  

There are specific reasons for traditional training not 
being as effective as policy-makers and security 
professionals would like it to be; some of these reasons are 
inherent in human nature while others are environmental or 
circumstantial. First, as humans, we have limited cognitive 
capacity and we can absorb, remember and utilise certain 
amounts of information. Second, only a fraction of the 
information is available to an individual when they have to 
make a decision; that is, access to information is partial, or 
worse, information is unknown. Finally, the available 
timeframes for making a decision or collecting information is 
limited by definition. These limitations were identified by the 
economist Herbert Simon and were termed as ‘bounded 
rationality’ [33].  

The criticality of time is amplified in the maritime and 
other sectors, where often personnel have to make fast 
operational, security and safety related decisions. The 
aforementioned factors are not to diminish the influence of 
knowledge and understanding in optimising decision-
making, and more so in organisational contexts [34]. 
However, they portray the inherent issues related to training 
and whether this training can have significant long-term 
effects.  

We can think of a behaviour change mechanism (or 
intervention) as having a messenger, a message and a 
receiver. The message includes a particular threat (including 
likelihood and impact) and a suggested solution to be 
accepted or rejected by the receiver (including the level of 
difficulty of the solution or the skills of the receiver and how 
effective the solution is expected to be). For example, a threat 
could be typosquatting the URL used by ship operators to 
access live ship traffic maps and the solution could be 
providing a set of actions that ship crews need to undertake, 
in order to avoid such attacks. 

The receiver, e.g., personnel, have a subjective perception 
of the threat, of their ability (self-efficacy) to follow the 
suggested solution, and of the solution itself (response 
efficacy). The so-called ‘intervention design’ needs to utilise 
the individual’s strengths and be customised to the 
individual’s competence level, professional role, and even 
cultural background, so that the individual is convinced about 
the importance of the threat and is subsequently persuaded 
about the efficacy of the proposed solution. Depending on the 
context, who conveys the message (e.g., senior management, 
officers etc.) also influences receivers’ acceptance decision. 
The goal is to consider and balance these factors in a way that 
individuals accept messages and comply with the proposed 
security behaviour, e.g., adhering to a security policy.  

One of the main approaches to change behaviour in 
psychology and health sciences, and one that has recently 
been introduced to cybersecurity, is fear appeals. A definition 
of fear appeals is that they are ‘persuasive messages designed 
to scare people by describing the terrible things that will 
happen to them if they do not do what the message 
recommends’ [41, p. 329]. Overall, responses to fear depend 
on two main factors. On the one hand, we have context-
dependent stimuli, which are objective. On the other hand, 
we have behavioural responses which – to an extent – depend 
on individual traits and characteristics [1], possibly both 
cognitive and physiological. The latter point reinforces our 
initial argument that any behaviour change intervention 
should be individualised to match the subject’s needs and 
characteristics. Figure 1 depicts an abstraction of conveying 
a message to, for example, personnel. 
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Figure 1. Behavioural intervention model for personnel (adapted from [29] and [38]). 

III. BEHAVIOUR CHANGE CHALLENGES 

A. Defining secure behaviour  

It is not straightforward what constitutes secure 
behaviour. As a first step, desired behaviours need to be 
identified. ‘Following IMO’s guidelines on maritime cyber 
risk management on board ships.’ is a generic and perhaps 
not fully constructive goal. Understanding which behaviours 
work, e.g., for personnel, and why, is a more promising 
approach. In fact, some of the guidelines might be impractical 
or not in line with the daily reality of personnel and, thus, full 
and consistent compliance should not be expected from users, 
by default, without considering situational circumstances. 

For instance, reading and memorising vast amounts of 
international cyber security standards related to technologies 
that are crucial to the operation of numerous maritime 
systems is not necessarily a reasonable expectation. 
Personnel have a number of tasks to perform, their attention 
is focused on their own work and cybersecurity is not their 
priority. So, what is expected of personnel needs careful 
examination and dissemination. 

B. Balancing and utilising emotion and reason. 

The balance of emotion and reason in appeals to 
individuals is key for conveying a message. And, equally, 
considering the individuals’ responses is important. For 
example, [38] suggests that cognitive responses are the 
desired reactions to communicated threat messages, rather 
than emotional ones. However, defining ‘reason’, 
‘rationality’ and adjusting the level of emotional appraisals is 
not an easy endeavour [2]. Indicatively, the factor of fear 
plays an important role, as well as the various types of 
rationality [26].  

Additionally, in the maritime sector, we have critical OT 
systems and safety risks, which can attract the attention of 
individuals more, if contrasted to cyber security risks. Thus, 

fear appeals, unless they are linked to safety and OT risks, 
might not be sufficiently salient in the perception of 
personnel.  

C. Selecting and weighing the behavioural intervention 

variables to be modelled.  

According to [30], the perceived level of threat, along 
with the individual’s perceived efficacy to cope with this 
threat, are the main predictors of whether people take 
protective actions or not. Additionally, [10] proposes 
motivation, appropriate triggers, simplicity of solutions, peer 
pressure and social acceptance as the main factors which 
influence behaviour change, and the Hook model also utilises 
triggers, along with rewards for personnel and their 
investment in an action [9]. The majority of research 
literature on behaviour change originates from health 
sciences, e.g., studies on alcohol consumption, smoking, poor 
nutrition or lack of exercise, and people fail to change their 
behaviour even when facing life-threatening conditions. The 
core variables for behaviour change in a maritime security 
setting are yet to be identified empirically. 

D. Considering security culture. 

Including security culture as an ‘environmental’ factor in 
the equation is another angle. Security culture can be 
considered as the set of shared values, beliefs and practices 
relating to cyber security in an environment, e.g., in an 
organisation [8]. The benefits of cyber security and safety 
culture have been reported in the literature [19]. Situational 
circumstances can affect message acceptance; e.g., social 
norms, peer pressure or herding behaviours, say, in a ship 
environment. A new employee observes her colleagues’ 
behaviour and will most likely follow aspects of this 
behaviour. It is, thus, important to consider security culture 
and environment-dependent factors, and model them to a 
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sufficiently adaptable level, so that a generic model and a 
context-specific implementation are balanced.  

IV. PRACTICAL BEHAVIOUR CHANGE FOR THE MARITIME 

SECTOR  

Taking into consideration context, technology and 
personnel-related challenges in the maritime sector and the 
underlying psychological and behavioural reasons for 
people’s non-compliance we propose a practical solution. 
Namely, the authors propose an AI-based individualised 
assistant which a) is customised to the particular environment 
of implementation, e.g., by analysing and codifying the 
existing – and being updated with new – guidelines on 
maritime cyber risk management, security policies and 
standards, and b) learns the individual’s personal 
characteristics, behaviours, and knowledge gaps, and directs 
them to relevant information in a focused fashion. For 
example, the tool will know which policies and procedures 
are required for the person’s role and rank and will learn 
which knowledge gaps the person has; it can then prompt the 
individual with targeted information.  

The idea of our solution aims in minimising the 
susceptibility of individuals to security (and safety) errors by 
providing training and support with practical information, 
and prompting hints to maritime staff, in a timely manner. In 
this paper, we provide the theoretical basis upon which the 
idea of this digital assistant will be built. The current state of 
the solution achieves an AI-based analysis of maritime 
security policies, guidelines, and standards, and can be 
trained through them to direct individuals and assist with their 
security-related enquiries. Next steps include a constant 
training of the tool, based on maritime security policies, 
guidelines, and standards, user behaviour and user 
characteristics (with user consent), so that a holistic 
‘understanding’ is achieved by the tool, and the tool can 
consequently assist in complex and emerging situations and 
needs of the individual and the company. 
 

Limitations, technical details and future research 

The goal of this part of the research is to set the basis for 
the future development of our intervention technologies for 
security behaviour change. However, the approach has its 
limitations; as a matter of fact, a significant part of the 
literature in this area has similar limitations and in particular, 
a lack of experimental verification of certain aspects of 
models and theories [29]. This is an open problem which we 
plan to tackle through our future research, in two ways. First, 
via lab-based experiments where we can measure 
individuals’ reactions in a ‘clean’ environment, with clear 
conditions to be tested; and, thus, examining both individual 
traits and situational circumstances. Second, with field 
experiments in maritime context, where we will be able to 
measure the specific characteristics of individuals, but also of 
the environmental and the social conditions, i.e., aspects of 
the security culture. The aforementioned research activities 
will inform and shape the development and finalisation of the 
AI-based tool. 

In more detail, there is a need for large-scale gathering 
and analysis of security policies, standards, and guidelines of 
interest. With the aim of developing agents that are capable 
of systematically identifying, extracting, and quantifying 
sentences and paragraphs, these documents will be prepared 
and trained using techniques such as clustering, semantic 
analysis, and similarity analysis from Natural Language 
Processing (NLP). In parallel, in collaboration with industry 
partners, further research will be conducted to identify Key 
Monitoring Points (KMPs), as well as potential Threat Entry 
Points (TEPs), in such an OT dominated environment.  

The identification of KMPs (e.g., a ship’s satellite-related 

software) and TEPs (e.g., a connection point that allows for 

malware to be injected) will serve as a baseline and paradigm 

on which behavioural protocols are designed (similarly to 

traditional protocols, but aimed at affecting users' actions 

through statements, reminders, advice, extracts from policies, 

and other interventions). Algorithms are derived from 

translating measurable behaviours and are fed with selected 

actions (events or group of events) to trigger targeted 

behavioural interventions based on the protocol’s threshold 

or trigger point. The algorithm’s output will, in most cases, 

be determined with the help of trained Machine Learning 

(ML) agents from NLP training of available documents 

(policies, procedures and standards of interest). These agents 

are able to extract the most appropriate text or point personnel 

to the right document. 

Many additional questions emerge from this study. 
Namely, fear is an evolutionarily useful emotion, initially 
related to survival. We would like to further explore the 
degrees of fear in relation to less-strong individual traits like 
risk aversion, uncertainty avoidance and loss aversion. 
Moreover, another goal is the experimental testing of 
behavioural responses to fear in a maritime security context. 
There are also ethical considerations of having human 
participants in experimentally tested fear conditions. Beyond 
these considerations, the ‘fear-level matching’ that simulates 
a real-world threat, e.g., data loss due to ransomware attacks, 
is a challenge on its own. Another aspect of future work is the 
empirical identification of behavioural interventions best-
suited for maritime environments.  

V. CONCLUSION 

The vulnerability and susceptibility of the maritime sector 
can be significantly minimised via investing in the human 
factors of cybersecurity. Humans can become a significant 
‘line of defence’ in the sector, if equipped and trained 
appropriately. In order for this approach to be successful, 
both the individual traits of personnel and the environmental, 
contextual factors need to be considered. In this paper, we 
present the theoretical background and propose a practical 
approach for effective behavioural interventions, at a high 
level. A combination of adapted behavioural theories and 
collected data can inform the creation of a practical tool to 
reduce personnel time and effort for accessing knowledge, 
and which can gradually form security behaviours, reducing 
the cyber-attack surface in the sector.   
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