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DATA ANALYTICS 2019

Forward

The Eighth International Conference on Data Analytics (DATA ANALYTICS 2019), held
between September 22-26, 2019 in Porto, Portugal, continued the series on fundamentals in
supporting data analytics, special mechanisms and features of applying principles of data
analytics, application-oriented analytics, and target-area analytics.

Processing of terabytes to petabytes of data, or incorporating non-structural data and
multi-structured data sources and types require advanced analytics and data science
mechanisms for both raw and partially-processed information. Despite considerable
advancements on high performance, large storage, and high computation power, there are
challenges in identifying, clustering, classifying, and interpreting of a large spectrum of
information.

The conference had the following tracks:

 Application-oriented analytics

 Big Data

 Sentiment/opinion analysis

 Data Analytics in Profiling and Service Design

 Fundamentals

 Mechanisms and features

 Predictive Data Analytics

 Transport and Traffic Analytics in Smart Cities

We take here the opportunity to warmly thank all the members of the DATA ANALYTICS
2019 technical program committee, as well as all the reviewers. The creation of such a high
quality conference program would not have been possible without their involvement. We also
kindly thank all the authors that dedicated much of their time and effort to contribute to DATA
ANALYTICS 2019. We truly believe that, thanks to all these efforts, the final conference program
consisted of top quality contributions.

We also gratefully thank the members of the DATA ANALYTICS 2019 organizing committee
for their help in handling the logistics and for their work that made this professional meeting a
success.

We hope that DATA ANALYTICS 2019 was a successful international forum for the exchange
of ideas and results between academia and industry and to promote further progress in the
field of data analytics. We also hope that Porto provided a pleasant environment during the
conference and everyone saved some time to enjoy the historic charm of the city.
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Improve Operations of Real-Time Image Classification Utilizing Machine Learning
and Knowledge Evolution

David Prairie
Electrical and Computer Engineering Dept.

University of Massachusetts Dartmouth
Dartmouth, Massachusetts United States

Email: dprairie@umassd.edu

Paul Fortier
Electrical and Computer Engineering Dept.

University of Massachusetts Dartmouth
Dartmouth, Massachusetts United States

Email: pfortier@umassd.edu

Abstract—This paper delves into the generation and use of
image classification models in a real-time environment utilizing
machine learning. The ImageAI framework is used to generate a
list of models from a set of training images and also for classifying
new images using the generated models. Through this paper,
previous research projects and industry programs are analyzed
for design and operation. The basic implementation results in
models that classify new images correctly the majority of the
time with a high level of confidence. However, almost a quarter
of the time the models classify images incorrectly. This paper
attempts to improve the classification accuracy and improve the
operational efficiency of the overall system as well.

Index Terms—Machine Learning, Tensor Flow, Image Classi-
fication

I. INTRODUCTION

Presented in this research paper is a new and novel ap-
proach to machine learning design that maximizes the balance
between accuracy, efficiency, solution justification, and rule
evolution. This research attempts to improve four factors of
machine learning within a single design. Different components
of the system design shall aim to improve one of the four
factors compared to traditional designs. During this research,
traditional open source machine learning methodologies are
altered to improve different aspects of machine learning,
tested against one application. These traditional methodologies
will be integrated using ensemble methods for enhancing
the performance along with providing justifications for the
classification results. This paper will discuss the preliminary
results, data used, the analysis, and validation methodologies
used.

During this research the Identifiable Professionals (Iden-
Prof) Dataset was used for training and validating models. The
dataset contains ten image sets of distinguishable professions,
each set containing 900 images for training and 200 images
for validation per profession. The expected outcome of this
research is a two part system capable of analyzing a real-time
feed and perform profession classification based on a remotely
generated model.

This paper is broken up into a Background section, where
high-level aspects of machine learning and knowledge-bases
will be discussed. The Methodology will be discussed fol-
lowing the Background section. Following the Methodology
section the preliminary results will be discussed in the Data

Analytics and Results sections. Finally the conclusion will
discuss planned future work and recommended further work.

II. BACKGROUND

Knowledge base systems enable problems to be quickly
and accurately solved based on previous cases. Knowledge
base systems also allow for problem solving of very complex
situations at speeds humans alone would not be able to
achieve at such accuracies. Throughout the last 20 years,
knowledge bases have grown in applications to assist in
everyday tasks. More recently, IBM’s Watson, an Artificial
intelligence supercomputer, is in the limelight through its uses
in the medical arena and in personal taxes with H&R Block.
Other applications of machine learning have been completed
or are being developed include detecting insider threats, big
data analytics, market analysis for proposals, condition-based
maintenance, and diagnostics in the medical field.

In the medical industry, Watson has proven capable of
making the same recommended treatment plans as doctors
99% of the time. Unlike traditional human doctors, Watson can
use all available medical resources when making a patient’s
diagnosis. By having such vast amounts of knowledge, Watson
can provide treatment options doctors may miss. Watson uti-
lizes powerful algorithms and immense computing resources to
analyze all medical relevant data to find “. . . treatment options
human doctors missed in 30 percent of the cases.” [2] Since
Watson has so much computing power it is able to determine
treatment plans for patients faster than human doctors could,
allowing doctors to put patients on treatments faster with
the intervention of Watson. Watson is one example of how
knowledge base systems positively benefit society by efficient
and accurate problem solving of complex problems. Additional
research into knowledge bases will allow them to problem
solve faster, with more accuracy, and with less compute power
requirements.

Condition-Based Maintenance is the method of monitoring
a system’s components to determine what level of maintenance
is required for the system to remain functioning. Using a
Condition-Based Maintenance system for managing mainte-
nance events allows professionals to be proactive with per-
forming maintenance activities versus being reactive. Reactive
maintenance involves replacing components after they already

1Copyright (c) IARIA, 2019.     ISBN:  978-1-61208-741-2
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failed, causing system downtime. When a system goes down
for unscheduled maintenance or repairs, many different reper-
cussions can occur depending on the affected system’s role.
Using air traffic control centers as an example, any unplanned
downtime has the potential to disrupt hundreds of flights
and cost a significant amount of money due to flight delays
[11]. Machine learning can be used to assist professionals to
determine optimal maintenance schedules while minimizing
system down time.

Although some of the described applications may not be as
drastic as life or death medical decisions, all still can greatly
affect society. Utilizing machine learning allows organizations
to detect threats, conduct predictive maintenance, and perform
many repeatable decision-making tasks consistently and effi-
ciently. By allowing a machine to learn over time through
historical cases and building a knowledge base, the machine
allows operators to make informed decisions by providing
every available piece of information. Systems are able to make
decisions in a fraction of the time compared to a human
expert attempting to come to the same decision, however
additional advancement is needed to make machine learning
more accurate and efficient. Areas needing additional inquiries
include indexing algorithms, storage solutions, and finally
the decision-making algorithms themselves. Machine learning
is important because of the wide range of applications and
benefits provided through the decision making and predictions
capable. As the field advances, machines will create predic-
tions and perform decision making faster and more completely.

A. Deep Learning Frameworks - Tensor Flow

Tensor Flow is a deep learning framework built on the
first generation framework called DistBelief. Both frameworks
were developed by Google to advance technology for the pub-
lic and for use in Google’s wide range of data products [13].
One of TensorFlow’s major improvements over DistBelief is
its ability to scale up onto large distributed hardware platforms
utilizing multiple CPUs and GPUs. Tensor Flow utilizes a
master orchestrator to distribute work across the number of
hardware platforms available, each individual platform then
breaks the work down to be solved across each system’s
available CPUs and GPUs.

Benchmarks conducted by Google researchers showed the
Tensor Flow framework performs, as well as other popular
training libraries. However, Tensor Flow did not have the best
performance statistics as other libraries in the study when
tested on a single machine platform

B. Rule Evolution IB1 & IB2 Algorithms

The IB1 and IB2 algorithms are used to evolve a system’s
rules used for classification by incorporating new cases. The
addition of more instances over time causes the machine to
alter its rules to improve the probability of giving a correct
prediction on future instances. Instances can either enforce
existing rules or go against existing rules. Over the course
of a training period, the IB1 algorithm will converge to the

actual results based on altering its rules. IB1 requires data
to have specific attributes, making cases distinct enough for
the algorithm to learn over time. If the data does not have
distinct attributes then the machine will not learn, since no
strong points of comparison are available between cases [1].

A downside of the IB1 algorithm is the need to store all
correct and incorrect classifications over the lifetime of the
machine. The IB2 algorithm is a branch of the IB1 algorithm
that does not require the storage of all classifications, only the
incorrect classifications. The trade off of saving storage space
is the increase in time required for the IB2 algorithm to learn
to predict with strong accuracy [1].

During the evaluation of both the IB1 and IB2 algorithms,
researchers determined both algorithms are able to achieve
acceptable prediction accuracies in some situations. However,
IB1 attains greater accuracies on each scenario when compared
to the IB2 algorithm. The increase in accuracy for IB1 could
be attributed to the storing of all classification events versus
only the incorrect classifications.

III. METHODOLOGY/THEORY

This section discusses the methodology used in the com-
pletion of this research. The research processed followed the
system engineering v-diagram during development. This sec-
tion is further broken into a system architecture and software
architecture sections.

A. System Architecture

The implementation, which is shown in Figure 1, is broken
into four sections; a workstation computer, web server, rasp-
berry pi, and a shared storage box. The workstation computer
contains a NVidia GTX 980ti and is used for generating
models based on the training images. Once the models are
generated they are stored on a centralized shared storage array.
The raspberry pi is used as the real-time image capture device
and performs classifications utilizing the models.

The web server is the middle point between the workstation
and the raspberry pi, by serving the models generated for the
Pi to download. To enable future learning from real imaging,
the Pi will upload classified images to the web server for the
Desktop to use in future model generation.

B. Software Architecture

The following software packages and frameworks are used
to generate the models for real-time image classifications and
for classifying new images:

• Python 3.6
• Tensorflow-GPU
• Numpy
• SciPy
• OpenCV
• Pillow
• Matplotlib
• H5py

2Copyright (c) IARIA, 2019.     ISBN:  978-1-61208-741-2
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Fig. 1. System Flow Diagram.

• Keras
• ImageAI [10]

ImageAI is an API that can generate models based on an
image set and perform image classifications based on the
generated models. The API can generate models using the
Desenet, Inveption v3, Resnet, and Squeezenet algorithms.

The workstation utilizes the above listed software when
generating the initial models used for classification. ImageAI is
a wrapper framework for the rest of the libraries, simplifying
the development process. The same ImageAI framework is
used on the raspberry pi for real-time image classification
utilizing an add-on camera board. The raspberry pi is capable
of handling the classification algorithms because the model
generation and model evolution is offloaded to the workstation
[9]. This heavily reduces the compute requirements, enabling
the mobile real-time classification.

The web server is a repository for the raspberry pi to retrieve
the latest generated models and to upload classified images
for further analysis. Real-time images are uploaded to the
webserver for manual verification of the image’s classification
and are then loaded into the desktop as additional training
images to evolve the models. The combination of the Desktop
and Raspberry Pi enables an overall system supporting model
evolution while increasing the efficiency of the real-time
classifier [9].

A future implementation adds a system capability of justify-
ing the classifications provided. The current design behind the
justification uses the built in confidence levels provided when
classifying images. An alternative approach includes providing
sample images that were classified using the same models and
produced the same results.

IV. DATA ANALYTICS

During this research, the Identifiable Professionals (Iden-
Prof) dataset [14] is used for evaluating the proposed changes
to the ImageAI algorithm. IdenProf contains 10 distinguishable
professions, listed in Table I. The dataset consists of over 900

images per profession used for training the system’s models
and an additional 200 images per profession for validating the
models. All images are sized to a common pixel dimensions
of 224 by 224 for uniformity. The image set has a make up of
mostly white males from the top 15 most populated countries
[14], compared to other genders or nationalities. During the
duration of this research project additional images can be
gathered by pulling images from Google’s search engine.

TABLE I. Training Images Classifications

Training Images Classifications
Profession Accuracy
Chef 74.5%
Doctor 76.5%
Engineer 86.0%
Farmer 89.5%
Firefighter 90.5%
Judge 92.0%
Mechanic 84.5%
Pilot 87.5%
Police 87.5%
Waiter 72.0%

Current experiments include testing the base algorithms
against the training and validation images. These 200 images
will allow analysis and validation of the models generated at
all three stages of development. Additional experiments will
be planned utilizing the raspberry pi and camera for real-time
image classification. The models used in classifications are
selected based on the assigned accuracy defined during model
generation. For these experiments the models select have over
eighty percent accuracy.

Figure 2 depicts one of the test images for a pilot, one of
the professions used in this research project. When running a
classification against image, the system provides three results.
Each result comes with a probability that the answer is correct.
Typically the models generate one answer with a probability of
over 95% and then the remaining two answers will make up the
remaining percentage. In this case, the following probabilities
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are produced when classifying Figure 2: Pilot: 99.9527%,
Chef: 0.0457%, and Mechanic: 0.0015%.

Fig. 2. Sample Profession Image - Pilot

V. RESULTS

Initial runs for the system produced expected results, as
shown in “Table I”. Two professions to take note of are the
Chef and Waiter. From reviewing the Chef and Waiter images,
there are many images where its difficult to distinguish which
profession the image is of. Incorporating additional models for
classification and using a voting scheme (described in the next
section) could produce more accurate classifications.

When reviewing the model’s perceived accuracy on clas-
sification, the top profession is consistently listed as 95% or
higher. This shows although the models are not able to reach
the correct classification every time, the model produces a high
level of certainty on the correct answer. When reviewing the
raw data, a pattern arose showing when the models classified
an image incorrectly, the probability produced tends to be
significantly lower.

VI. CONCLUSION

At this stage in development the system has only been
implemented using base algorithms and libraries with no other
design improvements. The next step in development is to
implement a voting scheme where the system will utilize
multiple generated models to classify new images. Then the
system will use the prediction from multiple models and
use a voting method incorporating the model probability to
determine a classification. The voting result is not necessary
equal votes per model, the votes can be based on the model’s
confidence in the answer the individual model is providing.
For instance, if one model has a 98% confidence in the answer
provided and the second model only has a 80% confidence,
then chances are the first model would be the better of the
two results to go with.

Upon completing the accuracy improvements, the system
implementation will be broken up into the same format
discussed in Figure 1. Currently the implementation has
all model generation and model validation being conducted
locally on Desktop. This is done to simplify the process, while
ensuring the base algorithms are operating correctly. Once the
remaining design are implemented a deeper system analysis
will be completed. The analysis will include determining the
reliability of the overall system and determining the theoretical
versus actual efficiency of the algorithm.

Beyond the implementations and the analysis, additional
work should be done collecting real-time images. The majority
of the images used in this research project are collected
from international researchers. A collection of images from
additional countries, like the United States or United Kingdom,
should be done to see if models are capable of classifying
images correctly from other nations. This can also incorporate
utilizing the raspberry pi at an event or walking around in
pubic to do real-time classifications.

This research project attempts to incorporate common open
source algorithms to enable real-time image classification
using minimal processing power. By enabling the system to
operate on minimal processing power at the user level, the
system can be applied to new applications without relying
on massive compute infrastructures at the endpoint. The base
algorithms used will be modified to increase the operational
efficiency and accuracy of the overall system.

The end result of this project can be applied to applications,
such as security checkpoints or even used for field classifying
insects and animals. As each component is implemented
into the overall design, systems analysis for efficiency and
reliability will be conducted to ensure the system is improving.
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Abstract—This study in cultural informatics investigates the claim
made in 2018 by several news media that performances of Johann
Sebastian Bach’s Double Concerto in D Minor, his compositions
in general, and of classical music as a whole are becoming ever
faster. Data for a total number of 19,660 releases in five of
Bach’s compositional categories from between 1950 and 2019
are retrieved from online database Discogs, of which 2,999
are analyzed historically for speed increase. For the Double
Concerto, we do find a slight speedup, but surprisingly enough,
West European recordings speed up much more than non-West
European recordings. And whereas the Brandenburg Concertos
and several cantatas do speed up significantly, the Trio Sonatas
for Organ and Suites for Cello Solo actually tend to slow down.
We review the original claims in light of this new evidence,
and contextualize our findings by relating to studies on musical
development, the pace of life in urbanized communities, and begin
to construct a scientific hypothesis for explaining our findings.

Keywords–Music; Tempo; Violin Concerto; BWV 1043; Bach;
Data Analysis; Online Data Retrieval; Fake News.

I. INTRODUCTION

Johann Sebastian Bach (1685-1750) is undoubtedly one
of most revered classical composers in our time. Spanning
nearly 1100 compositions ranging from huge oratoria such as
the Saint Matthew Passion, BWV 244 through Brandenburg
Concertos, BWV 1046 - 1051 to works as small as the Sonatas
and Partitas, BWV 1001 - 1006 written for a single violin
only, many regard these works as the best that classical music
has to offer. Today, all of Bach’s compositions have been
conventiently indexed by a BWV (Bach-Werke-Verzeichnis,
literally Bach works catalogue) numbering, categorizing the
late master’s work in different genres like cantatas, concertos,
or harpsichord works. But the details of everyday performance
are not undisputed; many classical compositions have separate
movements, which are often annotated with a ‘tempo’ or
‘style’ indication. Traditionally, in Italian (even for German
composers), annotations, such as presto (‘rapidly’), adagio
(‘slowly’), vivace (‘lively’) and allegro (‘cheerful’) leave
plenty of room for interpretation on behalf of the musician
(see Figure 1).

Late 2018, several news articles appeared claiming that the
compositions of Bach, and classical music in general, are being
performed ever faster. First published by the Rolling Stone, the
article featured a record label’s study showing “performances
of Bach are almost 30 percent faster than they were 50 years
ago” [1]. From there, the news spread like wildfire. An article
on iNews - Britains Most Trusted Digital News Brand claimed
that “performances of classical music [...] are now one third

quicker than they were 50 years ago” [2]. They also cite a
highly positioned music scholar when giving an explanation:
“It’s a basic change in taste from the rather weighty concert
style of previous years towards something that is more light,
airy and flexible.” Or, as the international radio station Clas-
sic FM so aptly phrased it: “classical music performances
are taken at a greater lick” [3]. Even more confident was
broadcaster WQXR, stating that “Bach is undoubtedly getting
faster” and like Rolling Stone, they also provide an explanation
for the speedup: “Society speeds up? Music speeds up.” But
even research institutions like the Smithsonian Institution,
administered by the US Government, reported the news [4].
“Johann Sebastian Bach’s music may be timeless, but [...]
even the compositions of [Bach] are not immune to todays
breakneck speed of life.” and “Clock the last 40 years and
you‘ll find the beat getting relentlessly faster.”

So Bach’s music, or classical music in general, is speeding
up because life is speeding up. Interesting find, but the problem
is that it isn’t true. Or partially, at best. Or for some recordings
of some concertos released at some places only, to be precise.
The news published by Classic FM, WQXR and Smithsonian
all refer back to Rolling Stone, which appears to be the
source of the news, but the lack of (academic) references, the
apparently thin basis for the conclusions (three recordings of
Bach’s Double Violin Concerto in D Minor, BWV 1043) and
the seemingly reckless adoption of the news by other media
raises questions about the scientific validity of the claims. Is
Bach’s music really speeding up lately, or is this another prime
example of fake news?

Fake news is a denomination that has seen a rapid increase
since the 2016 United States presidential election, even though
it conceptually existed long before [5]. Historically, the term
has been used to describe disinformation serving different
goals than objective reporting, such as political gains or social
unrest. In the ages of digitization, fake news seems to find
its way to people much easier, with visits to fake news sites
originating from social media at a much higher rate than visits
to real news sites [6]. It is estimated that in the months prior
to the 2016 U.S. elections, every American adult had been
exposed to at least one fake news story [7].

Even though fake news only reaches a small part of the
overall audience [6] [8], Facebook and other social media
started tagging and removing fake news in order to combat
the distribution of mis- and disinformation [9]. Despite these
efforts, scientists Gordon Pennycook and David Rand found
that tagging fake news stories creates an implied truth effect:
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Figure 1. Left: the only known genuine portrait German composer of J.S. Bach, painted by E.G Haussmann. Middle: cutouts from the manuscript of Bach’s
Double Violin Concerto show tempo indications “Vivace” (“lively”) and “Allegro” (“cheerful”) which leave plenty of room for interpretation. Right: the article

from Rolling Stone claiming enormous speedups in performances of Bach’s work (image edited for size purposes).

once a story is not tagged as fake news, it is more likely
to be deemed reliable [10]. An earlier study at McMaster
University found that a statement, whether true or false, is
more likely to be believed if it expresses information that
‘feels familiar’ [11]. But repetition also results in something
like an implied truth effect: in an experiment by Frederick
Bacon, people were given a number of statements and told
that half of these were false. Even with this explicit aforehand
instruction, people rated the repeated statements to be more
reliable [12]. In Danielle Polage’s experiment “Making up
History: False Memories of Fake News Stories”, half of the
subjects were given a fake news story to read [13]. Five weeks
later, the exposed subjects did not only find it to be more
believable than the control group, but they were even more
likely to believe that they actually heard the story from a source
outside of the experiment. But most famous in this context
might be the groundbreaking work by American psychologist
Elizabeth Loftus. Her team has done extensive research on
‘false memories’, and found that people’s recollection of an
episode might be corrupted even from hearing disinformation
afterwards [14]. These studies collectively show that human
memory is dynamic, susceptible to disinformation, and can
easily integrate fake news as genuine facts – even to the extent
of one’s personal history.

Regrettably though, efforts of verification seldomly find
their way to the audience most susceptible to fake news [8].
Fact checking, dismissing false claims and disposing of mis-
and disinformation are at the core of scientific practice. It
is therefore hard to overstate the shock that went through
the academic world when Dutch social psychologist Diederik
Stapel was found to have engaged in large scale fact fraud,
and as of 2019, almost 60 of his publications have been
retracted [15] [16]. Since then, verification and the replicability
of research is seriously gaining traction, as witnessed in the
expansive work described in a publication by 24 authors
reproducing 21 social science studies from Nature and Science
[17]. But also economic disciplines do not escape scrutiny and

more recently, even famous computer science experiments are
being rigorously replicated, and even extended [18] [19]. An
interesting related development is the observation by Sacha
Epskamp from University of Amsterdam, that shows fast-paced
development of methodological developments and software
implementations might both facilitate and undermine repli-
cability [20]. Though Epskamp does not explicitly quantify
the term ‘fast-paced’, it is an interesting observation that the
pace of development appears to be speeding up in scientific
replicability too.

With a much more light-hearted objective, we aim to
contribute to the practice of fact finding by checking whether
Bach’s Double Violin Concerto is indeed being performed at
an ever faster pace, such as reported by Rolling Stone and
others. We will also investigate the more general claim that
Bach’s other compositions (or indeed all classical music) are
speeding up by analyzing his other two Violin Concertos, the
six Brandenburg Concertos, six well-known cantatas, the six
Trio Sonatas for Organ and the six Suites for Cello Solo.
Together, these categories cover a broad variety of compo-
sitions with variations in ensemble sizes, instrumentations and
‘compositional details’, such as polyphony, the number of
movements, and whether dedicated to liturgical service or
attaining a more secular occasion. We retrieve data for a total
of 19,660 Bach recordings released between 1950 and 2019
and analyze the historical development of their duration.

The rest of this paper is organized as follows: in Section II,
the methods for retrieving and analyzing the releases of Bach’s
works are detailed. The results of this analysis are presented
in Section III, where we also discuss possible explanations for
the found results. Finally, the conclusions of our research are
laid out in Section IV.

II. METHODS

The growth of the Internet and public availability of data
is both a blessing and a curse for scientists. Discogs is
a community-driven online database owned by Zink Media
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TABLE I. THE NUMBER OF RELEASES IN THE DATA SET
RETRIEVED FROM DISCOGS (‘TOTAL’) AND AFTER FILTERING

(‘USED’) FOR EACH COMPOSITION IN THIS STUDY.

Composition Total Used Percentage

BWV1041 893 149 16.685%
BWV1042 901 149 16.537%

V
io

lin

BWV1043 1120 169 15.089%

BWV1046 1008 227 22.520%
BWV1047 1279 284 22.205%
BWV1048 1257 275 21.877%
BWV1049 1019 223 21.884%
BWV1050 1116 263 23.566%

B
ra

nd
en

bu
rg

BWV1051 911 205 22.503%

BWV106 918 34 3.703%
BWV131 414 28 6.763%
BWV140 756 45 5.952%
BWV170 309 24 7.767%
BWV173 549 10 1.821%C

an
ta

ta
s

BWV208 525 6 1.143%

BWV525 713 61 8.555%
BWV526 410 47 11.463%
BWV527 346 47 13.584%
BWV528 684 53 7.749%
BWV529 368 54 14.674%

O
rg

an
Tr

io
S.

BWV530 462 53 11.472%

BWV1007 748 110 14.706%
BWV1008 514 99 19.261%
BWV1009 635 102 16.063%
BWV1010 520 89 17.115%
BWV1011 635 100 15.748%C

el
lo

Su
ite

s

BWV1012 650 93 14.308%

containing more than 11 million Digital Data Locations (DDL)
for audio recordings such as CD’s, vinyl, digital bootlegs and
promotional releases [21]. It is publicly accessible and offers
an open Application Programming Interface (API), which
can be used to query the database, making it suitable for
quantitative analysis of historical releases [22]. Since Discogs
offers a large quantity of different types of recordings, this
source forms a valid representation of recordings from this
era.

In order to retrieve the DDLs from Discogs, a search query
is first sent to the API containing a search term (e.g., “BWV
1043”) which then returns a list of DDLs. Each DDL contains
a pointer to the information from exactly one release, which
can then be downloaded separately to obtain details about the
recording.

Since Discogs is widely accessible without central moder-
ation, the retrieved data might be invalid, incorrect or incom-
plete. One can therefore hardly escape the laborious task of
manually sifting through the data returned by the API after
issuing a query. To be suitable for analysis, the DDL has to
meet three requirements:

• The DDL’s data must include a year of release;
• The DDL’s data must contain the entire work, and

not just a single movement;
• Every used track in the DDL’s data must contain a

valid value in their duration field.

In order to (in)validate the results research reported by
the various news media from Section I, we retrieved a total
of 1120 releases from between 1958 and 2018 of Bach’s
Double Violin Concerto. After manually filtering the DDLs,
169 valid, complete and correct data records were used for
linear regression, plotting duration against year of release

(see Table I). The applied method is as follows: for dataset
D, containing the DDLs with their years of release x and
associated durations y, a straight line

f(x) = a · x+ b (1)

is fitted, where x denotes the year for which the fit is
calculated. Values for a and b are calculated by

a =

∑
i∈D ((xi −mean(x) · (yi −mean(y))∑

i∈D ((xi −mean(x))2)
(2)

b = mean(y)− a ·mean(x). (3)

For the Double Violin Concerto, the three movements
(Vivace, Largo ma non tanto and Allegro) were also analyzed
separately. To compare results to Bach’s other two violin
concertos, 893 and 901 releases for BWV 1041 and BWV 1042
from between 1955 and 2018 were retrieved, from which 149
and 149 suitable data records were analyzed in similar fashion
(see Table III).

Widening the scope, we extended the investigation to four
more compositional categories, some of which are very dif-
ferent from the violin concertos. The second category, the six
Brandenburg Concertos, BWV 1046 - 1051 are compositions
of ensemble sizes comparable tot the violin concertos, but
with very different instrumentations including oboes, fagottos,
trumpets, horns and “echo flutes”. For this category, we
retrieved 6590 DDLs of which 1477 (equalling 22.41%) were
usable after manually filtering the data.

Third was a collection of six popular cantatas (BWV 106,
131, 140, 170, 173 and 208), compositions that involve vocal
soloists, duets and choirs. Though ensemble sizes can vary
considerably from one recording to the next, cantatas are
usually performed by significantly more musicians than both
the violin and Brandenburg concertos. This specific selection
of cantatas was partially enforced by the Discogs API which
does not facilitate prefix free queries, and by the number
of DDLs available for each cantata, which might reflect its
popularity (see Table I). Although very many of the retrieved
cantata DDLs contained a value for ‘year’, very few of those
also had a value for ‘duration’, thereby still resulting in high
dismissal; of 3471 retrieved DDLs, only 147 yielded suitable
data, a mere 4.24%.

The fourth category was made up by the six Trio Sonatas
for Organ, BWV 525 - 530. Although performed by only one
musician, Bach’s organ compositions can be considered to be
of ‘near-equal complexity’ to his concertos; in fact, organ-solo
arrangements exist for several of Bach’s concertos, including
BWV 1043. For this category, we retrieved 2983 DDLs of
which 315 were usable after filtering, corresponding to a post-
filter usability of 10.56%.

The fifth and final category is made up by data records for
the six Cello Suites, BWV 1007 - 1012. These works, written
for a single cellist only, largely consist of isolated melody
lines accompanied by the accidental harmonization. Though
Bach somehow managed to weave a sophisticated polyphonic
style even in these sparse compositions, they are undoubtedly
belong to the ‘smallest’ of Bach’s works. This category holds

7Copyright (c) IARIA, 2019.     ISBN:  978-1-61208-741-2

DATA ANALYTICS 2019 : The Eighth International Conference on Data Analytics

                            17 / 78



TABLE II. THE NUMBER OF RELEASES PER CONTINENT FOR
EACH OF THE VIOLIN CONCERTOS BWV 1041 & 1042, AND THE

DOUBLE CONCERTO BWV 1043.

Composition Continent Number of releases

West-Europe 119
East-Europe 9
North America 12
Australia 3
Asia 1
South America 1

BWV1041

Unknown 4

West-Europe 114
East-Europe 8
North America 17
Australia 4
Asia 1
South America 1

BWV1042

Unknown 4

West-Europe 126
East-Europe 5
North America 25
Australia 3
Asia 3
South America 2

BWV1043

Unknown 5

593 data points after filtering, which corresponds to 16.02%
of 3702 retrieved DDLs.

A subset of the retrieved entries from the filtered data set
contained a value in the “country” field, indicating where the
release was originally issued. Even though many individual
countries are too thinly represented for significant analysis,
collectively the values might provide some additional insight
into our data (see Table II). We separately analyzed the West
European releases, and categorized all others as either non-
West European or ‘unknown’. Finally, all data used for the
calculations in this section has been made publicly available
for reproduction, replication and further investigation of our
results [23].

III. RESULTS AND DISCUSSION

From the analysis as reported in Section II, it appears
out that the reported speedup of the Double Violin Concerto
contains a grain of truth, be it a tiny one. With a 5.31%
decrease in duration over 169 recordings from between 1958
and 2018, performances of the work have indeed sped up
slightly in the past 60 years (see Table III). This effect is not
confined to any single one of its movements, with the duration
of the Vivace decreasing by 5.09%, the Largo decreasing
by 3.63% and the final Allegro movement decreasing by
8.45%. The speedup of this concerto however, is much more
prominent in West European releases (10.74%) than in non-
West European releases (4.85%) (see Figure 2). But the pattern
is not entirely uniform across the violin concertos as a category.
Although like the Double Concerto, recordings of the Violin
Concerto in E Major, BWV 1042 sped up, by an average of
7.40% between 1955 and 2018, recordings the Violin Concerto
in A Minor, BWV 1041 are actually slowing down on average,
with a duration increase of 0.40% over the same period.

The Brandenburg Concertos are the only category in this
investigation which have consistently been speeding up in
recent history. But whereas the recordings of all concertos
show a decrease in duration between 1953 and 2018, there
are significant differences between the individual concertos,

with BWV 1048 showing a double-digit decrease in duration
and BWV 1047 a mere 3.19%. But in this category too, the
speedup appears to be mainly a West European phenomenon,
with two of the concertos slowing down in non-West European
releases. The six cantatas of this study show a rather eccentric
pattern; although BWV 106, 131, 140 and especially BWV
173 show significant speedups, the other two (BWV 170 and
208) show a moderate slowdown in the period from 1957 to
2018.

Quite contrarily to the Violin and Brandenburg Concertos,
recordings of the Trio Sonatas for Organ have slowed down
considerably around the world. Showing an average increase
in duration of 7.15% between 1950 and 2018, the only outlier
in this category is BWV 529, which shows a slight decrease of
3.98% in duration. Similarly, the Cello Suites have also slowed
down up in recent history. On average, the duration recordings
of these works have increased by 3.30%. Here, only BWV
1008 shows a decrease in duration of 8.29%, whereas BWV
1012 slowed down 10.87%. Moreover, the only speedups of
these works are found in West European recordings; the rest
of the world is actually slowing down.

The geographical origin of the releases appears to be an
important indicator for its tempo development. Of the 27
compositions we analyzed, 18 compositions (66.6%) have
increased in speed of performance in West European releases.
However, the non-West European releases of the same 27
compositions, less than half (13 performances, 48.1%) could
be confirmed speeding up. Three cantatas have insufficient
non-European data though; excluding these brings the total
to 13 out of 24 (54.2%). These numbers give rise to the
interesting question if (or why) the speedups and slowdowns
are related to the specific location, demographic or culture
in which a release is being issued. But still, even for the
works with the largest speedup across all categories in this
investigation, cantata “Erhöhtes Fleisch und Blut”, BWV 173,
the decline in duration (18.39%) is nowhere near the 30%
figure reported by the Rolling Stone and others.

The root of the difference might be the sparsity of the
source data. The findings as presented by Rolling Stone were
based on just three releases of BWV 1043: the version by
David & Igor Oistrakh (1961, 17:15), one by Arthur Grumiaux
& Herman Krebbers (1978, 15:42) and most recently Nemanja
Radulovic & Tijana Milosevic (2016, 12:34), indeed showing a
27.06% decrease in duration. However, if we cherry pick three
different releases from Discogs roughly covering the same era
(Milstein & Morini (1965, 15:40), Suske & Kröhner (1980,
16:42), Menuhin & Oistrakh (2016, 18:41)), the duration
actually shows an increase of 19.19%. So, it seems that a
set of three data points is simply too small for any definitive
conclusions.

Music is changing though. A paper by Serra et al. [24]
studied contemporary popular music between 1955 and 2010
using the Million Song Dataset [25]. By analyzing pitch, loud-
ness and timbre, the researchers conclude that contemporary
popular music develops towards less variety in pitch transitions
and a more uniform timbre. Especially the loudness of pop
songs has increased between 1965 and 2005, a trend which
is sometimes dubbed the “loudness war, a terminology that is
used to describe the apparent competition to release recordings
with increasing loudness, perhaps with the aim of catching
potential customers attention” [24].
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Figure 2. Speed development in Bach’s (Double) Violin Concertos over the period 1955 - 2018. Generally speaking, both for the Double Concerto (Figures 2g,
2h and 2i) and the Violin Concerto in E Major (Figures 2d, 2e and 2f), newer releases tend to be faster, but the effect is much stronger in Western Europe than

elsewhere. The Violin Concerto in A Minor (Figures 2a, 2b and 2c) actually slows down a bit, even though both regional subsets speed up slightly.

In a report by Hubert Léveillé Gauvin, 303 U.S. top-10
singles from the period between 1986 and 2015 have been
compared on various temporal properties like overall tempo
(measured in BPM), time before the first lyrics, and time before
the title is first mentioned. The study found that “attention-
grabbing [tempo] principles” such as overall speed increased
significantly, possibly driven by the “attention economy” [26].
But the speedup here is different, because classical music
involves new recordings of the same old ‘songs’, whereas for
most U.S. pop songs are first releases. Furthermore, their data
set covers American pop songs, which are technically speaking
from a different culture than West European classical music,
so a definite relation is hard to forge. Still, the speedup in
pop songs for the hypothesized purpose of attention-grabbing
is too alluring to be left unnoticed in light of our findings.

And how could demographics play a role in the speedup of
some of Bach’s works? Is the “pace of life” or the “speedup

of society” to blame, as mentioned by the (experts in) various
news media? There is some relevant scientific research. In a
study by Levine and Norenzayan, the average pace of life,
measured in walking speed, working speed, and the accuracy
of clocks, has been investigated for 31 countries [27]. The
researchers found significantly higher values in both Japan and
the countries of Western Europe. The famous study “Growth,
Innovation, Scaling, and the Pace of Life in Cities” by Betten-
court et al. shows that the population size of a city is positively
related to its pace of social life [28]. With ever increasing
numbers living in urban areas over the last century, especially
in Western Europe, this would imply that the regional pace of
social life is increasing accordingly [29]. The recent explosive
growth of urbanization now has 80% of the European popula-
tion living in urban areas, especially in Northern and Western
parts [30]. A particularly interesting detail about this study, by
Marc Antrop from University of Ghent, is that it covers an era
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TABLE III. THE INCREASE IN DURATION FOR RELEASES IN ALL
FIVE COMPOSITIONAL CATEGORIES. ITOTAL IS THE INCREASE
IN DURATION FOR ALL RELEASES, WHEREAS IWEST DENOTES

THE SAME VALUES FOR WEST EUROPEAN RELEASES ONLY, AND
INONWEST FOR NON-WEST EUROPEAN RELEASES ONLY.

Work Years Itotal Iwest Inonwest

BWV1041 1955 - 2018 0.404% -4.212% -1.017%
BWV1042 1955 - 2018 -7.400% -13.097% -2.141%

V
io

lin

BWV1043 1958 - 2018 -5.314% -10.743% -4.853%

BWV1046 1954 - 2018 -8.434% -11.552% 7.467%
BWV1047 1953 - 2018 -3.194% -4.691% 4.683%
BWV1048 1953 - 2018 -10.451% -11.412% -6.626%
BWV1049 1954 - 2018 -6.178% -7.854% -2.408%
BWV1050 1954 - 2018 -4.124% -3.584% -3.472%

B
ra

nd
en

bu
rg

BWV1051 1954 - 2018 -9.266% -10.372% -11.145%

BWV106 1967 - 2017 -13.517% -13.352% -8.199%
BWV131 1973 - 2016 -13.962% -4.527% -
BWV140 1967 - 2014 -11.902% -15.950% -3.136%
BWV170 1957 - 2018 3.620% 4.748% -15.208%
BWV173 1979 - 2009 -18.387% -16.504% -C

an
ta

ta
s

BWV208 1995 - 2012 3.573% 4.313% -

BWV525 1954 - 2016 19.631% 18.323% 7.484%
BWV526 1950 - 2014 4.153% 2.503% 10.498%
BWV527 1959 - 2018 7.638% 7.975% -3.468%
BWV528 1950 - 2013 4.617% 5.891% 1.366%
BWV529 1950 - 2013 -3.981% -2.180% -2.283%

O
rg

an
Tr

io
S.

BWV530 1960 - 2014 10.864% 10.219% -2.719%

BWV1007 1960 - 2018 0.957% -2.903% 5.522%
BWV1008 1960 - 2019 -8.285% -12.835% 1.907%
BWV1009 1960 - 2018 6.349% 7.626% 8.703%
BWV1010 1960 - 2018 5.481% -5.618% 20.339%
BWV1011 1960 - 2018 4.412% -6.836% 9.299%C

el
lo

Su
ite

s

BWV1012 1960 - 2018 10.865% 3.649% 5.802%

from 1950, which largely coincides with ours. These findings
therefore provide an interesting hypothesis, worthy of further
exploration in future work.

IV. CONCLUSION

In this paper, we explored the historical tempo development
in performances of Bach’s Double Violin Concerto, and of
his compositions in general, following several online news
reports which claimed significant speedups. We found these
claims to be questionable on several points. Even though
the Double Concerto has sped up slightly during the last
decades, several other compositions slowed down, so there
is no general trend for Bach’s work, let alone for classical
music as a whole. Interesting discovery is that the speedup of
this concerto is most prominent in West European releases,
but the pervasiveness of this pattern across musical genres
is yet to be confirmed. Future work could therefore entail
similar investigations for other composers, such as Palestrina,
Haydn, Mozart, Beethoven, Chopin, Brahms, Tchaikovsky and
Rachmaninoff, covering a broader range of styles, historical
periods and topographical provenance. If sufficient amounts
of data are available, such an investigation could shed more
light on the ubiquity of the findings from this investigation.

Summarizing, some categories of Bach’s music tend to
speed up somewhat, but predominantly, sometimes even ex-
clusively, in West European releases. Could this phenomenon
be related to the high pace of life in cities, and therefore simply
ride along the increasing urbanization since the fifties? Or is
it the intensifying race for attention that increases the meter
of the metronome? Our lives are moving faster, our attention
spans shorter, and our music tries to keep the pace. It seems

like a plausible theory, but more evidence is needed to not
dismiss this hypothesis as fake news.
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Abstract — Traditional Structural Health Monitoring (SHM) 

methods require bridge inspectors to manually inspect each 

bridge periodically (usually every two years) and recommend 

maintenance or rehabilitation services to the bridge if necessary. 

As limited manpower and budget constraints are the two major 

shortfalls in traditional SHM methods, in addition to potential 

human errors and lack of consistency, more rigorous and 

frequent solutions are needed to assess the health levels of 

bridges and provide needed recommendations. In this work, we 

process a new population-based approach that employs the 

concept of Correlation Networks to evaluate the status of each 

bridge based on general parameters as well as how it compares 

to other similar bridges. We propose a Correlation Network 

Model (CNM) that builds a network of bridges, based on time-

series data on sufficiency ratings, for a population of 9,546 “steel 

bridges with stringer/multi-beam or girder design,” taken from 

the U.S. National Bridge Inventory (NBI) database. We apply 

Markov Clustering Algorithms to produce clusters of bridges 

with similar features associated with their fitness ratings over 

user-defined periods of time. The top five clusters are identified 

and further analyzed using population analysis algorithms. We 

were able to identify three clusters with lower fitness ratings and 

suggest that the bridges in these clusters need to be serviced 

sooner than those included in the other clusters. Experimental 

results show that the proposed model provides an efficient 

approach that allows domain experts to assess the structural 

health of bridges/civil infrastructures in a robust way that can 

guide rehabilitation services for all bridges and identify 

potentially unsafe bridges that need urgent attention. 

Keywords — Structural Health Monitoring; Population 

Analysis; Correlation Networks; Markov Clustering; 

Sufficiency Rating; National Bridge Inventory database.  

 

I. INTRODUCTION  

The National Bridge Inventory (NBI) database consists 

of information on more than 600,000 bridges of the United 

States of America (USA), with each bridge dataset 

comprising 116 parameters. After each inspection cycle, 

usually every two years, the bridge inspectors develop 

condition ratings of the bridges as specified by the U.S. 

Federal Highway Administration (FHWA) [1]. Sufficiency 

Rating (SR) is an outcome parameter/measure which reflects 

the overall fitness rating of the bridge and is derived from 

over 20 NBI data fields/parameters grouped in four factors, 

i.e., Structural Evaluation, Functional Obsolescence, 

Essentiality to the Public Use, and Special Reductions as 

described in the FHWA coding guide [2]. SR ranges between 

0% and 100 % or between 0 and 1000.  Lower 

percentages/ratings indicate that the bridge fitness is low and 

higher percentages/ratings indicate that the bridge is highly 

fit. SHM is a process of implementing a damage detection 

and characterization strategy for engineering structures [3]. 

Traditional SHM methods require bridge inspectors to 

manually inspect each bridge over a period of time and 

recommend maintenance or rehabilitation services to the 

bridge if necessary. As limited manpower, budget 

constraints, and lack of consistent and continuous monitoring 

are the major shortfalls in traditional SHM, research 

communities are interested in new solutions to assess the 

structural health of civil infrastructures while taking 

advantage of the massive data available in the NBI database. 

In this work, we propose the use of Correlation Network 

Models (CNMs). CNM is a powerful big-data tool that has 

recently been used to analyze and visualize complex systems 

having large data with multiple dimensions/parameters in 

various domains [12], [17], [18]. We propose to employ 

CNM to create a correlation network of bridges, based on the 

time-series data of bridges’ overall fitness rating, such as SR 

for a population of 9,546 “steel bridges with stringer/multi-

beam or girder design” obtained from the NBI database. 

These bridges are taken from three US states: California, 

Iowa, and Nebraska, which come from three different 

climatic regions as shown in Figure 1.  We then apply a 

Markov Clustering algorithm, such as MCL to obtain clusters 

of bridges that have similarity in their fitness ratings (such as 

SRs) over a certain period of time.  

Our basic hypothesis is that the bridges with similar 

fitness characteristics are included in common groups or 

clusters. MCL is a graph-based efficient algorithm designed 

based on the random walks property of the graphs. As every 

clustering method groups elements with similar attribute 

values together [16], when applied to the bridge correlation 

network, MCL finds clusters of bridges with similar behavior 

in terms of SRs.  We identified the top clusters produced by 

the algorithm for further analysis. We were able to identify 

clusters with lower fitness ratings that need to be serviced 
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relatively soon compared to bridges in other groups. Our 

experimental results show that the proposed approach 

provides a new efficient tool that allows bridge owners to 

evaluate the structural health of bridges/civil infrastructures 

and identify the structures that need immediate attention. 

This may serve as the main component of a new SHM 

decision support system.   

 

 

Figure 1. Map of nine USA climate regions  ( image courtesy 

NOAA). [8] 

 

The remainder of this paper is organized as follows. 

Section II provides a general background, where the need for 

creating a Correlation Network of bridges with time-series 

data of SRs is discussed. Section III discusses the key 

concepts used for creating Correlation Networks and the 

population analysis approach, followed by a discussion on 

how network models are used in various application 

domains. Section IV includes the complete methodology 

used to implement the proposed approach. Section V 

discusses the experimental results of the study. Conclusions 

and future directions are summarized in Section VI.  

 

II.  BACKGROUND 

Several researchers have recently attempted to develop 

deterministic and stochastic deterioration models for various 

bridge components, such as Deck, Superstructure and 

Substructure, and Average Daily Traffic [4]. Several studies 

have used Two-Step clustering, a powerful data mining tool, 

to study concrete deck parameters in the NBI database to 

identify the order in which bridges need to be serviced [5]. 

While there are some deterioration models that are based on 

temporal data [4], [6], but they usually consider only one or 

few input ratings, such as Deck Rating or Superstructure 

Rating, for their analysis. Since they did not consider a 

holistic approach or compound rating measures such as SR 

(which is a complex measure based on multiple parameters), 

their models are somewhat limited and lack robustness and 

consistency. For example, such models can explain how 

Deck Rating changes over a period of time but fail to measure 

the overall safety of bridges as a whole. To estimate the 

overall fitness ratings of bridges, we are proposing a 

population analysis model that is based on the complex SR 

measure. Again, as various models consider temporal data of 

selected input ratings, they are useful in estimating ratings of 

individual elements but fail in estimating the overall fitness 

ratings of bridges [4], [5], [6].  

 

 
Figure 2. Graph model representation with bridges. 

 

On the other hand, there are models, that could consider the 

overall fitness rating as their measure in predicting the health 

of civil infrastructures [7], [18], but they do not utilize time 

series data. Hence, obtained predictions may not be accurate 

or do not really characterize the overall behavior of the 

bridges over a period of time. Therefore, there is a need for a 

model that considers bridges’ overall behavior or fitness 

ratings over a period of time and identifies the categories of 

bad bridges with respect to their fitness ratings.  

 

A. Correlation Network Model (CNM) 

As mentioned earlier in the introduction section, the NBI 

database has information on more than 600,000 bridges, each 

with 116 parameters. The big-data associated with these 

bridges can easily be analyzed or visualized using a powerful 

tool such as CNM. CNM [17], [18] is a graph- based model 

which would allow the correlated bridges to be connected by 

an edge in the Correlation Network Graph. Creation of a 

Correlation Network is explained in our methodology 

section. CNM is relevant for this research as the highly 

correlated bridges or bridges with dense connections (usually 

we call them clusters) would give us information about 

bridges that have the same kind of behaviors or 

characteristics.  

For example, bridges with similar patterns in their SRs 

over a long period of time may be highly correlated and will 

have an edge between them in the CNM. Hence, all the 

highly correlated bridges will have dense edges among them 

and form as a cluster. The population analysis allows us to 

compare two or more clusters of bridges with respect to one 

or more enrichment parameters. This analysis will allow us 

to discover what parameters are significantly affecting a 
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particular cluster. For example, if one particular cluster is 

highly enriched by Structurally Deficient (SD) bridges, then 

we can identify other parameters that are similar to these 

bridges and hence, we can control them. If this structural 

deficiency is due to the deterioration of deck rating, then we 

can advise the bridge authorities to implement deck-related 

rehabilitation measures.  

B. Correlation Networks in Various Disciplines 

In the past decade, Correlation-based Network 

Analysis has become a powerful analysis tool in 

biological studies and have been used by other 

researchers in various disciplines because of their ability 
 

 
 

Figure 3: Structural elements of a bridge [21]. 

 

 
Figure 4. Representation of clustering. 

to show generalization, visualization, and analysis 

capabilities [12]. CNA was successfully applied in biological 

systems to determine plant growth and biomass in 

Arabidopsis thaliana Recombinant Inbred Lines (RIL) and 

introgression lines (IL) [13], [14]. It was also applied to 

evaluate the effects of hypoxia on a tumor cell biochemistry 

[15]. Correlation networks are powerful and provide us the 

opportunity to measure changes in temporal datasets, and 

there are clusters which are highly enriched by a few Gene 

Ontology (GO) terms [17]. 

C. Correlation Networks to Monitor Structural Health   

Recently, researchers have applied CNM to monitor the 

structural health of civil infrastructures and have also 

analyzed the safety issues with respect to various parameters 

such as inventory rating and deck rating [18]. One of the 

advantages of using CNM in civil infrastructures is that the 

bridges can be clustered based on some similarity, and 

visualized as healthy and unhealthy clusters of bridges [18], 

using any existing visualization tools, such as Cytoscape [19] 

and Gephi [20]. As CNM is a new approach for SHM, it can 

be used to display critical bridges and find an efficient way 

to improve bridge inspection schedules [18]. However, one 

of the limitations of the latter study is that it did not consider 

the temporal-data of SRs; hence, it cannot accurately predict 

a future overall fitness rating behavior of the bridges. Hence, 

creating a Correlation Network model that could deal with 

temporal-data is one of the objectives of this paper. The 

motivation of this paper is to develop a CNM that could 

consider bridges’ overall behavior (i.e., SR) over a period of 

time and analyze highly correlated clusters of bridges to 

predict bridges’ future behavior. The research question of 

this paper is to determine what parameters are enriched for 

each cluster of bridges in the population, if the bridges are 

clustered using the correlations of temporal data of SRs. The 

research objective of this paper is to provide a CNM-based 

Decision Support System for bridge owners to enable them 

to find out which bridges need to be serviced first. As a result, 

we developed a novel CNM that considers the temporal data 

of SRs of the bridges for the last 25 years (from 1992 to 

2016), so as to exactly characterize the overall fitness 

behavior of the bridges over a period of time and hence, 

predict the future fitness behavior accurately.  

 

III. GRAPH MODEL, CORRELATION 

COEFFICIENT, AND CLUSTERING  

This section talks about the graph model, correlation 

coefficient and Markov clustering. 

A. Graph Model 

The graph model (denoted by G= (V, E), where V is a set 

of vertices/nodes, and E is a set of edges) used in this paper 

is undirected and unweighted. An example of an undirected 

and unweighted graph is shown in Figure 2 with five vertices 

and six edges, where every vertex represents a bridge/civil 

infrastructure and any two bridges are connected by an edge 

if and only if they have some correlation. Various colors of 

bridges may represent various status of bridges while 

visualizing them. For example, a green-colored bridge may 

represent a structurally sufficient bridge, whereas a red-

colored bridge could be a SD bridge.  

B. Correlation Coefficient 

A Pearson’s correlation coefficient [10] between any 

two variables is a real value that ranges between -1 and +1, 

and which expresses the strength of linkage or co-occurrence. 

This strength is called Pearson's r or Pearson product-

moment correlation coefficient if the correlation is between 

two continuous–level variables [10], [11]. This paper uses 
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bivariate (Pearson’s) correlation analysis to show the 

relationship between any two bridges. 

 

C. Markov Clustering 

Clustering groups objects with similar attribute values 

together [16]. The objects are grouped together in such a way 

that distances among the clusters are maximized and the 

distances within the clusters are minimized, as shown in 

Figure 4. The MCL algorithm [9] with default parameters is 

used in this paper to cluster the bridges, as the MCL is more 

suitable to graph-based networks. MCL is a fast and efficient 

algorithm that is designed based on the random walks 

property of the graphs. A random walk in a strongly 

connected cluster usually visits almost all the nodes in the 

cluster. MCL was applied on various protein-protein 

interaction networks and proved to be remarkably robust to 

graph alternations and superior in extracting complexes from 

interaction networks [26]. Since our correlation network with 

civil bridges is also a kind of protein-protein interaction 

network, we used MCL to extract the clusters of bridges that 

behave similarly. 

 

IV. METHODOLOGY 

The following are the four phases of the CNM we are 

proposing.  

i. Data acquisition and filtering 

ii. Creating a correlation network and applying 

MCL algorithm 

iii. Analyzing various clusters with respect to both 

input parameters, and output parameters, and 

comparing various clusters (population analysis) 

iv. Developing a decision support system 

The first two phases are explained in this section and the last 

two sections are explained as part of the next section. The 

novelty of this method is that the similar bridges are 

connected together into one cluster and the individual clusters 

are analyzed to see what input or output ratings are highly 

enriched for that cluster. The population analysis allows us to 

compare various clusters with respect to various rating 

parameters and then the decision support system allows us to 

make decisions about various clusters.  

A. Data Acquisition and Filtering 

       Bridge data of California, Iowa, and Nebraska, from the 

years 1992 to 2016, was obtained from the NBI database. 

Each bridge description is an alpha-numeric string of 432 

characters in the database. There are 45,397 (California-

15123, Iowa-16513, and Nebraska-13761 bridges) common 

bridges from 1992 to 2016 (based on the structure number 

entry in the database) in these three states. A total of 7,038 

bridges out of 45,397 are culverts (Alpha-Numeric character 

string position 262! =’N’) and 38,359 are non-culverts, 

according to the 2016-database. As the data was processed 

for any kind of anomalies, we found that there are 2,285 of 

these 45,397 common bridges that have inconsistent entries. 

In some years, they were recorded as culverts and in some 

years they were non-culverts. These 2,285 bridges were 

omitted from consideration. The remaining 43,112 common 

bridges consisted of 5550 culverts and 37,562 non-culverts 

(bridges). The majority of non-culverts (9,546 out of 37,562) 

were coded with main-structure type-302 (Item 43 from the 

NBI coding guide). In the coding 302, the first digit 3 

represents the kind of material, i.e., “Steel,” and the last two 

digits, 02, represent the type of design, which is, 

“Stringer/Multi-beam or Girder.”  

Our method takes a population of this 9,546 steel-

stringer/multi-beam or girder bridges across three states of 

the USA (California, Iowa, and Nebraska), which come 

from three different climatic regions (as shown in Figure 1). 

The following items/parameters extracted from the FHWA 

coding guide [2] were considered for our analysis.  

 

 
Figure 5. Correlation Network (correlation ρ>=.90) with 9,546 nodes 

and 767542 edges (Average degree=89.14, and 101 Connected 

components). 

 

 
Figure 6. Clusters produced by MCL algorithm. Top-5 clusters are 

indicated by yellow color. Figure 5 and 6 were generated using 

Cytoscape [19]. 

i. Item 58 - Deck Rating (DR)  

ii. Item 59 - Superstructure Rating (SPSR)  

iii. Item 60 - Substructure Rating (SBSR) 
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iv. Item 67 - Structural Condition Rating (SCR) / 

Structural Evaluation Rating (SER) 

v. Item 71 - Water Adequacy Rating (WAR)  

vi. Status of the bridge as defined in [22] 

vii. Sufficiency Rating 

B. Creating a Correlation Network  

The SRs of each of the 9,546 bridges from 1992 to 2016 

(25 years) are recorded as an input matrix (say, SR matrix) 

with each row (i.e., each bridge) of the matrix having 25 

years’ SRs in it. So, there are 9,546 rows in the matrix, with 

each row as a vector of 25 years’ SRs. A Pearson correlation 

coefficients matrix (say, Correlation-matrix) was then 

obtained over the SR matrix. The resultant Correlation-

matrix is of size 9546 times 9546. Assuming each bridge as 

a node (vertex) in the graph model, two nodes are connected 

by an undirected edge if and only if their correlation 

coefficient ρ >= 0.90 and significance value p <=.01. This 

creates a Correlation-Network with bridges as nodes along 

with highly correlated nodes connected by edges as shown in 

Figure 5. We applied the MCL algorithm with all default 

parameters in Cytoscape [19] on the obtained Correlation 

Network, in order to produce clusters. These clusters are 

basically sub-networks of nodes and edges. Each cluster was 

further analyzed to see which input parameters were enriched 

for that cluster. As the clusters are formed with high 

correlations among the nodes, we can infer that the overall 

behavior of the nodes within each cluster is the same. This is 

the hypothesis of this research. MCL has produced 8610 

nodes in various clusters and 3865 nodes are present in the 

Top 5 clusters and shown in Figure 6. These Top 5 clusters 

are considered for further analysis. Various experiments are 

conducted on the Top 5 clusters produced by the MCL 

algorithm, and the results are shown below. 

 

V. EXPERIMENTAL RESULTS 

This section demonstrates various experimental results 

with respect to various network properties of the Top-5 

clusters, SR, and other input ratings.  

A. Network Properties of Top 5 Clusters 

Figure 5 shows the correlation network (correlation 

ρ>=0.90) formed with 9546 nodes, 767542 edges, and 101 

connected components. This is a scale-free network and 

follows a power-law node degree distribution. In a power-

law node degree distribution, there are many nodes with 

fewer degrees and fewer number of nodes with more degrees. 

The top 5 clusters (yellow colored clusters) produced by the 

MCL algorithm are shown in Figure 6. These clusters’ 

statistics are shown in TABLE 1, with the top- most cluster 

having the highest number of nodes 1496 and 354939 edges, 

and the least cluster having 255 nodes and 13922 edges. The 

lower the diameter, the closer the nodes are. Hence, almost 

all the nodes in all the clusters are around the center node(s). 

The higher the clustering coefficient [23], the higher the 

degree to which nodes in a graph are inclined to cluster 

together. The higher values of the average clustering 

coefficient for each cluster / subnetwork indicate that the 

nodes inside each cluster tend to be part of that cluster only. 

Therefore, the Top 5 clusters with higher clustering 

coefficients are considered for further analysis. TABLE 1 

shows that cluster 5 has the highest clustering coefficient, 

which is 0.838. The cluster density describes the potential 

number of edges present in the sub-network compared to the 

possible number of edges in the sub-network. From TABLE 

1, we see that cluster 3 has the highest density (0.533) among 

all the Top 5 clusters. 
 

TABLE 1. NETWORK STATISTICS OF TOP 5 CLUSTERS 

PRODUCED BY THE MCL ALGORITHM. 

 

B. Analysis of Bridge Behavior with Respect to 

Sufficiency Rating 

 

We selected two bridges from cluster5 for our analysis to 

look at their behavior in terms of their overall fitness ratings 

(i.e., SRs) as shown in Figure 8. These two bridges are highly 

correlated (correlation ρ>=0.94) with each other and hence, 

connected by an edge in the network. The first bridge (say 

Bridge1, shown in red color) has an initial SR value of 615 

in the year 1992, and maintained almost the same value until 

the year 2013. After then, there was a sudden drop in the SR 

value from almost 600 to below 500, ending at a SR value of 

490 in the year 2016. Similarly, the second bridge (say 

Bridge2, shown in green color) started with a SR value of 970 

in the year 1992 and steadily maintained it until 2013. There 

was a sudden drop in the year 2013 to a SR value of 860 and 

ended at that value itself. Though the first bridge was 

constructed in the year 1969, and the second bridge in the 

year 1988, both of these bridge had almost similar SR curves 

from 1992 to 2016. We have also observed that the current 

status of the first bridge is SD, and the second bridge is 

structurally good.  

As SR is an overall fitness rating of the bridges, and as 

both of these bridges had the same kind of SR curve for the 

last 25 years, if the first bridge is SD, the second bridge may 

also have a high probability of becoming SD in the near 

Cluster 

Number 

#Nodes #Edges Avg. 

Degree 

Density Avg. 

Clust. 

Coeff. 

SR 

Avg. 

Cluster1 1496 354939 474.51 0.317 0.775 623.7 

Cluster2 1180 99000 167.79 0.142 0.674 489.3 

Cluster3 634 106955 337.39 0.533 0.823 801.9 

Cluster4 300 13377 89.18 0.298 0.812 818.5 

Cluster5 255 13922 109.19 0.43 0.838 577.5 
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future, as both bridges are highly correlated and in the same 

cluster. Estimating after how many years the second bridge 

will become SD is not the scope of this paper. Some of the 

bridges’ SRs comparison is given in Figure 9. In fact, all 

these bridges are connected to the bridge CA-B06422 

(Bridge names are partially anonymized. That means the first 

two letters in each bridge name may indicate the state but the 

remaining sequence in the name does not reflect the original 

bridge name as it is given in [1]). This means all these bridges 

are adjacent bridges of the bridge CA-B06422. This figure 

clearly shows that the SRs pattern is almost the same for 

adjacent bridges as they are highly correlated. It also clearly 

shows that all these bridges are sooner or later going to 

become SD, as all bridge SRs are deteriorating. Immediate 

maintenance may be required for this kind of bridges. Figure 

10 shows that both clusters 3 and 4 have higher SRs at the 

end (year 2016), while all the remaining bridges have lower 

averages of SRs. We can also observe that for clusters 4 and 

3, there was a maintenance (in terms of reconstruction) took 

place in the years 1997 and 2007 respectively. Hence, these 

clusters have higher SRs in the year 2016 (as shown in Figure 

10) and do not need immediate maintenance.   

 

 
Figure 7. Ratings comparison for top 5 clusters (year 2016) 

 

 

Figure 8. Comparison of SR values of two bridges from Cluster-5. 

(The image was generated in Tableau [25]). 

 
Figure 9. Ten adjacent bridges of the bridge--CA-B06422 from Cluster5 

(Bridge names are partially anonymized). 

 

Figure 10. Comparison of Top 5 clusters’ averages (dataset years 1992, 

1997, 2002, 2007, 2012 and 2016) with respect to SRs. 

C. Analysis of Top 5 clusters with respect to input rating 

parameters 

Various input rating parameters of output ratings, such 

as SR, are considered for cluster enrichment analysis. Figure 

7 shows the comparison of Top 5 clusters’ average input 

ratings, such as DR, SPSR, SBSR, WAR, and SCR of the 

NBI-dataset-2016. From this figure, we can see that all the 

ratings of both cluster 3 and cluster 4 are higher compared to 

all the remaining clusters. Similarly, from Figures 11 through 

15, we see how different input ratings vary for all the Top 5 

clusters. For example, from Figure 11, we find that both 

cluster 1 and cluster 2 are enriched with DR = 5. This 

indicates that the deck (as shown in Figure 3) is in “Fair 

Condition” (as specified in the FHWA coding guide [2]). If 

we see cluster 4 from the same Figure 11, DRs ranging from 

5 through 8 are equally distributed and hence, these higher 

ratings led to the higher SRs as shown in Figure 16. We can 

also see that both cluster-3 and cluster-4 have higher input 

rating values as shown in Figures 11 through 15. Figure 12 

shows that Cluster-2 is highly enriched with Superstructure 

Rating <= 5. Once these bridges’ Superstructure Ratings drop 

from 5 to 4, then the bridges will fall into the SD bridge 
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category. Hence, the improvement in the Superstructure 

Rating in terms of reducing the live load is required. This can 

be done by reducing Average Daily Traffic and 

implementing required rehabilitation services on these 

bridges. Cluster 2 from Figure 13 also shows that the 

Substructure Rating is critical, as most of the bridges’ 

Substructure Ratings are <= 5. From Figure 14, we see that 

Water Adequacy Ratings are good for all the clusters and no 

Water Adequacy improvement measures are required for 

these clusters. As shown in Figure 15, most of the bridges in 

clusters 1, 2, and 5 are enriched with SCR value <=4, which 

indicates that most of the bridges in these clusters are either 

SD or will soon become SD. Hence, they have lower SRs as 

shown in Figure 16. The same can be observed from Figure 

10, where the average SRs for every 5 years’ interval are 

shown. From this graph, Clusters 1,2 and 5 are showing 

higher deterioration patterns as compared to Clusters 3 and 

4. Hence, our decision support system recommends various 

bridge authorities to provide immediate attention or service 

to the bridges in clusters 1, 2 and 5. 

 

 
Figure 11. Comparison of Top 5 clusters with respect to Deck 

Rating (DR) 

 

 
Figure 12. Comparison of Top 5 clusters with respect to 

Superstructure Rating (SpSR). 

 
Figure 13. Comparison of Top 5 clusters with respect to 

Substructure Rating (SBSR). 

 
Figure 14. Comparison of Top 5 clusters with respect to Water 

Adequacy Rating (WAR). 

 
Figure 15. Comparison of Top 5 clusters with respect to Structural 

Condition Rating (SCR). 

 

 
Figure 16. Averages of SRs of Top 5 clusters for the year 2016. 
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VI. CONCLUSIONS 

In this paper, we presented a new Correlation Network 

Model for analyzing civil infrastructures with a focus on the 

assessment of safety of bridges. We employed the network 

model to provide a population analysis approach to extract 

useful information for publicly available bridge data. The 

proposed method allows highly correlated bridges to be 

identified and form a cluster of bridges with similar safety-

related characteristics, such as the overall fitness rating. The 

population analysis makes it possible to compare different 

clusters with different enrichment parameters and ratings. We 

conducted a pilot study with a group of bridges from three 

states. We were able to use the constructed correlation 

network to identify several groups of bridges with different 

safety measures. Based on the obtained classifications, we 

identified bridges that exhibit a higher rate of deterioration 

and need to receive a higher priority for receiving 

maintenance. With these findings, we showed that the CNM 

enables domain experts to categorize clusters of bridges 

based on their safety. CNM as a decision support system 

allows SHM inspectors to have a risk-based schedule for 

servicing bridges, and allocate funds to inspect bridges with 

low safety patterns. As a future step, we plan to study the 

effect of specific parameters, such as Average Daily Traffic, 

on SRs and provide a risk assessment to various groups of 

bridges based on their deterioration patterns.   
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Abstract—The Web has already become a platform that 
reshapes business models, thus spawning new opportunities for 
growth. Furthermore, the Web constitutes an effective media 
rich communication channel for businesses to contact their 
customers, support their transactions and promote their 
products and service through digital marketing. This paper 
focuses on the applicability of fuzzy logic techniques to 
assessing web sites performance with respect to digital 
marketing objectives. This research utilizes the Fuzzy Delphi 
Method (FDM) the Fuzzy Analytic Hierarchy Process (FAHP) 
and similarity methods in order to select the web sites that 
mostly satisfy digital marketing targets that are set by a 
Communications Company (CC) in Greece. Data on a large 
number of digital marketing parameters is collected, 
representing the performance of the CC on the web over a 
period of time. This paper aims to identify the criteria that can 
be used for assessing web sites, to determine their relative 
importance and to rank web sites according to their 
contribution to CC objectives. Fuzzy logic is utilised to deal 
with the subjectivity inherent in setting a company’s priorities. 
FDM is used to capture the managers’ views regarding the 
assessment criteria and the FAHP is used for determining the 
criteria’s weights. 

Keywords-Fuzzy Delphi Method; Fuzzy Analytic Hierarchy 
Process; Similarity Methods; Web Site selection. 

I. INTRODUCTION

Digital advertising spending is growing globally. 
According to [1], for countries such as the UK, China, 
Norway and Canada, digital advertising has already become 
the dominant advertising channel, which accounts for more 
than 50% of the total ad spending. It is also expected [1] that 
the global spending on digital ads will increase by 17.6% to 
reach $333.25 billion. As regards to the top digital ads 
sellers, Google is expected to outperform their competitors 
being the largest digital ad seller in the world in 2019, 
attracting 31.1% of the global ad spending, or $103.73 
billion. Facebook will be No. 2, with $67.37 billion in net ad 
revenues, followed by China-based Alibaba, at $29.20 
billion [1]. Investments in Digital Marketing (DM) are 
driven by companies’ aims to improve cost effectiveness, as 
well as by changes in customer behaviour. However, DM 
increase is attributed to the fact that results from DM 
initiatives are more easily accountable for compared to those 
of traditional marketing [2]-[5]. Furthermore, as customers 

are increasingly using digital channels for their transactions 
with business, marketers have realized the need to track these 
transactions and to measure their performance [6]. In another 
survey [7], also discussed in [8], 65% of marketing leaders 
surveyed in the USA plan to increase their spending on 
digital advertising, due to factors that impose a continuing 
and consistent shift of offline media spending to digital 
advertising, a decline of organic social in favor of paid social 
and the rising importance of video, which is more expensive 
than other digital techniques.  

For this purpose, firms have already started using Web 
Analytics (WA) for collecting data and assessing digital 
marketing performance. WA can be defined as the process of 
collecting, storing, analysing and reporting of Internet data 
aiming at understanding and optimizing Web usage and e-
business performance. A recent work [2] found that digital 
marketing performance measurement represents a top-
priority for businesses. 

With the proliferation of web sites, businesses have many 
opportunities to showcase their brand online. Globally there 
are over 1.5 billion with around 200 million of them being 
active. The development of a DM investment plan requires 
the analysis of websites performance. WA provides a quite 
comprehensive set of websites traffic data that can be used to 
assess DM alternative plans. In addition, available are 
programmatic digital marketing platforms for  automated 
bidding on advertising inventory in real time, that give 
businesses access to websites traffic data and the opportunity 
to show an ad to a specific customer, in a specific context.  

From there, a DM agency will help businesses determine 
which digital channels, i.e., websites, should be used to reach 
their ideal buyers. DM agencies evaluate businesses’ website 
traffic, determine the best online platforms to invest in, and 
continually maintain the balance between your marketing 
activities and the results they provide. Programmatic 
Advertising (PA), as a new format of online precision 
marketing, has sparked a new wave of explosive growth in 
display advertising markets [9]. In USA, the PA promotion 
spending reaches 32.56 billion dollars in 2017, taking up the 
80% market share of the online display advertising; in the 
UK, programmatically traded ads account for more than 75% 
of online display advertising spending by the end of 2017; 
and in China, the PA market scale is about 11.69 billion 
dollars in 2017, and will grow to 29.6 billion in 2019 with 
the average growth rate of about 35% [9]. PA has evolved as 
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a new model in advertising that facilitates the precise 
matching between advertisements and target audiences in a 
real-time manner, as well as it allows for the effective 
allocation of the limited ad resources, thus leading to the 
improved performance in market promotions [7]. Therefore, 
one critical decision that arises in the context of PA is ad 
inventory allocation, i.e., determining how to allocate the 
limited ad impressions (ad inventory) to the demanding 
advertisers as to optimize the publishers’ various objectives 
[7]. Advertisement impressions allocation has been widely 
considered as one of the most critical decisions for 
publishers in PA markets [10][11]. 

This study suggests a methodology based on multicriteria 
analysis and fuzzy logic in order to identify and quantify the 
websites selection criteria in programmatic advertising. This 
paper also proposes the use of similarity methods in order to 
identify websites that have been overlooked, therefore they 
can be considered as an investment option.  

This paper suggests the use of FDM in order to determine 
the selection criteria. The FDM is well established and used 
in similar studies [12]. The (FAHP) is proposed for it allows 
decision makers, e.g., marketing managers, to express their 
beliefs regarding the relative importance of selection criteria, 
and then it aggregates their opinions in order to produce a 
hierarchical model that quantifies their relative of the 
selection criteria. This study also utilizes similarity methods 
in order to identify and recommend websites for investment. 

Thus, this research aims to: 
 Identify the selection criteria that marketing 

managers adopt when allocating resource during the PA 
decision process.  
 Propose a multi-criteria approach for identifying 

and assessing Websites and allocate resources in the 
context of PA. 

The rest of the paper is structured as follows: Section II, 
discusses the proposed methodology and the methods 
utilized for the data analysis. The empirical study and the 
data analysis are presented in Section III. The paper 
concludes and indicates future research in Section IV.  

II. METHODOLOGY AND METHODS

This section discusses the proposed methodology and the 
methods used in this study. 

A. Methodology for identifing and quantifing websites 
selection criteria that can be used in programmatic 
advertising 

This study proposes a multi-criteria approach in order to 
identify selection criteria upon which PA managers could 
evaluate the performance of websites and decide how to 
allocate their ad impressions and subsequently their 
investment budget. Data is collected from two sources. 
Firstly, from the management of a digital marketing agency 
that participated in our case study. Then data were collected 
from the agency’s PA platform regarding multiple 
advertisement campaigns that have been run on behalf of a 
multinational telecommunication company operating in 
Greece. The data is analyzed by utilizing the FDM and 
FAHP multicriteria analysis methods. In recent years, many 

researchers adopted Multi-Criteria Decision Making 
(MCDM) approaches for solving problems such as assessing 
alternative solutions, selection problems, strategic analysis 
[13]-[18] etc. The steps of the proposed methodology 
adopted follow. 

Step 1: Collect data from the management team of the 
digital marketing agency in Greece. The collected data refers 
to the management perspective of what selection criteria 
should be used in PA decision making. The agency manages 
traffic data for one its customer a big multinational 
telecommunication company. A group of five (5) managers, 
dealing with digital marketing and programmatic advertising, 
had agreed to participate in our study. At first, the managers 
were introduced to the topic of this research they were 
informed about procedures regarding their involvement and 
the methods to be used. Next, the managers were asked to 
review the data (variables) that were retrieved from a PA 
platform that the agency uses to follow the performance of 
advertisement campaigns. Next, they were asked to select a 
list of variables they would consider most important. The 
FDM [19]-[21] was utilized in order to prioritize and finally 
select managers’ suggestions. The linguistic variables and 
corresponding Triangular Fuzzy Numbers (TFNs) that were 
used in FDM, for the managers to express their priorities are 
shown in Table I: 

TABLE I. THE LINGUSTIC SCALES AND CORRESPONDING TFNS USED 

IN FDM 

Linguistic scale Triangular fuzzy 
reciprocal scale 

Not Important (0,1,3) 
Somewhat Important (1,3,5) 

Important (3,5,7) 
Very Important (5,7,9) 

Extremely Important (7,9,10) 

The linguistic scale for the FDM was adopted by Sun 
[22]. The final list of parameters as resulted from the FDM is 
shown in Table II: 

TABLE II. THE MANAGEMENT CRITERIA RELATED TO THE 

WEBSITES SELECTION DURING THE PA DECISION PROCESS

The management team Criteria as identified 
from the FDM 
Served impressions 
Total Recordable Impressions (video msg) 
Total Viewable Impressions 
Unique Impressions 
Interactions 
Clicks 
Unique Interacting Users 
Unique Clicking Users 
Unique Browsers/Users 
Page Views 

A FAHP questionnaire was then developed and sent to 
five managers of the agency that participated in this case 
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study. The questionnaire consisted of questions that referred 
to the relative importance of the selected criteria as perceived 
by the each one of the managers. The linguistic variables and 
corresponding (TFNs) that were used in FAHP, for the 
managers to express their beliefs are shown in Table III: 

TABLE III. THE LINGUSTIC SCALES AND CORRESPONDING TFNS USED 

IN FAHP

Linguistic 
scale 

Triangular 
fuzzy scale 

Triangular fuzzy 
reciprocal scale 

Equally 
important 

(1, 1, 1) (1, 1, 1) 

Weakly 
important 

(2/3, 1, 3/2) (2/3, 1, 3/2) 

Fairly more 
important 

(3/2, 2, 5/2) (2/5, 1/2, 2/3) 

Strongly more 
important 

(5/2, 3, 7/2) (2/7, 1/3, 2/5) 

Extremely more 
important 

(7/2, 4, 9/2) (2/9, 1/ 4, 2/7) 

The linguistic scale was adopted by Kilincci et al. [23] 
and Lee et al. [24]. With respect to sample sizes used in AHP 
or FAHP, expert group sizes range from 1 in [23] to 5 in 
[25], 9 in [26] and 24 experts in [24]. The sample size of five 
is therefore adequate for applying FAHP. 

Step 2: Apply FAHP and construct the 
hierarchical model for websites selection.  

Step 3: Collect data, for to the selection criteria, from the 
PA platform. Data are then analyzed to assess websites 
performance.  

Step 4: Assess websites performance. Examine the 
proposed model’s validation. 

Step 5: Apply similarity methods to identify and 
recommend investment opportunities in websites that 
currently are not considered by the agency in the 
advertisement portfolio of the telecommunication company. 

B. The Fuzzy Delphi Method 

The FDM has been extensively used in many studies 
seeking expert consensus on MCDM problems such as 
developing performance appraisal indicators for mobility of 
the service industries [12] for logistics and supplier 
evaluation [27] for lubricant regenerative technology 
selection [19] and for developing road safety performance 
indicators [20]. The FDM was proposed by Murry et al. [21] 
as an integration of fuzzy logic with the traditional Delphi 
Method [28]. Expert consensus, in MCDM methods such as 
the FDM or the FAHP, is usually calculated using the 
geometric mean, which is assumed to capture expert 
consensus more accurately [12][20][29][30]. This paper uses 
TFNs with geometric means to represent expert consensus. A 

TFN is denoted simply as a triple ( jijiji uml ,,, ,, ), where: 

)min( ,, jiji el   ,  (1) 

represents the lowest of all experts’ judgment, 





n

i
jiji em

1
,,  ,   (2) 

is the geometric means of jie , , indicating the aggregation 

of all experts’ judgments, and 

)max( ,, jiji eu  ,   (3) 

represents the highest of all experts’ judgment,  

where i =1,…,n and j=1,…,k represent the number of 
experts and the number of criteria respectively, and the   
represents the response of the ith expert regarding the jth 
criterion. 

C. The FAHP Method 

The FAHP is an extension of Analytic Hierarchy Process 
(AHP) introduced in [31]. Fuzzy logic is introduced to AHP 
by utilizing linguistic variables and fuzzy numbers in order 
to deal with uncertainty in judgments. FAHP prioritizes the 
relative importance of a list of criteria and sub-criteria 
through pair-wise comparisons by experts as discussed 
in[32]. The extent analysis method introduced in [33] is a 
popular method to solving MCDM problems with FAHP. 

Assume that nxmijaA )(  is a fuzzy pair-wise comparison 

judgment matrix and  ),,( umlM   is a Triangular Fuzzy 

Number (TFN). According to the FAHP, each object is taken 
and extent analysis for each goal (gi) is performed 
respectively. Therefore, m extent analysis values for each 
object can be obtained, with the following notation:  

where,  i = 1,2,…,n  (4) 

and all the  (j=1,2,…,m) are TFNs. The 

steps of FAHP are shown below: 

Step 1: The value Si of the fuzzy synthetic extent with 
respect to the ith object is defined as:. 
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Next, compute the inverse of the vector in Eq. (7) such 
that: 



































 
n

i
i

n

i
i

n

i
i

n

i

m

j

j
g

lmu

M
i

111

1

1 1

1
,

1
,

1
 (8) 

22Copyright (c) IARIA, 2019.     ISBN:  978-1-61208-741-2

DATA ANALYTICS 2019 : The Eighth International Conference on Data Analytics

                            32 / 78



The TFN value of ),,( iiii umlS   is calculated using 

Eqs. (5)-(8). 

Step 2: The degree of possibility 

of ),,(),,( iiiijjjj umlSumlS  (9) 

is defined as follows: 
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which can be equivalently expressed as follows: 
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where d is the ordinate of the highest intersection point D 

between iS and jS
as shown in Figure 1. 

Figure 1. The intersection of 
iS and 

jS . 

In order to compare the Si and Sj, we need both the values 

of )( ji SSV  and )( ij SSV 

Step 3: The minimum degree of possibility for a 
convex fuzzy number to be greater than k convex fuzzy 
numbers Si (i = 1, 2,…, k) can be defined by the following 
equation (11):  
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Then the weight vector is given by: 
T

nAdAdAdW ))('),...,('),('(' 21 (12) 

where Ai (i=1,2,…,n) are n elements. 

Step 4: Obtain the normalized weight vectors as 

follows: 
T

nAdAdAdW ))(),...,(),(( 21 (13) 

where W is a non-fuzzy number and it represents the priority 
weights of one alternative over another. 

Step 5: Calculating the Consistency Ratio (CR)  
The CR is calculated by adopting the approach used in [34], 
who computed CR for modal values of the fuzzy numbers in 
the pair-wise matrices. 

III. EMPIRICAL STUDY AND DATA ANALYSIS

After all responses from the group of the five managers 
were collected, the FAHP was applied (eqs. 5-13) returning 
the importance weights for the selection criteria. The results 
are shown in Table IV. 

TABLE IV. THE SELECTION CRITERIA IMPORTANCE WEIGHTS

The management team 
Criteria as identified from 
the FDM 

Weights resulted 
from FAHP 

Unique Clicking Users 0,199881601
Unique Interacting Users 0,152037255
Clicks 0,143605756
Interactions 0,126324699
Total Viewable Impressions 0,122097554
Unique Browsers/Users 0,069015474
Unique Impressions 0,064870753
Total Recordable Impressions 0,054865414
Served impressions 0,035889417
Page Views 0,031412076

The results show that the agency management was 
concerned more about the number of users (e.g., clicks 
unique and interacting users) who were attracted from an ad, 
than other criteria, e.g., the number of impressions that have 
been viewed or served. Therefore, the most important key 
success factor for a digital ad is to firstly attract the attention 
of the potential customer. Next, the websites were ranked by 
using advertising campaigns data that were retrieved from 
the PA platform that the agency had access and the selection 
criteria weights. The campaigns data measure the 
performance of every website considered by the agency, in 
terms of the selection criteria. A sample of the ranking is 
shown in Table V. 

TABLE V. THE WEBSITES RANKING

The results indicate the overall ranking as well as the 
ranking for each individual criterion. So, the agency 
management could know how each website performed in 
total and for each individual criterion. Next the websites 
were grouped in their relevant subject categories. The FAHP 
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was then performed to rank the websites by their category. 
The results are shown in Table VI. 

TABLE VI. RANKING WEBSITES BY THEIR RELEVANT SUBJECT 

CATEGORY

The results indicate that the best performing campaigns 
for the telecommunication company were those ran by the 
agency in the News and Information sector, with the Lifestyle 
and Entertainment following second. However, the 
effectiveness of the investment in advertising depends on the 
budget that is spent on each website and on each sector. 
After normalizing the spending the ranking of each website 
and each sector were recalculated. The results regarding the 
sectors are shown in Table VII. 

TABLE VII. THE COST-BENEFIT CONTRIBUTION OF EACH SECTOR

By taking into account the budget spent for advertising in 
each sector, the ranking changes. So, despite the News and 
Information sector’s achievement to outperform all the other 
sectors, the amount of money that was spent for advertising 
in this sector seems to be larger than it should be being 
disproportioned with the sectors performance results.  

The websites evaluation based on the selection criteria as 
well as on the advertising budget, does not highlights the 
best performing sites but it also reveals investment 
opportunities. By calculating the Chi-Square similarity 
method as discussed in [35], websites of similar performance 
but with much lower level of investments may represent a 
promising alternative for advertising. This study analyzed 
data from 123 websites. So, the resulting similarity matrix is 
(123x123) matrix. The values in the matrix show how much 
a website is similar to all the rest. The closer the value is to 

+1, the more similar the websites are. On contrary,   values 
closer to -1, indicate dissimilarity. The sample of the 
similarity matrix shown in Table VIII indicates that WS1 
Website is very much similar to WS8 with a similarity 
degree of 0.946.  

TABLE VIII. THE SIMILARITY AMONG WEBSITES

If the advertising spending on the WS1 and WS8 is far 
apart then an investment opportunity is worth considering. 
Assuming that the budget spent on WS1 is much lower that 
the WS8, then the WS1 is already a promising alternative for 
serving impressions. 

IV. CONCLUSIONS AND FUTURE WORK

Programmatic advertising and digital marketing attract a 
lot of attention since the focus of interacting with customers 
is already shifted on digital channels. Web analytics and PA 
platforms play an important role in assessing the 
effectiveness of digital marketing. Challenging decisions 
should be made by management teams when devising an 
advertising plan. There are millions of websites and other 
digital channels that need to be considered for serving 
impressions. Currently, analytics tools do not provide a 
comprehensive list of parameters to consider and analyze in 
PA related decision making. This study by utilizing 
multicriteria methods, such as the FDM and the FAHP, 
proposes a methodology to identify and analyze the relative 
importance of websites selection criteria and use them in 
developing a hierarchical model that could assist decision 
making in the PA. This research also suggests that similarity 
methods can be utilized to highlight investments 
opportunities in an attempt to assist PA management to 
revise their options. Furthermore, this research suggests that, 
Web analytics tools should improve their functionality by 
combining MCDM methods, in order to enhance their value 
in assessing digital marketing strategies. 

Future research should focus on developing methods and 
tools that take into consideration time-dependent factors in a 
real-time manner and develop the required functionality in 
analyzing and managing the interactions among investment 
performance and customer interactions.  
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Abstract—	 Motivated	 by	 empirical	 results,	 we	 develop	
simple	 Taylor	 Series	 approximations	 (analytics)	 for	
statistics	 associated	 with	 neuronal	 response	 data	 in	
sensory	 (e.g.,	 vision)	experiments	 in	a	 laboratory	 setting.	
Such	 responses	 exhibit	 a	 non-negativity	 constraint	 and	
additional	 nonlinearities,	 such	 as	 “normalization”.	 These	
transformations	also	change	correlations	among	neuronal	
responses,	which	are	thought	to	limit	the	fidelity	of	sensory	
representations.	 Simulation	 studies	 and	 cases,	 where	we	
have	exact	results,	show	that	our	models	are	accurate	over	
a	 wide	 range	 of	 parameter	 values.	 Ignoring	 constraints,	
simple	 analytical	 expressions	 help	 explain	 how	 data	
quality,	parameter	values	and	sensitivities	affect	results. 

Keywords- data; measurements; analytics; statistics; 
simulation; neuroscience; vision experiments. 

I.  INTRODUCTION 
Many sub-disciplines within the field of brain science are 

concerned with the relationship between sensory (e.g., 
vision) stimuli and electrical activity in groups of neurons. 
The fidelity of this “neural code” is thought to depend on the 
firing rates of individual neurons and the variability or noise 
associated with these rates. Standard models of neural coding 
suggest that noise that is correlated across neurons 
deteriorates sensory representations in the brain [1]. Recent 
work has proposed that a specific transform operation, 
“normalization,” might reduce the impact of correlated noise 
on neural coding. Support for this idea comes from 
simulations [2] and experimental observations. [3][4]. There 
are some analytical models for untransformed signal 
correlations [5][6]. Here, we develop new analytical models 
of pairwise correlations in neural responses to multiple 
replications of various sensory stimuli as well as the 
parametric relationship between a common nonlinear 
transformation and noise correlations. While we obtain some 
exact analytical results, degree-2 Taylor Series (T-S) 
approximations are particularly useful for transformed 
responses that require non-negativity constraints. 
Simulations show that our approximations are quite accurate 
for parameter values of interest to neuroscientists, but can be 
inaccurate or unstable at parameter extremes. 

In Section II, we describe our neuroscience experiments, 
data/measurements and important statistics. In Section III, we 
develop some analytical models and Taylor-Series 

approximations. In Section IV, we provide analytical and 
simulation results. Section V contains a summary and 
important conclusions. 

II. NEUROSCIENCE EXPERIMENTS, DATA, STATISTICS 
In neuroscience experiments, data come from 

electrophysiological recordings of two (or more) neurons, 
during the presentation of a sensory stimulus such as a visual 
image. Each neuron fire spikes, which are discrete events that 
we measure over some time window. The measured spike 
counts are generally assumed to follow a Poisson 
distribution. We record these responses to N repetitions of the 
M different visual stimuli. For any stimulus, i, we have a pair 
of vectors ( 𝜆"#$% , 𝜆"#$&) , corresponding to the measured 
responses of the two neurons across repetitions of the same 
stimulus. From those, we calculate rnoise(i), the correlation 
between these vectors. If we then take the mean, i.e., we 
“smooth” the original spike counts across repetitions, j, we 
get vectors (𝑣)#% , 𝑣)#& ). We next calculate the correlation 
between 𝑣)#%  and 𝑣)#&  to get a measure, rsignal(i), of the 
stimulus preferences of the two neurons. Because of limited 
data, neuroscientists often compute, rsignal~, a “pseudo-
correlation” over M stimuli. Finally, neuroscientists may 
analyze transformations of unsmoothed and smoothed 
responses with correlations rnoise(i)’ and rsignal~’. We 
analyze statistics for our models of these four cases:  1.  (𝜆+ #$%,  
𝜆"#$& ) (rnoise(i)); 2.  (𝑣)#% , 𝑣)#& ) (rsignal~); 3. Transformed 
responses (𝜆+ #$%, ,𝜆"#$&, ) (rnoise(i)’); 4. Transformed, averaged 
(𝑣)#%, , 𝑣)#&, ) (rsignal~’). Cases 1-3 can be done exactly; Case 4 
needs analytical approximations. 

III. ANALYTICAL MODELS 
We now develop analytical models for each of the four 

above cases. 

A. Case 1: Original Data and rnoise(i) 
For each neuron, k = 1 or 2, there are response 

measurements  𝜆"#$-=𝜆#-.1 + 𝜀#$-2 corresponding to stimuli 
i=1,…,M and replications j=1,…,N. The 𝜆#- and 𝜀#$- are the 
“true” random spike counts and the independent random 
measurement error factors. Let 𝐸(𝜆#-) = 𝜆̅#-  and 
𝑣𝑎𝑟(𝜆#-) = 𝜎9:;

& . The correlation between the two neuron 
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responses (signals) is 𝜌(𝜆#%, 𝜆#&) ≥ 𝜌(𝜆"#$%, 𝜆"#$&). We assume 
𝜀#$-  is 𝑁(0, 𝜎A;

& ) . It follows that 𝐸.𝜆"#$-2 = 𝜆̅#-  and 
𝑣𝑎𝑟.𝜆"#$-2 = 𝜎9:;

& + 𝜆̅#-& 𝜎A;
& + 𝜎9:;

& 𝜎A;
& . If measured responses 

are Poisson, 	𝑣𝑎𝑟.𝜆"#$-) = 𝐸.𝜆"#$-2 = (𝜆̅#-2.  Then, we have 
𝑐𝑜𝑣.𝜆"#$%, 𝜆"#$&2 = 𝑐𝑜𝑣(𝜆#%, 𝜆#&) = 𝜌(𝜆#%, 𝜆#&)𝜎9:F

& 𝜎9:G
&  and  

 
𝑟𝑛𝑜𝑖𝑠𝑒(𝑖) = LMN(9+:OF,9+:OG)

PNQR(9+:OF)NQR(9+:OG)
= S(9:F,9:G)

T(%U9V:F
G WXF

G

WY:F
G UZXF

G )(%U9V:G
G WXG

G

WY:G
G UZXG

G )

.                           

                                                                                            (1)  
 
Note that only the denominator involves measurement 
uncertainty. There is one unintended impact of the product-
form analytical model for Case 1 (and Case 3, below). Given 
the MxNx2 measurements from a vision experiment, we 
might use the common variance estimator for sample 

variances: 𝜎9+:O;
& = 𝑣𝑎𝑟.𝜆"#$-2 ≈ 𝜎)9+:O;

& =
∑ (9+:O;]

∑ Y+:^;
_
^`F

_ )G_
O`F

a]%
 

=
∑ (9+:O;]N):;)G
_
O`F

a]%
, where 𝑣)#-  is an estimate of 𝐸.𝜆"#$-2.  The 

problem is that 𝐸 b𝜎)9+:O;
& c = 𝜎9+:O;

& − 𝜎9:;
& ≠ 𝜎9+:O;

& . which is 

biased low for 𝑣𝑎𝑟.𝜆"#$-2  when is the product of 2 
random variables. We will need to correct this bias in our 
simulation. Similarly, if we use the standard covariance 
estimator for 𝜍̂(𝑖) ≈ 𝑐𝑜𝑣.𝜆"#$%, 𝜆"#$&2 = 𝑐𝑜𝑣(𝜆#%, 𝜆#&), we get 

𝜍̂(𝑖)=
∑ (9+:OF]N):F)(9+:OG]N):G)
_
O`F

a]%
, with the result that E[𝜍̂(𝑖)]=0, 

which is also biased low and needs to be corrected in the 
simulation results.                             

B. Case 2: “Smoothed” Data and rsignal(i), rsignal~ 

   Let 𝑣)#- =
∑ 9+:O;
_
O`F
a

= 𝜆#-(1 +
∑ A:O;
_
O`F
a

) for i=1,…,M. Then, 

for all i, 𝐸(𝑣)#-) = 𝜆̅#-, 𝑣𝑎𝑟(𝑣)#-) = 𝜎9:;
& +

9V:;
G ZX;

G

a
+

ZY:;
G ZX;

G

a
. 

Further, 𝑐𝑜𝑣(𝑣)#%, 𝑣)#&) = 𝑐𝑜𝑣.𝜆"#$%, 𝜆"#$&2 = 𝑐𝑜𝑣(𝜆#%, 𝜆#&), 
and correlation	𝑟𝑠𝑖𝑔𝑛𝑎𝑙(𝑖) = LMN(N):F,N):G)

jNQR(N):F)NQR(N):G)
=

S(9:F,9:G)ZY:FZY:G

PZkl:F
G Zkl:G

G
 = S(9:F,9:G)

T(%U9V:F
G WXF

G

_WY:F
G UZXF

G )(%U9V:G
G WXG

G

_WY:G
G UZXG

G )

           (2)                                                                                          

Equation (2) is quite similar to (1) except that measurement 
error variances are divided by N. Then, due in part to data 
limitations, neuroscientists generally use (define) rsignal~, a 
different measure of the similarity of neuronal responses to 
various stimuli. That is,  rsignal~ 
  
= LMN~(N)∗F,N)∗G)

jNQR~(N)∗F)NQR~(N)∗G)
= o∑ (N):F]N)∗F)(N):G]N)∗G)

p
:`F

Po ∑ (N):F]N)∗F)Go ∑ (N):G]N)∗G)Gp
:`F

p
:`F

       (3)                                                    

where 𝑣)∗- =
∑ N)∗;p
:`F
q

. While 𝑐𝑜𝑣(𝑣)#%, 𝑣)#&) = 𝑐𝑜𝑣.𝜆"#$%, 𝜆"#$&2, 
𝑐𝑜𝑣~(𝑣)∗%, 𝑣)∗&) ≠ 	𝑐𝑜𝑣.𝜆"#$%, 𝜆"#$&2 . We can compute 
rsignal~, in terms of more traditional moments, using 

 
𝐸 ∑ (𝑣)#% − 𝑣)∗%)(𝑣)#& − 𝑣)∗&)q

#r% = q]%
q
∑ s𝑐𝑜𝑣(𝜆#%, 𝜆#&) +q
#r%

𝜆̅#%𝜆̅#&t −
%
q
∑ ∑ s𝑐𝑜𝑣.𝜆#%, 𝜆u&2 + 𝜆̅#%𝜆̅u&tq

uv#
q
#r% ,                (4)                   

 
𝐸 ∑ (𝑣)#- − 𝑣)∗-)&q

#r% = q]%
q
∑ (𝜎A;

& + 𝜆̅#-& )q
#r% −

%
q
∑ ∑ s𝑐𝑜𝑣.𝜆#-, 𝜆u-2 + 𝜆̅#-𝜆̅u-tq

uv#
q
#r% .                                (5) 

  
Assume inter-stimuli covariances in (4), (5) are negligible.  

C. Cases 3 and 4: Transformed Responses 
First, we define the normalization transformation that we 

use in this report: 
 

𝜆"#$-, = 𝑓.𝜆#-, 𝜆#-], 𝜀#$-, 𝜀#$-]2

= max{0,
𝜆"#$-&

𝑠𝜆"#$-& + 𝑐
− 𝑟

𝜆"#$-]&

𝑠𝜆"#$-]& + 𝑐
| 

= maxb0, 𝑔.𝜆#-, 𝜆#-], 𝜀#$-, 𝜀#$-]2c 
 
									= max}0, [9:;(%UA:O;)]G

�[9:;.%UA:O;2]GUL
− R[9:;�(%UA:O;�)]G

�[9:;�.%UA:O;�2]GUL
�          (6) 

 
where s, c, r are non-negative constants and k- is the opposite 
neuron index from k. The first term in expanded (6) 
corresponds to the standard form of normalization used in 
neuroscience [7]; the terms in the denominator can be thought 
of as corresponding to pools of neurons that are correlated 
(first term) or uncorrelated (second term) with the neuron in 
the numerator. The second term in the equation allows for the 
possibility of opponent processing, a common neural 
operation that is hypothesized to influence noise correlations 
[8]. The max function captures the fact that neural firing rates 
cannot, by definition, be negative. We will see that the 
transformations in Cases 3 and 4 increase complexity because 
they: 
• Are highly non-linear and may need to be constrained to 

be non-negative 
• Add many parameters to the model 
• Reduce the non-negative magnitude of the (transformed) 

responses,	𝜆"#$-, , to near 0 
• Cause correlation statistics, such as rnoise(i)’ and 

rsignal~’, to become very sensitive to important system 
parameters, e.g., as 𝜆"#$-, 	approaches 0. 

 
In our simulation of Case 3, i.e., smoothed transformed 

data and rnoise(i)’, we have to correct biases in the classic 
variance and covariance estimators,  
𝜎)9+:O;�
& 	and	𝑐̂.𝜆"#$%, , 𝜆"#$&, 2,	 for . 

That is, for 𝑗 ≠ 𝑝: 
 
𝐸 }𝜎)9+:O;�

& � = 𝑣𝑎𝑟.𝜆"#$-, 2 + 𝐸&.𝜆"#$-, 2 − 𝐸.𝜆"#$-, 𝜆"#u-, 2			          (7) 

λ̂ijk

var(λ̂ijk
' ) and cov(λ̂ij1

' , λ̂ij2
' )
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and       
𝐸 b𝑐̂.𝜆"#$%, , 𝜆"#$&, 2c = 𝑐𝑜𝑣.𝜆"#$%, , 𝜆"#$&, 2 + 𝐸.𝜆"#$%, 2𝐸.𝜆"#$&, 2 −
𝐸.𝜆"#$%, 𝜆"#u&, 2.                                                                          (8) 
 
        We also developed exact and T-S analytical models for 
Case 3. Our exact approach conditions on 𝜆#$-	and	𝜆#$-]	in 
(6), then assumes a joint distribution for them and integrates 
out to obtain expected values, variances and covariances for 
𝜆"#$-, . The limits on the integrals reflect the non-negativity 
constraint. Our analytical approximations focus on degree-2 
Taylor Series (TS-2) models (extensive empirical analyses 
show that the much more complex higher degree models 
“overfit” the data), with a differentiable approximation of the 
non-negativity constraint for 𝜆"#$-,  in (6). We use Taylor 
Series models because they often provide very good 
approximations and reveal critical statistical relationships 
between input parameters and results. We have not quantified 
the very small approximation errors. Important TS-2 
moments, including correlations, are linear combination of 
input variances/ covariances, with weights being algebraic 
expressions of input parameters. Of special interest is the 
Simplified TS-2 (STS-2) version of the model that is valid 
when the non-negativity constraint is “non-binding”. To 
develop the TS-2 Model, we replace the non-negativity 
constraint in the f form of (6) with  

 
𝜆"#$-, = 𝑓.𝜆#-, 𝜆#-], 𝜀#$-, 𝜀#$-]2	

	

											≈
�.9:;,9:;�,A:O;,A:O;�2UP�.9:;,9:;�,A:O;,A:O;�2

G
U�

&
            (9) 

 
where d, which is required for differentiability, is a very small 
positive number. Then, the Taylor Series fit to f, as given by  
(9), is around the “point” (𝜆̅#-, 𝜆̅#-], 𝜀#̅$-, 𝜀#̅$-]). We assume 
that the l’s have a bivariate Normal distribution with means 
( 𝜆̅#-, 𝜆̅#-]) , variances ( 𝜎9:;

& , 𝜎9:;�
& )	 and correlation 

𝜌(𝜆#-, 𝜆#-]).  The e’s are each (independently) normally 
distributed with 0 means and variances 𝜎A;

& 	𝑎𝑛𝑑	𝜎A;�
& , 

respectively. Accuracy is usually best when variances 
(𝜎9:;

& , 𝜎9:;�
& , 𝜎A;

& , 𝜎A;�
& ) are small.  To get the simpler STS-2 

model results, we ignore the non-negativity constraint, i.e., 
f≡g. With limited space, we present some results. First, the 
TS-2 expression for the mean is: 
 

𝐸.𝜆"#$-, 2 ≈ 𝑓 + %
&
�𝑓A:O;A:O;𝜎A;

& + 𝑓A:O;�A:O;�𝜎A;�
& +

𝑓9:;9:;𝜎9:;
& + 𝑓9:;�9:;�𝜎9:;�

& � + 𝑓9:F9:G𝑐𝑜𝑣(𝜆#%, 𝜆#&)           (10) 
 
In (10), the subscripts on f and g represent partial derivatives 
and all expressions in f and g are evaluated at the mean point 
.𝜆̅#-, 𝜆̅#-], 0,02. Also, all of the partials, fxy, are of the form:  

𝑓�� =
%
&
[𝑔�𝑔�

�
(�GU�)F.�

+ }1 + �
j�GU�

� 𝑔��]         (11)                                                                        
 
with the following pairs for (x,y), with corresponding g 
partials (evaluated at mean): 
o .𝜀#$-, 𝜀#$-2:			𝑔A:O; =

&L9V:;
G

[�9V:;
G UL)G

, 𝑔A:O;A:O; =
&L9V:;

G (L]��9V:;
G )

[�9V:;
G UL)�

	   (12A) 

o .𝜀#$-], 𝜀#$-]2:		𝑔A:O;� = ]&RL9
V:;�
G

[�9V:;�
G UL)G

,  𝑔A:O;�A:O;]
]&RL9V:;�

G (L]��9V:;�
G )

[�9V:;�
G UL)�

                                                                                                                 
																																																																																																					(12B) 

o (𝜆#-, 𝜆#-):		𝑔9:; =
&L9V:;

[�9V:;
G UL)G

 ,  𝑔9:;9:; =
&L(L]��9V:;

G )
[�9V:;

G UL)�
  (12C)            

o (𝜆#-], 𝜆#-]): 𝑔9:;� =
]&RL9V:;�
[�9V:;�

G UL)G
,  𝑔9:;�9:;� =

]&RL(L]��9V:;�
G )

[�9V:;�
G UL)�

         

																																																																																											(12D) 
o 	𝑔9:F9:G = 0                                                                    (12E)                                                                        

 
The TS-2 approximation for the variance, 𝑣𝑎𝑟(𝜆"#$-, ), is: 
 
𝑣𝑎𝑟(𝜆"#$-, ) ≈ 𝑓A:O;

& 𝜎A;
& + 𝑓A:O;�

& 𝜎A;�
& + 𝑓9:;

& 𝜎9:;
& + 𝑓9:;�

& 𝜎9:;�
& +

2𝑓9:F9:G𝑐𝑜𝑣(𝜆#%, 𝜆#&),                                                           (13) 
 
where 𝑓9:F9:G is given in (11), the weights fx  are 
 
												𝑓� =

%
&
𝑔�(1 +

�
j�GU�

 ,                                                (14)     
                                                                  
and the various cases for the partials, gx, are in (12A)-(12E).  

The TS-2 approximation for the covariance, 
𝑐𝑜𝑣.𝜆"#$%, , 𝜆"#$&, 2, is complicated by the fact that it involves two 
(transformed) random responses: 𝜆"#$%, 	and	𝜆"#$&, : 
 
𝑐𝑜𝑣.𝜆"#$%, , 𝜆"#$&, 2 ≈ 𝑓A:OF𝑓A:OF𝜎AF

& + 𝑓A:OG𝑓A:OG𝜎AG
& + 𝑓9:F𝑓9:F𝜎9:F

& +
𝑓9:G𝑓9:G𝜎9:G

& +(𝑓9:F𝑓9:G + 𝑓9:G𝑓9:F)	𝑐𝑜𝑣(𝜆#%, 𝜆#&)																				(15)                                                                                                                                                        
 
where all of the partials of the form, fx, are given in (14). 
However, the term, 𝑓�, requires some explanation. Because 
of the symmetries of the graded transformation (6),	𝜆"#$-, =
𝑓.𝜆#-, 𝜆#-], 𝜀#$-, 𝜀#$-]2  and 𝜆"#$-], = 𝑓.𝜆#-], 𝜆#-, 𝜀#$-], 𝜀#$-2 , 
i.e., 𝜆"#$-, 	is	𝜆"#$-],  but with k and k- arguments reversed. This 
symmetry suggests that partials on the “reverse f”, call it 𝑓, 
can be calculated as partials on 𝑓  if we reverse k and k- 
everywhere. For example, we use 2 steps to compute 𝑓A:OF in 
the TS-2 expression (15): (1) Find the partial, 𝑓A:OG and then 
(2) Evaluate it at the reverse (mean) argument .𝜆̅#&, 𝜆̅#%, 0,02. 
All expressions needed for 𝑓�  are given in (14). We can 
compute the TS-2 or STS-2 versions of rnoise(i)’. For STS-2 
 

𝑟𝑛𝑜𝑖𝑠𝑒(𝑖), ≈
]R9V:F

G ZY+:OF
G ]R��9V:G

G ZY+:OG
G U�G9V:F9V:G.%URG2LMN(9:F,9:G)

T{9V:F
G ZY+:OF

G URG��9V:G
G ZY+:OG

G |{RG9V:F
G ZY+:OF

G U��9V:G
G ZY+:OG

G |

	  

                                                                                          (16)             
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where 𝑅 = 9V:F
G UL/�
9V:G
G UL/�

 captures all the effects of s and c. Equation 

(16) simplifies at r=0 to be rnoise(i)’	≈	rnoise(i), i.e., the 
transform has (approximately) no effect; this applies to TS-2 
and STS-2 since the constraint is not needed. 
      For Case 4, i.e., the smoothed transformed data (and 
rsignal~’), exact solutions are impractical because they 
require conditioning on at least 6 partially-dependent random 
variables with integrations over a complicated region of 

feasibility. Now, let 𝑣)#-, =
∑ 9+:O;

�_
O`F
a

	and	𝑣)∗-, = ∑ N):;
�p

:`F
q

.	Then, 
we can provide expressions for the TS-2 and STS-2 
components of rsignal~’. That is, the expressions for E(𝑣)#-, ),  
𝑣𝑎𝑟(𝑣)#-, ) and 𝑐𝑜𝑣(𝑣)#%, , 𝑣)#&, )	are the corresponding versions of 
the untransformed responses, but in TS-2 the measurement-
error variances, 𝜎A;

& 	and	𝜎A;]
& 	are	divided	by	𝑁 and in STS-

2, 𝜎	9+:O;
& 	and	𝜎9+:O;�

& 	are	replaced	by	𝜎N):;
& 	𝑎𝑛𝑑	𝜎N):;�

& .  If we 
used the classical correlation, 𝑟𝑠𝑖𝑔𝑛𝑎𝑙(𝑖), =

LMN.N):F
� ,N):G

� 2

PNQR.N):F
� 2NQR.N):G

� 2
, we would have all we need for TS-2 and 

STS-2. The STS-2 expression for rsignal(i)’ would be (16) 
with 𝜎9+:O;

& 	replaced by 𝑣)#-,  for k=1, 2.  Moreover, for TS-2 
and STS-2, we would find that when r=0, rsignal(i)’» 
rsignal(i), i.e., that transform does not affect correlation (as 
for rnoise(i)’). However, the “pseudo-correlation”,  
 
𝑟𝑠𝑖𝑔𝑛𝑎𝑙~, =   o∑ (N):F

�p
:`F ]N)∗F� )(N):G

� ]N)∗G� )

Po ∑ (N):F
�p

:`F ]N)∗F� )Go ∑ (N):G
�p

:`F ]N)∗G
� )G

 ,                  (17)                                                                             

 
𝐸 ∑ (𝑣)#-,q

#r% -𝑣)∗-, )2=q]%
q
∑ [𝑣𝑎𝑟(𝑣)#-, ) + 𝐸q
#r%

2(𝑣)#-, )]                                                             
-	 %
	q
∑ ∑ [𝑐𝑜𝑣(𝑣)#-, , 𝑣)¥-, ) + 𝐸(𝑣)#-, )𝐸(𝑣)¥-, )]¥v#
q
#r%  ,           (18)              

 
𝐸 ∑ (𝑣)#%,q

#r% -𝑣)∗%, )(𝑣)#&, − 𝑣)∗&, )=
q]%
q
∑ [𝑐𝑜𝑣(𝑣)#%, , 𝑣)#&, ) +q
#r%

𝐸(𝑣)#%, )𝐸(𝑣)#&, )]] −
%
q
∑ ∑ [𝑐𝑜𝑣(𝑣)#%, , 𝑣)¥&, ) +¥v#
q
#r%

𝐸(𝑣)#%, )𝐸(𝑣)¥&, )]                                                                 (19) 
                                                                                
where we usually assume 𝑐𝑜𝑣(𝑣)#-, , 𝑣)¥-, )	and	𝑐𝑜𝑣(𝑣)#%, , 𝑣)¥&, )	 
are	neglibile	for	𝑖 ≠ 𝑚. 

IV. ANALYTICAL AND SIMULATION RESULTS 
 Before we discuss results, let us overview our simulation. 

Our simulation generates random measured responses (𝜆"#$-) 
to various stimuli in visual neuroscience experiments. While 

are often modeled as Poisson, we assume that they are 

Bi-Normal with 𝐵𝑁b𝜆̅#%, 𝜎9+:OF
& ; 𝜆̅#&, 𝜎9+:OG

& ; 𝜌(	𝜆"#$%, 𝜆"#$&)c. For 
each simulation sample, we generate 2xNxM random 
responses. We consider various pairs of values for the mean 
responses ( 𝜆̅#%, 𝜆̅#& ), each on [25,50]. In assigning key 
parameter values, we prescribe response correlation to be 
𝜌(𝜆#%, 𝜆#&) = 0.7 for all stimuli, i and let the coefficient of 

variation for 𝜆#-  be 5%, i.e., 𝑣𝑎𝑟(𝜆#-) = (0.05𝐸(𝜆#-))& . 
Next, we derive values for the (Poisson) measurement error 
variances, 	𝑣𝑎𝑟(𝜀#$-) . Finally, we compute the statistics 
required for Cases 1-4 and contrast them to those obtained 
analytically. To assure the statistical validity, we generate up 
to S=500 experiment “samples” and we correct biases, for 
Cases 1, 3 variance and covariance estimates, as in Sections 
III-B and III-C. 

In Section IV-A, we provide only brief comments on Cases 
1 and 2, the untransformed responses, because our analytical 
models are “exact”. In Section IV-B, we look at simulation 
and T-S analytical results for the transformed responses; we 
focus on Case 3 statistics, 𝑣𝑎𝑟.𝜆"­$%, 2 and rnoise(6)’,  because 
Case 4 observations do not change significantly as we vary 
key parameters. This similarity of empirical results is quite 
consistent with the striking similarity of the approximate 
analytical results in Section III-C. 

A. Cases 1 and 2: Untransformed Responses 
For classical means and covariances, the true, measured 

and smoothed analytical results are the same. However, the 
unsmoothed and smoothed classical variances may differ 
significantly because averaging reduces the variance of 
measured responses. The key challenge for these Cases is to 
make sure the simulation yields accurate estimates of the 
associated transformed results for Cases 3 and 4. In that 
regard, we note the following: 
• The simulation biases for variances and covariances, are 

corrected as in Section III-B. 
• “Pseudo variances and covariances” seem to differ only 

slightly from the classical ones. 
• Correlation statistics, rnoise(i) and rsignal~, are difficult 

to estimate, may be unstable, using simulation (or 
experimental data) because they are ratios of other 
statistics. 

 

B. Cases 3 and 4: Transformed Responses 
Using our simulation, we studied extensively the 

accuracy of TS-2 and STS-2 for the moments of transformed 
response statistics. The transformed cases are difficult to 
analyze:  
• The transformation, as in (6), introduces many additional 

parameters. 
• Transformations are nonlinear, further complicated by 

the non-negativity constraint.  
• Transformed responses are quite small, on the order of 

10-3 to 10-4 for Case 4, and approaching 0 for parameter 
extremes, e.g., large values for s, c, or r.  

In addition, variances and covariances are much more 
challenging than means to estimate, at parameter extremes, 
and correlations depend strongly on variance and covariance 
accuracy. We also know that STS-2 will (TS-2 may not) have 
accuracy problems where the non-negativity constraints are 
needed. We will see that, despite these difficulties, TS-2 and 
STS-2 are accurate and fast over important parameter ranges. 

λ̂ijk
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Neuroscientists restrict r to be on [0,1], and often in the 
“neighborhood” of 0.5. However, in our analyses, we extend 
the domain to [0,1.5] to better understand the properties of 
the transforms and our models. We use the ratio c/s in our 
examples because, in our studies, we found that individual 
values of s and c matter only at extremes (e.g., s=0, c=0, or 
r>> 0.5). For example, the STS-2 expression for rnoise(i)’ 
(16) only depends on c/s. We assume arbitrarily i=6, k=1.  
 

      1) Accuracy of Analytical Models for Variances. In 
Figure 1, below, we look at the accuracy of TS-2 and STS-2 
(vs. simulation) of 𝑣𝑎𝑟.𝜆"­$%, 2 as we vary r, c/s and (𝜆̅­%, 𝜆̅­&). 
The rows of graphs correspond to different values of c/s and 
columns to ratios 9

V®G
9V®F

 .  For each graph, the y-axis is 
𝑣𝑎𝑟.𝜆"­$%, 2 and the x-axis is 0 £ r £ 1.5. Some observations: 
• For these data, the analytical and simulation results 

match well except for STS-2 when r>>0.5 or 9
V®G
9V®F

>> 	1. 
The analytical model “errors” are usually small in 
absolute value. 

• The 	𝑣𝑎𝑟.𝜆"­$%, 2  graph is a unimodal non-negative 
function of c/s, starting at 0 when c/s=0, becoming 
positive and then approaching 0 again for large c/s. 
While not shown here, all three models do a good job of 
exhibiting this property.  

• Because of the non-negativity constraint in (6), 
𝑣𝑎𝑟.𝜆"­$%, 2à0 for large r. We see that TS-2 generally 
provides accurate estimates for large r, while STS-2 does 
not. However, neuroscientists see little practical 
application in their models for r>>0.5. 

• TS-2 estimates of 𝑣𝑎𝑟.𝜆"­$%, 2	are somewhat inaccurate 

when  9
V®G
9V®F

>> 1	 because the non-negativity constraint is 

needed. It would be much less important to	𝑣𝑎𝑟.𝜆"­$%, 2 if  
9V®F
9V®G

>> 	1.  

 
2) Accuracy and Stability of Correlation Statistics. 

Figure 2 (see the y-axes), below, helps us gain insights into 
the accuracy and stability of our rnoise(i)’ models. Some 
observations: 
• The analytical models are accurate (match the simulation 

well) if r £  0.75;  9
V®G
9V®F

≤ ±
�
	, i.e., ≈ 1	due to symmetries.  

• The trajectory of rnoise(6)’ vs. r is inherently volatile but 
necessarily within [-1,1]. It starts near 0 for r=0, 
decreases sharply as r increases and, when the non-
negativity constraint “kicks in”, turns up towards 0 
again. TS-2 tracks the upturn pretty well, but (of course) 
STS-2 does not. 

• The TS-2 model shows some apparent numerical 
instability, relative to the simulation, for large r. This is 

because, as the numerator 𝑐𝑜𝑣.𝜆"­$%, , 𝜆"­$&, 	2, and 
denominator, 𝑣𝑎𝑟.𝜆"­$%, 2𝑣𝑎𝑟.𝜆"­$&, 2, each approach 0, 
estimates of rnoise (6)’ approach 0/0 and are sensitive 
to the rates of convergence of the ratio components.  

• Recall (Section III-C), that at r=0, rnoise(i)’ » rnoise(i), 
i.e., the transform is insensitive to c/s and 9

V®G
9V®F

. This c/s 

insensitivity for rnoise(6)’ extends to r £  0.75, 9
V®G
9V®F

≈ 1. 

V. SUMMARY AND CONCLUSIONS 
We conclude, based on our example analytical and 

simulation results, that TS-2 and STS-2 are accurate for a 
wide range of parameter values. Because the STS-2 models 
omit non-negativity constraints, their accuracy is best when 
r£ 0.75; 9

V:G
9V:F
	£		 ±

�
	 for 𝑣𝑎𝑟.𝜆"#$%, 2and 9

V:G
9V:F
	≈ 1 for correlation, 

rnoise(i)’. In addition, their simple expressions help us better 
understand relationships between model parameters and 
results. Our approximations are extremely fast, linear 
combinations of input parameters, with algebraic expressions 
for the weights. Two key conclusions for neural coding are: 
• Transformations, such as normalization, can influence 

noise correlations, but the relationship between these 
two factors, rnoise(i) and rnoise(i)’ (or between rsignal’ 
and rsignal), is highly sensitive to parameter choices, 
and hence unlikely to be robust in real neural networks. 

• Opponent processing, i.e., the combining of response 
data from multiple neurons, has a profound influence on 
noise correlations. 
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Figure 1. Transformed Variances, var(𝜆"­$%, ), vs. r 

 
 
 

 
Figure 2. Correlation Statistics, rnoise(6)’, vs. r 
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Abstract—Apache Hadoop is a well-known open-source 
framework for storing and processing huge amounts of data. 
This paper shows the usage of the framework within a project 
of the university in cooperation with a semiconductor company. 
The goal of this project was to supplement the existing data 
landscape by the facilities of storing and analyzing the data on a 
new Apache Hadoop based platform. 
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Hadoop; Metrics 

I.  INTRODUCTION 
Over the past few years, the world of data changed. More 

and more data-driven processes are coming up. They can be 
used to monitor or even improve existing processes. 
Especially the industry benefits from this new know-how that 
can be retrieved from analyzing Big Data where Big Data 
refers to the large volumes of structured, semi-structured, or 
unstructured data, acquired from a variety of heterogeneous 
sources. On the other hand, new devices and techniques need 
to be applied to enable such potential of Big Data. This often 
leads to high costs for the acquisition of new hard- and 
software, and even the knowledge how to implement a Big 
Data solution.  

The semiconductor industry is one of the most complex 
manufacturing processes, and large amount of data retrieved 
during the manufacturing process has to be stored in huge 
databases [1]. The automatic analyses of that data may lead to 
reduction in the manufacturing cost. This is true for basic 
analyses, but especially for advanced analyses like anomaly 
detection and quality control. Insights can be gained about the 
production process if those data can be stored, retrieved and 
analyzed in an easy way. 

The Institute for Machine Learning and Analytics (IMLA) 
[2] together with a semiconductor manufacturer from 
Germany examines how large data - collected during the 
manufacturing process - can be stored and analyzed in a Big 
Data system. The company has widened their machines with 
sensor technology, to be able to track their production process 
in large part. This led to a mass of new data, that must be 
stored and processed in an adequate duration of time, to be 
able to handle all this data and react as fast as possible on 
different events (especially in case of a problem). Another 
challenge comes with the previous analyses, which are based 
on different datasets – a lot of this data was collected and 

joined manually by some employees, which meant a huge 
overhead and delay on the analyses.  

The goals of the project are to build a cost-effective and 
scalable database for storing and processing the sensor-
generated data, to accelerate the search and analysis of data 
and to implement advanced analyses with machine learning. 
In this paper we focus on the first two goals:  the architecture 
and implementation of a scalable data base and the integration 
in the IT environment to support the analysis process. The 
approach is based on the Apache Hadoop [3] and Apache 
Spark [4] framework, very popular platforms for subjects 
concerning Big Data handling. The next step of the project is 
the implementation of machine learning algorithms. 

The structure of this paper is organized as follows: Section 
II provides background information about the data base, while 
Section III shows the basic information about the Apache 
Hadoop cluster that was used to implement the project. 
Section IV of this paper discusses various ways to store the 
data and shows ways to import and analyze this data. Section 
V provides first benchmarks on the imported data, and Section 
VI concludes the paper with a brief summary. 

II. BACKGROUND 
This section describes the data and the database used so 

far. The company uses different database systems and 
Network-based File Systems (NFS) to store the data that 
accrues during the different production processes. The data 
consists of various types: 

1) Structured Data 
• Lot history (tracking of the steps that were passed 

by each lot during production) 
• Machine data (events that occur on the different 

machines, lot independent) 
• Many more smaller datasets  

2) Semi-structured Data 
• Results of quality tests (results of tests that run 

after production, e.g., power consumption, heat 
development, mechanical checks) 

The structured data comes with a fix schema, like every 
entry has the same amount and datatypes of columns. Typical 
examples for this format are CSV files, which represent data 
in a table-like form.  

In contrast to that comes the semi-structured data, which 
can have a very different schema from file to file. The quality 
test results are of this schema-less format, so every file (or 
even every entry) can have different number of columns 
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and/or datatypes. Due to the various families of 
semiconductors there are also different test cases for each. 
This data diversity has also a second reason: In the course of 
time, the sensors for checking the products and the software 
changed, which also led to different test cases (which are 
reflected in the different schemas) within the same product 
families. Saving these differing data sets inside the same 
storage pool was also a big challenge on the project. 

Altogether these information sets filled up (amongst 
others) an Oracle database with approximately 13 TB of data. 
Since this system run into capacity limits, one of the main 
goals of the project was to source older data out into another 
file storage, e.g., the Hadoop Distributed File System (HDFS), 
which is part of the Apache Hadoop ecosystem. More about 
the task of data moving in the “Solution” section. 

As already mentioned in the introduction section, there 
were a lot of analyses that took a long time or even overloaded 
the system, that ran on capacity limits. In addition to this issue, 
many analyses needed some manually gathered and filtered 
data as input. These issues are pain points because a lot of time 
is wasted on getting and processing the desired data. Realtime 
results (or even getting any results at all) were not possible for 
these kinds of analyses. By using the parallelism of the 
Apache Hadoop platform, we wanted to be able to automate 
the information gathering and bring up new ways for faster 
analyses.  

III. THE APACHE HADOOP CLUSTER 
The IMLA runs an in-house Apache Hadoop cluster, 

which is based on the Hortonworks Data Platform [5]. This 
platform is a combination of different tools that can be used 
for storing and analyzing huge datasets [6]. Figure 1 shows the 
main structure of the cluster components: 

 

 
Figure 1.  The coarse structure of the components in the Hadoop cluster 

Since the Hadoop ecosystem is a collection of different 
tools for storing and analyzing datasets, it is applicable for 
most tasks all around working with Big Data. Some important 
tools that were used in the project are the following: 

• HDFS: Distributed data storage inside a cluster. 
• Apache Hive: SQL-like interface to structured data 

stored inside HDFS. 
• Apache HBase: Distributed NoSQL database, using 

HDFS as background data storage. 

• Apache Spark: In-memory processing engine with 
interfaces to various datastores, like HDFS, Hive, 
HBase and many more.  

Stand May 2019 the Hadoop cluster of the university has 
the following setup: We use eight nodes, two of which are set 
up as name nodes (high availability) and the other six as data 
nodes. The name nodes are responsible for the administration 
of the metadata of the HDFS and the requests of the different 
services running inside the cluster and coordinate the 
incoming tasks submitted by the users. The data nodes hold 
the datasets in themselves and execute the processes, which in 
turn work with this data. 

These are the actual components of the cluster: 
• 2 x NameNode 

o CPU: 2 x Intel Xeon E5-2630v4 @ 2.2 GHz 
(10 cores, 20 threads) 

o RAM: 256 GB (DDR4, ECC-reg.) 
o SSD: 2 x 480 GB (RAID-1) 
o OS: CentOS 7 

• 6 x DataNode 
o CPU: 2 x Intel Xeon E5-2630v2 @ 2.6 GHz 

(6 cores, 12 threads) 
o RAM: 64 GB (DDR3, ECC-reg.) 
o HDD (System): 1 x 1 TB 
o HDD (HDFS): 4 x 3 TB 
o OS: CentOS 7 

We use the Hortonworks Data Platform 2.6.5, which is a 
free Hadoop distribution from Hortonworks that is based on 
the Hadoop 2.7 stack. As operating system we use CentOS 7. 
In the future, the cluster will be upgraded to Hadoop 3 and 
equipped with graphics cards to enable also GPU computing. 

IV. SOLUTION 
This section covers the realization of the project, which 

consists of the four thematic areas data import, storage of 
structured data, storage of semistructured data, and the data 
processing. For a better understanding of the other topics, first 
the storage of the data is treated, before continuing with the 
import of the data into the cluster. 

A. Storing the structured data 
First, the Hadoop framework contains a distributed file 

system that can be used to store all types of data. The user has 
access to appropriate interfaces for writing and reading this 
storage. Even other tools used in a Hadoop platform usually 
store their data on the filesystem called HDFS. 

The basic Hadoop framework can be extended with a data 
warehousing software called Apache Hive that is based on 
HDFS [7]. Hive is an interface for working with structured 
data (that is stored in HDFS) using an SQL-like syntax called 
HiveQL. It brings also new interfaces (e.g., command line 
tool, JDBC driver and REST-based webservice) and supports 
the common data types like numeric, date/time, string, misc 
(boolean, binary) and complex (array, maps, structs).  

There are also multiple file formats that can be read and 
written by Hive. One of the best-known formats in storing 
structured data in Hadoop is the Apache Optimized Row 
Columnar (ORC) [8] format, which is also supported by Hive 
and used in this project for storing the structured data. ORC is 
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a memory-optimized and column-based data format with 
helpful features like ACID support, built-in indexes and 
support of complex types. It is optimized for Big Data 
workloads, especially for parallel readings from HDFS. It 
allows filtering close to the data, by passing the filter criteria 
to the data store, thus selecting and returning only the desired 
data at a lower level. This feature is called “predicate 
pushdown” and accelerates queries many times over, because 
it significantly reduces the network load and therefore the size 
of data, that must be processed in further steps. ORC also 
supports zlib and Snappy compression to reduce data size in 
addition to the default column-based compression. 

There are different ways to bring any Hive-readable 
format into the ORC format and vice versa. This is very 
helpful, especially to bring data from external systems into 
this optimized format (e.g., if the external system can not work 
with ORC files but can export data as CSV). For example, to 
put CSV-based data into an ORC-based table, a user could go 
one of the following ways: 

• Create an external hive table to reference the newly 
imported data (e.g., in CSV format) in HDFS. Then 
add an internal hive table that contains the same 
column definitions but uses the ORC format for 
storing [9]. After that, the ORC table can be filled 
using a simple "INSERT INTO ... SELECT ... FROM 
..." command. This generates the corresponding ORC 
files on HDFS in background [10]. 

• Using a Spark job to read in the original files (e.g., in 
CSV format), optionally transform the data and write 
it to Hive (or HDFS) in ORC-based format. 

B. Storing the semistructured data 
As explained in the introduction section, the data base of 

the project partner also consists of semistructured data 
created during the quality tests after production (different 
schema from file to file, depending on test type, and software 
version). Since this data makes up a large part of the data 
base, the outsourcing of these files was also examined. 

1) Composition of the semistructured data 
The quality test results don not have this well-known CSV 

structure, as they contain some metadata at the beginning of 
each file, and every file can have another bunch of columns, 
that contain the test results. Figure 2 is an illustration of the 
coarse structure of such a test result file: 

 

 
Figure 2.  Schema of a test result file 

The header rows (A) have always the same structure and 
can help to identify a single test file within all the files. Also, 

the first columns (C) are always the same in every file, they 
identify the rows inside a test file. Area (B) contains meta 
information about the following rows, like column names, 
min / max values, and units. Its width depends on the amount 
of test columns. The test columns (D) contain the results of 
the test cases and can be different in each file (but are the 
same within one file, containing null values if necessary).  

2) Storing the semistructured data in HBase 
Since these files have different schemas, the default bulk-

load mechanisms can not be used for importing this data. That 
is why we have decided to process the data with Apache 
Spark, because it has an extensive API and can handle almost 
any kind of data. Spark also has interfaces to almost all 
datastores that exist for Hadoop, e.g., HDFS, Hive and 
HBase. We examined two different approaches for storing 
these test data files, that follow in the next sections. 

a) Spark-Job that writes an HBase table 
The first approach of storing the data was a combination 

between Spark and Apache HBase. We decided to use Spark 
to read in and transform the data into key-value pairs, that 
could be written into the NoSQL database HBase afterwards. 
Since HBase stores data in form of key-value pairs this is an 
interesting opportunity for storing un- or semi-structured 
data. To do so, we had to split the regarding rows that 
contained the test results into a combination of row key and 
key-value pairs. The row key is used to identify a row 
globally within the entire data base (i.e., across all files). To 
get a unique key, we had to combine the information of the 
header rows (file identification) and the base columns, which 
identify the rows inside a single file. So, the key consists of 
the following parts: 

 
idFile = <Lot>_<Sublot>_<WaferID>_<Date>_<Revision>_<UserText> 

keyRow = <idFile>_<PID>_<HBIN>_<DIE_X>_<DIE_Y> 
Figure 3.  Composition of the row key. DIE_X and DIE_Y are the x and y 

coordinates of the die on the wafer. 

In combination with the row key, a list of key-value pairs 
(that represent the test name and its value) can be added to a 
HBase Put object to be sent to the database by using a Spark 
application. After reading the different CSV files (test results) 
from HDFS, Spark creates these Put objects by processing the 
files in parallel and afterwards calling a bulk-load function on 
the HBase API. Here is the relevant code snippet: 

 
// This is inside the Spark Job 
JavaRDD<HBaseRowEntry> rowsRDD = ... 
hbaseContext = new JavaHBaseContext(sc, baseConf); 
hbaseContext.bulkPut(rowsRDD, name, new PutFunction()); 
 
public class PutFunction  
 implements Function<HBaseRowEntry, Put> { 
  @Override 
  public Put call(HBaseRowEntry entry) throws Exception { 
    Put put = new Put(entry.getKey().getBytes()); 
    for(MyKeyValue kv: entry.getKeyValues()) { 
      put.addColumn(kv.getCF, kv.getCQ(), kv.getValue()); 
    } 
    return put; 
}} 

Figure 4.  Writing to HBase using the Java API 

C D 

B 

A 
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We were able to try this approach in a test phase and we 
successfully imported more than 100 GB of test result files 
into HBase by running this Spark Job. The problem is that 
additional skills would be needed to launch and administrate 
the HBase infrastructure.  

b) Spark-Job that writes an Hive table 
After evaluating the first approach, we took a closer look 

at the data and found out that it was possible to bring this 
semistructured data into a structured form. That was possible, 
because we learned from the company’s employees that they 
will always read at least one entire column of the test result 
files for analysis purposes. With this new knowledge, we were 
able to plan a new data structure, which then enabled to have 
a fix schema over all files. Figure 5 shows the transformation 
that brings the data into a globally identical schema: 

 

 
Figure 5.  Transforming the test result file 

As shown in the figure, the headers that identify a file have 
been moved into the test rows below. They are still used to be 
able to find a specific file. The main difference is the 
transformation of the test columns, as they have been 
converted to row-based key-value pairs. The new “Key” 
column contains the test names, while the test results can be 
found in an array of values under the new column 
“ValueList”. This means, that the array of the ValueList 
column has as much elements as the test result file had test 
rows before. Also, there will be generated as much rows for a 
test result file as the original file had columns. This schema 
can be used to store the contents of all test result files in a 
common, structured table together. As already mentioned, this 
only works performant under the condition that the smallest 
unit read out is an entire (former) test column, which means 
the reading of a complete ValueList array in the new format. 
Reading smaller units could cause performance issues, as the 
array has to be iterated to find the correct item (then the key-
value approach with HBase would be a better solution). But 
since the company wants to read complete test columns this is 
a better solution, as we could use Apache Hive to save this 
data. As Hive is already chosen in the company for storing the 
structured data, they don nott need to administrate and learn a 
new tool. Spark also has native connectors to the Hive 
warehouse and can write this data to it in parallel, after 
bringing the test results into the new format. 

C. Realizing the data import process 
Now that it has been determined, how and where the data 

will be stored, the import process could be planned. An SAP 

system acts as the data supplier, while the HDFS and Apache 
Hive serve as data sink. We also decided to use Apache Spark 
for data import, as it is flexible and can operate natively with 
these Hadoop components, and this also avoids the 
introduction of another tool. The idea now was to upload the 
relevant data files into HDFS and then read them via Spark, 
transform (if necessary) and finally write them into the 
corresponding Hive tables. A basic scheme of the import 
process is shown in Figure 6. 

 
Figure 6.  Import Process steps 

The following steps are performed in the import process: 
• SAP: Exporting the data as CSV files and 

uploading them into HDFS. 
• Spark: Read the files from HDFS and read in the 

corresponding Hive table into datasets (in-
memory). 

• Update the dataset by combining the CSV file(s) 
with the Hive table content. 

• Writing the final dataset content back to Hive 
table (overwrite). 

The CSV file that is exported from SAP system must have 
a separate column that contains information, whether the 
corresponding row shall be added or removed – updates are 
realized by a deletion, followed by an insert. Figure 7 is an 
example of such an import file: 

 

 
Figure 7.  Example of an import file 

As explained before, Spark first reads in the complete Hive 
table, where the updates should be run against. The table 
content is held in-memory during Spark job execution. In the 
next step, the update file is read from HDFS and split into 
delete and insert rows. Then the delete rows are used to 
remove the corresponding rows from the table content (null 
values are treated as wildcards). Afterwards the rows 
containing the inserts are appended to the table content. 
Finally, the dataset containing the updated content is written 
back into the Hive table. The complete Hive table is 
overwritten in this step. 

To trigger the explained Spark import job, we use Apache 
Livy. Livy is a REST based interface that enables to submit 
Spark jobs from everywhere, also from outside the cluster. 
This is helpful since the company needs to start the import job 
from their SAP system, after writing the update files into 
HDFS. In the final status (May 2019), the data is gathered 
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inside the SAP system at night and written to HDFS, before 
the Spark import job is triggered by a Livy call. 

D. Data processing 
The data processing is also done by using Apache Spark 

jobs. Since Spark has connectors to data stores like Hive and 
HBase, it is possible to read and write them from a native 
Spark application. There is also another tool that is 
particularly suitable for prototyping new Spark jobs. Apache 
Zeppelin is a web-based notebook, with interfaces to Hive (via 
JDBC), HBase (via Phoenix) and Spark. The respective tools 
are connected to Zeppelin via so-called interpreters. A user 
gets access to a Spark session, that is created automatically on 
starting the corresponding interpreter. In these notebooks, for 
example, Spark program code can be tried out in a direct and 
uncomplicated way, without the effort of creating Spark 
sessions, application packaging and publishing in the phase of 
prototyping.  

The partner company also decided to use Zeppelin 
notebooks to introduce and try out new application logic. 
After a successful test phase, the logic is moved into a 
separate, stand-alone application, that is created, compiled and 
packaged in an appropriate IDE. Since the Spark interpreter 
for Zeppelin works with Scala (alternatively also with 
Python), we use a Scala IDE to export the final application 
logic as JAR files. These files are moved into the HDFS and 
can be executed by using the spark-submit script or by making 
a corresponding Livy call from outside the cluster. Second is 
the standard procedure, since a large part of the applications 
are started from the external SAP system or from user’s client 
computers. Since the results of these data processing 
applications can be very big, storing these datasets in HDFS 
or Hive tables is a better approach than sending results back 
to the client, which could lead to local memory problems. 
After finishing a job, the user can preview (or download) the 
results by exploring the data in HDFS or querying the 
corresponding Hive tables.   
 

 
Figure 8.  Data processing overview 

Figure 8 shows the tools that are used for data processing with 
Spark (SAP and Oracle DB are external components that are 
used in the company). 
 

V. BENCHMARKS 
In order to show and compare the performance of the new 

Hadoop system, first benchmarks were carried out. For a 
better comparability, the queries were executed on the old 
and afterwards on the new system. 

A. Comparison of the data size 
The graph below shows the various amounts of data 

required to store the “HistStep” table, which contains the 
operations performed on the lots during production. The data 
has the following characteristics: 

• approx. 275 mio. rows 
• 17 columns (String, VarChar[1-20]) 

In Oracle database, this table required about 34.9 GB of disk 
space, plus optional (for performance reasons) index 
information of around 29.9 GB. So, the table thus required a 
total of 64.8 GB. In contrast, the ORC-based Hive table only 
requires about 5.2 GB in HDFS (partitioned, but without 
bloom filters and without replication). Using bloom filters 
would increase the storage space by a small amount, but these 
are not needed for current performance. So, the Hive tables 
reduced the disk space requirements by factor 6.7 (without 
Oracle table index) or even by factor 12.5 (with Oracle table 
index) (see Figure 9). 

 
Figure 9.  Storage requirements for table "HistStep" 

The comparison of space needed to save the results of the 
product quality tests shows similar results. Saving this data 
takes around 13 TB in the Oracle database while Hive table 
only needs about 1.6 TB of HDFS storage without replication 
(see Figure 10). 

 
Figure 10.  Storage requirements for table "STDF_Data" 
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We have also received first performance benchmarks 
from our project partner. The results show the runtimes of lot-
based queries, executed on the “HistStep” table, showed in 
the first benchmark. On small queries, where only a few lots 
are selected, Oracle is much faster than Hive. But even with 
queries for a few hundred lots, Hive takes less time to select, 
process and return the data. Since lot-based analyses must 
include thousands of lots, the result on the far right of the 
diagram is the most interesting for the company. The 
difference in performance can be clearly seen in Figure 11. 

 
Figure 11.  Query Runtime for table "HistStep" 

While Oracle scales rather linearly, Hive’s runtime 
increases only minimally. In this scenario, Hive also offers a 
major performance advantage over the previous system. 

VI. CONCLUSION 
This project examined the applicability of a Hadoop-

based platform for the storage and processing of company-
relevant data. Alternative ways to import, store and process 
different types of data were demonstrated on practical 
examples. Depending on the problem, the Apache Hadoop 
framework offers various components to implement the 
different tasks. In this project, a Hadoop-based cluster was 
successfully introduced to a company’s existing data 
platform to store and analyze data over a longer time. Helpful 
tools are especially the basic Hadoop components like the 

HDFS, the SQL interface Apache Hive, the NoSQL database 
HBase, as well as the processing engine Apache Spark. This 
project confirms by means of an industrial project that 
Hadoop can be used to build such a data-driven platform. 
Hadoop comes with special storage formats and engines that 
can be used for efficient storage and high-performance 
analyses.  

REFERENCES 
 

[1] Y. Zhu and J. Xiong, „Modern Big Data Analytics for 'Old-
fashioned' Semiconductor Industry Applications,“ 
Piscataway, NJ, USA, IEEE Press, 2015, p. 776–780. 

[2]  Institute for Machine Learning and Analytics - IMLA. 
[Online]. Available: https://imla.hs-offenburg.de. [retrieved:  
May, 2019]. 

[3]  „The Apache Hadoop project,“ [Online]. Available: 
https://hadoop.apache.org. [retrieved:  May, 2019]. 

[4]  „The Apache Spark project,“ [Online]. Available: 
https://spark.apache.org/. [retrieved: May, 2019]. 

[5]  „Hortonworks Data Platform,“ [Online]. Available: 
https://de.hortonworks.com/products/data-platforms/hdp/. 
[retrieved: May, 2019]. 

[6]  A. Oussous, F.-Z. Benjelloun, A. Ait Lahcen, and S. Belfkih, 
„Big Data technologies: A survey,“ Journal of King Saud 
University - Computer and Information Sciences, Bd. 30, Nr. 
4, p. 431–448, 2018.  

[7]  A. Ismail, H.-L. Truong, and W. Kastner, „Manufacturing 
process data analysis pipelines: a requirements analysis and 
survey,“ Journal of Big Data, Bd. 6, Nr. 1, p. 1, 2019.  

[8]  „Apache ORC,“ [Online]. Available: https://orc.apache.org/. 
[retrieved: May, 2019]. 

[9]  „Apache ORC - Hive DDL,“ [Online]. Available: 
https://orc.apache.org/docs/hive-ddl.html. [retrieved: May, 
2019]. 

[10]  „Convert an HDFS file to ORC,“ [Online]. Available: 
https://docs.hortonworks.com/HDPDocuments/HDP3/HDP-
3.1.0/migrating-data/content/hive_convert_an_hdfs_file_to 
_orc.html. [retrieved: May, 2019]. 

 
 

 

37Copyright (c) IARIA, 2019.     ISBN:  978-1-61208-741-2

DATA ANALYTICS 2019 : The Eighth International Conference on Data Analytics

                            47 / 78



A Multi-source Experimental Data Fusion Evaluation Method Based on Bayesian 
Method and Evidence Theory 

Huan Zhang, Wei Li, Ping Ma, Ming Yang 
Control and Simulation Center 

Harbin Institute of Technology, Harbin, Heilongjiang, China 
e-mail: zhanghuan_1996@163.com, fleehit@163.com, pingma@hit.edu.cn, myang@hit.edu.cn 

Abstract—The experimental data used for system performance 
evaluation have many sources and multiple granularity. Thus, 
it is necessary to fuse multi-source experimental data for 
evaluation. Aiming at multi-source experimental data fusion 
problem, a multi-source experimental data fusion evaluation 
method based on Bayesian and evidence theory is proposed. 
According to the size of the data sample size, the large sample 
data are fused by the classical frequency method, while the 
small sample data are fused by Bayesian method. Then the 
parameter information is updated by the Bayesian method and 
data fusion result is obtained. The experimental data of 
different scenarios are fused by evidence theory. The evidence 
combination method is used to fuse the data when the evidence 
bodies do not conflict, while the weighted average correction 
method is used for data fusion when there is conflict between 
the evidence bodies. The result of the multi-source 
experimental data fusion is obtained based on Bayesian 
method and evidence theory. 

Keywords- data fusion; performance evaluation; Bayesian 
method; evidence theory 

I. INTRODUCTION 

As the complexity of the system increases, the 
performance evaluation of the system becomes more and 
more important [1]. The performance evaluation of the 
system is based on experimental data. However, only a small 
amount of measured data can be obtained because the cost of 
system real experiments is more and more expensive due to 
the use of high technology [2]. Besides, experimental data 
can be obtained through semi-physical simulation and digital 
simulation experiments. Therefore, the experimental data of 
performance evaluation have the characteristics of multi-
source, multi-capacity, multi-granularity and multi-type, etc., 
and it is necessary to fuse multi-source data and then conduct 
comprehensive evaluation. The concept of data fusion 
originated in the 1970s, first used in the military field [3], 
and later gradually applied to various non-military fields [4]. 
There is no uniform definition of data fusion, and researchers 
have given multiple definitions from different aspects. The 
typical definition is: data fusion is a multi-level and multi-
faceted data processing process that automatically detects, 
correlates, estimates and combines data from multiple 
sources [5]. 

Data fusion is applied to various theoretical knowledge 
and cutting-edge technologies, but no uniform algorithm is 

suitable for all scenarios due to its wide range of applications 
[6][7]. Data fusion method can be mainly divided into three 
categories: signal processing and estimation theory method, 
statistical inference theory method, and information theory 
method. The commonly used data fusion methods mainly 
include weighted average, classical reasoning, Bayesian 
fusion [8] and fuzzy theory. Aiming at the multi-source 
experimental data of performance evaluation, Bayesian 
method, as a commonly used method [9], can process data in 
the form of static probabilities and has good validity; 
evidence theory, second only to Bayesian method, has no 
requirement for data sample size and has good data fusion 
effect; classical reasoning method is also suitable for 
processing large sample size data and also has good validity; 
other commonly used data fusion methods, such as fuzzy 
theory, are applicable to processing experimental data. 

Aiming at multi-source experimental data, a data fusion 
method is proposed. In section 2, we analyze the 
characteristics of experimental data and the applicable 
conditions of Bayesian method and evidence theory. Then 
we propose a data fusion evaluation scheme based on the 
characteristics of experimental data. In section 3, data fusion 
method is introduced in detail. According to the sample data, 
multi-type Bayesian fusion can be divided in two cases and 
evidence theory fusion is also related to whether the 
evidence bodies are in conflict. In section 4, we present the 
conclusion of experimental data fusion method in system 
performance evaluation and the future work in next step. 

II. MULTI-SOURCE EXPERIMENTAL DATA FUSION 

SCHEME

Experimental data used for system performance evaluation 
can be divided into measured data, semi-physical simulation 
data, digital simulation data, etc. The measured data and 
semi-physical simulation data are obtained through real 
experiments and semi-physical simulation respectively, 
while the digital simulation data are obtained by running the 
digital simulation system. Therefore, there are multiple types 
of data in the experimental data. Otherwise, the experimental 
data can also come from different experimental scenarios. 
The experimental scenario defines the scope and constrains 
of the problems studied in the system, variables, activities 
and interactive relations related to the experimental objects, 
etc., and it includes the setting and organization of all kinds 
of data in the system [10]. Thus, multi-source experimental 
data fusion problem can be divided into two aspects: one is 
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the multi-type data fusion problem, and another is different 
experimental scenarios’ data fusion problem.  

Bayesian fusion method can process the data in the form 
of static probability and has no requirement on sample size, 
which is also the most efficient fusion method. Therefore, 
Bayesian method is considered for using to fuse multi-type 
data. For data fusion problem of different experimental 
scenarios, Bayesian fusion method is also considered for data 
fusion in order to ensure the validity of fusion results and the 
uniformity of methods. Because the experimental data are 
from different types of data under different scenarios, the 

posterior density  , X    is considered in Bayesian 

fusion, where parameter   and parameter   characterize the 
mean of the variables and different experimental scenarios 
respectively and X  is observation sample. However,  ’s 

posterior density  X   is focused on generally. The 

calculation of  X   needs the information about   

and  |   .     is the parameter distribution of 

different experimental scenarios, which is easily to obtain, 

while  |    is conditional probability which is hard to 

obtain directly in the actual engineering application. 
Therefore, Bayesian method is not suitable for data fusion of 
different experimental scenarios. Evidence theory also has 
great advantages in data fusion and can process data of 
different types or different sample sizes. Thus, evidence 
theory is used to fuse data from different scenarios. 

Above all, Bayesian fusion method is suitable for multi-
type data fusion while evidence theory is suitable for fusing 
sample data from different scenarios. Thereout, the multi-

source experimental data fusion scheme based on Bayesian 
method and evidence theory is obtained (see Figure 1). That 
is, classify the multi-source experimental data firstly, fuse 
the multi-type data of the same experimental scenario using 
Bayesian data fusion method and then fuse the single data 
from different scenarios using evidence theory fusion 
method. Considering multi-type data mainly from simulation 
data, semi-physical simulation data and measured data, it is 
necessary to classify data before data fusion, perform data 
preprocessing for each type of data, and then fuse data. The 
simulation data have a large amount of data and low 
authenticity, and the classical frequency estimation method is 
used for data fusion. However, the semi-physical simulation 
data and the measured data have a small number of data, and 
Bayesian method is used. Then, regarding large sample 
frequency data fusion result and small sample Bayesian data 
fusion result as prior information and observation sample 
data, respectively, the Bayesian method is used to update the 
prior information parameters to obtain the multi-type data 
fusion results under the same scenario. After obtaining the 
multi-type data fusion results of each scenario, the evidence 
theory method is used to fuse data of different experimental 
scenarios. Firstly, model the sample data of each scenario 
and describe it as a form of evidence body. When the 
evidence bodies do not conflict, the conventional evidence 
body fusion method is used for processing; when the 
evidence bodies are in conflict, process using the weighting 
method and preprocess the conflict evidence before the 
evidence combination. Finally, multi-source experimental 
data fusion results are obtained. 

simulation 
data

data 
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semi-physical 
simulation 

data

measured 

data

data 

preprocessing

data 

preprocessing

large sample 
data fusion
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data fusion
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multi-source data fusion
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data fusion of different experimental scenarios

Figure 1. Multi-source experimental data fusion scheme 

III. MULTI-SOURCE DATA FUSION METHOD BASED ON 

BAYESIAN AND EVIDENCE THEORY

According to the multi-source experimental data fusion 
scheme described above, multi-source experimental data 
fusion mainly uses multi-type data Bayesian fusion method 
and evidence theory fusion method of different experimental 

scenarios. The description of these two data fusion methods 
is given. 

A. Multi-type Bayesian Fusion 

The multi-type data Bayesian fusion method mainly uses 
the Bayesian method to update the prior information 
parameters, and the obtained result is the data fusion result. 
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The principle of the Bayesian update method is described as 
follows. Assuming that parameter   is the mean of a 

variable, X  is observation sample and     is the prior 

density of parameter  . Then, the posterior density  X 

of   according to Bayesian formula is  

  
   

   






f X
X

f X d

  
 

   
 

where   is the parameter space and  f X   is the 

likelihood function of X  given by  . From (1), we can see 
that the observation sample and the prior density of   are 
used to calculate the posterior density. In system 
performance evaluation, the measured data and the semi-
physical simulation data generally have small sample sizes, 
but the degree of authenticity is high, which can be used as 
the observation sample; the digital simulation data generally 
have large sample size, but the degree of authenticity is low, 
from which can obtain the prior density of  . Thus, digital 
simulation data, semi-physical simulation data and measured 
data need to be fused before Bayesian fusion. 

1) Classical frequency fusion of large sample data 
Generally, digital simulation data are large sample data 

and classical frequency parameter estimation is widely used 
in data fusion under large sample conditions. Therefore, the 
large sample data are fused by the classical frequency 
method. Firstly, assume that there are n  independent 
sample data sets in the simulation data. Their estimated 

value of the same distribution parameter   is  1 2, ,..., n   . 

And the observation for each sample data set is 

, 1, 2,...,  i i i n   , where i  is a random error and 

independent of each other and i  also obeys normal 

distribution. The estimated value ̂  of i  is described as 

arithmetic mean of observations, i.e., 
1
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For ease of processing data, n  observations are divided 

into k  batches, where the j th batch is described 
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When  1 2, ,..., k    is seen as k  unequal precision 

observations or observations from k  different sample sets 

of distribution parameter  , each j  can be expressed as 

, 1,2,...,  j j j k   , where 
j  is a random error and 

independent of each other and µ 2

0, jj N : . The 

likelihood function of  1 2, ,..., k    is obtained and it is 
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Then, the estimated value of parameter   is obtained by 
maximum likelihood estimation. The estimated value is 

µ µ
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

. Thus, the prior information of parameter 

  is obtained by fusing digital simulation data through 
classical frequency fusion method. 

2) Bayesian fusion of small sample data 
The measured data and the semi-physical simulation data 

may be small sample data, and Bayesian method is used to 
fuse small sample data. Assume that there are n  sets of the 
same type of prior information before the small sample data, 
which is compatible with small samples. The prior density 

 i   of the distribution parameter   can be obtained from 

each set of prior samples, whose weight is 
ib , 

 1, 2, ,i n K . The prior distribution density of parameter 

  is 

     i iw     

where / i i iw b b ,  1, 2, ,i nK . Then, the posterior 

density of the distribution parameter   is obtained by 
Bayesian formula, which is 

  
   

   






f X
X

f X d

  
 

   
 

where   is parameter space and X  is the sample obtained 

in the field test.  f X   is the distribution density of 

subsample X  when given  . Thus, the posterior density of 
  is 
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  
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where      | |


 m X f X d     , which is the edge 

density of X . 
For easy to calculation, an expression of posterior density 

when 2n  is given. In this case, there are two prior 
information, i.e.,  
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Then, we can get 
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Assume that 
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Finally, we obtain that 
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Using similar mathematical derivation like above, when 
n  kinds of prior information exist in general, there is 
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above we can see, the posterior distribution of   is fused by 
multiple posterior distributions when there is a variety of 
prior information and the weighted average of these 
posterior distributions is fusion posterior distribution. Then, 
the Bayesian fusion result of small sample data can be 
obtained. 

Finally, the large sample data fusion result and the small 
sample data fusion result are regarded as prior information 
and observation sample data, respectively. The Bayesian 

method is used to update the prior information parameters, 
and the obtained result is the multi-type data fusion result 
under the same experimental scenario. Furthermore, multi-
type data fusion results under different scenarios can be 
obtained. 

B. Evidence Theory Fusion 

The experimental data used in performance evaluation 
mostly come from different experimental scenarios, which 
evidence theory fusion method is used to fuse. After 
obtaining multi-type data fusion results of different 
experimental scenarios, the sample data of each scenario are 
described as evidence body using evidence theory. The 
evidence combination method is adopted when the evidence 
bodies do not conflict, while the weighted average correction 
fusion method is adopted when the evidence bodies conflict. 
Then, the data fusion results of different experimental 
scenarios are obtained. 

1) Evidence combination 
The evidence theory fusion criterion is used to synthesize 

the nonconflicting evidence bodies. This combination 
method is a strict AND operation method. The basic 
probability distribution of common focal elements of 
multiple belief functions is proportional to the respective 
basic probability distribution. Therefore, the evidence 
method has a focusing effect. This effect will strengthen 
support for common goals and weaken the impact of 
divergent goals. The principle of evidence combination is: if 

1 2, ,..., nBel Bel Bel  is the n  belief functions on the same 

identification frame; 1 2, ,..., nm m m  is the corresponding basic 

probability assignment functions; , , ,...i j kA A A  is the 

corresponding focal elements. Assume that 

      1 2 3 1
   

 
i j k

i j k
A A A

K m A m A m A
L

L  

Belief function DBel  synthesized by 1 2, ,..., nBel Bel Bel  is 

determined by the basic probability assignment function Dm

given below: 

 1

1
( )  A

1( )

             0                    A = 

   


 

 
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A A i ND
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Belief function DBel  given by Dm  is called the direct sum 

of 1 2, ,..., nBel Bel Bel , i.e., 

 1 2   D nBel Bel Bel BelL  

According to (14), the core of the belief function DBel  is 

equal to the intersection of the cores of 1 2, ,..., nBel Bel Bel . If 

the cores of 1 2, ,..., nBel Bel Bel  do not intersect, 

1 2, ,..., nBel Bel Bel  could not be synthesized, i.e., the 
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evidence they correspond to supports completely different 
propositions. When 1 2, ,..., nBel Bel Bel  represents multiple 

batches of completely different evidence, it is the completely 
conflict evidence and cannot be synthesized by the evidence 
combination method. 

2) Weighted average correction fusion 
When evidence bodies are in high conflict, the result of 

combination is contrary to the common sense. The solutions 
to this problem can be mainly summarized into two 
categories: one is to modify the data fusion rules, and the 
other is to modify the data model and pre-process the conflict 
evidence before evidence combination. Because modifying 
the data fusion rules can lead to the destruction of the 
commutative law and associative law of Dempster's 
combination rule, the second solution conforms to the 
theoretical framework of the evidence theory method [11]. 
Weighted average correction method can reduce evidence 
conflict and guarantee the focusing effect of fusion to some 
extent. Thus, weighted average correction fusion method is 
used to deal with the contradictory evidence bodies. 

The principle of weighted average correction is as follows: 

    
1

1
 

n

i im A w m A
n

 

where iw  is the weight of each evidence and 
1

1



n

i
i

w . 

Weighted average correction method can achieve the 
suppression of evidence conflict through using different 
weighting methods and comprehensively consider the 
information of multiple conflicting evidence bodies. 
Furthermore, this method reduces the evidence conflicts by 
weighting, which has been widely used in the fusion of 
conflicting evidence bodies. 

IV. CONCLUSION 

In the performance evaluation, the experimental data need 
to be fused since it comes from digital simulation 
experiments, semi-physical simulation experiments and real 
experiments, etc., and it also comes from different 
experimental scenarios in some cases. The multi-source 
experimental data fusion problem is decomposed into multi-
type data fusion problem and data fusion problem under 
different experimental scenarios, where multi-type data 
fusion adopts Bayesian method and data fusion of different 
scenarios uses evidence theory method. In the case of multi-
type data fusion, the results obtained by the fusion of large 
sample data with the classical frequency method and the 
results obtained by the fusion of small sample data with the 

Bayesian method are respectively taken as prior information 
and observation sample data, and the Bayesian method is 
used to obtain the multi-type data fusion result. In the case of 
data fusion of different scenarios, each sample is described 
as the form of evidence body, and different data processing 
methods are adopted according to the relationship between 
the evidence bodies. The final result of multi-source 
experimental data fusion/is obtained through the proposed 
method. 

The proposed data fusion method is suitable for 
processing static data. In the next step, we will select the 
appropriate data using the proposed method and other 
existing methods to do experiments. Then, according to the 
experimental results, compare fusion results to verify the 
effectiveness of this method. 
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Abstract—As the number of scientific publications in many
subject areas continues to increase, it is becoming more and more
important to support researchers in filtering out relevant infor-
mation from papers and to identify relevant papers as well. In
the present work, the field of nanotoxicology is used to investigate
how dictionary-based disambiguation and extraction of entities of
the domain can be implemented and how information on entire
scientific papers can be extracted. By developing an analysis
tool, it can be shown that the automated analysis of scientific
publications in the field of nanotoxicology can be realized in basic
terms. The analysis tool is based on the General Architecture for
Text Engineering (GATE), D3.js and additional Node.js services,
as well as Angular.js and represents an application that can be
controlled intuitively by the scientists and provides a suitable user
interface to visualize the extracted information in an aggregated
way.

Keywords–Named entities; Domain specific entities; Entity cooc-
currence; Visualization.

I. INTRODUCTION

The number of potentially relevant publications in the
field of nanotoxicology is increasing at a rate that is difficult
to manage even for experts in the respective fields. As a
consequence, more time is needed to extract certain infor-
mation from different sources. Here, mostly local document
collections or public platforms like PubMed or ResearchGate
can be mentioned. This trend will certainly continue due to
the distribution possibilities on the Internet and in particu-
lar due to the great research potential at least in the field
of nanotoxicology. Therefore, approaches that automatically
attempt to extract semantic information from scientific work
are becoming increasingly important for researchers to keep
track of other research in their field.

A common difficulty is that ambiguities (example “Paris”:
city, ship, band, hotel, biological term for a plant genus,
etc.) must be resolved. This process is called Named Entity
Disambiguation (NED). Entities are words or phrases that
represent a real object (e.g., persons, organizations, places,
etc.). These objects do not necessarily have to exist physically,
but can also be abstract, such as a year or date. These entities
are commonly referred to as Named Entities, where here the
proper name of an entity is meant (e.g., the name of a person,
where the person is an entity) [1]. In this paper, we will
investigate exemplarily how an automatic extraction of the
entities from the field of nanotoxicology can be carried out.
Therefor, it is important to recognize the relevant entities in

the respective domain. In the case of nanotoxicology these are,
for example, chemical substances, diseases and medical terms.

In the context of this work, a concept is to be developed,
with which entities relevant for the nanotoxic domain can
be extracted from text. For this purpose, existing knowledge
databases such as eNanoMapper [2], Medical Subject Headings
(MeSH) [3], etc. will be used. Based on these results, various
analyses, such as cooccurrences, analysis of temporal trends,
clustering of similar documents, etc., are to be carried out by
means of suitable visualization.

A. Information Extraction
Information Extraction (IE) is a sub-area of Natural Lan-

guage Processing (NLP) and is used to extract information
from a large amount of unstructured data. After extraction, the
resulting data is presented in structured form. Based on this
structured data it is possible to conclude further knowledge
afterwards. IE is mainly used in areas where a very large
amount of text, from which information needs to be extracted
in a very short time, are available. An example for IE is the
extraction of entities from over 500 different news feeds [4].
In this case the relationship between different entities are to
be determined (e.g., how often appear the entities “Donald
Trump” and “Angela Merkel” together in the collection of news
articles).

The first phase of the IE process contains domain-
independent tasks. These include sentence splitting, tokeniza-
tion, morphological analysis and Part-Of-Speech (POS) tag-
ging [5], which are only dependent on the language but not on
the domain. Since a sentence represents a semantically closed
unit and the words within a sentence have a strong relation to
each other, it is necessary to perform a sentence splitting as one
of the first steps within IE. In addition, tokenization transforms
all words and punctuation marks into so-called tokens. A token
represents the smallest text element of a text and is the basis
for further IE steps. In a further morphological analysis, the
properties of a token are determined. Properties are the POS
and the lemma of a word. Lemma is the basic form of a word
under which it can also be found in a dictionary. The POS is
the type of word (e.g., noun, adjective, verb, preposition, etc.).
In the subsequent second phase, domain-specific components
such as NED or the identification of related entities are located.

B. Named Entity Recognition
Named Entity Recognition (NER) can be seen as a sub-

category of IE. NER aims to identify the entities in a text
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that are relevant to a subject area. In biomedical text, the
names of persons, addresses, telephone numbers as well as
symptoms, diseases, medications or anatomical features are
of importance [6]. Nevertheless, it depends on the concrete
application of an analysis tool which entities have to be
extracted from a text corpus. The extraction of the entities
is therefore important, since they contain a large part of the
information about the content of a document.

C. State of the Art
There exist already many different tools and frameworks

that can extract information from documents. For example, the
National Library of Medicine (NLM) has developed a program
called MetaMap [7] to extract biomedical sections of a text to
match them to the concepts of the UMLS (Unified Medical
Language System). UMLS is a terminology that comprises
over 2 million names on 900,000 biomedical concepts and
is freely available for research purposes [8]. Another tool is
PolySearch2 [9], which is a web-based tool that can extract the
relations between biomedical entities. It is mainly designed to
formulate queries according to the scheme “Given X, find all
associated Ys”. An example query can look like this: “Find
all diseases associated with Bisphenol A”. The results of the
queries are based on data from MEDLINE [10], PubMed [11]
and 14 other biological databases such as UniProt [12], Drug-
Bank [13] and Human Metabolome Database [14].

D. Contribution of the paper
The main contributions of this paper are the following:

(1) Extraction of all relevant information from large docu-
ment collections in the domain of nanotoxicology. (2) Further
processing of the extracted data such as the recognition of
relationships between entities or temporal dependencies as well
as the calculation of the relevance of an entity to a document.
(3) Implementation of a generic analysis tool into which a
corpus of documents can be loaded and analyzed. Results of
the analysis are made available by means of visually descrip-
tive visualizations. Although this is shown by the example of
nanotoxicology, the procedure can be regarded as a blueprint
for any domain, since only the steps for the extraction of the
entities have to be adapted.

II. CONCEPTION

This section shows how a document corpus can be read
and analyzed, so that the collected information can later be
displayed graphically via suitable visualizations.

A. Preprocessing
Preprocessing is the part of the application that is respon-

sible for extracting all the necessary data from the documents
and storing it in a structured data format. The extracted data
must be available in such a form that it forms a suitable basis
for later calculations and analyses. This process is executed
once for each document and the data will be stored in a
database.

The first step is the importing of the documents into the
tool. Since the documents are available in different formats
such as PDF, Word documents or images, they must be
converted into a uniform, processable format. The aim is to
have the text of the documents as raw text, i.e., without markup
elements or other syntax that is responsible for the layout.

Many documents contain additional information in the form
of metadata, which is also stored in the document. Metadata
includes, e.g., the name of the author, the creation date, the date
of the last modification, various keywords, the title or a short
description of the content. For example, keywords provide very
precise information about the content of a document and the
creation date can be used to classify the document by year.

Finally, the potential retrieval of documents from Open
Access sources should also be mentioned. Some of them have
potentially useful Application Programming Interfaces (APIs),
so that publications on a particular topic can be automatically
retrieved via the analysis tool and then analyzed. The results
of this analysis can be sent to the user by e-mail. Such a
scenario can save the user a lot of time, as the tool can
search for potential publications and trigger the analysis fully
automatically without further manual steps.

B. Extraction of Named Entities
Once a document has been loaded and the content has

been converted to the appropriate format, the next step is
to extract the relevant entities. In order to recognize entities,
a comparison with different dictionaries is necessary. The
dictionaries typically contain a number of terms per entity.
For example, for the geographical area, there are dictionaries
that list the names of the cities of the world. If a word
or phrase from the text is found in such a dictionary, it
can be marked as a city-entity. By the information which
entity a word is, further information can be obtained in the
following steps. Important entities in the context of this work
are names of persons, places, organizations, dates, addresses as
well as domain-specific technical terms of the nanotoxicology
domain. A separate dictionary was compiled for the latter
by collecting 855,237 entries from different databases such
as MeSH [3], eNanoMapper [2], Nanoparticle Ontology [15],
Springer Nature (SN) SciGraph and the DaNa Glossary.

If entities are recognized in the text, further information
about this entity is also stored. As a result, the positions at
which the entity occurs in a document are recorded. A position
contains the information about the document, the index of the
surrounding sentence and the position of the word within the
sentence. Since an entity usually occurs more than once in a
document, a list of item information is assigned to this entity.

C. Text Normalization
Different methods can be used to find terms with similar

meaning. Based on the lemmatization algorithm [16], two
words, which differ from each other only for grammatical
reasons, can be adapted. In lemmatization, a word is reset to
its basic form, which is also called Lemma [16]. Thus, for
the words “studies” and “studying” the lemma “study” can
be determined. In this case, both words can be summarized
under the term “study”. An alternative to lemmatization is
the stemming algorithm. A stemmer or stemming is generally
understood as the truncation of the suffix of a word [17].
With the same word base and different suffix, many words
usually have the same meaning (e.g., “connect”, “connected”,
“connecting” or “connection”) [17]. Both methods are similar
and both can be used to summarize terms. Since the words
are more consistently reduced to one form by stemming than
by lemmatization, this paper will focus on stemming. As only
a comparison between the words is made here, the shortened
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words do not necessarily have to be readable, as is the case
with lemmatization. In the medical field, many abbreviations
are used in scientific documents. In this case, the abbreviations
should also be combined with the spellings written out as they
can be referred to the same entity.

D. Relations between Entities
The situation that two entities occur close to each other is

known as cooccurrence. The concept of this work is based
on the assumption, that entities that often appear together
(coocurrence) have a potentially strong relationship. In order
to be able to measure this relationship, we must quantify the
dependency, based on the cooccurences of two or more entities.
Beside the frequency of this coccurence, also the distance
between the entities, which form the cooccurence, must be
considered. The smaller the distance between two entities, the
stronger is their cooccurrence.

The concept envisions that as a preprocessing step for all
existing entities located in a defined proximity, the respective
distance to all other entities is calculated. A threshold-value
must be defined for the maximum distance between two
entities. The larger the value, the longer the calculations take,
since the distance between more entities must be calculated.
The maximum distance thus represents a compromise between
the duration of the calculation and the coverage of all relation-
ships. However, since widely spread entities have a minimal
relationship to each other, a calculation does not have to be
performed for all occurrences. For this work the limit value
was set to 20 words, because the strong relationships between
entities could be determined and the calculation speed is still
acceptable high.

To measure the strength of the distance between two
entities (E1 and E2), we developed a formula, that includes
several factors. If the two entities are in the same sentence, only
the distance between the words is calculated. The distance is
given by subtracting the index of E1 from E2. If the entities
can be found in different sentences (S1 and S2), the distance
of the sentences to each other is additionally calculated here,
i.e., how many sentences lie between entity E1 and entity
E2. Finally, the distance of entities contained in different
paragraphs (P1 and P2) will also be added to the formula.
Each distance can be weighted differently with an exponent
(here α, β and γ). The exponents are weighted in descending
order because the distance between the entities has a strong
influence on the strength, the distances between the sentences
and the paragraphs should have a weaker influence. Finally, an
inverse value is calculated from the sum of the differences, so
that large distances lead to a lower strength and vice versa.

strength =
1

(E2 − E1)α + (S2 − S1)β + (P2 − P1)γ

E. Identification of Relevant Documents
The relevance of a document to an entity should not

only be based on the number of occurrences of the entity
in a document, but should be calculated from a combination
of several factors. If only the number of occurrences of an
entity were taken into account when calculating relevance,
this could result in the name or year of an author appearing
very frequently in the bibliography at the end of a document
and not reflecting the entire content of a document. From a

frequently appearing name of a person in the bibliography, one
can only conclude the fact that the author of the document has
often used that person’s literature. This does not mean that
the document has anything to do with this person. Similar to
Information Retrieval (IR) procedures, various factors should
be taken into account, such as how often an entity appears
in the text, whether it is part of the document title, where it
appears in the document, how widely it spreads throughout
the document, and whether it is listed in the keywords of a
document. If an entity is part of the title or the keywords,
the relevance for this document increases considerably. Title
and keywords usually describe a document very concisely and
contain essential entities to describe the content.

In addition, it is also conceivable to include the entities
that are part of an abstract more strongly in the calculation of
the relevance of a document. An abstract usually describes the
content of a document in a few concise sentences. An entity
extracted from it can thus have an important meaning for the
content of the according document.

Another possibility that can be considered for the relevance
of a document is the temporal frequency of an entity. Thus,
for example, it can be determined in which years there was
a certain trend in the use of a term. Documents, which in
this case are no longer in the period of the trend, should be
weighted less strongly, because they, for example, only report
retrospectively on the trend and do not supply any more new
knowledge.

F. Frequency History
There are always periods in which certain entities are

used particularly frequently by authors in literature. Time
trends can be determined from the frequency, with which
an entity appears over several years in different documents.
Researchers at Harvard University, for example, found that the
term “slavery” was very widely used in the early 1860s during
the civil war and the civil rights movement from 1955 to 1968,
by analyzing over 5 million books from the 16th to the 20th
century [18].

The investigation of the frequency of entities over a certain
period of time allows the identification of trends and a temporal
classification. When searching for specific entities, the user can
find out in which years many documents deal with the entity
or when the entity first appeared. In the periods when entities
occur more frequently than average or rarely, further analyses
can be carried out by the researchers in order to search for the
cause.

G. Architecture
The architecture for an automated document analysis tool

essentially consists of three components. Before the prepro-
cessing can take place, the documents must be uploaded.
Afterwards, the entities with their position information are
extracted from the text and stored in a database. The processing
service in turn retrieves the data from the database and sends
it to the client to display it visually. The client can use a
search to decide for which entity he wants to receive additional
information and for which entity relevant documents should
be displayed. An autocompletion helps the user find the right
entities and the search can also be limited by search criteria
such as entity type or number of related entities. A rough
overview about the architecture is given in Figure 1.
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Docs DB Client

Figure 1. Components of the tool

The preprocessing step can be started automatically after
the documents have been successfully uploaded into the tool.
Depending on the number of documents, it may take some time
to process the individual steps. During processing, the client
should be shown a status, which document is currently being
preprocessed and how long it will take. Since preprocessing
consists of several smaller sub-processes such as tokenization,
sentence separation, POS, comparison with dictionaries, cal-
culation of relations, determination of the relevance of docu-
ments, extraction of metadata, recognition of abbreviations,
stemming as well as the assignment of terms to an entity,
these must be brought together to form a pipeline. Within the
pipeline, the subprocesses are executed one after the other,
since some of them also depend on previous ones.

The only component that is actually dependent on a specific
domain is the comparison with the dictionaries. In order to be
able to recognize technical terms in documents, it is necessary
to create certain terminologies that can be used for comparison.
Such an approach is, on the other hand, very generic, since
for another domain only the dictionary has to be exchanged
in order to identify the relevant entities from the documents.
Thus, the analysis tool could also be used very well in other
fields than nanotoxicology.

III. IMPLEMENTATION

The implementation of a prototypical analysis tool will be
used to demonstrate how the analysis of scientific documents
in the field of nanotoxicology can be realized. The application
can be controlled centrally via the client, which is a web
application based on the web framework Angular. A web
application was chosen, because the client only has to make
requests to the implemented services and displays the data on
the user interface at the end. A web application does not need
to be natively installed on a computer and is lightweight and
fast. All preprocessing steps and calculations are handled by
the backend. The backend in turn consists of a Node.js server,
which answers the client’s requests and initiates the necessary
analysis steps of the documents. Since the stored information
about the extracted entities from the documents partly have
different attributes, the NoSQL database MongoDB was used.
This database makes it easy to store data records as JSON
objects, regardless of which keys are contained in the JSON
object. The dataformat used is JSON because JSON is a very
lightweight format for storing data and can be easily processed
with Node.js. Also JSON is the native dataformat in MongoDB
and very well suited for transmission via REST interfaces,
which have also been implemented here.

A. Apache Tika
The toolkit Apache Tika [19] was used for the conversion

of the PDFs, because it can not only extract the text but also
recognize the metadata of a PDF file. A big advantage of this
toolkit is the output in HTML format via the option “–html”.
In HTML output, paragraphs are syntactically marked with a

<p> tag, so that in a next step in the pipeline, the paragraphs
can be saved as entity information as well. Occasionally, words
whose syllables were separated with a hyphen at the end of
the line by a line break could no longer be correctly combined
with Tika. Consequently, a regular expression is used to search
for exactly these occurrences and the line breaks are removed
by a script.

B. GATE - General Architecture for Text Engineering
A large part of the further steps of the preprocessing is

realized by a Java-based tool called GATE [20]. It offers a
variety of plugins that can be combined to a pipeline. A plugin
can be individually added to a pipeline via a plugin manager.
Since many plugins are already included by default, only a
few plugins have to be added manually for the prototype. By
default it includes tools for tokenization, gazetteers, sentence
splitting or POS tagging. Each plugin can create annotations in
the text and add additional information to them. An annotation
represents a marking of a certain place in the text and enhances
this with additional information. These can be very diverse and
depend on the plugin that can add, change and remove new
information in the form of properties (so-called “features”).

Which plugins are used for the implementation of the tool
can be seen in Table I. The Document Normalizer plugin
normalizes various special characters in the texts, then the
ANNIE English Tokenizer splits the words into tokens and the
sentences are annotated by the RegEx Sentence Splitter. The
ANNIE Gazetteer compares the tokens with basic dictionaries
such as city names, addresses, people names, etc. and annotates
recognized words as corresponding entities. The ANNIE POS
Tagger applies POS-Tagging to all tokens and with the help
of the ANNIE NE Transducer several so-called JAPE (Java
Annotation Pattern Engine) rules are applied to the annotations.
These rules ensure that some properties of the annotations are
renamed (e.g., “minorType” to “gender”) for better semantics.
With the Transfer Original Markups plugin mainly the para-
graph tags from the HTML output of Tika are converted into
paragraph annotations. The Morphological analyzer plugin cal-
culates the word root for each word and adds this information
to the annotation. To recognize the annotations an Abbrevia-
tion Extraction plugin was developed, which implements the
algorithm of S. Schwarz and M. Hearst [21] which is mainly
designed for the recognition of abbreviations in biomedical
text. This plugin also detects how an abbreviation is written
out and adds this information to the according annotation.
Abbreviations also need to be stemmed by an Abbreviation
Stemmer plugin so that they can be more easily combined later.
The last plugins in the pipeline are all those that are domain-
specific for nanotoxicology, which is why they are marked with
the prefix “NANO”. These plugins perform the same tasks as
the previous plugins only that they are directly designed for
annotations that can be assigned to nanotoxicology. This is
because, for example, specially designed dictionaries are used,
which only contain technical terms from the domain or special
JAPE rules, which have to adapt these annotations in order to
obtain a better data structure later.

As a result of the execution of the GATE pipeline, a
separate JSON document exists for each document in which all
annotations are contained as objects. Based on several Node.js
scripts, these JSON documents are combined into a single data
set. The annotation objects are compared with each other on
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TABLE I. PLUGINS OF THE GATE PIPELINE

# Plugin Functionality
1 Document Normalizer Replace special characters
2 ANNIE English Tokenizer Split words into tokens
3 RegEx Sentence Splitter Annotate sentences
4 ANNIE Gazetteer Detect entities from GATE
5 ANNIE POS Tagger Recognize POS of word
6 ANNIE NE Transducer Customizing annotations
7 Transfer original markups Annotate HTML tags
8 Morphological analyzer Recognize root word
9 Abbreviation Extraction Extract abbreviations

10 Abbreviation Stemmer Stemming of abbreviations
11 NANO Gazetteer Extracting NANO entities
12 NANO Abbreviation Gazetteer Extracting NANO abbreviations
13 NANO Transducer Adapting NANO annotations
14 NANO Stemmer Stemming NANO entities

the basis of their stemmed value and merged as appropriate.
Based on these data sets, the relations between the annotations
are calculated as already described in the conceptual part of
this paper. As a result, for each annotation it is stored to which
other annotations a very strong relation exists. The same is
done for the calculation of relevant documents as well as for
the calculation of the temporal classification of an entity. The
calculated data is stored in a MongoDB in the form of JSON
data records.

C. Orchestration of the processing tasks
To be able to start GATE directly by a request comming

from the Node.js server, the Java API (GATE Embedded) is
called. Thereby a configuration file is specified at the start
of GATE, in which all plugins of the pipeline are defined.
Since Tika and various Node.js scripts are executed in addition
to GATE, a higher-level pipeline of process calls must be
defined. This is realized via a Makefile. In the Makefile, the
individual processes are configured as targets whose order is
clearly defined when the Makefile is called.

D. Web application
The web application is based on the Angular.js web

framework. A file upload was realized, with which the PDF
documents can be uploaded. The PDF documents must always
be part of a document collection. A document collection is
created in the database after the upload. Furthermore, it is
possible to edit the dictionaries via the web application or
to create new dictionaries with new technical terms. This
enables researchers to keep the identification of relevant terms
up to date in the future. After a document collection has
been created, the analysis can be triggered for it. The Web
application triggers this with a request to the processing
service. During the processing of the individual steps of the
original processing, a status dialog is displayed in the Web
application that shows which step is currently being prepared.
This was realized by transferring the standard output of the
process pipeline in the console to the Web application via a
Web socket connection. The web application then interprets
the logs in such a way that a process bar is generated out of
it.

When the analysis of the document collection is finished,
the user has the possibility to search the data set from the
database for certain terms. The user is supported by an
autocompletion function (see Figure 2). The number behind

a search suggestion indicates how often this term occurs in
the document collection.

Figure 2. Autocompletion

After the user has clicked on one of the search suggestions,
a new page will opened, displaying all available information
about the selected entity (see Figure 3). The relationships of
the selected entity to other entities are visualized in the form of
a graph. The strength of the lines corresponds to the strength
of the relationship between the entities. The nodes in the dark
blue color represent direct relationships, while the nodes in the
light blue color represent the most relevant entities of the dark
blue nodes. This attempts to contextualize the entities within
the graph. If required, additional information about the selected
entity can be displayed in a panel next to the graph. This
includes, for example, information about existing abbreviations
as well as a descending list of the most relevant documents for
this entity. The documents can also be opened or downloaded
directly from this view.

Figure 3. Visualization of entity relationships

Another visualization is to compare the most common
entities of two document collections. A graph visualization
is also generated, which displays the entities from both doc-
ument collections in two different colors. In a third color,
which represents a mix color tone of the other two colors,
the intersection is displayed (see Figure 4). The intersection
includes those entities that occur very frequently in both
document collections. From this it can be concluded that the
two document collections have a certain thematic intersection
concerning these entities.

IV. EVALUATION

The prototypical implementation of a tool for the auto-
mated analysis of scientific documents showed that common
concepts of information extraction can be combined to extract
information from unstructured texts and to transform them
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Figure 4. Comparison of document collections

into a structured, machine-processable data model. However,
this concept is very much based on the quality of the dictio-
naries. If, for example, the terminology used in a particular
department is not as good as in nanotoxicology, the quality
of the results will also suffer. A good selection of dictionaries
and terminologies is therefore crucial. The advantage of the
implementation is the concept of the web application and the
decoupled services in the backend, so that there are no hurdles
during the installation of the software at the end user. The loose
coupling of services and process steps in the pipeline makes
it easy to add new components or replace existing ones in the
future.

V. CONCLUSION AND FURTHER WORK

The paper reported on an automated analysis of scientific
publications on nanotoxicology. It was shown, with which
concepts a solution can be implemented, which can facilitate
the daily work of scientists when searching through large
document collections. Several tools and technologies were
presented, with which a prototypical software was developed.
In addition, it was shown which possibilities are available to
visualize large amounts of collected information in a suitable
way.

As a further step towards automated document analysis,
it can be explored whether the presented solution can also
connect to online databases to automatically download and
analyze new documents and information. The concept could
even go to the point where the researcher is informed by e-
mail that a new document is available after the analysis has
been carried out. Certain filter rules could also define that the
researcher is only notified if the document is relevant to him
and his current research. In this way, further manual steps in
literature research could be automated, making it easier for
researchers to find relevant publications for their research.
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Abstract - Deaths from drug overdose including 

opioid overdose have been increasing at an alarming 

rate, and authorities still find tackling this problem an 

acute challenge. This paper applies Artificial Intelligence 

and statistical techniques to big data to identify the 

demographic and socio-economic factors that have led to 

the increasing number of drug overdose deaths in 

Allegheny County, Pennsylvania, United States. Using 

Artificial Intelligence software, we analyzed a dataset of 

over 3,500 patients alongside demographic and socio-

economic variables to gain detailed insights into the 

issue, insights that we can generalize to craft solutions to 

this problem in both domestic and global communities. 

Our findings revealed patterns ranging from possible 

psychological and behavioral factors and drug use on 

weekends, as well as a direct market supply effect on the 

number of deaths. These findings imply the need for 

authorities to offer educational workshops to individuals 

and their families about the dangers of the current drug 

epidemic and to design an effective policy for the 

oversight of drug market supply that includes taking 

firm action against violators.  

Keywords – data analytics; big data; opioids; drug overdose  

I. INTRODUCTION 

Deaths caused by the opioid crisis have reached 

epidemic levels in the US, with more people dying from 

opioid overdose than by either motor vehicle incidents, gun 

violence, or HIV [2]. In 2016, more than 42,000 Americans 

lost their lives as the result of a drug overdose, including 

613 Allegheny County residents, a rise in deaths of over 44 

percent. This has largely been attributed to the presence of 

newer, stronger drugs such as fentanyl in US communities 

[7]. Local health officials have found it difficult to keep 

pace with the new drugs being introduced into common 

usage, especially the presence of fentanyl in most of the 

heroin sold on the streets. Fentanyl is extremely potent and 

can cause a fatal overdose on the first try for some users [7]. 

Today, drug abuse is indeed a major problem in the US. A 

study by the Center for Disease Control (CDC) clearly 

evidences the existence of this crisis, stating that in 2017, 

more than 47,000 people died of a drug overdose in the 

country [6]. It was found that more than 2,000,000 

Americans live with drug addiction, such as opioid 

addiction [9]. 

This study uses Artificial Intelligence (AI) and machine 

learning techniques to explore a dataset containing 

information on 3,551 fatal incidents of opioid overdose in 

Allegheny County, Pennsylvania, with the aim of finding 

ways to minimize the consequences of the opioid crisis in 

communities in the US and globally.  

Opioid overdose has become an epidemic in the US as 

well as Allegheny County [13]. In 2015, the country 

experienced more than 400 deaths, and from then, the trend 

continued to increase. Data showed that individuals affected 

were within the age range of 25 to 54 years old. It was 

found that there are plenty of opportunities that have not 

been taken full advantage of in terms of intervention for 

opioid users [13]. The authors recommended that screening 

for opioid and other drugs among adults involved in child 

welfare should be improved. Further, enhancing the ability 

of the direct care staff to identify opioid use and risk of 

overdose, as well as access to expert consultants should be 

increased to improve the effectiveness of the care 

mechanism.   

In Section 2 of this paper, we discuss and highlight 

different statistical tools and methods used to carry out the 

investigation to study several demographic factors of those 

affected in Allegheny County. While Section 3 focuses on 

providing a thorough analysis of the data collected through 

various sources, Section 4 highlights key findings of the 

study as well as trends in relation to the subject matter. 

Section 5 provides conclusion and recommendations 
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pertaining to drug overdose in the community that can be 

used for prevention intervention.  

II. METHODOLOGY 

To gain greater insight into the social and economic 

factors that have increased the risk of fatal opioid overdose 

in Allegheny County, PA, we used multiple approaches 

utilizing AI and statistical software and programming 

languages, including IBM SPSS Analytics, IBM Watson 

Analytics, Microsoft Power BI, and Python, to explore the 

dataset, which contained information on 3,551 fatal 

incidents of opioid overdose in Allegheny County. 

The dataset, which covers opioid overdose deaths from 

the year 2008 to 2017, includes fatal accidental overdoses in 

the country and contains information on the date of death, 

the time of death, the manner of death, the age, gender, and 

race of the decedent, the seven most prevalent drugs found 

in overdose victims, the zip code of the overdose incident, 

and the zip code of the decedent’s residence [1]. To look 

further into this issue, we searched for other variables that 

may have a relationship with opioid overdose rates. These 

other variables can be divided into two general categories: 

climate and economic.  

The climate variables we examined were: monthly 

average temperature and temperature departure from mean 

levels for the 2008-2017 base period. This data was 

retrieved using the National Oceanic and Atmospheric 

Administration “Climate at a Glance” tool.  

The economic indicators we examined were: county 

unemployment rate and income inequality in the county 

(measured as a ratio of the mean income of the highest 

quintile of earners divided by the mean income of the lowest 

quintile of earners in the county). These two datasets were 

collected from the FRED Economic Data service of the St. 

Louis Federal Reserve Bank. The final variable examined in 

this category was the uninsured rate, data on which was 

sourced using the U.S. Census Bureau’s Small Area Health 

Insurance Estimates program [12]. 

III. ANALYSIS 

It has proven valuable to first observe the overdose 

dataset by itself to get a full understanding of the situation 

and to provide a baseline against which to compare the 

climate and economic variables examined.  

The timespan of this dataset is from 01/03/08 to 

12/31/17, a total of 9 years, 11 months and 28 days. The 

most surprising and saddening takeaway from the data is the 

age range of those affected by fatal drug overdose, which is 

an astonishing 1 to 91. The n for this dataset is 3,460. 

 
Figure 1. Overdose deaths in Allegheny Country, PA (2008-2017) 

 

Figure 1 indicates overdose deaths over the past several 

years have been increasing at an exponential rate. This 

cannot be explained simply by an increase in population as 

the population of Allegheny County has fluctuated over the 

past decade and has, in fact, not grown at all. The graph uses 

data from 2010 (the earliest year in which reliable data was 

collected) to 2017, to illustrate the rising trend in overdose 

deaths. 

Across all ten years covered by the dataset, it becomes 

clear that the crisis appears to have two distinct peaks in 

terms of age: one among those in their 20s and 30s and 

another among those in their 50s. The most common age for 

someone in the county to die of an overdose is 51, 

indicating that there is a slight skew toward the older of the 

two age peaks. Moreover, the standard deviation is 12.5, 

showing that most deaths occur within an approximately 24-

year timeframe in mid-life. 

It is interesting to observe how age distribution across 

drug overdose deaths changes over time. The double peaks 

are not initially pronounced, but develop over time until 

2017, when they seem to disappear. It is also interesting to 

see how age range widens over the years as well, and how 

age distribution starts to skew toward younger people.  

Nonetheless, the opioid epidemic is more prevalent among 

men than women given that women accounted for a 

comparably low 31 percent of fatal drug overdoses in this 

timeframe.  

It is also clear that the overdose deaths in this county 

occur overwhelmingly among Caucasians. However, it is 

worth looking at the demographics of the county overall to 

identify any major disparities. In Table 1, we compare 

overdose deaths with county population data that closely 

aligns with U.S. Census data. While there may be some 

disparities in the total percentages due to non-matching 

categories, for the purposes of a “sanity check” on the 

proportions of overdose deaths in the dataset, the table 

serves its purpose.  
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TABLE I. PERCENTAGE OVERDOSE DEATHS BY RACE WITH 

COUNTY POPULATION DATA  

Race Percent of 

County 

Population 

Percent of 

Overdose 

Deaths 

Difference 

Asian 4.0 .2 3.8% 

Black or 

African 

American 

13.4 14 -.06% 

Hispanic 2.1 .2 1.9% 

White 78.6 85.5 -6.9% 

It appears that Asian and Hispanic ethnic groups are 

comparatively less affected by overdose deaths to a small 

degree and African Americans are more affected, again by a 

small amount. Meanwhile, Caucasian people are 

overrepresented as victims of overdose deaths by a larger 

difference than any other, although still not by a significant 

degree.  

It is interesting to note that April and August are the 

most common months for overdose deaths to occur. The 

reasons for this are not obvious and warrant further 

investigation. However, other than August, there is a decline 

in deaths during the summer months, which may suggest a 

possible seasonal element in overdose deaths.  

Figure 2 shows the number of deaths by day of the 

week, the results collected here are perhaps unsurprising. 

Friday, Saturday, and Sunday see the highest number of 

overdose deaths. People are less likely to be working on 

these days and will thus have more leisure time. These days 

are also when people are most social, which, depending on 

the person, can involve alcohol or recreational drug use.  

The spike in overdose deaths that occurs at around 5 pm 

is also of interest. This is when many people get out of work 

and there may be a connection here. The fact that most 

overdose deaths occur in the middle of the day is interesting 

as well, particularly the spike observed at 1 pm.  

 

Number of Deaths by Days of Week 

 
Figure 2. Number of deaths due to drug overdose by day of week 

 
 

Figure 3. Top five zip codes for the locations of overdose deaths in the 

county during the period examined 

 

Figure 3 shows the top five zip codes for the locations of 

overdose deaths in the county during the period examined. 

They account for a substantial proportion of all overdose 

deaths, but overall distribution remains quite wide and 

dispersed.   

 
 

Figure 4. Top five zip codes for the residences of people who suffered a 

fatal drug overdose in Allegheny County during the period examined 

Figure 4 shows the top five zip codes for the residences 

of people who suffered a fatal drug overdose in Allegheny 

County during the period examined. They are the same as 

the zip codes identified as the top five locations of fatal 

overdoses. This overlap indicates that people tend to 

overdose in the zip code in which they live, which seems 

reasonable. Nonetheless, there are some differences in 

frequency and a far larger range of zip codes cover the 

residences of the decedents. So, some people do travel and 

then overdose, including from as far away as West Virginia 

and even Minnesota.  

IV. FINDINGS AND TRENDS 

This section highlights key findings of the study, as well 

as trends in relation to the subject matter as per the 

demographic variables tested. 

A. Temperature and Overdose Deaths 

The graph in Figure 5 charts temperatures and uninsured 

rates and reveals a higher death rate for uninsured people in 

the warmer months.  In contrast, in the graph above, a 

51Copyright (c) IARIA, 2019.     ISBN:  978-1-61208-741-2

DATA ANALYTICS 2019 : The Eighth International Conference on Data Analytics

                            61 / 78



 

 

higher death rate is observed to occur in the colder months. 

This is both fascinating and difficult to explain. It is 

possible that uninsured people are less motived to go to the 

hospital in the warmer months, believing that whatever 

ailment they may have will pass on its own since they don’t 

have the cold weather working against them. Moreover, 

illnesses, such as flu and pneumonia, tend to arise in the 

colder months, and this again suggests people are less 

concerned about illness in the warmer months. Therefore, 

there is no significant dependence on temperature in relation 

to drug overdose deaths. 

 

 

 
 

Figure 5. A chart showing how the monthly average temperature and 

annual uninsured rate influenced the death rate 

Figure 6 analyzes the distribution between male and 

female in overdose deaths in Allegheny County. The study 

revalidates that overdose deaths are more amongst men, 

which make up around 69 percent of the total deaths. 

Women account for 31 percent of the total deaths.  

 
Figure 6. A chart showing the number of deaths by sex in Allegheny 

County, PA 

Figure 7 identifies the number of deaths by race. It is 

seen that Whites represent the highest segment of the 

population that is affected among drug users and number of 

fatalities due to the opioid crisis. 

 
Figure 7. A pie chart showing number of deaths by race in Allegheny 

County, PA 

 
 

Figure 8. Shows how the rate of overdose deaths is determined by age and 

the monthly average temperatures 

The graph in Figure 8 plots average monthly 

temperatures against the age of the decedents. The graph 

shows that there are strong clusters and then gaps around 

certain temperatures as compared with age, which shows a 

distinct range. It is interesting to observe certain gaps 

around temperatures at which no overdose deaths appear to 

have occurred versus clusters where many overdose deaths 

occurred. Again, this graph further supports our finding that 

there is no significant dependence on temperature in relation 

to drug overdose deaths. 

 

B. Month to Month Fluctuations 

Looking at every year separately on IBM Watson, a cloud 

system for data analytics, another pattern emerges whereby 

months with abnormally high death counts are followed by 

months with abnormally low death counts, and vice versa. 

This may be related to the availability of drugs in the 

market, reflecting the high level of addiction to drugs 

containing fentanyl and heroin specifically. The authorities 

have successfully taken down various platforms that were 

previously used to sell and buy drugs, but not a lot of 

information has been gathered in terms of the effects of such 

an action [4].  
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Number of Deaths in Year 2017 

 
Figure 9. A visualization of the death rates of each month of the year 

2017 
 

In 2017, the aforementioned pattern was most visible in 

the months of August and September. August saw a high 

number of deaths and was followed by September, a month 

with lower deaths, which is the pattern we recognized 

through IBM Watson which we concluded that this could be 

related to market supply. When one particular month has a 

high death number, the following month is much lower, 

suggesting that the supply is lower in the market. The year 

ended with relatively low death rates in comparison with 

previous months.  

Number of Deaths in Year 2013 

 
Figure 10. A visualization of the death rates of each month of the year 

2013 

As per the visualization in Figure 10, the year 2013 is a 

very good example of the potential oscillating trend, in 

which months with very high fatal drug overdose rates are 

followed by months with significantly lower overdose death 

rates.  

Number of Deaths by Month (2008-2017) 

 
Figure 11. A visualization of the number of deaths for each month of all 

the years of observation 

Looking at all the years examined together in Figure 11, 

we can confirm the pattern that shows that it may be due to 

the supply of drugs in the market which causes fluctuation 

in deaths by months. Looking at August for example, we see 

a peak in deaths, of which then September shows much 

lower deaths. As previously mentioned, and can be seen 

from Figures 9 and 10, this was also apparent when we 

studied each year separately on IBM Watson. There was a 

high indication that after a month of high deaths, the 

following month sees much lower deaths. The visualization 

in Figure 11 was generated using Microsoft Power BI.  

V. CONCLUSION AND RECOMMENDATIONS 

This data analytics study provides an expanded 

exploration of the problem of opioid drug overdoses in 

Allegheny County. Applying several statistical techniques, 

including pattern recognition, and generating other data 

visualizations, we were able to validate previously identified 

findings about overdose deaths, such as the age range and 

general demographics of affected populations [7]. We found 

the tools we used to be very useful in helping us to gain a 

better understanding of our sample set and to generate 

informative and understandable visuals.  

Data Analytics also allowed us to find new 

information about our sample, particularly when combined 

with the additional variables added to the base dataset. We 

were able to generate highly practical visuals and illustrate 

clear trends from a large dataset with many variables, 

indicating that there is a possible relationship between drug 

addiction and lower temperatures and between 

psychological and behavioral factors and weekend drug use 

as well as a direct market supply effect on the number of 

deaths. These findings imply the need for authorities to offer 

educational workshops to individuals and their families, as 

well as health practitioners, about the dangers of the current 

drug epidemic and to design an effective policy for the 

oversight of drug market supply that includes taking firm 

action against violators.  

We recommend that the authorities spend more time 

and funds on advertisements to educate individuals and 

families about the problem as well as investing in 

approaches to oversee market supply to drug users.  

The issue of drug overdose deaths is so pressing that 

more research by data and population scientists is needed to 

gain further insight into this epidemic, so that impactful 

solutions can be found to reduce its harmful effects on 

communities both in the United States and around the globe. 

Results of the current study supported results of the 

past studies. Thus, the limitation of this research was that 

there were no new findings obtained. The tools used in this 

study helped in enabling us to recognize patterns through 

data visualizations, and we encourage future researchers to 

leverage the use of multi-dimensional data to find factors 

that could possibly correlate to the drug addiction epidemic 

to explore new findings within regional and global 

communities. It is the hope that this information will be 
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used in enhancing understanding of readers regarding the 

subject matter.  
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Abstract— Social media has impacted society in many unexpected 
ways, including the real estate and housing markets. Particularly, 
in these markets, social media can affect the structure of the 
communities, landlord-tenant relationships and, subsequently, 
the eviction problem. With the growing availability of search 
data from online sources, there is increasing interest in how 
individuals’ choices reveal submarkets in domains, especially 
those that have a social component, i.e. online reviews and 
connection to social media among others.  To demonstrate the 
structural components of the subnetworks that develop via the 
rental market that cause eviction and the market outcomes that 
result, we will use network analysis. This research aims to 
combine online review and social media data with eviction data to 
explore the range of effects of new media on the eviction rates. 
 
Keywords-big data; social network analysis; data analytics; data 
visualization; eviction. 

I. INTRODUCTION 

   The eviction crisis in the united states has recently drawn a 
plethora of public attention – much of which is due to the 
efforts of dr. Matthew desmond who authored the pulitzer-
prize winning book evicted: poverty and profit in the 
american city, which was published in 2016. Drawing on 
social science research, including his own, desmond (2016) 
has made a compelling argument that evictions are not only 
the result of poverty, but are a major source of poverty 
perpetuation and exacerbation.  

Philadelphia, like other cities, is currently facing an 
eviction crisis with over 240,000 evictions filings in 2017 
alone. To address this problem, the Mayor’s Task Force on 
Eviction Prevention and Response has been established.  
Temple University’s Data Science Institute aims to contribute 
to the City of Philadelphia’s and the nationwide effort to 
combat the eviction crisis. The research outlined in this 
proposal aims to yield findings that will aid existing programs 
and inform the development of new programs and policies. 

The proposed project is concerned with the effects of new 
media, such as social media and shared economy platforms, 
on eviction rates and housing scene in general. In the next 

section, we outline the questions that we will address within 
the scope of the proposed project. 

II. RESEARCH QUESTIONS 
In this section, we provide and elaborate on the research 
questions that we will address within the scope of the 
proposed project.  

A. How does advertising targeting affect the eviction 
problem, and more generally, the housing situation? 
Targeted online advertising can help municipal and 
national programs reach out to vulnerable populations 
and inform them about their rights and government 
assistance programs. For example, New York City runs 
a Propel app that helps people manage SNAP benefits 
and relies heavily on Facebook advertising. On the 
other hand, it has been argued that advertising targeting 
can be used for discrimination purposes: for instance, 
housing advertising may exclude protected categories 
of potential tenants. As a response to those concerns, 
Facebook recently agreed to restrict targeting options 
for housing, employment and credit ads. However, it is 
not clear how widespread is the abuse of advertising 
targeting and what is the magnitude of its 
consequences. It is also unclear if restricting targeting 
options for housing ads is sufficient to protect 
vulnerable populations, especially when there are no 
such restrictions for related categories, such as 
educational institutions and legal advice. In this project 
we aim to investigate the effects of targeted advertising 
policies on the evictions problem in Philadelphia. 

B. Does Airbnb play a role in the eviction crisis? Many 
hosts claim that they sign up for Airbnb to offset high 
rent costs. Hosting an Airbnb on a rental property is 
often explicitly prohibited by a lease contract, but the 
need for additional income can encourage a tenant to 
take the risk. Such violations can lead to eviction of the 
Airbnb host, and there is anecdotal evidence that such 
situations indeed happen. We propose to conduct a 
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systematic analysis of the effect of Airbnb emergence 
and its policies on the eviction crisis. 

C. What is the network structure of the eviction 
community? What overlapping communities and sub-
communities exist? Evictions are the result of a 
breakage in the relationship between a landlord and 
tenant and cause serious hardships on tenants and the 
housing landscape.  Government agencies, non-profits, 
lawyers and judges support both landlords and tenants 
with services, information, or enforcement. To 
determine the network structure, we will complete a 
thorough network analysis to visualize its large-scale 
eco-system.  We will also include data regarding 
eviction filings to determine frequency levels and 
prominence in the network structure.  We will perform 
additional analyses to determine betweenness levels 
among the nodes to uncover intermediary or conduit 
roles and outcomes.  This analysis will aid in 
determining network-related effects regarding eviction 
cycles and their impact. 

 

III. RESEARCH METHODS 
The Research Methods section describes the methods this 
study will utilize to address our research questions. 
 

A. Data Visualization 
The first step in the proposed project is to generate 
descriptive statistics that include data visualization. Data 
visualization of landlords, tenants and eviction victims can 
provide important insights into eviction trends, 
demographics and related behaviors. 

B. Social Network Analysis 
Social network analysis takes as its starting point the 
premise that social life is created primarily and most 
importantly by relations and the patterns formed by these 
relations (Scott and Carrington, 2011).  Numerous 
applications have extended social network analysis into the 
study of political and policy networks (Bond and Harrigan, 
2011; Knoke, 2011).  Analyzing eviction victims from a 
network perspective will determine aggregate choices with 
regard to frequency and geographic locations, rental 

payments, visualization of the evictions at site and city 
levels, and subnetwork patterns. Using a causal inference 
approach, we will create a network model assigning 
individuals a position in a latent space based on City of 
Philadelphia data and determine the network structure of 
eviction victims using aggregate data and predict outcomes 
using housing cost and income rate changes. 

C. Quasi-Experiment 
To elicit causal effects of technological disruptions (e.g., 
emergence of social media, development of advertising 
targeting and policy interventions) we will use the 
longitudinal data of eviction patterns and, controlling for 
other relevant factors, estimate what changes can be 
attributed to the factors in questions. 

 

IV. TIMELINE 
A. September-October 2019 Data collection, tidying and 

visualization. We will use obtained insights to refine 
research questions within the identified directions. 

B. November 2019 - February 2020 Data analysis, 
visualization, network analysis and development of 
policy recommendations. We will first focus on the 
impact of advertising targeting. We will use historical 
data on Philadelphia eviction filings and the data on 
evolution of targeted advertising and policies restricting 
it. Controlling for other factors, we will evaluate how 
advertising targeting affects the evictions situation. 

C. March - May 2020 Analyzing the data related to the 
Airbnb effect on eviction crisis. Addressing other 
research questions that may emerge on the previous 
stage. 
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Abstract—Every day, when firefighters respond to emergencies,
they and the public face an unnecessary risk due to inadequate
staffing. Having too many people stand-by costs a lot of money,
on the other hand, having too few people stand-by leads to
unnecessary safety risks. Therefore, for adequate staffing pur-
poses, forecasting the number of incidents that each fire station
has to handle is a very relevant question. In this paper, we
develop models to create a good forecast for the number of
incidents that each fire station in Amsterdam-Amstelland has
to handle. Previous studies mainly focused on multiplicative
models containing correction factors for the weekday and the
time of the year. Our main contribution is to incorporate the
influence of different weather conditions in the categories of wind,
temperature, rain, and visibility. We show that an ensemble model
has the best predictive performance. Rain and wind typically have
a strong linear influence, while temperature mainly has a non-
linear influence.

Keywords–incident forecasting; fire department planning; gen-
eralized linear models; ensemble models.

I. INTRODUCTION

As for most organizations, the ability to accurately fore-
cast demand is of “paramount importance” for emergency
services, fire departments included [1]. In the 1970s, the Fire
Department of the City of New York and The New York
City-RAND Institute jointly conducted various groundbreak-
ing studies [2]. More recent academic interest seems to be
focused more on ambulance services. While there are obvious
similarities between emergency service providers, they differ
in (the number of) incident types, demand characteristics, and
operational logistics.

Nevertheless, the problems that fire departments have to
deal with, like loss of coverage and the degradation of response
times, are similar. The same is true for possible gains. On a
strategic and tactical level, improved forecasting of workload
leads to a better placement of base stations, and improved
staffing and scheduling. On an operational level, one may pro-
actively relocate units to maximize coverage and minimize re-
sponse times during major incidents [3]. All things considered,
efficient planning of emergency service resources is considered
crucial.

Demand is an important factor when models are being
developed to improve the performance of emergency service
providers. It is, however, not uncommon that, for instance,

call arrival rates are estimated using ad-hoc or rudimentary
methods such as averages based on historical data [4]. This
may ultimately lead to a degradation of performance, or over-
or under-staffing [5]. In most cases, reducing response times
is an important performance measure since this increases the
survival rate of victims [6][7].

Numerous papers have been written on the subject of
forecasting forest or wildfire occurrences, many of those
using weather variables and vegetation types as part of their
model [8]. Forest fire forecasting is no longer a study in
academia alone. In fact, in the United States, e.g., the National
Interagency Coordination Center operates a predictive service
which provides decision support to the U.S. Forest Service,
which facilitates pro-active management and planning of fire
assets on both operational and tactical levels [9].

Although the scale of wildfire occurrences in the Nether-
lands is smaller than in other parts of the world, it is mainly
the greater interrelationship of different types of infrastructure,
i.e., the wildland-urban interface, that causes concern and even
lead to surface fuel models for the Netherlands [10]. For a more
urban environment, like the conurbation of Western Holland,
which also includes Amsterdam, forest fire occurrences are not
very common.

The occurrence of certain types of incidents which fire de-
partments in urban settings typically respond to also correlate
with weather conditions. As such, incorporating this informa-
tion into the planning process of emergency services yields
important advantages over current practice. Typical weather
and storm-related incidents that fire departments in the Nether-
lands respond to are fallen trees, potentially falling debris
that needs securing (roofs, construction work, scaffolding), and
water damage. Another important factor is that the weather also
impacts fire department operations by overwhelming available
resources.

At least in the Netherlands, to the best of our knowledge,
there are no known applications of forecasting algorithms
that are used in practice at fire departments, being urban or
specialized forest services. Given this, we aim to provide an
easily applicable model that can be put to use for an urban fire
department. Therefore, we quantify and model the gut feeling,
which tells firefighters that on stormy days they will have busy
days.
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The organization of this paper is as follows. In Section II,
we describe the data used to obtain the forecasts. Section III
describes the models used for forecasting. In Section IV, we
analyze the performance of the models and state the insights.
Finally, in Section V, we conclude and address a number of
topics for further research.

II. DATA

The available data contains one row for each incident that
happened in the region Amsterdam-Amstelland from January
2008 up until April 2016. The most interesting information
includes the incident’s start- and end time, location, incident
type, the concerned fire station, and the number of fire trucks
used. Since the size of incidents matters for the number of
people you need, the focus is on forecasting the number of
trucks needed.

Figure 1. Histogram of the number of fire trucks per incident.

Figure 1 shows a histogram of the number of trucks per
incident. The vast majority of the incidents require only one
or otherwise just a few trucks. Therefore, it makes sense to
distinguish between ‘big’ and ‘small’ incidents. Big incidents
are mostly due to coincidences that are hard to predict.
Specifically, they do not rely on bad weather conditions or
a particular time of the year in the Netherlands, for example,
as with forest fires in countries with a tropical climate. This
arouses the expectation that the inter-incident times of big
incidents can be modeled as a Poisson process.

To test the Poisson assumption, we apply the Kolmogorov-
Smirnov (KS) test on the inter-incident times in cases when
more than k trucks are needed for several values of k. The
KS-test shows that if we define an incident as ‘big’ when
at least k = 6 trucks are used, then the KS-test does not
reject exponentiality of the inter-incident times (approximate
p-value = 0.429). However, for values of k < 6, the KS-test
doubts (or rejects) this exponentiality (approximate p-value =
0.073 and 0.002 when at least k = 5 and k = 4 trucks are
used, respectively. Hence, according to this result, we define
an incident to be big when at least 6 trucks are needed.

Now that big incidents can be modeled by a Poisson
process, it is time to focus on the small incidents. The small
incidents are probably easier to predict, since bad weather
conditions often cause many small incidents to happen (like

fallen trees, water damage, or police/ambulance assistance at
traffic accidents). To study this, we first omit all incidents
on December 31 and January 1. There are extremely many
incidents around New Year’s Eve, mainly caused by accidents
involving fireworks. These conditions do not occur in the rest
of the year, so it seems logical to analyze these days separately.

(a) Year pattern: higher during summer and winter.

(b) Week pattern: peak on Friday.

(c) Day pattern: low at night, high at midday.

Figure 2. Seasonal patterns: the given percentages represent relative
differences with respect to the average (in blue).

There are clear seasonal patterns in the data for the number
of trucks needed throughout each year, week, and day. The
plots in Figure 2 illustrate this. The pattern in Figure 2c depicts
the activity cycle that an average person goes through every
day of the week. The week pattern (Figure 2b) differs per type
of incident and looks a little different throughout the year. The
pattern in Figure 2a can be included in the model in a more
subtle way than taking factors per month. The problem here is
that, for instance, the differences between the beginning and
end of January are considerable. We correct for this by using
a Loess-smoothed function over the factors per week. We will
include all these patterns in our model, which will be discussed
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in the next section.

Besides the time-dependent components, we want to know
which weather variables we must include in our model. There-
fore, we use the Pearson correlation test to determine which
weather conditions have a significant influence on the number
of trucks we need. The results of these tests are summarized
in Table I.

TABLE I. PEARSON’S PRODUCT-MOMENT CORRELATION TESTS
BETWEEN SOME WEATHER VARIABLES AND THE NUMBER OF

TRUCKS USED FOR SMALL INCIDENTS PER DAY.

Category Variable p-value Correlation

Wind
Average wind speed (FG) < 10−12 0.132
Maximum hourly mean wind speed (FHX) < 10−15 0.177
Maximum wind gust (FXX) < 10−15 0.189

Temperature Average temperature (TG) 0.6897 0.007
Boolean: 1 if average > 0 (TG>0) < 10−8 0.105

Rainfall *
Rainfall duration (DR) 0.0004 0.061
Total rainfall (RH) < 10−15 0.151
Maximum hourly rainfall (RHX) < 10−12 0.132

Visibility **
Minimum visibility (VVN) 0.2217 -0.014
Boolean: 1 if minimum < 200m (VVN<2) 0.2893 0.010

* In 0.1 mm and -1 for <0.05 mm; ** On 0-89 scale, where 0: <100 m, 89: >70 km.

We can see from this that the minimum visibility and the
average temperature both have no significant (direct) influence.
However, if we consider a variable indicating whether it was
on average freezing on that day, then this does have predictive
value. Obviously, we also have to include some variables
indicating the amount of rainfall and wind. However, the
variables within these categories are highly correlated (sample
correlation around 0.9) and, therefore, we may exclude some
of them to simplify our model.

III. MODELS

In this section, we will create a model that predicts directly
the number of trucks that each fire station needs. In the
previous section, we have shown that the big incidents (with
at least six trucks needed) are very hard to predict and that we
can best model them by an (inhomogeneous) Poisson process.
We also showed that the daily pattern of the number of trucks
used for small incidents is quite standard. So, if we know for
some day how many trucks are needed in total, we can quite
accurately extract from this how many trucks are needed per
hour. Therefore, we will try to forecast the number of trucks
needed per day per fire station.

In total, we have 9 different incident clusters or types
in our dataset, some of which occur much more/less often
than others. In Table II, we show the correlation with respect
to one variable of each four weather categories. Looking at
these correlations in detail, we can see that these are often
in line with our expectations. For instance, high wind speed
and rainfall obviously increase the number of incidents due to
‘storm and water damage’ (type 9) and decrease the likelihood
of ‘outside fires’ occurring (type 1).

We will estimate, for each incident type t, a model that
predicts the number of trucks used for small incidents yt,d on
date d, i.e.,

yt,d = ft,d · gt,d · xt,d.

Here, ft,d is a correction factor for the week number based on a
Loess-smoothed function as in Figure 3, and gt,d is a weekday

TABLE II. INCIDENT CLUSTERS AND CORRELATION WITH
RESPECT TO WIND SPEED, TEMPERATURE, RAINFALL, AND

VISIBILITY.

Cluster Type Wind Temp. Rain Visib. # p/day

1 Outside fire -0.135 0.09 -0.193 0.075 3.46

2

Animal in water -0.088 0.134 -0.058 0.013

1.65
Animal assistance -0.072 0.129 -0.088 0.069
Person in water -0.041 0.056 -0.023 0.009
Locked out -0.006 0.159 -0.043 0.062

3 Contamination / nuisance - -0.228 0.038 -0.111 2.52

4
Locked in elevator - -0.088 0.021 -0.015

8.16Automated alarm - -0.069 0.051 -0.037

5
Fire rumor - -0.103 - -

3.57Inside fire - -0.038 - -
General assistance water - -0.019 - -

6 Police assistance 0.048 -0.062 0.026 - 1.34

7
Ambulance assistance - -0.065 - -0.039

8.55Vehicle in water - -0.042 - -0.025
Reanimation - -0.086 - -0.008

8 General assistance 0.063 0.079 0.057 0.052 2.28

9 Storm- and water damages 0.319 0.028 0.279 - 2.10

Figure 3. The year pattern per week (in black) together with its
Loess-smoothed variant (α = 0.3).

factor as in Figure 2b. Both are computed separately for each
incident type. Finally, the term xt,d contains all remaining
information. This includes the average level, dependencies on
the weather, a possible trend and dependencies on all other
variables that we are currently not considering, but which do
exist in reality.

A. Linear regression model

The first attempt to model xt,d is by means of the linear
regression model (LM)

xt,d = β0 + β1 · d+ β2 · windspeedd + β3 · temperatured
+ β4 · rainfalld + β5 · visibilityd + εt,d,

where εt,d is assumed to have expectation zero and some finite
variance. Note that this model includes an intercept (β0), a
linear trend (β1 · d) and (at most) four weather variables.

B. Generalized Linear Model

Our second model, a Generalized Linear Model (GLM)
arises from an observation that the largest outlier neither has
the highest wind speed nor the most rainfall. However, the
combination of wind and rainfall might be the cause. It may,
therefore, be a good idea to include also cross-effects in our
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model, i.e.,

xt,d = β0 + β1 · d+ β2 · windspeedd + β3 · temperatured
+ β4 · rainfalld + β5 · visibilityd
+ β6 · windspeedd · temperatured
+ β7 · windspeedd · rainfalld
+ β8 · windspeedd · visibilityd
+ β9 · temperatured · rainfalld
+ β10 · temperatured · visibilityd
+ β11 · rainfalld · visibilityd
+ εt,d.

Here, εt,d is again a residual term with zero expectation and
some finite variance. Note that this is not a GLM as one may
know from the literature. The only feature that causes it to be
generalized is that it now also handles the cross-term relations
between the weather variables. We could have called it an
expanded linear model as well.

C. Random Forests

The Random Forest (RF) algorithm is a machine learn-
ing algorithm that can be used for both classification and
regression tasks. Compared to LM and GLM it has a large
computation time, but RF is often used in practice since it
generally has great performance. It will, therefore, be worth a
try to implement this algorithm for our regression problem.

As input, the algorithm needs a T × (K + 1)-matrix with
K explanatory variables and one observation variable (in this
case xt,d), all of sample size T . In the first iteration of the
algorithm, a sample of size T is drawn with replacement
from the input matrix. On this sample, a decision tree (DT)
algorithm is executed. This procedure is repeated N times,
yielding N decision trees. When a new sample comes in, we
can take all N predictions for this sample and average these
to get the final prediction.

D. Performance measures

To evaluate the different models, we create a train and a
test set. The train set contains all data up until 2015/06. The
test set contains all data from 2015/07 onwards. This holds
for all incident types, so all test sets contain exactly nine
months of data and the quality of the forecasts can, therefore,
be compared easily. We will measure the quality of a forecast
on n samples using the Mean Absolute Percentage Error,

MAPE =
1

n

n∑
t=1

∣∣∣∣yt − ŷtyt

∣∣∣∣ (yt≥0)=
1

n

n∑
t=1

|yt − ŷt|
yt

,

as well as its weighted version, i.e.,

wMAPE =

∑n
t=1

|yt−ŷt|
yt

yt∑n
t=1 yt

=

∑n
t=1 |yt − ŷt|∑n

t=1 yt
.

Here, yt is the true value in time period t and ŷt is the
prediction.

IV. RESULTS

In this section, we will compare the performance of the
different models and evaluate the insights derived from them.
The results on the MAPE and wMAPE values are given in
Table III. These performance measures are based on the total
daily number of trucks used for small incidents (over all fire
stations and types). This enables us to compare all models
through one value. It is also interesting to see how significant
a parameter is on a 1 to 5 scale, as in Table IV for LM, Table V
for GLM, and Table VI for RF. Here, we assign 1 when the
p-value < 0.001 (very significant) until 5 when the p-value
≥ 0.1 (not significant).

TABLE III. PERFORMANCE MEASURES OF THE MODELS.

Model MAPE wMAPE
LM 0.1886 0.1924
GLM 0.1865 0.1880
RF 0.2006 0.2019

A. Linear regression model

For the linear model, comparing Table IV to Table II, we
observe that when a weather variable has significant predictive
power for some type, then their mutual correlation is relatively
high as well. This is a nice result, but unfortunately, the reverse
is not true. For instance, type 3 is highly correlated with one
of the temperature variables, but this variable does not have
predictive power for this type, which is surprising.

TABLE IV. SIGNIFICANCE OF ESTIMATED PARAMETERS FOR LM.

Incident type
Variable 1 2 3 4 5 6 7 8 9 Avg

Intercept 1 1 1 1 1 4 1 1 1 1.33
Trend 1 5 1 4 3 5 5 5 5 3.78

Wind speed 1 5 5 3 5 5 5 5 1 3.89
Temperature 3 4 5 1 2 5 5 5 5 3.89
Rainfall 1 3 5 5 5 5 5 4 1 3.78
Visibility 5 4 5 4 5 5 5 5 5 4.78

Scaling: 1: p < 0.001, 2: p < 0.01, 3: p < 0.05, 4: p < 0.1, 5: p < 1

If we look at Table IV in more detail, it stands out
that several types have no weather variables with significant
predictive power. Opposed to type 3, this is not surprising for
type 6 and 7, since their correlations to the weather variables
are relatively low as well. On the other hand, types 1 and 9
are well predicted by the amount of wind and rainfall, which
is intuitively explainable as well.

Since the wMAPE is higher, we can conclude that the LM
is not very good at predicting relatively busy days (compared
to predicting average days). However, the fire brigade is, of
course, more interested in when they have busy days. They
are prepared for average days anyway.

B. Generalized Linear Model

Recall that the GLM model is an expanded version of the
linear model, so it could be at least as good. The question
is how much value it adds to the linear model. Comparing
the significance of the variables in Table V to that of LM
in Table IV, we observe that, in general, the single weather
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TABLE V. SIGNIFICANCE OF ESTIMATED PARAMETERS FOR GLM.

Incident type
Variable 1 2 3 4 5 6 7 8 9 Avg

Intercept 1 2 1 1 1 5 1 2 3 1.89
Trend 1 5 1 4 3 5 5 5 5 3.78

Wind speed 3 5 5 5 5 5 5 5 1 4.33
Temperature 5 5 5 3 2 5 5 5 4 4.33
Rainfall 5 3 5 5 5 5 5 5 1 4.33
Visibility 5 5 4 5 5 5 5 5 5 4.89

Wind*Temp. 5 5 5 5 5 5 5 5 5 5.00
Wind*Rain 3 3 5 5 5 5 5 5 1 4.11
Wind*Visib. 5 3 5 4 5 5 5 5 5 4.67
Temp.*Rain 2 3 5 5 5 5 5 5 1 4.00
Temp.*Visib. 5 5 5 5 5 5 5 5 5 5.00
Rain*Visib. 5 5 5 5 5 5 5 3 5 4.78

Scaling: 1: p < 0.001, 2: p < 0.01, 3: p < 0.05, 4: p < 0.1, 5: p < 1

variables have lost some importance in favor of cross-term
variables they partition in. Type 1 is an excellent example of
this. Here, the temperature had some predictive power in the
LM, but now it turns out that it is mainly the combination with
the amount of rainfall that matters. In addition, also wind speed
and rainfall turn out to be less predictive on their own than
the LM indicated. It is their cross-term effect that is important.
Looking at the average column on the right, we also see that
the intercept has lost some importance. Apparently, a bigger
part can be modeled by the weather after adding some cross-
term variables. Of all weather variables, it is even the case that
two cross-term variables have the most predictive power.

Noting the influence of the cross-term variables, we expect
that the performance of the GLM is better than that of the LM.
If we compute the results for the totals per day, we still see that
the wMAPE is somewhat higher than the MAPE, but compared
to their equivalents of the LM, they are slightly better (about
2%).

C. Random Forests

Different from the previous models, the RF algorithm does
not estimate a parameter for each variable. We, therefore, have
to find another measure for the importance of each variable.
We will consider the ‘RSS-ranking’ for this purpose.

In the RF algorithm, in each decision node, the algorithm
splits the remaining sample based on a decision rule on the
variable that reduces the standard deviation most. In other
words, it tries to improve the fit of the model to the training
data as much as possible, i.e., the biggest decrease in residual
sum of squares (RSS) between the fitted model and the
observation data in the training set. Hence, we can measure the
importance of a variable based on the total decrease in RSS
from splitting on this variable. Table VI shows the results of
the RSS ranking. As in the previous models, visibility is often
the least important variable. However, the biggest difference
is that in this case, the temperature is remarkably important.

When we compare the results of RF to the previous models,
we see that, in general, RF gives the worst results. However,
the effort for running this model is perhaps not in vain. When
diving deeper into the results, we discover that the RF has the
best wMAPE for type 9, which may be an indication that this
algorithm is better in predicting busy days. This is confirmed
by the plot of the predictions for type 9 of both GLM and

TABLE VI. IMPORTANCE W.R.T. TOTAL DECREASE IN RSS.

Type-cluster
Variable 1 2 3 4 5 6 7 8 9 Avg

Wind speed 4 2 4 1 3 2 2 4 1 2.56
Temperature 1 1 1 3 2 1 1 1 3 1.56
Rainfall 3 4 3 2 1 4 4 3 2 2.89
Visibility 2 3 2 4 4 3 3 2 4 3.00

RF in Figure 4. Obviously, the RF algorithm recognizes much
better than GLM when the weather conditions are risky and
likely to cause many incidents to happen.

(a) Generalized Linear Model

(b) Random Forest

Figure 4. Forecasts (in blue) of the number of trucks used for small incidents
of type 9, including the upper bound of its 95%-prediction interval (in red).

D. Ensemble model

From the previous discussion, we can conclude that GLM
gives the best results when we look at the totals per day, but it
is worse in predicting busy days than RF. If we can combine
both models in such a way that we capture the good features
from both models, then this may improve our forecasts. We
will try to do this by applying a form of so-called ensemble
averaging (EA). In our case, we will take a weighted average
of the forecasts of RF and GLM, i.e.,

EA = γ · RF + (1− γ) · GLM,

for some constant γ ∈ [0, 1].

We have to determine the optimal value of γ to use in
order to get the best results. Since GLM initially gives the
best results, and we only need RF to be able to predict the
busy days a bit better, we may expect that we have to put
more weight on GLM, i.e., that γ < 0.5. When we vary γ
from 0 to 1, both the MAPE = 0.1853 and the wMAPE =
0.1860 take their minimum in γ∗ = 0.2 (which is better than
GLM individually; when compared with γ = 0).
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E. Practical implication

After the forecasts are complete, we extract from them the
capacity we expect each fire station to need each day. For this,
we want to have some certainty that the capacity is satisfying
for that day. Different from a confidence interval, which only
measures the uncertainty of the forecast, a prediction interval
includes, in addition, the variability of the number of incidents
in real life. We can, therefore, use the upper bound of the
prediction interval to ensure that the predicted capacity will
be satisfactory with, for instance, 95% certainty.

The 100(1 − α)%-prediction interval for the GLM model
y = Xᵀβ + ε for a future observation y0 can be computed as

ŷ0 ± t(1−α/2)n−k σ̂
√
xᵀ0(X

ᵀX)−1x0 + 1,

(see [11]), where ŷ0 is the predicted value for y0, t(1−α/2)n−k is
the (1−α/2)-quantile of the t-distribution with n−k degrees
of freedom, n is the number of samples in the training set, and
k is the number of variables in the model.

For the RF algorithm, we have N decision trees, which all
yield one prediction for each future observation. The variability
of these N individual predictions captures the uncertainty of
the final prediction (the average of the individuals). In order
to capture the variability of the observations, we need again
our assumption on the residuals. In this case, we will use this
by adding to each of the N individual predictions a random
value, drawn from the empirical distribution of the residuals
in the training set. Then, the resulting N values include all
the variation we need. Their (α/2)- and (1 − α/2)-quantiles
together directly form the desired prediction interval.

TABLE VII. CAPACITY NEEDED PER DAY AND FIRE STATION WITH
CERTAINTY THIS CAPACITY SUFFICES THAT DAY.

Avg cap. needed % of days 2 needed Available
Fire station 90% 95% 99% 90% 95% 99% cap. 1?

Aalsmeer 0.14 0.17 0.27 0.0% 0.0% 0.0% No
Amstelveen 0.44 0.53 0.80 0.0% 0.3% 3.3% No
Anton 0.40 0.48 0.73 0.0% 0.0% 0.3% No
Diemen 0.12 0.15 0.25 0.0% 0.0% 0.0% No
Dirk 0.34 0.41 0.64 0.0% 0.0% 0.7% No
Driemond 0.04 0.05 0.10 0.0% 0.0% 0.0% Yes
Duivendrecht 0.17 0.20 0.30 0.0% 0.0% 0.0% No
Hendrik 0.59 0.71 1.07 0.7% 1.7% 67.7% No
IJsbrand 0.19 0.24 0.38 0.0% 0.0% 0.0% Yes
Landelijk Noord 0.04 0.06 0.11 0.0% 0.0% 0.0% Yes
Nico 0.35 0.42 0.64 0.0% 0.0% 0.3% No
Osdorp 0.42 0.51 0.77 0.0% 0.0% 1.0% No
Ouderkerk a/d Amstel 0.06 0.08 0.13 0.0% 0.0% 0.0% Yes
Pieter 0.41 0.50 0.75 0.0% 0.0% 1.7% Yes
Teunis 0.28 0.34 0.53 0.0% 0.0% 0.0% No
Uithoorn 0.12 0.15 0.25 0.0% 0.0% 0.0% No
Victor 0.28 0.34 0.51 0.0% 0.0% 0.0% No
Willem 0.30 0.36 0.55 0.0% 0.0% 0.0% No
Zebra 0.23 0.28 0.44 0.0% 0.0% 0.0% Yes

If we combine all these results, we get Table VII that gives
the needed capacity for each fire station. From this, we can
conclude that, on an average day, (almost) all fire stations only
need a capacity of one truck. Only if we want to be 99% sure
that the capacity suffices, we need a capacity of two trucks at
station ‘Hendrik’ on an average day. Then ‘Amstelveen’ also
needs a capacity of two on some days. Moreover, ‘Pieter’ does
not have the required capacity in 1.7% of the days (see in red).

V. CONCLUSIONS AND DISCUSSION

In this paper, we developed a model to create a good
forecast on the number of incidents that each fire station in

Amsterdam-Amstelland has to handle. Here, special interest
went to the influence of several weather conditions and to the
issue of dealing with the low number of incidents.

The answer is split into two parts. The forecasts created for
the small incidents can be done reasonably well by ensemble
averaging (EA). Big incidents can be modeled by an inhomo-
geneous Poisson process. Concerning the weather, (the combi-
nation of) rain and wind on average had the most influence in
the linear models and temperature appeared to contain mostly
non-linear relations with the number of incidents. As expected
beforehand, the visibility had the least predictive power among
those four weather variables.
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Abstract—Email marketing is a widely used business tool
that is in danger of being overrun by unwanted commercial
email. Therefore, direct marketing via email is usually seen as
notoriously difficult. One needs to decide which email to send
at what time to which customer in order to maximize the email
interaction rate. Two main perspectives can be distinguished:
scoring the relevancy of each email and sending the most
relevant, or seeing the problem as a sequential decision problem
and sending emails according to a multi-stage strategy. In this
paper, we adopt the second approach and model the problem
as a Markov Decision Problem (MDP). The advantage of this
approach is that it can balance short- and long-term rewards
and allows for complex strategies. We illustrate how the problem
can be modeled such that the MDP remains tractable for large
datasets. Furthermore, we numerically demonstrate by using real
data that the optimal strategy has a high interaction probability,
which is much higher than a greedy strategy or a random
strategy. Therefore, the model leads to better relevancy to the
customer and thereby generates more revenue for the company.

Keywords—email marketing; Markov decision processes; ap-
proximate dynamic programming; recommendation systems.

I. INTRODUCTION

Customer communication is crucial to the long-term suc-
cess of any business. Research has shown communication
effectiveness to be the single most powerful determinant of
relationship commitment [1]. Companies can choose from
multiple channels in reaching their customers. The recent rise
of social media has expanded the possibilities immensely.
Most research focuses on email communication though, be-
cause it is relatively easy to collect data of every email sent
and every interaction resulting from the email on a customer
level. Therefore, a thorough analysis of email communication
effectiveness is possible.

Currently, in most companies, domain experts determine
the email strategy. Customers are selected for emails based
on business rules. These rules can be deterministic, such as
matching the language or gender of the email with those of
the customer, or stochastic, such as matching the (browsing)
activity categories of a customer to the category of the email.
Measurements suggest that a large fraction of the emails are
unopened, a larger portion of the emails do not even direct
customers to the company’s website, and almost all emails
are not related to direct sales. An increase in the interaction
probability, therefore, directly leads to additional revenue.
This probability can be increased by a better recommendation
process of deciding which email to send at what time to which
customer.

The challenge faced in this research can be classified within
the research field of recommender systems. A recommender
system has as purpose to generate meaningful recommenda-
tions of items (articles, advertisements, books, etc.) to users. It
does so based on the interests and needs of the users. Such sys-
tems solve the problem of information overload. Users might
have access to millions of choices but are only interested in
accessing a fraction of them. For example, Amazon, YouTube,
Netflix, Tripadvisor, and IMDb use recommender systems to
display contents on their web pages [2]. Similarly, one can use
recommender systems to recommend certain emails to users,
thus, to determine when to send which email to which user.

Recommender systems have traditionally been classified
into three categories: content-based filtering, collaborative
filtering, and hybrid approaches [3]. Content-based filtering
is a recommendation system that learns from the attributes
(or the so-called contents) of items for which the user has
provided feedback [4]. By doing so, it can make a prediction
on the relevancy of items for which the user has not provided
feedback. Collaborative filtering looks beyond the activity of
the user for which a recommendation needs to be made. It
recommends an item based on the ratings of similar users [3].
Hybrid recommender systems make use of a combination of
the above-mentioned techniques in order to generate recom-
mendations.

Although recommender systems might seem a good way
to address the direct marketing problem, they have some
shortcomings. One of the major problems for recommender
systems is the so-called cold-start problem. This concerns
users or items which are new to the system, thus little informa-
tion is known about them. A second issue is that traditional
recommender systems take into account a set of users and
items and do not take into account contextual information.
Contextual information might be crucial for the performance
of a recommender system [5]. A third issue is overspecial-
ization: “When the system can only recommend items that
score highly against a users profile, the user is limited to
being recommended items that are similar to those already
rated” [3]. Lastly, recommender systems must scale to real
data sets, possibly containing millions of items and users. As
a consequence, algorithms often sacrifice accuracy for having
a low response time [2]. When a data set increases in size,
algorithms either slow down or require more computational
resources.

The main contribution of this paper is that we address
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Figure 1. Frequency of event types.

the mentioned shortcomings of the traditional recommender
systems by formulating the direct marketing problem as a
Markov Decision Process (MDP). This framework deals with
context and uncertainty in a natural manner. The context (such
as previous email attempts) can be specified in the state space
of the MDP. The uncertainty is addressed by the optimal policy
as an exploration-exploitation tradeoff. The scalability of the
algorithm is addressed by limiting the history of the process
to sufficient information such that the state space does not
grow intractably large. Furthermore, we test our model with
real data on a greedy and random policy as a benchmark. The
results show that our optimal strategy has a significantly higher
interaction probability than the benchmark.

The organization of this paper is as follows. In Section II, we
describe the data used for our data-driven marketing algorithm.
Section III describes the model and introduces the relevant
notation. In Section IV, we analyze the performance of the
model and state the insights from the model. Finally, in
Section V we conclude and address a number of topics for
further research.

II. DATA

In this section, we describe the data used for this research.
The data is gathered from five tables of an international
retailer from one complete year and concerns: sales data, email
sent data, email interaction data, customer activity data, and
customer data.

The sales table contains all orders that have been placed
by each customer. This includes information on the product,
price, and date. The email sent table contains all emails sent
to each customer. An email is characterized by attributes such
as title, category, type, gender, and date. The email interaction
table is structured similarly to the email sent table, however, it
contains an interaction type. An interaction type can be email
open, link click, e-commerce purchase, email unsubscribe, or
email deactivation. The customer activity table contains for
each customer its activity on the retailer’s platform, such as
browsing or clicking on the website. Finally, the customer
table contains characteristics of a customer, such as date of
birth, country, city, and gender.

Figure 2. Distribution of time until first interaction with an email.

The retailer has over 1 million unique active customers in its
database. In total, a little more than 132 million emails were
sent, leading to around 34.5 million interactions. The main
interaction category is ‘email open’, which occurs over five
times more frequently than the second interaction category,
‘link click’. This is intuitive, as an email needs to be opened
in order to click a link. Even fewer emails are related to direct
online sales and rarely an email leads to an unsubscribe or
deactivation (see Figure 1). The customers that interact with
an email, usually do so within a few hours. The majority even
within one hour, with the number of interactions declining
by the hour afterward. Only after 24 hours, there is a slight
increase in the number of interacting customers (see Figure 2).

With the current email strategy, the retailer does not send
the same emails to the same customers. The average customer
receives an email every other day and interacts with an email
every 10 days. Interestingly, some customers interact with
more than 1 email per day on average. The email interac-
tion rate varies between the email category and email type.
The interaction rate of individual emails shows even larger
differences. This rate ranges from 3.4% to 67%.

In this research, we are mainly interested in delivering
relevant communication to the customers. Whether an email
is relevant to a customer can be expressed by whether the
customer interacted with the email. We investigate two cor-
relations related to the email interaction rate. We do this by
visualizing the relation with a scatter plot (plotting a random
sample of the data) and including a 95% confidence interval
for the mean. The confidence interval is created through a
bootstrap procedure.

Figure 3 (left) visualizes the correlation between the aver-
age number of emails received and the number of interactions.
The average daily interactions is positively correlated with the
average daily emails. This is intuitive, as it would benefit no
strategy to send more emails to a customer that does not
interact with emails. Also, it is impossible for a customer
to interact with 2 emails if the customer only received 1.
However, sending more emails does not necessarily mean
more interactions. Figure 3 (right) visualizes the correlation
between the interaction probability and total order value of
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Figure 3. Scatter plots diagrams: # emails vs # interactions (left) and interaction probability vs customer order value (right).

a specific customer. The interaction probability is defined as
the number of interactions divided by the number of received
emails for a specific customer. The graph indicates that a
higher interaction probability is correlated with a higher-order
value. When looking at the interaction probabilities of 0.3
and 0.4, the confidence intervals for the mean total order
value (averaged over all customers) are non-overlapping. For
a probability of 0.3, the confidence interval is [174.68, 180.71
and for a probability of 0.4 this yields [189.02, 195.11]. Thus,
customers that have a higher interaction probability have a
higher customer value (for interaction probabilities smaller
than 0.8).

III. MODEL DESCRIPTION

We implement a discrete-time MDP for our email marketing
process. The MDP is defined by four entities: the state space
S, the action space A, the reward function r, and the transition
function p.

We define a state s ∈ S as a vector of the form s =
(x0, x1, x2, y0, y1). Here, xi represents the (3 − i)th previous
interaction of the customer for i ∈ {0, 1, 2}. Similarly, yj is
defined as:

yj =

{
1, if (2− j)th previous action lead to an interaction,
0, otherwise,

(1)
for j ∈ {0, 1}.

This choice for the state is partially inspired by [6], in which
the state is defined as the sequence of the past k items bought.
We make a clear distinction between actions and interactions,
an action meaning sending an email to a customer and an
interaction meaning the customer interacting with an email.
The xi’s of the state space represent a customer’s preference
in content, and the yi’s represent the customer’s sensitivity
to emails. The parameters i = 3 and j = 2 have been
empirically chosen, leading to an approximate model. There
is a trade-off between tailoring the model for individuals and
more accurately estimating the model parameters. The size of
the state space grows exponentially as i and j are increased,
since |S| = |A|i2j .

We define an action ai ∈ A as an integer. This integer
represents a combination of email category and email type. An
example of a category is ‘household products’ and an example
of type is ‘special event’. In our data, 20 categories and 21
types exist. However, not all combinations of category and
type appear in the data. Therefore, we focus on the 20 actions
that occur most frequently. In this way, we reduce the size of
the action set by 95% at the cost of discarding 21% of the
data.

The reward function represents the reward (business value)
of a customer visiting a state. We aim to maximize the
communication relevancy to the customers. This can be mea-
sured by customers interacting with emails. Thus, the reward
function should measure email interactions. We define the
reward function as r(s) = y1 for s = (x0, x1, x2, y0, y1).
This function expresses whether the previous action leads to
an interaction. Conveniently, the last element in the state vector
already does so.

The transition probabilities are estimated by simply count-
ing the occurrences of a transition in the data. Specifically,

p(s, a, s′) =
C(s, a, s′)∑

s′∈S C(s, a, s′)
,

in which C(s, a, s′) is a function that counts the number of
occurrences of transitioning from state s to state s′ when
applying action a. To create the data to estimate these prob-
abilities, three steps are required. First, we collect on a daily
level which action and interaction was registered with which
customer. Next, we compute the state of each customer based
on this information. Lastly, we aggregate all state changes of
all customers into one final table. These steps are visualized
in Figure 4.

To summarize the implementation of the MDP, we present
an example. This example is visualized in Figure 5. The
example highlights that when a customer is in state st =
(14, 6, 10, 0, 0) and action at = 17 is applied, we have a 19%
chance of transitioning to state st+1 = (6, 10, 17, 0, 1) (since
p(st, at, st+1) = p

(
(14, 6, 10, 0, 0), 17, (6, 10, 17, 0, 1)

)
=

0.19) and a 81% chance of transitioning to state st+1 =
(14, 6, 10, 0, 0). Note that for any st, only two possibilities
exist for st+1.
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Figure 4. The three data processing steps required for estimating the transition probabilities.

Modeling considerations

Multiple challenges arise when modeling the problem as
an MDP. Most of these have been tackled by defining an ap-
propriate MDP as done in the previous paragraphs. However,
some modeling choices remain which are described next.

A. The unichain condition

In order for solution techniques to work for our model, the
MDP needs to be unichain. The unichain property states that
there is at least one state s ∈ S, such that there is a path from
any state to s [7]. A path from z0 to zk of length k is defined
as a sequence of states z0, z1, . . . , zk with zi ∈ S with the
property that p(z0, z1) · · · p(zk−1, zk) > 0.

The unichain property does not automatically hold when we
take all states and state transitions directly from the data. This
is because the chain is partially observed, so for some states it
is not observed that a specific action causes an interaction. For
some states, it might only be observed that the next possible
state is the current state. We solve this problem by removing
all states for which fewer than 2 next states are observed.

B. Estimation of transition probabilities

In our implementation, making the MDP unichain reduces
the number of observed states. A problem with the estimation
of the transition probabilities is that some probabilities are
based upon thousands of observations, whereas others only
on a few observations. This introduces noise in the transition
probabilities. To tackle this challenge, we recursively remove
state transitions that occur fewer than 50 times and, if this leads
to states being impossible to transition to, we also remove
those and transitions to those states.

The MDP is partially observed, we initially observe 86%
of the theoretically possible states. After filtering, we are left
with 39% of possible states. This is a large reduction in the
number of observed states, however, it does ensure we focus
on the most relevant and frequently observed states. Figure 6

Figure 5. Example transition.

shows the distribution of the number of observed transitions
per state before filtering.

C. Exponential growth

Lastly, defining and solving an MDP can be difficult because
of the exponential growth of the state space due to the multiple
components of the state, as discussed before when setting the
values of i and j. If the state space becomes too large, solving
the MDP might not be realistic. To ensure the MDP can be
solved within a feasible time period, we implement a custom
version of the value iteration algorithm, taking into account
the following issues.

In our case, the set of possible next states, defined as
E(s, a), only consists of 2 states. This significantly reduces
the run time of the algorithm. If we would not do this, the
algorithm would have to check the transition probabilities to
and values of all 32,000 possible states.

We implemented the action set, A, as being dependent on
the state, thus redefining it as A(s). For some states, not all 20
actions are observed. So, it is unknown to the model what the
transitions would be. Not taking into account these unknown
actions improves the speed of the algorithm.

Finally, we initialize E(s), A(s), and p(s, a, s′) for all s, a,
and s′ in memory, using Python dictionaries. This allows for
O(1) lookup steps of any probability, action set, or the set of
next states within the algorithm.

IV. RESULTS

In this section, we present an analysis of the performance of
the models. We analyze the strategy performance by compar-
ing three different strategies, all based on the MDP framework:

Figure 6. Distribution of the number of observed transitions per state.
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Figure 7. Comparing strategy performance: optimal vs greedy vs random.

the optimal strategy, a greedy strategy, and a random strategy
(benchmark). The optimal strategy is calculated through value
iteration, the greedy strategy through choosing in each state the
action with the highest interaction probability, and the random
strategy through randomly choosing an action in each state.

Figure 7 shows the resulting performance of the three
strategies. The optimal strategy has the highest long-run in-
teraction probability, corresponding to a value of 65%. The
greedy strategy is second with a rate of 53%, and the random
strategy with 30%. Interestingly, the interaction rate of the
optimal strategy is 23% higher than the rate of the greedy
strategy, showing that taking into account delayed rewards can
highly increase the strategy value. Both the optimal and greedy
strategy perform better than the random strategy, showing that
using advanced strategies has a large impact on the interaction
rate.

Figure 8 highlights the effectiveness of each action type.
This effectiveness is measured by dividing the frequency of an
action within the optimal or greedy strategy over the expected
frequency of that action. It is measured in this way, since
an absolute measure would not be accurately representing the
action performance, as in some states only one action might
be possible. So, the absolute measure would not represent how
much the action is preferred over other actions. A comparison
between the greedy and optimal strategy is made, to highlight
the difference between short- and long-term rewards of the
corresponding action.

Large differences are visible in action performance. Actions
that perform well on both the short- and long-term are action
7: the type retail clearance, 19: weekly limited product releases
in a specific category, and 6: new releases. Interestingly,
some actions are highly beneficial for the long-term, but not
beneficial for the short-term, see., e.g., action 4. Actions that
perform poorly are action 1, 14, 15, 16, or 17, which are
all weekly limited product releases. It seems that only the
weekly limited product release in a specific category (action
19) performs well.

V. CONCLUSIONS AND DISCUSSION

This research shows that the retailer can increase its rele-
vance to its customers by applying a different email strategy.

Figure 8. Action performance: frequency of an action within the optimal or
greedy strategy divided by the expected frequency of that action.

Hereby, it possibly increases the revenue it generates. How-
ever, the strategy we developed is based on the data generated
from the retailer’s current email strategy. If the retailer starts
experimenting with different strategies, this might uncover
patterns unknown to the current model and potentially improve
the optimal strategy we presented.

An interesting result of this research is the difference
between the optimal and the greedy strategy. The interaction
rate of the optimal strategy is 23% higher, relatively. Thus, the
balance between short- and long-term reward should be taken
into account when dealing with similar problems. If we would
have chosen to use traditional methods, such as content-based
or hybrid filtering, this result would not have been directly
visible. These methods do not explicitly include this balance,
so during the modeling process, it will be beneficial to try to
include this balance.

Moreover, the results indicate a ‘reality gap’ between theory
and practice. The interaction rate of the random strategy (30%)
is higher than the interaction rate of the retailer’s current
strategy (27%). This is probably because our model has fewer
restrictions compared to real life. However, with the interaction
rate of the optimal strategy being 65%, the model shows to
have potential.

Throughout this research, all data concerns the past. How-
ever, to more accurately measure the impact of strategies, it
would be better to measure the performance real-time. For
example, through an A/B testing procedure. Then, reinforce-
ment learning could be used to learn the value of strategies in
real-time. Next to a balance in short- and long-term reward,
this algorithm balances exploration and exploitation. Thus, it
tries to both learn a better strategy and apply the best-known
current strategy.

Furthermore, we can extend the model by redefining actions.
In this research, we focused on emails. However, this channel
is not tied to the model. In the future, the same model can
optimize push notifications of mobile applications, in exactly
the same manner as the current model does.
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Research opportunities

As with any model, the model we presented in this research
is a simplification of reality. The main impact is that, compared
to real life, the model can choose between more actions.
In reality, not every action can be undertaken in every time
period. This can be improved by further restricting the action
set, based upon the state. For example, incorporating the
previous action in the state and restricting the action set based
on this previous action.

Furthermore, the estimate of transition probabilities can be
improved. At the moment, this estimation is based upon count-
ing frequencies. However, when transitions are not observed,
or observed infrequently, this estimation is unreliable and
these transitions are filtered. This leads to a further restricted
state space. Instead of removing these transitions, we could
initialize a default probability from transitioning from a state to
any other state. Or we could use machine learning techniques

to estimate these probabilities, as a transition probability might
say something about the transition probability of a similar
action.
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