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Foreword

The First International Conference on Fundamentals and Advances in Software Systems
Integration (FASSI 2015), held between August 23-28, 2015 in Venice, Italy, dealt with software
system integration.

Despite a legacy of projects over decades and the likelihood of continued if not
increased connectivity between software systems in the future, there is little by way of a sound
theory as to the cause of the problems of software integration and how we might address
them.

On the surface the question of how to integrate two software systems appears to be a
technical concern, one that involves addressing issues, such as how to exchange data (Hohpe
2012), and which software systems are responsible for which part of a business process.
Furthermore, because we can build interfaces between software systems we might therefore
believe that the problems of software integration have been solved. But those responsible for
the design of a software system face a number of trade-offs. For example the decoupling of
software components is one way to reduce assumptions, such as those about where code is
executed and when it is executed (Hohpe 2012). However, decoupling introduces other
problems because it leads to an increase in the number of connections and introduces issues of
availability, responsiveness and synchronicity of changes (Hohpe 2012).

The objective of this conference was to work towards understanding of these issues, the
trade-offs and the problems of software integration and to explore strategies for dealing with
them.

We take here the opportunity to warmly thank all the members of the FASSI 2015
Technical Program Committee, as well as the numerous reviewers. The creation of such a high
quality conference program would not have been possible without their involvement. We also
kindly thank all the authors who dedicated much of their time and efforts to contribute to FASSI
2015. We truly believe that, thanks to all these efforts, the final conference program consisted
of top quality contributions.

Also, this event could not have been a reality without the support of many individuals,
organizations, and sponsors. We are grateful to the members of the FASSI 2015 organizing
committee for their help in handling the logistics and for their work to make this professional
meeting a success.

We hope that FASSI 2015 was a successful international forum for the exchange of ideas
and results between academia and industry and for the promotion of progress in the field of
software system integration.

We are convinced that the participants found the event useful and communications very
open. We hope Venice provided a pleasant environment during the conference and everyone
saved some time for exploring this beautiful city.
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Towards a Metrics Model for DevOps,  
Results of a Case Study in an Industrial Company 

Jos Trienekens 
University of Technology,  

Faculty of Industrial Engineering and Innovation Sciences 
Eindhoven, The Netherlands 

email: j.j.m.trienekens@tue.nl 
 
 

Abstract—Recently in the software industry, a methodology  
called DevOps has emerged, which aims at the integration of 
software development and deployment (i.e., 
operations/maintenance) to improve the performance of the 
overall software process. DevOps contributes to the multi-
dimensional problem of software integration, approaching this 
problem from an organizational point of view. DevOps 
originates from lean and agile methodologies and stresses the 
improvement of the entire process flow, overall product quality 
improvement based on customer feedback.  This paper 
presents a case study at Philips IT The Netherlands on the 
implementation of DevOps, in particular on the iterative 
identification and specification of a metrics model to monitor 
the effectiveness of DevOps. 

Keywords-DevOps, agile; organizational integration; metrics; 
case study. 

I.  INTRODUCTION  
Philips IT is a centralized IT organization servicing three 

business domains, respectively Healthcare, Lighting and 
Consumer Lifestyle. Within IT, there exist two large parties: 
IT Delivery, where development projects are planned and 
executed, and IT Infrastructure & Operations (I&O), which 
is responsible for the implementation and the daily 
operations. The latter includes maintenance and control of 
the IT systems, e.g.,  providing (helpdesk) support. Delivery 
has been adopting SCRUM methods over the last three years 
and their software development methods and techniques 
become increasingly agile [2], [3]. Currently, there are over 
100 SCRUM teams. These teams are multidisciplinary and 
collaborate with relevant partners on both a business and a 
technical level. Partners are located across the world, thus 
collaboration in the SCRUM teams takes place virtually. 
While Delivery has adopted agile methodologies, I&O has 
been working in accordance with the Information 
Technology Infrastructure Library framework, ITIL [4]. 
Over the years, the two parties have had different objectives 
and strategies. On the one hand Delivery is pressing for 
faster software releases (e.g., SCRUM cycles are currently 
two weeks long), and on the other hand I&O, which 
considers system stability of the highest importance and 
plans releases monthly. Recently, the management has 
decided that Delivery and I&O should integrate and should 
align their processes to improve the overall efficiency, e.g., 
to release deliverables in a balanced way and more often 

without compromising on the quality of the releases. To 
establish this closer collaboration between Delivery and 
I&O, DevOps has been introduced. This methodology 
originates from lean methodologies and stresses the 
improvement of respectively work flow, final product 
quality, team communication and customer feedback [1]. 
The methodology is process flow oriented, which means that 
it focuses at deliverables moving through the processes, on 
increasing development speed and decreasing waiting times. 
The implementation of DevOps has been started with a 
limited number of teams within Delivery. Because agile 
software development methods are currently in use at 
Delivery and also I&O is looking at ways to implement agile 
methods, it was decided to make explicit use of agile and 
lean principles in the implementation of DevOps [6], [7], [9]. 
To monitor and control the DevOps implementation, an 
initial metrics model had to be developed. In Section II, we 
will address the background of agile methods and techniques 
and the key principles of DevOps. Section III will present the 
methodology used in the research to develop the initial 
DevOps metrics model. In Section IV, a case study on the 
development of the metrics model will be presented, 
following an iterative approach within the company Philips 
IT. In this case study, researchers in close collaboration with 
Delivery and I&O practitioners have developed in three 
cycles an initial metrics model. Section V presents a 
discussion and Section VI finalizes the paper with 
conclusions. 

II. BACKGROUND AND REFERENCE FRAMEWORK 
Agile software development originated from the ‘The 

Agile Manifesto’ [5] and consists of several values and 
principles for faster and better software development. Four 
values are respectively: individuals and interactions over 
processes and tools, working software over comprehensive 
documentation, customer collaboration over contract 
negotiation and responding to change over following a plan. 
While there is not a single definition of agility, most 
approaches incorporate the idea of adaptability to the 
environment and quick value creation [6]: “agility means to 
strip away as much of the heaviness, commonly associated 
with the traditional software-development methodologies, as 
possible to promote quick response to changing 
environments, changes in user requirements, accelerated 
project deadlines and the like.” While this definition is 
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focused on software development, similar trends have been 
previously seen in other disciplines. In [7] for example, 
agility is related to “flexibility” and “leanness”. However, 
several differences exist between the terms. According to 
[8], agility consists of two components: flexibility and 
speed, hereby stating that flexibility alone is not enough to 
be agile. In [9], particularly flexibility is addressed, with 
respect to decision making, and speed with respect to short 
iterations in development. Comparing agility to leanness, 
these both complement each other with regard to simplicity 
and quality, but the economy perspective of the approaches 
is different [10]. While leanness attempts to remove ‘waste’ 
entirely, agility removes waste only to the extent that it does 
not hinder the ability to change [11]. Next to these 
definitions on agile a multitude of methods have been 
developed. Table I reflects the characteristics of a selected 
set of them. 
 

TABLE I. AGILE METHODS. 
Agile method Description 

Scrum [9] The development is organized in sprints (short 
iterations of about 2 to 3 weeks) by self-
organizing teams. Each sprint, i.e., restricted 
time, goes through planning, design, testing and 
review. Features that need to be developed are 
stored in a ‘Backlog’ where the product owner 
decides, which work items will be worked on in 
the following sprint. 

Extreme 
Programming 

(XP) [5] 

Focuses on best practice and consists of twelve 
practices: the planning game, small releases, 
metaphor, simple design, testing, refactoring, 
pair programming, collective ownership, 
continuous integration, 40h week, on-site 
customer collaboration, and coding standards. 

Lean software 
development [11] 

Based on seven principles: remove waste, 
amplify learning and knowledge management, 
decide as late as possible, deliver as fast as 
possible, empowered teams, build integrity, and 
see the whole picture. 

Kanban [20] Kanban is based on the theory of constraints and 
comes with six core practices; visualize, limit 
work in progress (WIP), manage flow, make 
policies explicit, implement feedback loops, 
improve collaboratively & evolve 
experimentally. 

 
The agile methods show quite some similarities regarding 
speed (e.g., fast delivery), small releases (e.g., limit work in 
progress), remove waste (e.g., manage flow), implement 
feedback loops (e.g., customer collaboration) and learning 
and experimentation, and knowledge management.  Scrum 
stresses additionally the self-organization of teams and 
other team-work characteristics. Since 2009, DevOps has 
been introduced, which focuses on the way development 
and deployment (i.e., operations/maintenance) can be 
integrated [1].  While development teams and deployment 
teams have often different goals or key performance 
indicators, DevOps attempts to align the work to be done, 
and to satisfy the different goals. For example, as 
development teams want to deploy more and more often, 
deployment teams strive often towards the exact opposite, 

i.e., to keep all systems running and stable. However, and 
in accordance with DevOps,  an entire organization should 
be aligned and/or integrated. To reach this, DevOps 
proposes to follow three subapproaches [12], see Table II. 
 

TABLE II. THREE APPROACHES OF DEVOPS. 
  Systems 
thinking 

Stresses that it is more beneficial to 
look at the performance of an 
entire system, than at the 
performance of specific parts of 
that system. 

 Amplify 
feedback loops 

Allows understanding of the 
customer by the teams and 
availability of knowledge where it 
is needed. 

 Culture of 
continuous 
experimentation 
and learning 

Experimentation and learning helps 
to more quickly adapt and respond 
to changes or problems. 

 
To use these three subapproaches of DevOps as a reference 
framework, the three approaches can be elaborated on the 
basis of agile principles. Systems thinking refers to looking 
at problems in relation to the performance of an entire 
system, also addressed as ‘overall quality of work’. This 
approach ensures that the performance of a system as a 
whole is more important than the performance of separate 
parts of the system (e.g., a development and a deployment 
part). This approach can make use of agile principles (see 
Table I) such as remove waste, decrease incidents and 
continuously focus on (process) flow to increase 
performance. Amplifying feedback loops leads to early 
knowledge of issues and problems, so that a system can 
quickly be adjusted where needed. Implementing this 
second subapproach should lead to, with reference to agile 
issues in Table I, in particular an understanding of, and 
responding to customers. To deliver finally value, the 
feedback should come from the people (i.e., customers) who 
will use the product or service and from those who maintain 
it. The third subapproach, i.e., a culture of continuous 
experimentation and learning, supports the other two, to 
ensure that improvement should be a continuous process 
and should lead to, with reference to the agile principles in 
Table I,  respectively: facilitating knowledge storage and 
retrieval, and reflection on deliverables and on the way of 
working. Regarding ‘culture of learning and 
experimentation’ references can be made to specific 
constructs or organizational learning [13], such as the 
acquisition of knowledge, either through external sources or 
internal development, the distribution of knowledge, and the 
interpretation of knowledge (i.e., the way that people within 
an organization share and use the knowledge). 

To implement DevOps on the basis of the three foregoing 
subapproaches, with the references to agile principles, and to 
monitor the effectiveness of it, performance indicators or 
metrics have to be defined. Regarding the development of 
metrics the Goal-Question-Metric (GQM) approach will be 
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used [14]. Based on well-defined goals of a particular object 
under study, here the DevOps process,  asking questions and 
getting answers regarding the achievement of the goals, will 
lead to a well-founded set of metrics. To support the 
definition of goals, the development of questions /answers, 
and the derivation of metrics, particular templates will be  
used [15]. 

III. METHODOLOGY OF THE CASE STUDY 
The first step in the case study was defining the goals, 

making use of structured templates [14]. This has been done 
in collaboration with 'those working in the environment 
itself'  to ensure the understandability and the applicability  
of the metrics [16].  In this step, we made use of the 
background as explored in Section II, in particular regarding 
the three subapproaches of DevOps and the agile pinciples 
identified. In step 2, a set of metrics has been derived from 
the defined goals. In this step, in meetings with experts from 
practice, questions have been developed regarding the 
defined goal(s) [17]. Subsequently, metrics have been 
derived to measure the performance. The metrics have 
formed together an initial metrics model. In step 3, iterations 
have been executed to elaborate and validate iteratively the 
set of metrics [18]. These iterations have been stopped in 
case the set of metrics didn’t change significantly from its 
previous iterations. The first iteration has been executed with 
respectively the Manager I&O and the Global Demand 
Manager (management level above Delivery and I&O). 
These representatives were selected because the assignment, 
of the case study at hand, originated from them. A second 
iteration has been executed with the Delivery Manager. Its 
position was close to the teams in that the metrics had to be 
applied. 

IV. TOWARDS AN INITIAL METRICS MODEL FOR DEVOPS, 
THE CASE STUDY 

A. Goal definition for the measurement of DevOps 
To support the goal definition, the following template has 

been applied [15]. 
 

TABLE III. GQM GOAL DEFINITION TEMPLATE. 
Analyze The object under measurement 

For the purpose 
of 

Understanding, controlling or improving the 
object 

With respect to The quality focus of the object that the 
measurement focuses on 

From the 
viewpoint of 

The people who have a stake in measuring the 
object 

In the context 
of 

The environment in which measurement takes 
place 

 
The object under measurement, see Table III, is in this 

case study the integrated development and deployment 
process, i.e., the DevOps process within the company. The 
purpose for the measurement is to further understand this 
process and if possible to improve it. The focus will be on 
the three subapproaches within DevOps, respectively 
systems thinking, feedback loops and a culture of learning 
and experimentation. The people who have a stake in 

measuring the object, i.e., reflecting the three viewpoints are 
respectively the Global Demand Manager, the Delivery 
manager and the I&O manager. Table IV shows the goals as 
defined on the basis of the template.  

 
TABLE IV. THE DEFINED GOALS FOR DEVOPS MEASUREMENT. 

Goal 
1 

Analyze the development and deployment process within 
Philips IT to further understand and improve with respect to 
systems thinking from the viewpoint of the IT management. 

Goal 
2 

Analyze the development and deployment process within 
Philips IT to further understand and improve with respect to 
feedback loops from the viewpoint of the IT management. 

Goal 
3 

Analyze the development and deployment process within 
Philips IT to further understand and improve with respect to 
culture of learning and experimentation from the viewpoint 
of the IT management. 

B.  Formulating questions to derive metrics for DevOps. 
Regarding the goal of ‘systems thinking’, it was decided 

to look at the performance of the process as a whole (i.e., 
also addressed as the ‘overall quality of work’) opposed to 
its separate parts. This has lead to the following two 
questions: what is the current performance of the entire 
process, and do changes in the process improve the 
performance of the entire process? Regarding the goal of 
‘feedback loops within the system’,  the following questions 
are formulated: what is the current state of feedback loops 
within the process? Is the customer satisfied with the 
feedback that can be given? How well can the process 
respond to feedback? Do changes in the process improve the 
state of feedback loops within the process? Regarding the 
the goal of  ‘culture of learning and experimentation’,  
questions are formulated about the current state of the 
culture, and the improvement of learning and 
experimentation [13].  

C. Deriving an initial metrics model for DevOps 
Deriving initial metrics for DevOps systems thinking 
Following GQM, i.e., answering the questions, metrics 

have been derived. To describe the performance of the entire 
process, the average cycle time of a user story has been 
discussed. While this metric only takes into account the 
speed of development, it was decided to choose a second 
metric regarding the ‘overall quality of the work’. The 
rationale is that higher quality leads to less rework, which 
should lead to a better lead time [19].  

 
TABLE V. METRICS FOR SYSTEM THINKING. 

Questions to goals Metrics 
What is the current 
performance of the 
process? 

Average cycle time of a user story  
Number of incidents after deployment 
Costs of a feature 

Do changes in the 
process improve  the 
performance (average 
lead time: avglt; 
average number of 
incidents: avgni) of the 
entire process? 

Avglt of a user story after change 
-------------------------------------------- * 
100% 
Avglt of a user story before change 
 
Avgni after deployment after change 
------------------------------------------- * 
100% 
Avgni after deployment before change 
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In the case study company, in particular I&O teams are 

already measuring the amount of incidents that occur 
following an implementation.  Regarding changes in the 
process, two metrics have been derived (based on the 
foregoing metrics) to reflect the differences between the 
performance before and after a change. Table V presents the 
derived metrics. 

 
Deriving initial metrics for DevOps feedback loops 
Initially, the amount of feedback loops has been defined 

as metric. However, this metric appeared to be depended on 
the length of the process. To take the length of the process 
out of the metric, the average time between feedback 
moments (i.e., the contact points with customers) has been 
chosen. A problem with this would however be that if the 
only feedback moment is located at the end of the process, 
the average time would be same as if the feedback moment 
would be right in the middle of the process. To cover this, an 
additional metric has been defined to keep track of the 
maximum time within a process without feedback. When this 
time is very close to the average time between feedback 
moments, the feedback moments will be evenly spread out 
over the process. Regarding customer satisfaction, a 
qualitative metric has been defined by asking the customer 
whether he would like to have the next feedback moment 
quicker than the time since the last feedback moment. 
Regarding how well the system can respond to given 
feedback, a first suggestion was to look at the amount of 
work, which has to be redone within the process. This can be 
quantified by the amount of time spent from the moment of 
feedback until the process reaches the same point again. 
While this could be difficult to measure in practice, also an 
easier metric has been defined, i.e., the total time spent on 
rework during the process. An overview of the second set of 
metrics relating to feedback loops is shown in Table VI. 

 
TABLE VI. METRICS FOR FEEDBACK LOOPS. 

Questions to goals Metrics 
What is the current state 
of feedback loops within 
the system? 

Average time and mMaximum time 
between feedback moments 

Is the customer satisfied 
with the feedback that 
can be given? 

Need of the customer to have the next 
feedback moment quicker or later than 
the time since the last feedback moment 

How well can the system 
respond to feedback? 

Time spent from feedback moment 
untill reaching the same point, total time 
spent on rework (after feedback)   

 
Deriving initial metrics for DevOps culture of learning 

and experimentation. 
Regarding the current state of learning, two metrics have 

been defined, respectively with respect to the fact whether 
new knowledge is actively being stored and whether stored 
knowledge can be actively retrieved. To determine if 
knowledge is being shared, as well as whether a mechanism 
is in place to make sure that knowledge is actually being 
stored, a metric has been defined on the reflection of a team 
on its work and learnings points being defined after a project 
(or a ‘sprint’). Finally, a metric has been on the reflection of 

a team on their way of working (and thus takes time to 
improve). The metrics are shown in Table VII. 

 
TABLE VII. METRICS FOR LEARNING AND EXPERIMENTATION. 

Questions to 
goals 

Metrics 

What is the 
current state of 
learning and 
experimentation 
within the 
system? 

Amount of  new knowledge stored during the 
process  
Extent to that previously acquired knowledge can 
be retrieved 
Extent to that teams reflect on their work and 
learning points after a project or sprint 

D.  Iterative refinement of the initial metrics model 
First iteration. 
The designed metrics model has been refined in the first 

iteration in two separate sessions. In these two sessions, the 
initial metrics model was briefly explained, in particular 
regarding the understandability of the logic of the 
interrelations between goals, questions and metrics. 
Subsequently, the participants were asked to come up with 
alternatives or changes to or extensions of the metrics.  
Regarding the metrics for ‘systems thinking’, there were 
three (summarised from the two sessions) main points of 
feedback. First, regarding the ‘user story’, it was decided that 
a different unit of measurement had to be used, namely a 
‘feature’. The reason was that in the process, a collection of 
user stories moves through the process simultaneously, 
except for the part of the process where they are developed. 
Consequently, measurement of user stories would not 
provide information about the entire process. Secondly, it 
was decided that the specification of cost within the process 
should be further defined. Considering the fact that this 
process contains quite some knowledge work, and no 
tangible products, the cost of a feature should be calculated 
on the basis of the hours spent, the amount of people 
working on it, and the number of features being worked on. 
Thirdly, it was decided that by using the metric on the first 
question periodically or continuously, the second question on 
change, see Table V, would be irrelevant, and could be 
removed, see Table VIII. 

 
TABLE VIII. METRICS FOR SYSTEM THINKING, BASED ON FIRST 

FEEDBACK. 
Questions to goals Metrics 

What is the current 
performance of the 
process? 

Average cycle time of a feature  
Average waiting time of a feature 
Number of incidents as a result of the 
feature after deployment 
The cost of a feature through a process: 

Hours spent 
Number of people 
Number of features being 
worked on  

 
Regarding the metrics for ‘feedback loops’, in one 

session the participants mainly agreed on the proposed 
metrics and suggested some small changes in terminology. In 
the second session a different understanding of what should 
happen in feedback loops lead to discussions. On the one 
hand, it was understood that feedback would internally lead 
to more insight in how fast changes in the system were 
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executed, while on the other hand the importance of 
feedback to customers was stressed. It was also suggested 
that feedback moments with customers had to be changed to 
so-called ‘touch points’ for a better understanding within the 
company. These discussions lead finally to Table IX. 

 
TABLE IX. METRICS FOR FEEDBACK LOOPS, BASED ON FIRST 

FEEDBACK 
Questions to goals Metrics 

What is the current 
state of feedback loops 
within the system? 

Average time between customer touch 
points  
Maximum time between customer touch 
points 

How well can the 
system respond to 
feedback? 

Time spent on feedback untill reaching the 
same process step 
Time spent on rework 

How fast can the 
system respond to 
changes in  a process? 

The average time a change is seen at the 
end of the entire process 
  

 
Regarding the metrics for ‘culture for learning and 

experimentation’, it was initially more difficult to find useful 
metrics. Some feedback included the addition of metrics 
related to the capabilities of the team members, and to how 
well people could perform the activities of other team 
members. However, by just measuring the capabilities, it 
would mean that you can get a culture of learning by simply 
hiring the people with excellent capabilities. Also 
suggestions were made that the number of value propositions 
should be counted. Here, a value proposition would mean a 
member making a suggestion for a change in the process, or 
a team, with an estimated value that is estimated by 
implementing the change. However, this suggestion was 
rejected because of the time that it would require.  It was 
decided then that the focus for learning should be put on the 
time spent on improving the teams that perform their daily 
work. Thus measuring their time spent on storing and 
retrieving knowledge, and on learning (i.e., reflecting) and 
improving. Experimentation was considered as very relevant 
and some discussions lead to a metric on the introduction 
and subsequent discovery of faults by different teams, see 
Table X. 

 
TABLE X. METRICS FOR LEARNING AND EXPERIMENTATION, 

BASED ON FIRST FEEDBACK 
Questions to goals Metrics 

What is the current 
state of learning and 
experimentation 
within the system? 

The amount of time spent to store new 
knowledge during the process  
The amount of time spent to retrieve 
previously acquired knowledge 
Amount of time spent on reflection of a 
team on their work and on learning points 
after a project or sprint? 
Amount of time spent on reflection of a 
team on the  way of working after a 
project or sprint? 
Percentage of discovered faults by a team 
with respect to introduced faults by 
another team (experimentation). 

 
 
 

Second iteration 
The second iteration consisted of one session and has 

been carried out with only the Delivery Manager. The 
feedback in this session mainly consisted of small updates 
and clarifications. This feedback was more on the 
confirmation (and validation) of the changes in the foregoing 
session then in actually changing the metrics. Regarding the 
first and the second subgoal, two particular terms had to be 
clarified. Firstly, cycle time was changed to lead time and 
secondly the cost of a feature was further elaborated by 
adding service costs. Although the feedback consisted of 
serious doubts regarding the time that the extra work of 
experimentation would cost, i.e., introducing and discovering 
faults, experimentation was kept in the metrics model. 

V. DISCUSSION 
Metrics development to measure the performance of 

DevOps requires a structured aproach and a clear reference 
framework. The implementation of DevOps could be based 
on three subapproaches, with an explicit reference to agile 
and lean principles. The application of GQM to determine 
metrics could profit from this reference framework. The 
reference framework facilitated the development of 
questions, the interpretation of the answers and the initial 
determination of metrics. However, the reference 
framework is still qualitative and should be investigated 
furter. Although GQM is an approach that has received 
positive response in literature, criticism states that the 
outcome is rather unpredictable as it is still possible to 
derive many different metrics that describe a particular 
defined goal.  However, our experience in the case study has 
shown that by carrying out feedback loops, it is possible to 
discuss and (re)define metrics and to reach consensus on 
metrics in close collaboration with responsible experts from 
practice. Although not all derived metrics have clear 
references to literature, interesting similarities could be 
found. Regarding the first DevOps subapproach of ‘systems 
thinking’, parallels have been found in lean manufacturing 
and agile literature with respect to average lead time of ‘user 
stories’ and the amount of ‘features being worked’ on 
simultaneously [19]. However, we couldn’t find Scrum-
specific similarities, e.g., regarding our metrics addressing 
costs and quality (e.g., number of incidents). Regarding the 
second DevOps subapproach of ‘amplifying feedback 
loops’, the parallels between our metrics model and 
literature are more hidden, but are most certainly present. 
For instance, the time spent on rework (after feedback) is 
mentioned in agile and lean literature as the percentage of 
‘units sent for rework’ [19]. The other metrics found, such 
as number of approvals, are more closely related to software 
development in general and are less present in literature on 
Scrum.  Regarding the third DevOps subapproach ‘a culture 
or learning and experimentation’, the derived metrics turned 
out to be quite different than what was previously found in 
literature [13]. Metrics (areas) in literature addressed 
appeared to be too abstract. Therefore, we have chosen 
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simpler and more direct metrics in terms of ‘time spent 
on…’.  

Reflection on the metrics model from a literature point of 
view showed that the agile principles identified in lean 
manufacturing literature turned out to be quite helpful in 
particular with respect to the first subapproach. However, the 
metrics investigated in literature on Scrum could not be used 
in our metrics model. The reason for this is most likely the 
focus of Scrum metrics. While agile and lean manufacturing 
metrics focus on the entire process, similar to the focus of 
our initial metrics model, Scrum metrics focus on teams 
working within this process. A preliminar conclusion could 
be that Scrum metrics are probably too team-specific to 
address the goals of an entire DevOps process. But this 
should be investigated further, preferably in case studies in 
that the initial metrics model has to be validated and 
elaborated further.  

VI. CONCLUSIONS 
This paper shows that regarding the integration of 

software development and deployment activities, on the 
basis of Devops, an initial metrics model could be 
developed. This metrics model has been developed in a 
structured way, in a small number of iterations, with 
responsible practitioners. The objective of the metrics model 
is the measurement of the effectiveness of the DevOps 
implementation. The structured GQM-development of the 
initial metrics model  was facilitated by a reference 
framework, i.e., consisting of the three elaborated DevOps 
approaches and the agile and lean principles in Section II. 
This reference framework will also provide a basis for 
further refinement of the metrics model. Although 
interesting, and for the company useful, results have been 
obtained, the metrics model is still in an initial state.  In 
future research and case studies, we will continue the 
iterative development of the metrics model, towards a well-
founded and transparent measurement of the effectiveness of 
DevOps. 
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Abstract— The purpose of Information System Integration 

(ISI) is to streamline business processes by synchronized or 

asynchoronized completion of a series of steps. Integration 

architects use the so called “integration layer” as a 

methodology to accomplish such tasks. To date, in the 

literature, three kinds of layer mechanisms are reported: No 

(Point-to-Point), One (Message Brokers), and Two (Message 

Bus). Although these three kind of layer types can solve most of 

the integration challenges, among them there are both design 

and run-time quality challenges. In this paper, a new type of 

layering, named “Three integration layers” is introduced to 

improve the quality of the integration solutions. Also, this 

paper argues that new integration layers can be used for ISI 

projects to improve IS integration quality. 

Keywords-information system integration; layer architecture; 

router. 

I.  INTRODUCTION  

Information System (IS) is the combination of 
information technology, data, personnel and associated 
business functions which interact to generate information 
and creates an information resource which assists the 
organization to achieve its business goals. To accomplish its 
business goal, organization uses multiple IS, which leads to 
multiple information source. Information System Integration 
(ISI) is the sets of tools and methodology that allows various 
IS to interact each other to create aggregate business value, 
reduce heterogeneity of the IS, allows to adopt of new 
information technology (IT), facilitate e-commerce, improve 
business efficiency, allows managers in enhancing 
performance, increases complete knowledge of the enterprise 
and its customers in decision making process [1] [7] [8]. 

The ISI concept is multi-faceted and multidimensional. 
In terms of information integration, the architecture of the 
ISI can be – use either a virtualization approach or a 
materialization approach [1]. In the virtualization approach, 
the data resides in the individual data sources and the 
virtualization layer is defined as a virtual schema which has 
attributes from all the data sources. When a user query 
defined on the virtual schema is received by the system, it 
determines the relevant sources to be queried and then breaks 
down the query into sub-queries for the different sources [1]. 
On the other hand, the materialization approach, the data is 

materialized at the global level. This approach is generally 
used in data warehouses and it does not have any 
unstructured information [1]. 

In the conceptual model, a layer-based architectural 
pattern is used in ISI implementation projects [2]. Currently, 
there are three ISI layer architectures available namely No 
integration layers or point-to-point, one integration layer or 
message brokers, and two integration layers or clients / 
servers or Enterprise Service Bus (ESB). In general, the No 
integration layer or point-to-point integration, data flows 
directly from system to system. A point-to-point connection 
ensures that only one receiver receives a particular message 
[4]. One integration layer or message brokers (also referred 
to as hub-and-spoke architectural style) receive messages 
from multiple destinations, determine the correct destination 
and route the message to the correct channel. Finally, the two 
or Client/Server or service bus integration is the integration 
systems that are comprised of two logical parts: a server that 
provides the integration services and a client that requests 
services of the server. Together, they form a complete 
integration system with a distinct division of responsibility. 

Due to the complexity of IS, constant changes of 
business processes, technological advancement and cloud 
computing, current layer-based architectural pattern of ISI 
has shortcoming in terms of integration quality, especially 
quality aspects  such as design and run-time attributes. Table 
I outlines some of the current challenges of various layer-
based architectural patterns. 

In order to overcome some of the quality attributes of the 
current integration layering based architectural challenges, a 
new type of layer named three-layer or router-based layer 
pattern is introduced in this paper. The routing layer or router 
works as an orchestration, which is configurable. The router 
utilizes a content-based publish-and-subscribe pattern with 
filters and self-correlations to support integrations between 
the receiving and sending layers. This integration takes place 
by wrapping a source or target message as a payload in a 
routing-specific envelope. The architecture can be 
implemented as a standalone application using Web Services 
(WS) or by using any modern ESB (For example, Microsoft 
BizTalk). 
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TABLE I. INTEGRATION PATTERNS AND THEIR CHALLENGES [5] [6] 

 
Patterns Challenges 

No-layer - Number of connections increases with respect to 

number of applications 
- Tight coupling 

- Less extendable 

- Limited re-use 
- Less scalable 

- Rigid in terms of agility 

- Limited to technology (Technology constraint) 

One-layer - Single point of failure 

- High cost 

- Excessive use of network resources 
- Unable to integrate applications without enforcing a 

common interface  

- Cannot allow each application to initiate interactions 
with several other applications 

Two-layer - The cost of adding or removing applications 

increases as an integration solution grows 
- Unable to only send messages to the applications 

that are interested in receiving the messages without 

knowing the identities of the receivers 

 
The proposed layer-based integration architecture tries to 

solve some of the quality challenges of ISI. In order to show 
the area of the IS, where this new artifacts fits, Section II 
contains two useful theory of ISI: interoperability and 
integration - with brief narrative descriptions and relevancy 
with the proposed method. Existing three types of layer-
based integration architecture have been briefly presented 
and compared in the Section III. The proposed new type of 
integration architecture is shown in details in Section IV with 
comparisons with two layer-based architecture. In Section V, 
four kinds of layer-based integration architecture has been 
discussed in relation to some of the ISI related quality 
attributes. Finally, Section VI contains the concluding 
remark. 

II. BACKGROUND 

Today organizations use multiple software or information 
systems to operate their day to day business operations. In 
order to achieve aggregate business value, these IS need to 
be integrated. Unlike software integration, which is the 
practice of assembling a set of software 
components/subsystems to produce a single, unified software 
system, ISI can be defined as combination of system, 
software and tools integration for modernizing, 
consolidating, and coordinating the computer applications in 
the organization [9]. 

The architecture of ISI is layered-based due to the fact 
that IS architecture comprises of: information, application 
and technology. Thus, layer-based design patterns are 
suitable for logic interaction. Integration in IS can occur at 
the data, method, interface, portal, and process level and 
such variety basically represents how the application “sees” 
integration [9]. To address such variety, Hohpe and Woolf 
[3] have divided the integration types as: Business Process 
Integration, Messaging based, Remote Procedure Invocation 
(RPC), Shared Database, Managed File Transfer (MFT), 
User-Interface based, and Data integration. 

Another important characteristic of ISI architecture is 
messaging. Regardless of integration type, the exchange of 
data is common in all ISI levels [9]. Data (for example, 
orders or invoices, not integers or strings) is the primary 
means to integrate multiple applications so that they work 
together by exchanging information without loss of 
accuracy. ISI uses messaging techniques to transfer packets 
of data frequently, immediately (synchronously), reliably, 
and asynchronously using customizable formats [3]. ISI uses 
a special filter named message router, which consumes a 
message from one message channel and republishes it to a 
different message channel depending on a set of conditions 
[3]. Message routers are categorized into the following 
groups: simple routers which are variants of the message 
router and route messages from one inbound channel to one 
or more outbound channels, composed routers that combine 
multiple simple routers to create more complex message 
flows, and finally the architectural patterns which describe 
architectural styles based on message routers [3]. 
Furthermore, following message routing patterns are 
described by [3]: Content-Based Router, Message Filter, 
Dynamic Router, Recipient List, Splitter, Aggregator, Re-
sequencer, and Composed Message Processor. 

Finally, clear understanding of the term integration and 
interoperability is needed when systems needs to be 
integrated. The integration is the practice of assembling a set 
of software components/subsystems to produce a single, 
unified software system that supports some need of an 
organization [15]. On the other hand, interoperability is the 
ability for two systems to understand one another and to use 
functionality of one another [16]. The word ‘‘inter-operate’’ 
implies that one system performs an operation for another 
system. Thus by definition, two integrated systems are 
inevitably interoperable; but two interoperable systems are 
not necessarily integrated [16]. For example, a good analogy 
could be the relationship between Video Cassette Recording 
(VCR) and Television (TV). A VCR and a TV bought in the 
same country are interoperable. One just needs to connect 
them together. However, a VCR bought in the US and a TV 
bought in the UK may need the special signal conversion 
services of an NTSC/PAL converter in order to integrate 
them. 

III. LAYER-BASED INTEGRATION 

ARCHITECTURE  

In this Section, traditional layer-based integration 

architectures have been described and compared. To 

visualize and count number of interactions needed by each 

integration types to implement a business process, “order 

creation” [17] business process is used. It is sales related or 

more specifically Sales Order (SO) business process where 

client creates a SO from a portal to Enterprise Resource 

Planning (ERP) system. The business process also needs to 

check whether subjected client exists in the Customer 

Relationship Management (CRM) system. 
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A. No integration layers: point-to-point 

A point-to-point integration (Figure 1) ensures, that only 

one receiver receives a particular message [5]. For this to 

work, the sending system must know the location of the 

receiving node. The sending system often must translate the 

message into a format that the receiving system understands. 

 

ERP SCM

CRM Portal

 
 

Figure 1. No integration layer-based or direct ISI 

 

Although it is easier, less costly and requires less upfront 

work to implement point-to-point integration, the method is 

not suitable when a large number of applications need to be 

integrated. The number of point-to-point integrations 

basically increases as follows: N*(N – 1) / 2. In this 

calculation, N is the number of applications involved in the 

integration [5]. Figure 2 shows message flows among 

various IS to create a SO business process. Note that, the 

CustomerPortal which is responsible for integrations may 

demand expensive software customization. 

CRMCustomerPortal ERP

Check Customer

Prepare SO

Prepare SO Response

Process SO

Check Customer Response

Process SO Response

Figure 2. Sales order business process using point-to-point integration 

B. One integration layer: message broker 

A message broker can receive messages from multiple 

sources, determine the correct destination and route the 

message to the correct channel (Figure 3).  

 

 

ERP SCM

CRM Portal

Integration

Layer

 
 

Figure 3. One integration layer-based ISI 

 

 

It is a physical component that handles the 

communication between applications [10]. Instead of 

communicating with each other, applications communicate 

only with the message broker. An application sends a 

message to the message broker, providing the logical name 

of the receivers. The message broker looks up applications 

registered under the logical name and then passes the 

message to them. Figure 4 shows message flows among 

various IS to create a SO business process using one layer-

based integration. 

 

 

 
 

Figure 4. Sales order business process using message broker integration 
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TABLE II. COMPARISIONS BETWEEN ONE-LAYER AND NO-LAYER 

 

No-layer One-layer 

Design qualities 

Maintainability Standardization 

of data, process 

and technology 

It is required that business process and data 

model as well as technology must be included 

inside both the source and target system's 

integration interface so that the integration 

between systems works. This requires 

customization both in source/target system 

increasing the number of the interfaces. 

No such requirements thus the 

number of interfaces reduces 

significantly. 

 Add, update or 

delete 

integration 

process 

It is challenging to change business processes or 

other integration related changes in source/target 

system and in their interfaces when required. 

It is possible to modify, enrich, 

route and operational logic in the 

integration interfaces without 

changing the source/target 

system. 

 Process 

monitoring and 

alerts 

Fewer of the source / target system are able to 

provide an overall picture of the progress of the 

business processes as control of the feature 

depends of the subjected system. 

Since all the processes use a 

single platform, it is relatively 

easy to monitor business 

processes and integration of 

technical performance, as well as 

to obtain consistent alarms faults 

using custom or built-in custom 

tools. 

Run-time qualities 

Scalability  Less saleable and number of connections 

increases with respect to number of applications. 

 

The integration substrate may be 

nodes, of which one or more are 

active at a time, and which are 

linked to one another either 

directly or with the help of the 

integration database. Thus, one 

layer architecture can provide a 

number of options for 

scalability. 

 

C. Two integration layers: clients and servers / service bus 

Two integration layer (Figure 5) or client/server or ESB 

or a message bus allows applications to connect through a 

logical component and it specializes in transporting 

messages between applications [11]. A message bus 

contains three key elements: A set of agreed-upon message 

schemas, a set of common command messages [3], and a 

shared infrastructure for sending bus messages to recipients. 

 

 

 

 

 

 

 

 

 

 

 

 

Client
Service

Client
Database

Locking, 
Reporting

Source

Target

Source

Server
Service

Client
Service

Server
Service

Server
Service

Server
Service

Target

Target

Target

 
 

Figure 5. Conceptual model of two integration layer-based ISI 

 

In two layer integration, an application that sends a 

message no longer has individual connections to all the 

10Copyright (c) IARIA, 2015.     ISBN:  978-1-61208-448-0

FASSI 2015 : The First International Conference on Fundamentals and Advances in Software Systems Integration

                            16 / 48



applications that must receive the message. Instead, the 

application merely passes the message to the message bus, 

and the message bus transports the message to all the other 

applications that are listening for bus messages through a 

shared infrastructure. Likewise, an application that receives 

a message no longer obtains it directly from the sender. 

Instead, it takes the message from the message bus. In 

effect, the message bus reduces the fan-out of each 

application from many to one [11]. 

The two integration layer-based ISI is capable of scaling 

pervasively across enterprise applications, regardless of 

physical location and technology platform [12]. Any 

application can plug into an ESB network using a number of 

connectivity options, and immediately participate in data 

sharing with other applications that are exposed across the 

bus as shared services. This is why the ESB is often referred 

to as an integration network or integration fabric [12].  

Figure 6 shows message flows among various IS to create a 

SO business process using two layer integration. 

CRMPrepareSOServerService

CheckCustomerServerService

ProcessSOServerServiceCustomerPortal

PortalSOClientService ERP

Portal SO

Prepare SO

Canonical Order

Check Customer

Canonical Order

Prepare SO Response

Canonical Order Response

Portal SO Response

Check Customer Response

Canonical Order Response

Canonical Order

Process SO

Process SO Response

Canonical Order Response

 Figure 6. Sales order business process using two layer integration 

 

Finally, Table III compares some of the ISI quality 

attributes between two-layer and one-layer. 

 

IV. PROPOSED THREE-LAYER ARCHITECTURE A  

The conceptual model of the proposed three layer-based 
integration is composed of three layers namely receiving, 
routing and sending (Figure 7). 
 

 

Router
Service

Router
Database

Configuration,
Locking, 

Reporting

Target

Source
Two-way
Sender
Service

One-way
Sender
Service

Two-way
Receiver
Service

One-way
Receiver
Service

Target

Source

 
 

Figure 7. The conceptual model of three layer-based ISI 

  
TABLE III. COMPARIEIONS BETWEEN ONE AND TWO LAYER 

 

                                                                          One-layer Two-layer 

Design qualities 

Reusability  It does not contain any re-useable artifact Server layer (component) services are 

reusable. 

Run-time Qualities 

Flexibility Data format It does not support data modelling 

functionality. 

It uses a CDM. In addition, applications can 

use adapters, so it is not mandatory all 

applications use the same data format. 
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Prepare CheckRouteStart Finish

Two-way
Sender

Two-way
Receiver

Constructing steps of 
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fails for two-way
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More steps to route 
in sequence, no 
error occurs and 
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sequence

No more steps to 
route in sequence, 
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interrupts sequence

Begin/
end
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Figure 8. Details architecture of the three layer-based ISI

Compared to the Client Interface Layer (CIL) – Concept 

Layer (COL) architecture, which has two layers and CIL 

components integrate the external (party) systems and COL 

components integrate internal systems, the router 

architecture does not make such a distinction (Figure 8). 

    Figure 9 shows message flows among various IS to 

implement SO business processes using router-based 

integration. 

CRMPrepareSOSenderService

CheckCustomerSenderService

ProcessSOSenderService

CustomerPortal RouterService ERP

Portal SO

Prepare SO

Router Envelope (Canonical Order)

Check Customer

Router Envelope (Canonical Order)

Prepare SO Response

Router Envelope (Canonical Order Response)

Portal SO Response

Check Customer Response

Router Envelope (Canonical Order Response)

Router Envelope (Canonical Order)

Process SO

Process SO Response

Router Envelope (Canonical Order Response)

PortalSOReceiverService

Router Envelope (Canonical Order)

Router Envelope (Canonical Order Response)

Figure 9. Sales order business process using router-based integration 

 

A. Router 

The routing layer or router is an orchestration, which is 
configurable by the RoutingDB (Name of the database) 
database. The router utilizes a content-based publish-and-
subscribe pattern with filters and self-correlations to support 
integrations between the receiving and sending layers. This 
integration takes place by wrapping a source or target 
message as a payload in a routing-specific envelope. 
Applying the XPath (It is a language for addressing specific 
parts of an XML document) rules to the envelope, the router 

can choose how to use the sending layer. In addition, the 
router can employ time-based locking to ensure that only one 
router instance handles the same object (e.g., order or invoice 
etc.) at the sending layer. There are four kinds of routers: 

 

 A non-locking one-way router receives a request 
envelope but does not send a response envelope or 
lock the object related to the envelope. 

 A non-locking two-way router receives a request 
envelope and sends a response envelope but does 
not lock the object related to the envelope. 

 A locking one-way router receives a request 
envelope, locks, relocks and unlocks the object 
related to the envelope but does not send a response 
envelope. 

 A locking two-way router receives a request 
envelope, locks, relocks and unlocks the object 
related to the envelope and sends a response 
envelope. 

B. Receiver layer 

The receiving layer or receivers enable one-way and two-
way integrations with external and internal source systems. 
The one-way/two-way receiver is an orchestration or a one-
way/request-response receive port with a map and, if 
necessary, a custom pipeline. The receiver receives a source 
message using a source protocol, transforms the source 
message to an envelope and sends this envelope to the router. 
The two-way receiver also receives a response envelope, 
transforms it to a response message and sends the message to 
the source system using the source protocol. It is possible but 
not recommended, that the one-way receiver sends the 
response message or the two-way receiver does not send the 
message. 
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C. Sender layer 

The sending layer or senders enable one-way and two-
way integrations with external and internal target systems. 
The one-way/two-way sender is an orchestration or a one-
way/solicit-response send port with a map and, if necessary, 
a custom pipeline. The sender receives an envelope, 
transforms this envelope to a target message and sends this 
target message to the target system using a target protocol. 
The two-way sender also receives a response message using 
the target protocol, transforms it to a response message and 

sends the message to the router. It is possible but not 
recommended that the one-way sender receives the response 
message or the two-way receiver does not receive the 
message. 

Finally, Table IV compares ISI related quality attributes 
between router-layer and two layer integration pattern.  

 
 
 

 

TABLE IV. COMPARISIONS BETWEEN TWO AND THREE LAYER 

 

                                                        Two-layer Three-layer 

Design qualities 

Reusability Server layer (component) services are reusable. Both receiver and sender layer (component) 

services are reusable 

Run-time Qualities 

Flexibility It does not have such functionalities. Router layer (composite) services are flexibly 

configurable and provide reusable locking and 

monitoring functionalities for process integration. 

 

V. DISCUSSION 

Layered architecture is widely used architectural patterns 
in software design practice. It helps to structure applications 
that can be decomposed into n groups of subtasks in which 
each group is at a particular level of abstraction with well-
defined interfaces [2]. Proposed new ISI router-based layer 
pattern improves quality and brings more flexibility to the 
integration architect over existing no, one and two layered-
based ISI architecture.   

Modularity 

Parnas [13] defined information hiding as an approach to 

devising modular structures for software designs. The 

purpose of modular design is to decouple design decisions 

that are likely to change so that they can be changed 

independently and at the same time to improve the 

reusability and maintainability. Maintainability refers to the 

ease with, which a software system or component can be 

modified to correct faults, improve performance or other 

attributes, or adapt to a changed environment [14]. On the 

other hand, reusability is the degree to which a software 

module or other work product can be used in more than one 

computer programs or software systems [14]. In the 

followings paragraphs, the proposed three layer-based ISI 

architecture is compared with other existing layer-based 

architectures with respect to maintainability and reusability. 

First of all, at the center of modular design is the module 

it-self where business processes and integrations are mostly 

formed by independent modules. They are better known as  

 

 

 

 

 

services or producers/consumers. In such scenario, modules 

are made of standardized interfaces and functionalities. In 

addition, in order to communicate with other modules, 

interfaces must be compatible and follow standard data 

structure. The Canonical Data Model (CDM), which is 

sufficiently comprehensive and independent regardless of 

source and target systems, can be used for this purposes. It 

provides additional level of indirection between 

application's individual data formats. If a new application is 

added to the integration solution only transformation 

between the CDM has to be created, independent from the 

number of applications that already participate [3]. Another 

important requirements of the modularity is that 

orchestration, data structures and transformations required 

by the integration are not tightly coupled, but they are 

loosely coupled in the form of individual packages. In 

general, orchestration is integration specific, while some of 

the data structures and modifications may be generic. 

Since no or direct ISI forms “tightly coupled” 

connections between components or source/target IS (Figure 

1), it is impossible to design such integration using modular 

design principles. Thus, such integration is difficult to 

maintain. In addition, both interfaces and functionalities of 

direct integration often cannot be reused. 

Two- and three-layer architectures are modular. As 

Figure 10 suggests, these approaches do not exclude each 

other and do not forbid use of orchestration which is an 

integral part of integration artifacts. For example (Figure 

10), when some changes occur in the basic information of 

system A, then Master Data Management (MDM) and 

systems B, C, D will also be immediately updated. In 

addition, the MDM solution can provide details of the 

change for the basic information. If update procedure is 

successful in all relevant systems, change of basic 
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information in MDM solution can be confirmed. Otherwise 

changed but unconfirmed basic information can be updated 

in the A, B, C and D systems in a batch mode from the 

MDM solution. Note that, in this example, A and D systems 

only support asynchronous interfaces, whereas B and C 

systems support synchronous data transfer. 

 
Figure 10. Example of layer-based ISI using basic orchestration 

 

Two-layer architecture consists of CIL- and COL-

services (Figure 11). The purpose of CIL-service is to 

transfer data with the source system, modify and enrich data 

in source system and the internal data structure for the data 

between the content and the distribution of the data content 

of the COL services. CIL-service can be of a stateless or 

state-full. On the other hand, COL-service is responsible for 

modifications and enrichment of the information content in 

the target system as well as transfer information within the 

target system. However, regardless of integration platform, 

the information transformation between CIL- and COL-

services is done either using request-response or publisher-

subscriber mechanism. 

The three-layer architecture proposed in this paper is 

composed of receiver-service, router, and sender-service 

(Figure 12). Router has two versions which can serve as 

both one- and two-way receiver-services. Sender and 

receiver service support the internal data structure, and 

based-on such mechanism router service decide which 

router versions to use. 

 

B

MDM

D

C

A

A Update Basic Data CIL

MDM Update Basic Data
COL

B Update Basic Data COL

C Update Basic Data COL
MDM  Basic Data Updated

COL

D Update Basic Data COL

 
Figure 11. Detail example of two layer-based ISI 
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A

B

MDM

D

C

A Update Basic Data Receiver

One-way Router

MDM Update Basic Data
Sender

B Update Basic Data Sender

C Update Basic Data Sender
MDM  Basic Data Updated

Sender

D Update Basic Data Sender

 
Figure 12. Detail example of three layer-based ISI 

 

 

Figure 8 presents the behavior of the router service. The 

router server receives envelopes from one-way receivers, 

while it interacts with two-way receivers by request and 

response envelopes. To lock an object such as a sales order 

or to report its identity and state, the router service must 

create the object based to the envelope and store it into the 

database. The router service can lock and unlock a given 

object so that only one router service instance per this object 

can be performed at the same time. The router service 

instance has a sequence which consists of steps. Evaluating 

configured rules against the envelope determines which step 

the router service instance should perform next in the 

sequence. A step determines how the router service sends 

the envelope to a one-way sender or interacts with a two-

way sender by the request and response envelopes. The 

router service can maintain the object state according to 

these response envelopes. 

Router-service, two-way communication and Sender-

Receiver with the services take place between CIL- and 

COL services. One-way service, this data is to be either one-

way or publisher-subscriber relay model of integration 

depending on the substrate. 

VI. CONCLUSIONS 

Due to multiple known and unknown components 

(business and technology) both in-source, integration 

platform and destination systems, layer-based architecture is 

the right architectural fit for ISI. Although all the layer-

based integration methods have advantages and 

disadvantages over one another, in relatively complex and 

routine integration projects, various quality attributes need 

to be considered. In this paper, both existing and proposed 

layer-based ISI architecture have been compared in terms of 

design and run-time quality category. Among all ISI 

architecture types, the proposed three layer-based or router 

based architecture provides more modularity and flexibility. 

Even though layer-based architecture also directly involve 

other quality category such as system and user qualities in 

the ISI, comprehensive comparisons of such quality 

categories are the natural direction for the future work of the 

proposed three-layer based ISI. The authors are carrying out 

further research including an empirical study to compare 

these architectures using a real life industrial business Use-

case. 
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Abstract—Embedded software is a sub-system that needs to be 

integrated with the electrical and mechanical subsystems for a 

functional medical device to be developed and marketed. In 

order to be able to develop a medical device system through 

integrating its sub-systems, the complete system requirements 

should be known at the start of the project and managed 

throughout development. Software requirements are then 

derived from the systems requirements. We have developed 

and piloted a medical device software process assessment 

framework called MDevSPICE
®
 that integrates processes from 

various medical device software standards as well as generic 

software development standards. This paper describes how the 

MDevSPICE
®
 framework has been designed so as to enable 

medical device software developers to produce software that 

will be safe and easily integrated with other sub-systems of the 

overall medical device. We also describe the lessons learned 

from piloting MDevSPICE
®
 in the medical device industry and 

challenges medical device software developers meet in tracing 
requirements and risks to and from the system level.  

Keywords- software integration; medical device software; 

MDevSPICE
®
; medical device risks; medical device. 

I.  INTRODUCTION  

Safety-critical software systems are increasingly 
affecting our lives and welfare as more and more software is 
embedded into medical devices, cars and airplanes each day. 
New approaches and international standards are being 
developed to ensure the safety of these systems before they 
are delivered. In order to market a medical device, for 
example, the manufacturer has to satisfy a number of 
regional regulatory requirements commonly achieved by 
following international standards and guidance issued by 
international standardizing bodies and regional regulatory 
authorities. To help software companies in the medical 
device domain in their attempt to reach regulatory 
compliance, we have developed an integrated framework of 
medical device software development best practices called 
MDevSPICE®. This framework integrates generic software 
development best practices with medical device standards’ 
requirements enabling robust software process assessments 
to be performed. The “SPICE” in MDevSPICE® reflects its 
foundation in the ISO/IEC 15504 (SPICE) [25] series of 
standards for process assessment. Through validating the 

MDevSPICE® framework we provide evidence of the 
importance of traceability between the system and software 
levels of development – and explain how the establishment 
of robust requirements interfacing between these levels can 
support more effective software integration   

In Section II, we describe the regulatory requirements 
medical device software development companies face before 
they are able to market their devices. In Section III we 
describe the development of the MDevSPICE® framework 
We then focus in Section IV on the lessons we learned when 
validating the framework in expert reviews and in industry 
through MDevSPICE® pilot assessments. We also discuss 
the importance of traceability between system and software 
development processes when developing an embedded 
medical device software system as it increases the safety and 
quality of the developed medical device. The paper 
concludes in section V.   

 

II. MEDICAL DEVICE REGULATION 

A medical device can consist entirely of software or have 
software as a component of the overall medical device 
system. In order to be able to market a medical device within 
a particular region it is necessary to comply with the 
associated regulatory demands. Two of the largest global 
bodies responsible for issuing and managing medical device 
regulation belong to the central governing functions of the 
US and EU. In the US, the Food and Drug Administration 
(FDA) issues the regulation through a series of official 
channels, including the Code of Federal Regulation (CFR) 
Title 21, Chapter I, Subchapter H, Part 820 [1]. Under US 
regulation, there are three medical device safety 
classifications: Class I, Class II and Class III. The medical 
device safety classification is based on the clinical safety of 
the device. Class I devices are not intended to support or 
sustain human life, and may not present an unreasonable risk 
of harm. A thermometer is a Class I device. Class II devices 
could cause damage or harm to humans. An example of a 
Class II medical device is a powered wheelchair. Class III 
medical devices are usually those that support or sustain 
human life, and are of significant importance in the 
prevention of human health impairment. An example of a 
Class III device is an implantable pacemaker. All 
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implantable devices are Class III medical devices as the 
surgery required carries with itself additional high risks from 
anesthesia and possible infections that go beyond the safety 
risks of the medical device.  

In the EU, the corresponding regulation is outlined in the 
general Medical Device Directive (MDD) 93/42/EEC [2], 
the Active Implantable Medical Device Directive (AIMDD) 
90/385/EEC [3], and the In-vitro Diagnostic (IVD) Medical 
Device Directive 98/79/EC [4] - all three of which have been 
amended by 2007/47/EC [5]. Similarly to the US, the EU 
device safety is also based on the clinical safety of the device 
embodying similar classifications and limitations, where 
Class I in the EU corresponds to Class I in the US, Class IIa 
and IIb to Class II, and Class III to Class III. 

A further safety classification applies to the software in 
medical devices as outlined in IEC 62304:2006 [6], where 
the safety classification is determined based on the worst 
possible consequence in the case of a software failure. In the 
case of failure of software that is of safety Class A, no injury 
or damage to health of a patient can occur. When software of 
safety class B fails, injury may occur but it is not serious or 
life-threatening. Class C medical device software is of 
highest risk and in the case of failure of such software death 
or serious injury can happen. Depending on the functionality 
of software within the medical device, the software safety 
classification may vary from the overall medical device 
safety class. When software is of critical functionality of the 
medical device, it will carry the same classification as the 
device, i.e., Class C software in Class III device. The safety 
classification of software may be lower but cannot be higher 
than the overall medical device safety class, e.g., software of 
safety Class B, may be embedded in Class III device but 
there cannot be software of safety Class C, in a Class I or 
Class II device. 

Medical device manufacturers in the US as well as in EU 
must satisfy quality system requirements to market their 
developed devices. In the medical device domain, ISO 
13485:2003 (ISO 13485 from hereon) [7] outlines the 
requirements for regulatory purposes from a Quality 
Management System (QMS) perspective in medical device 
domain. ISO 13485, which is based on ISO 9001 [8], can be 
used to assess an organization’s ability to meet both 
customer and regulatory requirements in the medical device 
domain. ISO 13485 does not, however, include requirements 
for software development. IEC 62304, which can be used in 
conjunction with ISO 13485, does offer a framework for the 
lifecycle processes necessary for the safe design and 
maintenance of medical device software. As a basic 
foundation, IEC 62304 assumes that medical device software 
is developed and maintained within a QMS such as ISO 
13485, but does not require an organization to be certified 
against ISO 13485. Therefore, IEC 62304 can be considered 
to be a software development specific supplement to ISO 
13485, similar to ISO 90003 for ISO 9001. 

IEC 62304 is based on ISO/IEC 12207:1995 [9] which 
although a comprehensive standard for software 
development lifecycle processes has effectively been 
decommissioned following the publication of the more 
extensive ISO/IEC 12207:2008 [10]. Furthermore, other 

developments in the ISO and IEC communities for software 
development, such as ISO/IEC 15504 [11], have provided 
significant additional levels of software process detail to 
support ISO/IEC 12207:2008. IEC 62304 is a critical 
standard for medical device software developers as it is the 
only standard that provides recommendations for medical 
device software implementations based on the worst 
consequences in the case the software failure causing 
hazards. Furthermore, for general medical device risk 
management, IEC 62304 is used in conjunction with ISO 
14971 [12] and IEC 80002-1 [13] that provides guidance on 
the application of ISO 14971 for software development. 

Since IEC 62304 considers a medical device system to 
consist of software as a sub-system, the system or product 
level requirements are not included within IEC 62304 but 
instead within the medical device product standard IEC 
60601-1 [14]. Due to the increasing importance of usability 
of devices within the medical device industry, organizations 
should also adhere to the medical device usability 
engineering process requirements outlined in IEC 62366 
[15]. When Medical Device Directives were amended in 
2007 [5], it allowed standalone software to be defined as a 
medical device in its own right. Previously, software had 
always been seen as a subsystem embedded in a medical 
device. This amendment revealed a gap in international 
standards as none of the published standards were addressing 
the concerns for standalone software as a medical device. 
Today, IEC CD 82304-1 [16] applies to the safety of health 
software that is designed to operate on general purpose IT 
platforms and that is intended to be placed on the market 
without dedicated hardware, e.g., iPad applications. 

All companies planning to market a medical device in the 
United States need to register their product with the US 
FDA. Most Class I devices can be self-registered but most 
Class II devices require a 510(k) submission. For Class III 
devices, a Pre-Market (PMA) submission is needed. To 
support manufacturers in addressing the relevant guidance, 
the FDA has issued an overview of their guidance documents 
for medical device manufacturers and software developers 
[17]. The FDA Guidance on Premarket Submissions [18] 
provides guidance and recommendation for premarket 
submissions for software devices, including standalone 
software applications and hardware-based devices that 
incorporate software. Premarket submission includes 
requirements for software-related documentation that should 
be consistent with the intended use of the Software Device 
and the type of submission. The FDA Guidance on Off-The-
Shelf Software Use in Medical Devices [19] was published 
in 1999 with the purpose of describing the information that 
should be provided in a medical device application that uses 
off-the-shelf (OTS) software. Many of the principles outlined 
in this guidance document may also be helpful to device 
manufacturers in establishing design controls and validation 
plans for use of off-the-shelf software in their devices. The 
FDA General Principles of Software Validation [20] outlines 
general validation principles that the FDA considers to be 
applicable to the validation of medical device software or the 
validation of software used to design, develop, or 
manufacture medical devices. This guidance describes how 
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certain provisions of the medical device Quality System 
regulation apply to software. The scope of this guidance is 
somewhat broader than the scope of validation in the strictest 
definition of that term to support a final conclusion that 
software is validated. 

The challenge that software development companies in 
the medical device domain face when they want to market a 
device is in the adherence to a large number of regulatory 
requirements specified in various international standards 
(that can often become overwhelming). In order to help these 
companies better prepare for demanding and costly 
regulatory audits, we developed the MDevSPICE® 
framework. MDevSPICE® includes requirements from the 
previously mentioned standards and guidance documents 
rendering the task of regulatory compliance much less 
complex. Following is a description of the development of 
the MDevSPICE® framework that integrates the 
requirements from various international medical device 
standards and guidance documents with the generic software 
development best practices while providing a possibility to 
assess processes.  

 

III. MDEVSPICE
® FRAMEWORK 

This section describes the development of the MDevSPICE® 

process reference model, how MDevSPICE® provides 

support for integration, and how  MDevSPICE® was piloted 

in industry. 

A. Development of the MDevSPICE® Process Reference 

Model 

A process reference model (PRM) describes a set of 
processes in a structured manner through a process name, 
process purpose and process outcomes where the process 
outcomes are the normative requirements the process should 
satisfy to achieve the purpose of the process. In order to 
develop a PRM that integrates requirements from various 
standards allowing the processes to be evaluated in terms of 
their achievement of their purpose statements, we followed 
the format of the process description illustrated in ISO/IEC 
24774 [21]. With that in mind, we first mapped and 
integrated the requirements from ISO/IEC 12207:2008 and 
IEC 62304 into what today is called the PRM for IEC 62304 
that also reflects the updates to ISO/IEC 12207 from the 
1995 to the 2007 version. A systematic approach of 
memoing and constant comparison, which is based on the 
principles of Grounded Theory [22] was followed when 
developing the PRM, further details of which are to be found 
in [23]. The Process Reference Model of IEC 62304 was 
published in June 2014 as IEC TR 80002-3 [24]. 

While IEC 62304 describes only the software life cycle 
processes, additional processes should be in place for system 
development in the case where software is not embedded as 
part of an overall medical device. These additional processes 
were derived from ISO/IEC 12207:2008. Design and 
development related requirements from ISO 13485 and ISO 
14971 were also added to the MDevSPICE® Process 
Reference Model. Both ISO 13485 and ISO 14971 are de 
facto standards for medical device software organizations. 

ISO 13485 requirements are primarily related to system level 
processes and ISO 14971 is concerned with risk management 
(and therefore aligned with the Software Risk Management 
process of the PRM.  

The final MDevSPICE® PRM consists of 23 processes of 
which 10 are system life cycle processes, 8 are software life 
cycle processes and the remaining 5 support both the system 
and life cycle processes as can be seen in Figure 1.  
 

 
Figure 1. Processes of MDevSPICE

®
 PRM 

 

 
The MDevSPICE® PRM was then extended with 

additional elements to create a process assessment model 
(PAM). The aim of the MDevSPICE® PAM is to provide a 
comprehensive model for assessing the software and systems 
development processes against the widely recognized 
medical device regulations, standards and guidelines that a 
software development organization in the medical device 
domain has to adhere to. The MDevSPICE® PAM, similar to 
ISO/IEC 15504-5 (SPICE) [25], has two dimensions – a 
process dimension and a capability dimension. The process 
dimension lists three groups of processes from various 
models and standards, i.e., systems life cycle processes, 
software life cycle processes and support processes. Each 
process is described in terms of a Process Name, Process 
Purpose, Process Outcomes, Base Practices, Work Products 
and Work Product Characteristics. 

The MDevSPICE® PRM is based on IEC 62304, 
ISO/IEC 12207:2008, ISO 14971 and ISO 13485. The 
MDevSPICE® PAM then extends this PRM with base 
practices and work products, some of the latter also being 
normative as they are described in IEC 62304, ISO 14971 or 
ISO 13485 as requirements. Where process outcomes are 
derived from ISO/IEC 12207:2008, their corresponding base 
practices and work products are derived from ISO/IEC 
15504-5. Where process outcomes are derived from ISO 
14971, their corresponding base practices are derived from 
IEC 80002-1. In addition to these sources, FDA guidance on 
premarket submissions, software validation and off-the-shelf 
software have been added to the informative base practices 
where the base practice did not already address the 
requirements of the corresponding FDA guidance. Product 
safety requirements have been added to the MDevSPICE® 
PAM from both IEC 60601-1 and IEC CD 82304-1, while 
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the usability engineering requirements have been 
incorporated from IEC 62366. 

The capability dimension of the MDevSPICE® PAM is 
derived directly from ISO/IEC 15504 together with the 
Capability Levels, Process Attributes, Generic Practices, 
Generic Resources and Generic Work Products. 

While integrating processes from different standards and 
guidance documents for the MDevSPICE® PRM and PAM , 
a focus on the traceability between and within system and 
software life cycle processes was maintained [26]. Both the 
FDA General Principles of Software Validation [20] and 
ISO/IEC 12207 [10] incorporate traceability of risks, 
changes and requirements throughout the development life 
cycle. This interaction and traceability of requirements is a 
key enabler of subsequent integration, and it has a vital role 
to play in raising the safety of medical device software.   

 

B. MDevSPICE® Framework support for integration 

The MDevSPICE® framework contains key facilities for 
integrating medical device software. Since MDevSPICE® is 
grounded in IEC 62304, the software sub system 
decomposition is consistent with the requirements of  IEC 
62304, meaning that the language of a software unit, a 
software item and a software system is adopted.  

A software system is the integrated collection of software 
items to accomplish a specific function or set of functions; a 
software item is any identifiable part of a computer program; 
and a software unit is a software item that is not subdivided 
into other items. This software system hierarchy has an 
important role to play when a software developer wishes to 
decompose a system into parts of varying software safety 
classification. A benefit of such decomposition is that those 
parts of the software subsystem that are vital for safety (and 
which require additional safety activities when under 
development) can be isolated until they are later integrated 
with the other software components. It is also important that 
when the components are integrated that the safety 
implications are reflected in test cases that are pre-defined, 
then tested and the results are checked to ensure that they 
match the expected results. Otherwise sign-off cannot take 
place at the various levels – unit tests, integration tests and 
system tests. 

Integration activities in the MDevSPICE® framework 
start by integrating software units into software items, and 
thereafter software items are further integrated with each 
other (and possibly with other units as well) into the software 
subsystem (which in turn is integrated into the overall 
medical device system). There are therefore several levels of 
integration and they must take into consideration the safety 
implications at each step. It is further the case that the bi-
directional traceability of requirements (including 
requirements related to safety) from the product level right 
down to the individual software units is supported in 
MDevSPICE

®
 thus further supporting medical device 

software safety at the integration stage and beyond.  
 

C. Piloting the MDevSPICE® Framework 

The MDevSPICE® framework has been validated in 
various stages of its development by different parties through 
both international expert review and industrial trials. The 
foundation of the MDevSPICE® PAM, IEC TR 80002-3 (the 
development of which was led by the authors), was 
published after several iterations of development and 
analysis by the standardization working group responsible 
for the publication of IEC 62304 (i.e., ISO/IEC Sub-
Committee 62A, Joint Working Group 3). An international 
standard is published only after the national delegates of the 
standard’s working group have agreed on every detail of that 
standard. 

In addition to working with the international medical 
device standards community, the MDevSPICE® PAM has 
also been developed together with and analyzed by experts in 
process assessment working group 10 of ISO/IEC Joint 
Technical Committee 1, Sub-Committee 7, responsible for 
the development and maintenance of the series of process 
assessment standards. These standards are currently being 
revised from ISO/IEC 15504 series to ISO/IEC 330xx series 
of standards. MDevSPICE® framework keeps abreast of 
these updates as well as with the updates of any other 
standard and guidance document information from which is 
contained in the MDevSPICE® framework.  

Upon successful completion of international expert 
review, the MDevSPICE® process assessment framework 
was then validated in the medical device software industry 
through pilot assessments over the past two years. 
MDevSPICE® process assessments were conducted in 
different types of organizations: (1) a small software 
company wishing to supply software to a large medical 
device manufacturer who wants them to demonstrate that 
they are capable of developing safe medical device software 
and provide the medical device manufacturer with a feeling 
that they will not jeopardize the safety of their overall 
medical device or the reputation of their organization; (2) 
three different assessments (across a 2 year period) were 
performed in two different international sites of a 
multinational medical device manufacturer who wants to 
ensure that they are incorporating best practices within their 
software development processes to not only achieve 
regulatory compliance but also reduce the likelihood of 
recalls through developing better quality and more robust 
software; (3) a software development company seeking to 
achieve regulatory compliance against IEC 62304 so that 
they can become medical device software suppliers; and (4) 
a large automotive manufacturer experienced in developing 
safety-critical embedded automotive software now wishing 
to also develop embedded medical device software. 

 

IV. LESSONS LEARNED FROM PILOTING MDEVSPICE
® 

As a result of the MDevSPICE® pilot assessments we 
have witnessed different types of needs and challenges in 
companies where MDevSPICE® pilot assessments were 
conducted.  
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In companies that manufacture medical devices as well 
as develop the embedded software for their devices, the 
traceability and integration between system and software life 
cycle processes is well managed. This might be due to 
systems and software engineers working closely together for 
safe medical device development where the software 
developers are aware of the system risks and requirements.  

For software companies that develop software for large 
medical device manufacturers though, it can be difficult for 
the third party software developers to become aware of the 
overall system level requirements and risks before software 
development project commences. When the system 
requirements are not provided to the software developers, 
this hinders the traceability engineering and integration of 
the subsystems of the medical device. But medical device 
manufacturers working on innovative devices are sometimes 
reluctant to provide their software subcontractors with the 
details of their device design as this could jeopardise device 
novelty or competitive advantage. Yet, the safety risks 
related to the performance of medical devices can outweigh 
the business risks, which can be diminished with proper legal 
knowhow, for the medical device manufacturer. We would 
therefore recommend medical device manufacturers to more 
openly communicate with their software subcontractors in 
order to best support risk and requirements management 
throughout their device design – even if this only 
encompasses those product requirements which are related to 
software requirements (and especially those which are safety 
related). The ultimate goal for all device providers is to have 
a safe medical device on the market and not risk liability or 
damage of their brand as a result of a recall of a faulty 
device.  

V. CONCLUSION 

Safety-critical domains are characterized by heavy 
regulatory demands that companies have to adhere to before 
they can place their devices on the market. Regulatory audits 
are conducted regularly to evaluate these companies and the 
safety of their devices. In order to pass these audits, medical 
device manufacturers have to ensure that all regulatory 
requirements have been adhered to in the design and 
development of each of the medical device subsystems.  

In this paper, we have explained the medical device 
regulatory requirements and the related standards and 
guidance documents, and how MDevSPICE® addresses all of 
these concerns in a single medical device software 
framework. Key to developing this framework was an 
acknowledgement that the overall medical device 
requirements have a direct impact on the safety of the device, 
and it is therefore critical that top level product requirements 
are fully realized in the software system and its related 
requirements. This can be especially difficult to achieve in 
environments where device manufacturers may choose to 
outsource software development without necessarily sharing 
all top level product requirements subcontractors. To address 
this critical interface, the MDevSPICE® framework 
incorporates not just software development lifecycle 
processes but also system level process. Hence, system 
requirements that have an impact on software requirements 

are identified in MDevSPICE®, and through the 
implementation of bilateral requirements traceability, 
decisions taken during the software subsystem development 
are fed back to the top level system requirements – thus 
providing a closed loop for requirements management which 
can help to raise the overall safety of the device.      

Requirements management is a key activity when 
integrating software subsystems and when integrating 
software into higher level systems (such as is the case for 
embedded medical device software). Closely aligned to 
requirements management is the management of safety 
related risks, and these too are supported in a bilateral top-to-
bottom (system to subsystem) mechanism in MDevSPICE, 
with the result that software integration for medical devices 
is conducted in an environment that fully harmonises both 
general requirements and safety concerns.  While such steps 
may not be desirable or economically viable in the case of 
general non-safety critical software, they do provide a 
mechanism for thorough requirements management, even in 
the case where subcontracting is undertaken – and this is a 
positive development in terms of supporting robust and 
effective software integration on all levels.    
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Abstract— As line-of-business software systems take shape and 

evolve over time within an organization, so does the need for 

such systems to interact with each other and exchange data, 

making it imperative to design flexible, scalable integration 

architectures and frameworks to support a robust and well-

performing enterprise system. System integration is a multi-

faceted undertaking, ranging from low-level data sharing 

(Shared Repository or File Sharing), to point-to-point 

communications (Remote Procedure Invocation via Service 

Orientation), to decoupled data exchange architectures 

(Messaging). It is common to build entire integration sub-

systems responsible not only for exchanging information 

between systems (commands and notifications) but also for 

potentially more complex business logic orchestration across 

the entire enterprise (Message Broker). This paper is 

contemplating a practical data notification and 

synchronization integration solution that allows multiple 

enterprise domains to share data that is critical for business 

operations. The article presents a real-world integration 

architecture achieving this business objective, together with the 

corresponding system models and design artifacts, and shows 

how the data integration is realized using a broker-based 

messaging approach employing various enterprise integration 

patterns. 

Keywords-Enterprise integration; system modeling; data 

integration; canonical model; integration patterns. 

I.  INTRODUCTION 

Within an enterprise, system integration solutions are 
almost always designed and implemented as an afterthought, 
as an attempt to build or to expand a new or existing 
enterprise architecture comprised of heterogeneous legacy 
system. It may be safe to say that most companies do not 
start off with an integrated enterprise architecture but rather a 
core domain (also referred to as a vertical), which will 
eventually grow and become part of a larger enterprise 
system. In many cases, such integration is achieved by 
employing various off-the-shelf integration products, such as 
Microsoft’s BizTalk [7] or TIBCO. 

Software system integration comes in different flavors, 
depending on the business objectives, the overall enterprise 
architecture, and ultimately the realization approach chosen. 
In Section II we will investigate these driving factors and 
then present a concrete implementation approach and its 
models in Section III, as it has been proposed and adopted by 
a provider of the nation’s largest portfolio of benefit and 

payroll products and services designed to help more than 
200,000 small and medium-sized businesses. 

This paper presents a data integration and 
synchronization blueprint aimed at implementing the 
“Maintain Data Copies” data integration pattern [8] by 
means of a decoupled integration mechanism realized on a 
custom broker-based messaging architecture [10] [12]. The 
data payloads exchanged between the loosely coupled sub-
systems abide to a ubiquitous integration language, referred 
to as the canonical model [7] as described in Section IV. 
This model is the unified abstraction of the data structures 
that must be shared and synchronized between these systems. 

II. COMPARING AND CONTRASTING FUNCTIONAL AND 

DATA INTEGRATION 

When building a large enterprise software system by 
bringing together multiple domain applications, the first 
question that must be answered involves the level of 
abstraction at which the integration specifications are being 
defined: Do the sub-systems only need the data that allows 
them to carry out their own functions, or do they also require 
access to cross-domain exposed functional features? In other 
words, should a system expose data only or features as well?  

The answers to these questions will determine the type of 
integration that must be realized: data or functional 
integration, and, perhaps even further, it will help discern 
between the need of a flexible, lightweight, loosely-coupled 
integration architecture and one that adds enterprise features 
and interactions, transcending domain system boundaries. It 
is also possible that, in some cases, a hybrid approach may 
be pertinent, either to realize a quick and simple integration 
with a narrower scope (e.g. a test product implementation), 
or to overcome deep architectural and data model 
discrepancies between the existing systems. In this case, the 
solution must fulfill some imperative enterprise needs - 
whether they are related to exposing new system features in a 
short amount of time or at a lower cost until further market 
research proves the worthiness of additional funding for a 
comprehensive, scalable, extensible, and suitable solution. 

A. Functional Integration  

This type of integration involves exposing data and 
behavior [9] to systems that participate in the integration in 
order to trigger or invoke business features exposed by these 
systems. Usually, a pure Service Oriented Architecture 
(SOA) [3] [4] would be the simplest architectural approach 

23Copyright (c) IARIA, 2015.     ISBN:  978-1-61208-448-0

FASSI 2015 : The First International Conference on Fundamentals and Advances in Software Systems Integration

                            29 / 48



that could realize this requirement, but it would introduce 
system coupling and would not be easily scalable [5]. Web 
Services implement in effect the Remote Procedure 
Invocation integration pattern paradigm [7] and this implies 
mutual awareness of the presence of – and the functionality 
provided by - each of the integrating systems. 

Complexity becomes apparent when more than two 
systems must interact at a logical and/or functional level of 
abstraction by invoking these exposed features and 
generating chattiness across the network, or when systems 
evolve, possibly threatening the stability of the integration 
contracts and hence of the solution. Several options are 
available to alleviate these problems, from architectural ones 
to following best practices and proper functional 
decomposition and service encapsulation, and eventually to 
making the proper technology choices [4]. 

B. Data Integration 

This type of integration assumes that the various 
integrating systems were not designed to work together [1], 
and that they do not have direct access to the entire 
enterprise data but only to that which they provision directly. 
These systems were built in order to fulfill certain functional 
and business requirements, rather than architectural ones. It 
is also possible that some systems were acquired at a later 
time (e.g., corporate mergers, third-party software 
acquisitions, etc.) 

Given that the systems evolved independently, enabling 
them to interoperate using multiple copies of the enterprise 
data (i.e., multiple data sources) while providing enterprise-
level business features in a unified fashion is problematic, 
since there is no single source of truth and, potentially, no 
single source of data entry. Multiple applications may allow 
users to enter the same type of data from different user 
interfaces that sit atop of different business/logic layers and, 
consequently, different data sources. 

Achieving this type of data integration can rely on either 
custom solutions (for example, involving an enterprise 
service bus), or commercial tools (such as implementations 
of a Master Data Management system), which may expedite 
the time-to-market of such an integration, sometimes at 
lower costs than custom solutions [2] [7] 

III. A PRACTICAL DATA INTEGRATION AND 

SYNCHRONZATION SOLUTION 

Consider three major business domains, Human 
Resources (HR), Payroll, and Benefits. The common ground 
for all three is the demographic data that defines the 
companies (or clients) that these systems are servicing and 
their employees. As is quite often the case, neither domain 
was built with a true enterprise vision in mind, neither 
architecturally, nor functionally. Yet the main enterprise data 
on employees and clients served must be shared across all 
domains when multiple data copies exist, one per domain. 
These data sources were designed for a very specific 
purpose, making it prohibitively expensive to refactor the 
systems’ layers and the business applications so that they 
rely on a single source of truth – a unified data source across 
the enterprise. A solution employing Master Data 

Management (MDM) tools has been evaluated but the 
business requirements did not warrant such elaborate 
implementations for this particular case. The proposed and 
agreed upon solution was to implement the “Maintain data 
copies” data integration pattern [8] by means of a custom 
scalable and extensible middleware architecture (or 
integrating layer [10]), reusable frameworks and models, and 
carefully-chosen technologies, to fulfill the business need of 
providing multiple services (HR, payroll, and benefits) to an 
array of small to large size clients. 

The following subsection presents the main models of the 
proposed integration solution, where data notifications are 
being exchanged between the various domains via a broker-
based messaging architecture, using various enterprise 
integration patterns, as depicted in the EAI pattern mapping 
diagram in Figure 4. The data payload for these messages is 
wrapped inside a context-based notification model, allowing 
participating systems to take the appropriate action – based 
on their own domain rules – using the data received from the 
message broker. The individual domain systems are not 
aware of each other, only of the message broker through 
which they communicate. 

A. The Integration Models 

All models, structural and behavioral, included in this 
paper are excerpts from the technical design specifications 
document created on behalf of the client’s Enterprise 
Integration Solution [12] and they are being used hereby 
with permission from this client. 

1) Structural Models: High-Level Enterprise Integration 

Architecture and Components 
The integration middleware was designed as an 

extensible, highly-responsive, and scalable broker-based 
topology through which the integrating domain systems will 
exchange data notifications in near real-time and in a 
loosely-coupled fashion. The middleware is built on durable 
messaging frameworks, such as an enterprise service bus 
(ESB), queues, an entity mapping/correlation infrastructure, 
and various service endpoints (SOA).  

The high-level component diagram (Figure 1) shows the 
three business verticals as clients to the enterprise services 
that provide access to features that implement cross-cutting 
concerns (logging, SSO, audit) while indirectly exchanging 
data notification messages among each other, without 
awareness of each other or the features they provide, using 
the integration middleware exposed via a service endpoint 
(i.e., the Data Notification Receiver Service). This design 
ensures system scalability and plasticity of the integration 
scope (data or functional), while hiding the actual technology 
specifics from the systems that participate in the integration. 

2) Object/Data Models: The Canonical Model 
The data notifications exchanged between the systems 

via the service-broker integration middleware is a two-
layered object model, with (a) the actual data payload 
represented by the integration ubiquitous model, also 
referred to as the Canonical Model [7], and (b) the 
notification model which is wrapping (or encapsulating) the 
canonical model payload, adding context, source, and target 
details to the communication messages. 
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Figure 1. Overall enterprise integration topology: business verticals and integration middleware  

This allows for a reusable notification model, where - by 
employing generic data types for the payload wrapped within 
the notification together with the appropriate inheritance 
(generic type inheriting from the non-generic type) – we can 
design any number of notification schemata that could 
encapsulate any business entity models inside a generic 
payload. The payload is domain-specific (or enterprise 
integration-specific in this case), whereas the notification 
model is domain-agnostic. This is depicted in the object 
model in Figure 2. The generic type T of the payload can be 
anything that one would define for a given domain: 
employee, client, address, benefit, participant, dependent, 
etc. In fact, a separate object model for the enterprise 
integration has been defined and is used in the 
implementation of this solution (see the Section IV for 
further details). 

3) Behavioral Models: The Communication Model 

Describing the Enterprise Data Synchronization Process 
For the implemented solution, the data notification 

exchange follows a very simple path through the hub-and-
spoke (or star) integration middleware topology (Figure 3). 
However, the main challenge that had to be overcome is 
associating the business entities from one system to business 

entities in other systems, without introducing direct 
dependencies between these systems or awareness of other 
domains or domain-specific identifiers that – semantically – 
tie these enterprise entities together. For this purpose, an 
entity correlation service was introduced, using a separate 
repository of entity IDs that represent logically - or 
semantically - identical entities across the enterprise. Such 
correlations will be specified during an initial data setup 
process by administrative users or via custom automation 
tools and import/export facilities. 

B. Noteworthy Features of the Integration Architecture 

Some of the rather interesting features of this real-world 
integration solution are compiled below, grouped into 
functional and non-functional characteristics. Several design 
details are included to impart to the reader some level of 
context and comprehension of the architectural and technical 
approaches chosen. 

1) Key Functional Attributes 

a) Enterprise Data Coherence 

Maintaining multiple data copies synchronized, all 
integrators become symmetrical systems of record for the 
core/common enterprise data. 
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All systems participating in the integration are able to 
notify the enterprise about relevant data updates in a 
particular line of business system without being aware of the 
other systems that might need this information or of the way 
in which this data will be consumed. 

All systems participating in the integration will be 
notified of relevant data updates occurring across the 
enterprise via notifications that encapsulate data payloads 
following a normalized model. This in turn allows them to 
keep their own data copy synchronized with the data across 
the enterprise, while continuing to provision it 
independently, according to the domain’s business rules. 

b) Enterprise Functional Coherence 

Specialized domain services offered to clients will 
continue to be managed and augmented within each 
individual vertical, without the need to cross domain 
boundaries, since all necessary data is available at the 
domain level, nearly real-time consistent with the enterprise 
data. 

Decoupled and asynchronous notifications exchanged via 
the messaging broker keep systems unaware and independent 
of each other, while allowing the enterprise to grow as 
needed. Additional applications may be added; if these 
applications require their own data copy, they will start 
listening to notifications, and if they also support or require 
data updates that must be synced with other applications’ 
data sources, then the new applications will also start sending 
notifications to the broker, to be dispatched and consumed 
throughout the enterprise, as needed. 

 

 
Figure 3. High-level integration communication model mapped to the service broker (star) topology
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Figure 2. Data notification object model 
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2) Key Quality Attributes 

a) Scalability 

Without any architectural changes to the integration 
framework or the domain systems, new systems can be 
added to this topology and can be enabled to participate in 
the integration (assuming they also use their own data 
source(s) that require continuous or occasional 
synchronization with the enterprise data). The only two-fold 
requirement is for these systems to expose a data notification 
service endpoint to handle enterprise notifications and to be 
able to raise and react to such data notifications 
appropriately, while being aware of the canonical model as 
the lingua franca of the enterprise integration. 

b) Testability 

Although additional testing frameworks for the 
integration components must be designed and built, 
individual systems will continue to be tested independently 
of each other or the integration middleware. 

Components that simulate/generate notification traffic 
through the integration framework can be built to allow for 
independent testing of the service broker and the integration 
infrastructure.  

c) Maintainability 

The basic SOLID design principles employed, and most 
importantly the “separation of concerns” (or SoC) principle, 
ensure a highly maintainable architecture and codebase due 
to overall high cohesion and low coupling [5] [10].  

Domain rules do not escape the boundaries of the system 
to which they belong, and similarly integration logic is 
isolated to the broker components and services.  

d) High Availability 

By employing load balancing and clustering around the 
integration services and the choice of technology (e.g., 
Service Bus Farm), the deployment topology was designed 
so as to ensure high availability as far as the integration 
components are concerned. 

e) Performance 

Assuming appropriate technology choices, the integration 
framework ensures a high throughput of notifications with 
minimal integration logic (i.e., entity correlation map 
lookup) required between the moment of receiving a 
notification and that of dispatching one.  

For example, Microsoft’s Windows Server Service Bus 
1.1 (on premise) can process 20k messages/second (based on 
1K message size) with an average latency of 20-25ms [11]. 

C. Enterprise Integration Patterns Mapping 

The integration patterns [7] that were employed in 
designing and realizing the integration architecture are 
presented below. They can easily be mapped to the business 
verticals and integration middleware components as an 
overlay atop the simplified enterprise system block diagram, 
as seen in Figure 4. 

 

 
Figure 4. Mapping of enterprise integration patterns to domain systems and to integration middleware components 
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IV. SUMPPLEMENTARY INTEGRATION MODELS 

A. The Canonical Model’s Base Class Details 

The Canonical Model integration pattern [7] has been the 
central theme of the solution implemented and is the only 
integration element that was allowed to permeate the 
enterprise (at each system’s integration endpoints). This 
model can be envisioned as the ubiquitous integration 
language, which describes entities that are shared across the 
various domains of the enterprise. However, these entities in 
turn share data elements that are best modeled separately, as 
properties on base classes, using elemental inheritance, 
aggregation, and composition modeling concepts. For the 
domains in the presented case study, the need to support 
entity identifiers of different types, active timeframes, and 
traceability/audit features, led to the design of the model in 
Figure 5 where all domain entities inherit from the abstract 
class EntityBase shown in the center of the class diagram. 

B. The Canonical Model and the Main Integration Entities 

The main (aggregate root) entities in the integration’s 
lingua franca are Group and Employee. They reflect the 
primary integration objective: keep Employee and Group 
demographics data in sync among all enterprise systems, by 
allowing each system to maintain and operate on their 
individual copy of the data. The model shown in Figure 6 is 
specific to the integration solution proposed for the client, 
aiming at integrating Benefits, Payroll, and Human 
Resources domains, more specifically for achieving the 
business goal of cross-selling services to various clients. 

Noteworthy here is the fact that if we consider the 
canonical model as the domain of the integration, then it is 
following the anemic domain model design anti-pattern [6]. 
This is because these are simple data containers and do not 
encapsulate functionality as the integration framework’s 
domain itself is behavior-less. The model’s only purpose is 
to capture and transport data notifications across systems –
so, from this (proper) perspective the model is abiding to the 
Data Transport Object (DTO) pattern of enterprise 
application architecture [5]. 

Generic functionality is exposed in the form of service 
operation contracts for handling notifications (whether a 
domain system raises a notification or must handle one), but 
no enterprise features are being implemented here, hence 
data representation and modeling is of essence and 
imperatively impacts the success of the proposed system 
integration solution.  

C. The Enterprise Integration Activity Model 

The overall system integration flow is modeled in the 
activity diagram in Figure 7, where the various integrating 
systems and the broker components are bounded by the 
vertical swim lanes, to indicate where activities and actions 
cross system boundaries. The diagram also shows how the 
correlation service is being employed to allow the integration 
framework to associate the same (logical) clients across 
domains by looking up and populating the appropriate 
domain identifiers, as part of the context that wraps the 
notification data payload passing through the broker. 

 

 
Figure 5. Base class and common elements for the canonical model types 
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Figure 6. Canonical model’s main entities: the payload of the data notifications 

Behind the broker services, multiple queues were used as 
a durable and priority-based messaging mechanism, in order 
to decouple the various processes that take place at the 
integration framework level: receiving notifications, 
processing notifications and their context, and finally 
dispatching notifications to targeted systems. 

V. CONCLUSION 

Data integration and synchronization in medium to large 
multi-domain enterprise systems can be achieved via custom 
integration frameworks using various enterprise integration 
patterns and making appropriate technology choices.  

This paper presented an actual, real-world integration 
solution, explained via several structural and behavioral 
system models, and provided details on how the “maintain 
data copies” data integration pattern would be realized via a 
broker-based messaging system. The data exchanged 
between the various domains is encapsulated inside a 
canonical model, which is the common data abstraction 
across the enterprise. This in turn is wrapped inside a 
context-based, generic, and reusable notification model, 
allowing systems to react to these notifications based on their 
own business rules.  

The resulting architecture presented here features 
scalability, extensibility, and high-availability – to mention 
just a few quality attributes, while supporting near-real-time 
data synchronization between systems and allowing them to 
operate without awareness of each other, while using their 
individual data formats, features, and domain rules. 
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Abstract— The provision of care to patients has moved away 

from episodic acute care due to the increase in chronic 

diseases such as diabetes. This has changed the relationship 

between the patient and the care team. The management of 

chronic disease requires the use of information technology 

including networked medical devices to facilitate the 

establishment of an ongoing relationship between the patient 

and care team. The use of networked medical devices can 

provide benefits to patients such as reduced cost of care, 

reductions in adverse events and improved care through the 

provision of accurate and up-to-date information. However, 

the placement of a medical device onto an IT network can 

lead to risks to the device. These risks may lead to incorrect 

or degraded performance of the device impacting patient 

care and negating the potential benefits of using the device. 

While, IEC 80001-1 was developed to assist Healthcare 

Delivery Organisations (HDOs) in addressing these risks, 

HDOs may struggle in implementing the requirements of the 

standard. This paper discusses the development of an 

Assessment Method which forms part of MedITNet, an 

assessment framework which can be used by HDOs to assist 

them in implementing the requirements of the standard by 

providing a flexible, consistent and repeatable approach to 

assessing the capability of their risk management processes 

relating to networked medical devices. The assessment 

highlights weaknesses in the process and can be used as a 

foundation to improve these processes.  

Keywords- Risk Management; Medical IT Networks; IEC 

80001-1; MedITNet; Assessment Framework; Assessment 

Method. 

I.  INTRODUCTION 

The recent downturn in the global economy has led to 

an increased focus on ensuring that a high standard of 

care is provided to the patient while reducing the cost of 

care. Interoperability of medical devices has been 

recognised for its potential to achieve this goal [1]-[3]. 

Such is the potential that governments have provided 

incentives to promote the meaningful use of interoperable 

medical devices and Health Information Technology 

(HIT), such as Electronic Health Records (EHRs) [4]-[6]. 

The use of interoperable medical devices has resulted 

from the increased prevalence of chronic conditions such 

as diabetes which has resulted in a move away from acute 

episodic care. The management of chronic disease 

requires the establishment of an ongoing relationship 

between the patient and their care team facilitated by 

carefully designed care processes and requiring the 

support of information technology [7]-[10] As a result of 

this change, the number of networked medical devices in 

use continues to increase [11]-[13]. 

A number of benefits of the use of networked medical 

are recognised. These include reducing the instances of 

adverse events improving patient safety, reducing the time 

spent by clinicians manually entering information, 

reducing redundant testing due to inaccessible 

information, improving patient care, reducing healthcare 

costs and ensuring comprehensive and secure 

management of health information [14]-[15]. These 

benefits have resulted in medical IT networks becoming a 

critical, integral component of the medical system [16]. 

However, as medical devices increasingly interface with 

other equipment and hospital information systems the 

integration complexity of the systems is increased and this 

presents additional operational risks [13][17]–[19]. 

Proprietary networks were traditionally used when a 

device was placed onto a network. However, these are 

being used less with medical devices being designed to be 

placed onto the hospitals general IT network. This means 

that medical device manufacturers no longer exercise 

control over the configuration of the network [20]. This 

lack of control can lead to risks which result in 

unintended consequences outside the control of the 

medical device manufacturer. The placement of the 

device onto the hospital network creates a new system in 

which the device has not been validated [21]. These risks 

can result in the incorrect and degraded performance of 

the medical device [22][23] compromising patient safety, 

effectiveness and the security of the IT network [24]-[26]. 

IEC 80001-1: Application of risk management for IT-

networks incorporating medical devices [27] was 

published in 2010 to address the risks associated with the 

incorporation of a medical device into an IT network. 

However, HDOs face challenges when implementing the 
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requirements of this standard [28]. HDOs vary in size and 

in terms of the capability of their risk management 

processes [16] [29] and the regulatory requirements of the 

region in which they provide care differ meaning that the 

implementation of the requirements of the standard will 

vary depending on the relevant regulatory requirements. 

The effective performance of risk management activities 

requires interaction between different stakeholder groups. 

An understanding of the context of the HDO is also 

required in order to manage the identified risks [17][30]. 

In addition, organisational changes are required to 

facilitate the necessary level of interaction among 

stakeholders and HDOs may be unprepared for this [13] 

due to the fact that departments within the HDO typically 

operate in silos [7]. These challenges make the 

requirements of the standard confusing and difficult to 

implement.  

These difficulties in implementing the requirements of 

the standard highlighted the need to provide HDOs with 

assistance. This research has focused on the development 

of an assessment framework which provides HDOs with a 

flexible approach to assessing the capability of their 

current risk management processes relating to medical IT 

networks. The use of the assessment framework enables 

communication among stakeholders groups allowing 

HDOs to implement the requirements of the standard.  
The rest of this paper is organized as follows. Section 

II describes the development of the Assessment Method 
component of the MedITNet assessment framework while 
Section III described the stages of the Assessment while 
the validation of the resultant Assessment Method is 
discussed in Section IV. The conclusions are presented in 
Section V. 

II. DEVELOPMENT OF THE ASSESSMENT METHOD 

The Assessment Method described in this paper is one of 

three components which make up the MedITNet 

assessment framework [31][32]. In addition to the 

Assessment Method, MedITNet contains a Process 

Reference Model (PRM) and Process Assessment Model 

(PAM). The PRM provides a description of 14 processes 

which address the requirements of IEC 80001-1. The 

processes within the PRM are described in terms of the 

purpose of the process and the outcomes achieved as a 

result of performing the process. The PAM extends the 

description of the processes by including a description of 

the base practices or activities performed during the 

process and the work products used or produced as a 

result of performing the process. The PAM also 

introduces the concept of a measurement framework or 

scale on which the capability of the process can be 

measured. The Assessment Method provides a consistent 

approach to assessing the capability of the processes in 

the PAM using questions related to each of the base 

practices. The Assessment Method can be tailored for use 

based on the context in which the HDO provides care. 

A. Development Approach 

The approach to the development of the Assessment 

Method combines the learnings from a literature review 

with knowledge of risk management practices in a HDO. 

In order to understand the risk management practices 

within the HDO, focus groups sessions were conducted 

with risk management stakeholders within a HDO. These 

sessions were performed during the Practice-Inspired 

Research phase of the Action Design Research (ADR) 

process [33] which was used in the development of the 

Assessment Method and also in the development of the 

MedITNet Assessment framework.  

B. Literature Review 

In order to inform the development of the Assessment 

Method, a review of Assessment Methods for similar 

standards was completed. This review focused on 

ISO/IEC 15504-3 [34] and Appraisal Requirements for 

CMMI [35] Domain specific including Rapid Assessment 

for Process Improvement in Software Development 

(RAPID) [36], Express process appraisal (EPA) [37], 

Adept [38], Med-Adept [39] and Tudor IT Service 

Management Process Assessment (TIPA) [40] were also 

reviewed. While this review informed the development of 

the Assessment Method, the results of the review were not 

sufficient in themselves to develop the Assessment 

Method. In order to develop the Assessment Method, the 

results of the literature review were combined with the 

knowledge gained during the Practice-Inspired Research 

conducted as part of this study. This approach allowed the 

researcher to take into account the concerns which HDOs 

express in relation to the implementation of the IEC 

80001-1 standard.  

The literature review provided an understanding of 

the challenges that HDOs encounter when incorporating a 

medical device into an IT network. Each of the identified 

challenges was considered when developing the 

requirements for the Assessment Method, using a similar 

approach to that used by Mc Caffery and Coleman [41] 

using criteria for Assessment Methods as outlined by 

Anacleto et al. [42]. The criteria were adapted to take into 

account the domain in which the Assessment Method will 

be used, that is, within the HDO rather than in the context 

of software development. The development of the 

requirements for the Assessment Method also took into 

account the challenges related to the management of risk 

associated with the incorporation of a medical device into 

an IT network which were highlighted as part of the 

Literature Review and Practice-Inspired Research. The 

requirements for the Assessment Method were defined as 

follows: 

 Due to the constraints on resources within 

HDOs, the Assessment Method should be 

lightweight in its approach and facilitate self-

assessment; 
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 The Assessment Method should be based on the 

processes described in the MedITNet PAM; 

 Guidance should be provided for tailoring the 

Assessment Method for use in various scales of 

HDOs and in different geographical contexts. 

The Assessment Method should also facilitate 

assessments based on conformance with the 

standard as well as those which seek to assess 

the capability level with which risk management 

processes are being performed; 

 The Assessment Method should support the 

identification of risks and improvement 

opportunities; 

 The Assessment Method should not assume any 

previous knowledge of process assessment on 

the part of those conducting the assessment; 

 The Assessment Method should facilitate the 

development of tool support in the future; 

 The Assessment Method should be publicly 

available; 

 The Assessment Method should encourage a 

culture of communication among various 

multidisciplinary risk management stakeholders 

including those within and external to the HDO; 

 The Assessment Method should be validated for 

use within the HDO context. 

In addition to the literature review and, to augment the 

Practice-Inspired Research, members of the Clinical 

Engineering team (CE) and the Clinical Informatics team 

in a HDO were consulted throughout the development of 

the questions for the Assessment Method. This was an 

iterative process which is in the following section. 

C. Question Development 

The involvement of HDO risk management stakeholders 

in the development of the Assessment Method was 

considered to be vital as HDOs may use the Assessment 

Method in its form within the technical report and without 

reference to the PRM and PAM. The Assessment Method 

assesses against ISO/IEC 15504-2 compliant models i.e. 

the MedITNet PRM and PAM. These models describe 

processes at the level of the process purpose, outcomes, 

practices and work products. This approach to the 

development of the Assessment Method ensures its 

applicability beyond the HDO assisting with its 

development, across varying geographical and regulatory 

contexts. The development of the assessment questions, 

which form part of the Assessment Method, was 

completed in two phases.  

a) Question Development – Phase 1 

During phase 1 of the question development process, a 

meeting was held in the HDO with the Principal Physicist 

and a Physicist/Clinical Engineer. Both had taken part in 

the initial phase of the Practice-Inspired Research and 

were already familiar with the provisions of the standard 

and the proposed MedITNet framework. 

During the previous discussions on the current risk 

management practices within the HDO, it was agreed that 

the Risk Analysis and Evaluation Process was the main 

process relating to the identification and classification of 

risks. It was noted during the previous focus groups 

session that discussion of the Risk Analysis and 

Evaluation process lead to discussion of other aspects of 

risk management which are outside the scope of that 

process. Therefore, it was decided that questions should 

be developed for this process first.  

The development of these questions would inform the 

development of the assessment questions for the 

remaining processes. In order to develop the questions for 

the Risk Analysis and Evaluation process, each of the 

base practices was reviewed and the participants were 

asked to formulate a question that could be used to assess 

the base practice being described. To facilitate gaining an 

understanding of each of the base practices, each base 

practice was discussed in the context of the standard with 

the relevant section of the standard being consulted and 

reviewed if required. Once all participants were clear on 

the meaning of the base practice, the participants from the 

clinical engineering team were encouraged to think of a 

“real” scenario where the relevant base practice had been 

implemented in the past. The discussion of the scenario 

would focus on how the base practice was implemented in 

the context and any constraints that may have affected the 

implementation of the base practice.  

Once the practice had been discussed in context, the 

participants were encouraged to formulate questions that 

could be used to assess the degree to which the base 

practice had been implemented during the proposed 

scenario. All questions which were formulated by the 

participants were recorded and the participants were 

encouraged to rephrase the questions in order to decrease 

the number of questions used to assess each base practice. 

The Risk Analysis and Evaluation Process contains five 

base practices against which 14 questions were eventually 

formulated. This draft of questions was used in the 

validation focus group within HDO A which was 

conducted as part of the ADR process. However, the set 

of questions (presented in Table I) does not represent the 

final set of questions which were developed to be used in 

the assessment of this process.  

b) Question Development – Phase 2 

During the second phase of the development of the 

questions, the questions for the remaining 13 processes 

were developed. These questions were developed with the 

assistance of the Clinical Informatics Manager (CIM) of 

the HDO. The CIM is a former nurse who oversees the 

systems administration tasks of the Clinical Information 
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System within the Intensive Care Unit. The CIM was 

briefed on the research being carried out on the 

development of the Assessment Method and was given 

the PRM and PAM to review and was briefed on the 

requirements of the IEC 80001-1 standard. Following the 

development of the assessment questions for the 

remaining 13 processes, the CIM was also shown the 

questions developed during phase 1 for the Risk Analysis 

and Evaluation Process. The CIM was asked to review 

and reformulate the questions, as required, for this process 

based on their experience of development of the questions 

for the remaining processes. 

In general, one question was related to each of the base 

practices. However, the assessment of some base 

practices required more than one question. The CIM was 

asked to participate in the development of the questions in 

order to ensure that the questions were phrased in a way 

that could be understood by various risk management 

stakeholders within the HDO. The questions were also 

developed based closely on the base practices defined 

within the PAM to ensure that the questions could be 

applied across multiple HDO contexts and were not 

specific to the HDO in which the research was being 

carried out. 

TABLE I – SAMPLE ASSESSMENT QUESTIONS 

Base Practice 

Summary: 

Question 

Number: 

Question: 

BP.1 - Identify 

likely hazards. 

BP.1 Q.1  How do you identify likely safety 

hazards for individual devices? 

BP.1 Q.2 How do you analyse the system as a 

whole to identify likely safety hazards? 

BP.1 Q.3 How do you consider the impact of the 

device on the environment? 

BP.1 Q.4 How do you consider the impact of the 

device in terms of effectiveness? 

BP.1 Q.5 How do you consider the impact of the 

device in terms of data and system 

security? 

BP.2 - Estimate 

associated risks. 

BP.2 Q.1 Do you have a procedure for estimating 

risk?  

BP.2 Q.2 What approach do you use to estimate 

the risk associated with each source of 

harm? 

BP.2 Q.3 What information sources do you use 

to estimate the risks associated with 

each source of harm? 

BP.2 Q.4 Are risks reviewed throughout the life 

cycle? 

BP.3 - List 

possible 

consequences of 

harm. 

BP.3 Q.1 How do you identify possible 

consequences of harm? 

BP.4 - Record 

results of Risk 

Analysis and 

Evaluation 

activities. 

BP.4 Q.1 How are risk management activities 

recorded? 

BP.4 Q.2 Are instances where risk estimate is so 

low that risk reduction is not required 

recorded? 

BP.5 - 

Implement Risk 

Control 

Measures. 

BP.5 Q.1 How are risk control measures 

implemented? 

BP.5 Q.2 Are risk control measures implemented 

in line with risk management policy? 

III. STAGES OF THE ASSESSMENT METHOD 

The stages of the assessment process are illustrated in 
Figure 1 and discussed in the remainder of this section. 

 

Stage 1 – Definition of Assessment 
Scope

Stage 2 – Conduct Initial Briefing

Stage 3 – Conduct Assessment 
Interviews

Stage 4 - Generation of Findings 
Report

Stage 5 - Presentation of Findings 
Report

Stage 6 - Implementation of 
Recommendations

Stage 7 - Reassessment (Optional)

 
Figure 1.  Stages of the Assessment Process 

Participants in the assessment process include the lead 
assessor, a risk management stakeholder from within the 
HDO, who will manage the assessment on behalf of the 
Top Management (TM) of the HDO. Focus group 
interviews are used during the assessment to ensure 
communication among risk management stakeholders. An 
additional Assessor (A) may be required to assist the LA. 
In addition to sponsoring the assessment, TM will ensure 
that Risk Management Stakeholders (RMS) are available 
to participate in the assessment. The RMS will be drawn 
from a multi-disciplinary team from within the HDO and 
will include members of the IT, CE and Clinical Teams 
and any other relevant RMS as required. The RMS may 
also include participants who are external to the HDO such 
as MDMs. It should be noted that Stages 1 to 5 above 
complete the assessment activities. Stage 6 involves the 
implementation of recommendations made during the 
assessment. Where a follow-up assessment is required, 
stage 7 is performed. A reassessment can be used to 
confirm that the recommendations for improvements to the 
risk management process have improved risk management 
processes as envisaged. 

a) Stage 1 

The lead assessor meets with Top Management and the 

scope of the assessment is discussed. The system which is 

to be the focus of the assessment is defined and the 

context of the system is understood. At this time, the 

availability of relevant risk management stakeholders to 

participate in the assessment is confirmed. 

b) Stage 2 

The lead assessor meets with relevant risk management 

stakeholders who will be taking part in the assessment to 

explain the Assessment Method and give details of what 

their participation will involve. 
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c) Stage 3 

The lead assessor conducts interviews based on the 

scripted questions with the relevant risk management 

participants and evaluates the responses. The assessor 

makes notes on the interviews and additional questions 

are asked if clarification is required. Relevant work 

products are reviewed at this stage. 

d) Stage 4 

A findings report is prepared based on the data gathered at 

stage 3. Each process is reviewed in turn and where 

relevant particular strengths and weaknesses are identified 

based on the evaluation and interview notes. Suggested 

actions to address these issues and to facilitate process 

improvement are outlined and discussed. 

e) Stage 5 

The findings report is presented. 

f) Stage 6 

Having allowed time for the contents of the report to be 

considered, the findings are discussed and a plan for 

improvement of the processes with specific improvement 

objectives is agreed. 

g) Stage 7 

The HDO having implemented the agreed improvements 

have the option of performing a reassessment to ensure 

that improvements have been implemented and that risk 

management processes have improved accordingly. 

IV. VALIDATION OF THE ASSESSMENT METHOD 

The Assessment Method was validated from the 

perspective of its utility in a specific HDO context. The 

first stage of validation consisted of performing an 

assessment of current risk management practices within a 

HDO context using the Assessment Method. This phase 

consisted of a pilot implementation of the Assessment 

Method by performing an assessment of the Risk Analysis 

and Evaluation process using the questions from the 

Assessment Method. A focus group session took place in 

the HDO with participants from various risk management 

stakeholder groups taking part. The assessment allowed 

for areas of weakness in the current risk management 

processes related to medical IT networks to be highlighted 

and addressed. A findings report was provided to the 

HDO and a follow-up focus groups session took place 

nine months later to review which recommendations had 

been implemented. A summary of the recommendations is 

provided in Table 2. This phase of the validation ensured 

that the developed questions could be understood by risk 

management stakeholders and were suited for use for the 

performance of an assessment in the specific HDO 

context. The performance of the assessment resulted in 

improvement to not only the risk analysis and evaluation 

process within the HDO, but participants also reported 

improvements in the overall risk management of medical 

IT networks within the HDO. The performance of this 

stage of the validation confirmed the utility of the 

Assessment Method in a specific HDO context. 

TABLE II - SAMPLE ASSESSMENT RESULTS SUMMARY 

BP.1 - Identify likely hazards 

Develop a standardised process for the identification of hazards, 

including the identification of hazards during the tendering process 

Maintain the same level of documentation in the recording of identified 

hazards, regardless of when in the lifecycle the hazard is identified 

Store information related to risk management in a manner which can be 

accessed as an information source for the estimation of future risks 

BP.2 - Estimate associated risks 

Establish a policy detailing risk acceptability criteria 

Formalize and document a procedure for the estimation of risk which 

stipulates which risk management stakeholders should be involved 

BP.3 - List possible consequences of harm 

Consider consequences of harm based on the risk acceptability criteria 

Consider consequences of harm based on the risk management policy 

BP.4 - Record the results of Risk Analysis and Evaluation activities 

Record Risk Analysis and evaluation activities in the risk management 

file 

Ensure accessibility of emails containing information on Risk Analysis 

and Evaluation activities 

BP.5 - Implement Risk Control Measures 

Establish a process for risk control 

Ensure that risk control measures are implemented in line with the risk 

control process 

Document risk which have been considered so low as not to require 

additional risk control measures 

In order to confirm the generalisability of the 

Assessment Method across a range of HDO contexts, the 

Assessment Method was also validated through expert 

review by members of the standards community from the  

International Electrotechnical Commission (IEC) Sub-

Committee 62A and the International Organization for 

Standardization (ISO) Technical Committee 215 Joint 

Working Group 7 (JWG7). Members of this group are 

drawn from risk management stakeholders within HDOs, 

medical device manufacturers and providers of other IT 

technology. They are recognised as experts in their field 

and represent their country in this capacity. The focus of 

this stage of the validation is to ensure that the 

Assessment Method can be used across multiple HDO 

contexts, regardless of the regulatory environment in 

which the HDO operates. During this phase of the 

validation the Assessment Method was circulated to 

members of JWG7 for review. The Assessment Method 

was circulated with the MedITNet PRM and PAM and 

members were invited to make comments on any aspect 

of these components of MedITNet. The review by 

members of this group resulted in a number of changes to 

the Assessment Method including the provision of sample 

templates which could be used by HDOs during the 

performance of an assessment and in the preparation of 

the findings report for circulation to Top Management of 

the HDO. In addition to the review by members of JWG7, 

a focus group session was conducted with a selection of 

experts from the group. These experts were asked to 
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comment on various aspects of the overall MedITNet 

framework. During this session experts reported that the 

use of the Assessment Method and specifically the 

assessment questions resulted in risk management 

stakeholders having a greater understanding of the 

requirements of the IEC 80001-1 standard. The experts 

also noted that the definition of the requirements of the 

standard at the level of processes in the PAM enabled the 

assessment questions to be tailored to take into account of 

the context in which the HDOs provide care. This was  
Each of these phases was performed iteratively as part 

of the ADR process and changes suggested by each phase 
of the validation were incorporated into the next version of 
the Assessment Method and the overall MedITNet 
framework.  

V. CONCLUSIONS 

While IEC 80001-1 takes steps to address the risks 
associated with the placement of a medical device onto an 
IT network, HDOs may face challenges in understanding 
and implementing the requirements of the standard. The 
MedITNet framework has been developed in order to 
assist HDOs in addressing these challenges. The 
Assessment Method provides a consistent, repeatable and 
tailorable approach to the assessment of the capability of 
risk management processes related to the management of 
medical IT networks. An assessment of these processes 
can highlight weaknesses therein and can be used as a 
foundation for an improvement of risk management 
processes. Effective risk management of medical IT 
networks ensures that the potential benefits of networked 
medical devices are realised while ensuring the safety of 
the patient is protected, the effectiveness of the device is 
assured and the security of the data and system are 
preserved. 
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Abstract—With a rising demand for developing deep sea 

resources recently, that for offshore plant construction are 

getting greater. Accordingly, plant owners request more for a 

safety management system in the process of offshore plant 

building. Thus, it is required that a safety management system 

is built for each shipyard or offshore plant building project. In 

order to develop a safety management system, it is important 

that risk factors in each task should be properly identified. 

Most information with respect to work processes or risk 

factors can be commonly applicable. But, most of the safety 

management system is developed upon an assumption that 

such information is implicitly inherent within the system. In 

this respect, to ensure that the key information, such as task 

and hazard information for building safety management 

system is not inherent within the system, we defined XML 

(eXtensible Markup Language) Schema to ensure that such 

information can be expressed in standardized-format XML. By 

doing so, even if risk and work process contents change, XML 

files can be used after redefined - without changing safety 

management logic of a relevant system.  

Keywords-safety;shipbuilding;XML Schema; hazard; risk. 

I.  INTRODUCTION 

The shipbuilding industry refers to ship building and 
repair sectors. The industry is regarded as one of the most 
dangerous sectors. Accordingly, safety management is 
essential task of project management in shipbuilding industry. 
This promoted consistent efforts for technology 
advancement concerning shipbuilding processes, facilities 
and equipment. Still, today most of tasks at shipyards are 
labor-intensive and requires the specialized, highly skilled. 
In addition, shipbuilding tasks are mostly performed 
outdoors, largely influenced by air temperature, climate and 
other atmospheric environmental factors. Relevant working 
conditions change constantly. In order to improve safety 
management, such real workplace environment changes 
should be reflected in a safety management system promptly. 
Nonetheless, the current safety management framework is 
featured by policy aspects covering safety management 
manuals, safety training for workers and supervision by 
safety management supervisors. For this reason, proper 
safety management is not undertaken effectively reflecting 
actual situations for each worker [1]. In an effort to address 
this problem, studies are carried out from various 

technological perspectives. First of all, there is a study 
striving to improve the current safety management 
framework by monitoring workers’ safety utilizing building 
information modeling (BIM) [2], virtual reality [3] and 
augmented reality [4]. Also, there is an endeavor to enhance 
workplace monitoring technology in terms of worker 
location monitoring technologies [5]-[8]. Another approach 
is to improve safety management system in terms of risk 
analysis-based risk assessment model and related supporting 
system to prevent accidents [9][10]. While, in terms of safety 
management logic, it is important that risk factors in each 
task should be properly identified. This information can be 
accumulated empirically. Only some processes differ related 
to what is produced in the same domain. Accordingly, most 
information with respect to work processes or risk factors 
can be commonly applicable. But, most of the safety 
management system is developed upon an assumption that 
such information is implicitly inherent within the system. In 
this aspect, we defined XML Schema to ensure that this 
information is not inherent within the system but explicitly 
expressed in standardized format XML. By defining work 
process or risk factor information in XML files based on 
XML Schema, our approach allows to promptly reflect real-
time workplace situations and be made use of by various 
shipyards or other industrial sites not modifying the logic of 
safety management systems. The rest of this paper is 
organized as follows. Several related researches are 
presented in Section II. Section III presents the XML schema 
for implementing the safety management system. Section IV 
presents XML files as examples based on the XML schema. 
The paper concludes with future work and conclusions in 
Section V. 

II. RELATED RESEARCHES 

In the existing approach for developing safety 
management frameworks, risks are identified through 
meetings between safety managers and task managers using 
plans, accident cases and empirical information, etc. These 
risks do not sufficiently reflect changing situations in real 
worksites. For these reasons, some visualization techniques, 
such as BIM, game technologies, virtual reality, and 
augmented reality have been utilized to improve the current 
safety management practices. In this respect, there is a study 
performing 6-day cycle safety plan through 3D modeling of 
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the working environment [11]. In addition, there is also an 
approach offering a framework providing pre-designed 
virtual project site model in safety management system, for 
risk identification [12]. Also, there is another approach 
proposing rule-based safety checking system for falls based 
on 4D BIM [13]. These researches are a part of visualization 
technologies for workplace. On the other hand, there are 
studies about monitoring technologies of real-time locations 
of workers in workplace. In order to prevent accidents, there 
is a study using RFID (Radio Frequency IDentification) 
technologies to track workers’ location in real-time [14]. 
Also, there is an approach that combines wireless 
communication systems with sensors not using tagging 
technologies, such as RFID in order to detect moving objects 
[15]. Its focus is to identify the accurate location of moving 
workers and objects to prevent accidents. Also, there are 
studies about risk identification and assessment. Most of risk 
identification and assessment relies on experiences and 
expertise of safety management experts or work managers. A 
study was carried out concerning tools and evaluation 
models to assist such risk assessment processes [16].  

III. XML SCHEMA FOR IMPLEMENTING SAFETY 

MANAGEMENT SYSTEM 

A. Definition of data relationship for building safety 

management system 

First of all, we should consider relationship among data 
that is necessary for building safety management system as 
shown in Figure 1. 

Task

Zone

Adjacent 
Task

Environment
Condition

Hazard

Material

Incident

Machine

Incident 
Prevention
Measure

Prerequisite 
Task

Task 
Quality 

Management
Human 
Action

is performed in

as a part of a preparation process

a kind of the hazard

can be triggered by

to prevent incident

 
Figure 1.  Data relationship for safety management system 

As shown in Figure 1, most of accidents at shipbuilding 
sites are closely related with a task undertaken. Accordingly, 
a relationship is formed focusing on such task information. 
As hazard factors exist according to the characteristics of 
task, task information is related to those factors. As regards 
prerequisite task like equipment checking carried out before 
each task may not be considered as individual task but 
simply as part of a preparation process. Still, since such task 
can entail hazard factors, a relationship about prerequisite 
task should also be factored into. Then, each task is 
performed in a specific zone. This means the features of the 
zone can influence hazard factors and a relationship is also 
established with zone information. Furthermore, as climate 
or other outside environmental conditions can also serve as 
major hazard factors depending on in which area what task is 

done, such a relationship should also be taken into account. 
Especially, in shipbuilding sites, as large-sized objects are 
handled in a limited space, different processes of work may 
be performed adjacently in parallel. In this regard, hazard 
factors of each task can have an impact on adjoining zones, 
which requires relevant consideration. Hazard factors 
identified from each perspective can vary ranging from: 
those related to work materials and equipment; those in an 
aspect of workplace management; to those from wrong 
human behaviors. Ultimately, as the goal of safety 
management system is to prevent accidents, it is required to 
identify incident factors triggered by each hazard factor, and 
formulate and define incident prevention measures from the 
relationship between hazard factors and task. 

B. XML Schema for defining the relationship between 

Task and Hazard 

It is necessary to define the kinds of specific information 
required for each information listed in the previous section. It 
is important to define data structure and relationship in a 
standardized format utilizing XML formats - a standardized 
markup language expressing rule sets for data encoding. In 
this term, the definition rules for specific information - 
necessary for developing safety management system logic – 
are defined in XML Schema. Figure 2 illustrates definition of 
XML Schema for representing task information. 

Task ID Task Code Number Task Name Prerequisite Task

<xs:schema xmlns:xs="http://www.w3.org/2001/XMLSchema">
<xs:element name="tasklist" type="tasklistType"/>

<xs:complexType name="tasklistType">
<xs:sequence>
<xs:element maxOccurs="unbounded" ref="taskitem"/>
</xs:sequence>       

</xs:complexType>
<xs:element name="taskitem" type="taskitemType"/>
<xs:complexType name="taskitemType">
<xs:sequence>

<xs:group ref="item" />
<xs:element maxOccurs="unbounded" minOccurs="0" ref="prerequisitetask" />

</xs:sequence>
</xs:complexType>
<xs:group name="item">

<xs:sequence>
<xs:element ref="taskcode" />
<xs:element ref="taskname" />

</xs:sequence>
</xs:group>
<xs:element name="taskcode" type="taskcodeType" />
<xs:simpleType name="taskcodeType">

<xs:restriction base="xs:string">
<xs:pattern value="[A-Za-z0-9]{3}" />

</xs:restriction>
</xs:simpleType>
<xs:element name="taskname" type="xs:string" />
<xs:element name="prerequisitetask" type="prerequisitetaskType" />
<xs:complexType name="prerequisitetaskType">

<xs:sequence>
<xs:group ref="item" />
</xs:sequence>       

</xs:complexType>
</xs:schema>

 
Figure 2.  The XML Schema for task information 

As shown in Figure 2, in order to express task 
information, we classified task information into task ID, task 
code number, task name, and prerequisite task. Task code 
number is assigned to each task for easy identification in 
safety management logic. The code number list should be 
managed in a separate file and adjusted according to 
individual projects and shipyard situations. Task name 
represents a textual name for each task. Prerequisite task is a 
preparatory work performed before main task.  
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Based on the classification, in order to represent a list of 
task information, we declared <tasklist> element as the 
topmost element in the XML Schema. The element 
<tasklist> contains the <taskitem> element to represent each 
task as shown in Figure 2. The element <taskitem> 
comprises the <item> element and the <prerequisitetask> 
element. The element <item> is used to show the task name 
and task code number. The <taskcode> element reflects the 
task code number of each task and shall be supplied in the 
format of 3 alphanumeric characters. The <prerequisite task> 
element shall be used to represent the task which should be 
performed before main task of the <task> element. Since one 
or more prerequisite tasks shall be existed, we defined the 
value of ‘maxOccurs’ value as ‘unbounded’. The 
<prerequisitetask> element shall be represented using the 
<item> element. 

Then, although hazard information is closely related with 
other information, we defined XML Schema elements for 
hazards to contain information for the hazard itself to 
exclude overlap of information. Figure 3 shows the XML 
schema for representing hazard information.  

First of all, we classified hazard information into hazard 
ID, hazard code number, hazard name, hazard type, causes of 
incident, and hazard zone.  

Hazard code number is assigned to each hazard for easy 
identification in safety management logic. The code number 
list should be managed in a separate file and adjusted 
according to individual projects and shipyard situations. 
Hazard name represents a textual name for each hazard. 
Hazard type represents hazard factors identified from each 
perspective. Causes of incident represent causes of an 
incident by the hazard. Hazard zone is required for 
representing the specific zone that can be affected by the 
hazard.  

Based on the classification, in order to represent a list of 
hazard information, we declared <hazardlist> element as the 
topmost element in the XML Schema. The element < 
hazardlist> contains the <hazard> element to represent each 
hazard as shown in Figure 3. The element <hazard> contains 
the <hazarditem> element. The <hazard> element contains 
<hazardcode>, <hazardname>, and <hazardzone>. It also 
comprises the ‘cause’ attribute and the ‘seriousness’ attribute. 
The <hazardcode> element reflects the hazard code number 
of each hazard and shall be supplied in the format of 3 
alphanumeric characters. The <hazardname> element 
reflects the hazard name. In case the hazard occupies the 
fixed spot, the <hazardzone> element reflects the spot of 
hazard. The ‘cause’ attribute reflects causes of incident and 
can be  one value of “Falls from height”, "Slips", "Trips", 
"Hit something fixed/stationary", "Hit by moving/falling 
object", "Struck by something", and "Collapse".  

Next, to represent relationships between a task and 
hazards, task code number, hazard code number, prevention 
measures and seriousness can be used. The hazard code 
number is the hazard which can be occurred by the task. The 
prevention measures reflect measures that prevent incidents 
that arise from hazards. The seriousness represents degrees 
of the seriousness of the incident. Figure 4 shows the XML 

Schema for representing relationships between a task and 
hazards information. 

<xs:schema xmlns:xs="http://www.w3.org/2001/XMLSchema">
<xs:element name=“hazardlist" type=“hazardlistType"/>
<xs:complexType name=" hazardlistType ">

<xs:sequence>
<xs:element maxOccurs="unbounded" ref=“hazard"/>

</xs:sequence>       
</xs:complexType>
<xs:element name="hazard" type="hazardType"/>
<xs:complexType name="hazardType">

<xs:sequence>
<xs:element minOccurs="1" maxOccurs="1"  ref="hazardcode" />
<xs:element ref="hazardname" />
<xs:element ref="hazardtype" />
<xs:element minOccurs="0" ref="hazardzone" />

</xs:sequence>       
<xs:attribute ref="cause"/>

</xs:complexType>
<xs:element name="hazardcode" type="hazardcodeType" />
<xs:simpleType name="hazardcodeType">

<xs:restriction base="xs:string">
<xs:pattern value="[A-Za-z0-9]{3}" />

</xs:restriction>
</xs:simpleType>
<xs:element name="hazardname" type="xs:string" />
<xs:element name="hazardtype" type="hazardtypeType" />
<xs:simpleType name="hazardtypeType">

<xs:restriction base="xs:string">
<xs:enumeration value="Material"/>
<xs:enumeration value="Machine"/>
<xs:enumeration value="Task Quality"/>
<xs:enumeration value="Management"/>
<xs:enumeration value="Human action"/>

</xs:restriction>
</xs:simpleType>    
<xs:element name="hazardzone" type="hazardzoneType" />
<xs:complexType name="hazardzoneType">

<xs:sequence>
<xs:element ref="referencepoint" />
<xs:element ref="horizontalwidth" />
<xs:element ref="verticallength" />            

</xs:sequence>       
</xs:complexType>
<xs:element name="referencepoint" type="referencepointType" />
<xs:complexType name="referencepointType">

<xs:sequence>
<xs:element name="x" type="xs:long" />
<xs:element name="y" type="xs:long" />
<xs:element name="z" type="xs:long" />          

</xs:sequence>       
</xs:complexType>
<xs:element name="horizontalwidth" type="xs:long" />
<xs:element name="verticallength" type="xs:long" />
<xs:attribute name=“cause" type=“causeType” />
<xs:simpleType name="causeType">

<xs:restriction base="xs:string">
<xs:enumeration value="Falls from height"/>
<xs:enumeration value="Slips"/>
<xs:enumeration value="Trips"/>
<xs:enumeration value="Hit something fixed/stationary"/>
<xs:enumeration value="Hit by moving/falling object"/>
<xs:enumeration value="Struck by something"/>
<xs:enumeration value="Collapse"/>           

</xs:restriction>
</xs:simpleType>

</xs:schema>

Hazard ID Hazard Code Number Hazard Name Hazard Type Causes of Incident Hazard Zone

 
Figure 3.  The XML Schema for hazard information 

<xs:schema xmlns:xs="http://www.w3.org/2001/XMLSchema">
<xs:element name="taskhazardlist" type="taskhazardlistType"/>
<xs:complexType name="taskhazardlistType">

<xs:sequence>
<xs:element maxOccurs="unbounded" ref="taskhazard"/>

</xs:sequence>       
</xs:complexType> 
<xs:element name="taskhazard" type="taskhazardType"/>

<xs:complexType name="taskhazardType">
<xs:sequence>

<xs:element minOccurs="1" maxOccurs="1" ref="taskcode"/>
<xs:group minOccurs="1" maxOccurs="unbounded" ref="hazardprevention" />

</xs:sequence> 
<xs:attribute ref="seriousness"/>

</xs:complexType>
<xs:group name="hazardprevention">

<xs:sequence>
<xs:element ref="hazardcode"/>
<xs:element ref="preventionmeasure"/>  

</xs:sequence>
</xs:group>
<xs:element name="preventionmeasure" type="preventionmeasureType"/>
<xs:complexType name="preventionmeasureType">

<xs:sequence>
<xs:element name="actionitem" type="xs:string" minOccurs="1" maxOccurs="unbounded" />

</xs:sequence>       
</xs:complexType> 
<xs:attribute name="seriousness" type="seriousnessType" />
<xs:simpleType name="seriousnessType">

<xs:restriction base="xs:positiveInteger">
<xs:enumeration value="1"/>
<xs:enumeration value="2"/>
<xs:enumeration value="3"/>
<xs:enumeration value="4"/>

</xs:restriction>
</xs:simpleType>

</xs:schema>

TaskHazard ID Task Code

Number

Hazard Code

Number

Prevention Measure Seriousness

 
Figure 4.  The XML Schema for relationships between a task and hazards 
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First, in order to represent a list of mapping information 

between a task and hazards, we declared <taskhazardlist> 
element as the topmost element in the XML Schema. The 
element < taskhazardlist> contains the <taskhazard> element 
to represent each mapping information as shown in Figure 4. 
The <taskhazard> element contains the <taskcode> element 
and the group element <hazardprevention>. The group 
element <hazardprevention> comprises the <hazardcode> 
element and the <preventionmeasure> element. The 
<preventionmeasure> element contains the <actionitem> 
element that reflects an action item for preventing each 
hazard. The ‘seriousness’ attribute can be a number from “1” 
to “4”. 

IV. EXAMPLE 

This section describes an example that a XML file is 
defined based on the XML Schema for the safety 
management system for shipyards.  

Figure 5 shows an example of XML representing some 
tasks of major work processes at shipyards using XML 
Schema defined in Section III.  

Task ID Task Code Number Task Name Prerequisite Task

000 Marking Checking NC/M

001 Primer coating Checking conveyor

… … …

010 Checking NC/M Confirm that use of the NC/M was prohibited

020 Checking conveyor Confirm that use of the conveyor was prohibited

… ….

<tasklist xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance" xsi:noNamespaceSchemaLocation="hse_task.xsd">
<taskitem>

<taskcode>000</taskcode>
<taskname>Marking</taskname>
<prerequisitetask>

<taskcode>010</taskcode>
<taskname>Checking NC/M</taskname>

</prerequisitetask>
</taskitem>
<taskitem>

<taskcode>010</taskcode>
<taskname>Checking NC/M</taskname>
<prerequisitetask>

<taskcode>011</taskcode>
<taskname>Stop NC/M</taskname>

</prerequisitetask>
</taskitem>
<taskitem>

<taskcode>001</taskcode>
<taskname>Primer coating</taskname>
<prerequisitetask>

<taskcode>020</taskcode>
<taskname>Checking conveyor</taskname>

</prerequisitetask>
</taskitem>
<taskitem>

<taskcode>020</taskcode>
<taskname>Checking conveyor</taskname>
<prerequisitetask>

<taskcode>021</taskcode>
<taskname>Stop conveyor</taskname>

</prerequisitetask>
</taskitem>

…..
…

</tasklist>  
Figure 5.  The XML file for task information 

It represents XML defined using the <taskitem> element 
for each task listed in the table in Figure 5. 

Figure 6 shows an example of XML representing hazard 
factors that can be occurred in work processes of shipyards 
based on the XML Schema defined in Section III. 

It represents XML defined using the <hazard> element 
for each hazard listed in the table in Figure 6. 

<hazardlist xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance" xsi:noNamespaceSchemaLocation="hse_in.xsd">
<hazard cause=“Hit by moving/falling object”>

<hazardcode>001</hazardcode>
<hazardname>NC/M</hazardname>
<hazardtype>Machine</hazardtype>

</hazard>
<hazard cause=“Struck by something”>

<hazardcode>002</hazardcode>
<hazardname>Conveyor roll</hazardname>
<hazardtype>Machine</hazardtype>

</hazard>
<hazard cause=“Falls from height”>

<hazardcode>003</hazardcode>
<hazardname>Danger of falling spot</hazardname>
<hazardtype>Human action</hazardtype>

</hazard>
…..

…

</hazardlist>

Hazard ID Hazard Code Number Hazard Name Hazard Type Causes of Incident Hazard Zone

001 NC/M Machine Hit by moving/falling
object

002 Conveyor roll Machine Struck by something

003 Danger of falling
spot

Human action Falls from height

…

 
Figure 6.  The XML file for hazard information 

Figure 7 illustrates an example of XML representing the 
relationship between tasks and related hazard factors based 
on the XML Schema defined in Section III. 

<taskhazardlist>
<taskhazard seriousness=“4”>

<taskcode>010</taskcode>
<hazardcode>001</hazardcode>
<preventionmeasure>

<actionitem>Confirm that use of the NC/M was prohibited</actionitem>
</preventionmeasure>

</taskhazard>
<taskhazard seriousness=“4”>

<taskcode>020</taskcode>
<hazardcode>002</hazardcode>
<preventionmeasure>

<actionitem>Confirm that use of the conveyor was prohibited</actionitem>
</preventionmeasure>

</taskhazard>
…..

…
</taskhazardlist>

TaskHazar

d ID

Task Code

Number

Hazard Code

Number

Prevention Measure Seriousness

010 001 Confirm that use of the NC/M was
prohibited

4

020 002 Confirm that use of the conveyor
was prohibited

4

 
Figure 7.  The XML file for relationships between a task and hazards 

The first value line of the table in Figure 7 shows the 
relationship between the task item which has 010 as the 
‘Task Code Number’ and the hazard item which has 001 as 
the ‘Hazard Code Number’. Similarly, the second line of the 
table in Figure 7 shows the relationship between the task 
item which has 020 as the ‘Task Code Number’ and the 
hazard item which has 002 as the ‘Hazard Code Number’.  

V. CONCLUSIONS 

In order to ensure that the key information, such as task 
and hazard information for building safety management 
system is not inherent within the system but explicitly 
expressed in standardized format XML, we defined XML 
Schema to express such data in standardized XML formats. 
Based on it, diverse data of existing systems can be 
integrated and interoperated in standardized format for the 
safety management system. In the future, it is essential to 
conduct studies on how to integrate with a variety of existing 
systems on the basis of defined XML files. It is also required 
to develop a framework for the safety management system 
that can be integrated with existing process management 
systems. 
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