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The Second International Conference on Green Communications, Computing and
Technologies (GREEN 2017), held between September 10-14, 2017 in Rome, continued the
inaugural event focusing on current solutions, stringent requirements for further development,
and evaluations of potential directions. The event targeted to bring together academia,
research institutes, and industries working towards green solutions.

Expected economic, environmental and society wellbeing impact of green computing and
communications technologies led to important research and solutions achievements in recent
years. Environmental sustainability, high-energy efficiency, diversity of energy sources,
renewable energy resources contributed to new paradigms and technologies for green
computing and communication.

Economic metrics and social acceptability are still under scrutiny, despite the fact that many
solutions, technologies and products are available. Deployment at large scale and a long term
evaluation of benefits are under way in different areas where dedicated solutions are applied.

The conference had the following tracks:
e Improving Green-ness
e Smart Energy and Smart Grid

We take here the opportunity to warmly thank all the members of the GREEN 2017
technical program committee, as well as all the reviewers. The creation of such a high quality
conference program would not have been possible without their involvement. We also kindly
thank all the authors that dedicated much of their time and effort to contribute to GREEN 2017.
We truly believe that, thanks to all these efforts, the final conference program consisted of top
quality contributions.

We also gratefully thank the members of the GREEN 2017 organizing committee for their
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historic charm of the city.
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Abstract—This paper reports the results of a study on thermo-
physical properties of two varieties of local date palm wood,
called petiole, namely Boufeggous and Hafsa from Tinghir
oasis, southern Morocco. The goal is to use this natural
material as insulation for a solar furnace to reduce heat loss.
Experimental measurements of thermo-physical properties,
according to the orientation of the fibers at ambient
temperature and atmospheric pressure, have been conducted
and analyzed. Furthermore, a scanning microscopy (SEM)
analysis of the samples was investigated to characterize their
microstructure. Preliminary results deducted from this study
were compared with other insulation materials in literature in
order to evaluate the interest of these kind of materials for
solar cooking application.
Keywords-Solar  furnace; insulation and

efficiency

date palm;

L INTRODUCTION

In many thermodynamic processes, the heat flow (gain or
loss) can be optimized using special materials to insulate the
system and, ultimately, save energy. In solar cooker
applications, numerous materials with low thermal
conductivity may be used for insulation. However, to ensure
optimal insulation, we have to take into account the thermo-
physical properties, environmental and economic impact, as
well as availability and durability of the used material [1]. At
present, there are a number of different insulating materials
used for solar furnace manufactured from fiberglass, mineral
wool (rock wool), cellulose or polystyrene (expanded) [2].
Although these materials have good physical properties, they
are very expensive to acquire and they can be unsafe to
human health and to the environment. For instance, the
fiberglass could irritate the eyes, skin and the respiratory
system. These disadvantages have necessitated research on
natural, ecological and economic insulation materials such as
flax, cotton, hemp, jute, sisal, kenaf, pineapple, ramie,
bamboo, banana, palm etc. The performance of these
materials is under study and their development is at an early
stage [2][3]. Several authors have analyzed and characterized
experimentally some of these natural materials, as described
in the rest of this section.

Nguyen et al. [4] studied the thermal performance of
hemp shives. They developed a multi-scale homogenization
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approach that takes into account the shape and orientation of
pores and particles in order to predict the thermal
performance of hemp as an insulation material. As results,
they found that the thermal conductivity of hump increased
linearly with increasing saturation degree, density and
temperature. Tangjuank [1] presents the thermal properties of
insulation material produced from pineapple leaves. As
blinder, he used natural rubber latex. According to the
results, the thermal conductivity obtained was close to the
commercial insulator, with a value of 0.035W/m.K and with
density of 210 Kg/m®. This value ensures that pineapple
fibrous material can replace the synthesis insulator.

Agoujdil et al. [5] have carried out an experimental
investigation on the thermo-physical, chemical and dielectric
properties of three varieties of date palm wood. According to
the results, they noticed that date palm wood could be a good
candidate as insulating material, in order to use it to reduce
building heat loss. Oushabi et al. [2] analyzed a local date
palm waste from Errachidia oasis in Morocco, in order to use
it as a thermal insulation material in the vessel of refrigerator,
cooler and food flask. Their results showed that this material
had good thermal properties compared with other synthetic
materials.

Djoudi et al. [6] have performed an experimental study
and modeling of the effect of date palm fibers addition on
thermal properties of plaster concrete. They reported that the
thermal conductivity and density of this composite decrease
as the fraction of fibers increases. The same results are found
by Braiek et al. [7], who have analyzed the thermo physical
properties of date palm/gypsum composite, in order to use it
as insulating material in building.

The main goal of this paper is to evaluate the possibility of
using the date palm wood waste (Phoenix Dactylifera),
including petiole as an insulating material to reduce the heat
loss in the solar box cooker. No study up to date has been
conducted in terms of using the petiole of date palm as
insulating material in solar furnace application. This paper is
organized as following. Section 2 provides a description of
different experimental —measurements and samples
preparation. The results are interpreted, discussed and
compared with some conventional material described in
literature in Section 3. We conclude the paper in Section 4.
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II.  MATERIAL AND METHODOLOGY

A. Experimental set up

1) Solar cooker description

In the experimental tests, a solar box cooker was used
(Figure 1). It consists of the following main components:
cover double glazed glass, three reflectors placed on the
outer cover of the cooker, thermal insulator placed in the
lateral part of the solar cooker and rocks bed for heat storage.
The measured parameters are the ambient temperature,
temperature of rocks and temperature inside the solar cooker.
Type-k thermocouples were used for this purpose.

Figure 1. Solar furnace with three external reflectors.

The main problem this prototype faces is heat loss
through the furnace walls as evidenced by thermographic
analyses.

Figure 2. Infrared picture showing heat loss through the furnace walls.

Initially, we have tested glass wool as insulation material
and we found out that the heat losses remain high, as we can
conclude from Figure 2. Thus, we decided to go for date
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palm wood as insulation due to its availability, low economic
and environmental impact.

B.  Samples preparation

The natural materials used in this research are from two
varieties of local date palm wood called petiole, namely
Hafsa and Boufeggous, from Tinghir oasis, southern
Morocco.

Two configurations of petiole (P), according to the
orientation of fibers, were studied. Figure 3 shows these
configurations.

Figure 3. Samples cut out from the petiole (a) petiole sample I
longitudinal direction of fibers, (b) in transversal direction of fibers.

C. Thermal conductivity and diffusivity

All thermo-physical measurements of date palm samples
at room temperature were determined using a Thermal
Analyzer TPS 1500 (Figure 4). Transient plane source (TPS),
or Hot-Disc method, is highly appreciated technique for
measuring thermal properties of materials from a single
measurement, with minimum sample preparation [8]. The
results are displayed directly on the device screen.

Figure 4. Thermal properties test measurements.
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D. Morphological analysis

Microscopic examinations of the samples were carried
out using a TESCAN VEGA3 LM scanning electron
microscope (SEM) in order to analyze the morphology of
these samples.

III. RESULTS AND DISCUSSION

A. Thermo-physical properties

Thermal conductivity (k) is defined as the ability of a
material to conduct heat. This parameter is tremendously
important to evaluate an insulating material. The results of
the thermal conductivity measurements at room temperature
are provided in Table 1. The mean value of this parameter of
the samples studied is about & = 0.076W/m.K at room
temperature. This value is close to or lower compared to the
thermal conductivity of other natural insulating materials, for
example sisal (k = 0.070W/m.K), banana (k =0.117 W/m.K),
and hemp (0.115 W/m.K).

TABLE I. THERMAL CONDUCTIVITY OF PALM PETIOLE, SISAL, HEMP AND

BANANA.
Sample Thermal Reference
conductivity
(W/m.K)
PLH (Hafsa petiole sample in 0.0736 = 0.001 Present
longitudinal direction of fibers) study
PTH (Hafsa petiole sample in 0.0670 = 0.001 Present
transversal direction of fibers) study
PTB (Boufeggous petiole sample in 0.0893 £ 0.001 Present
transversal direction of fibers) study
Sisal 0.070 [9]
Hemp 0.115 [10]
Banana 0.117 [11]

For petiole of Hafsa variety, two types of measurements
were performed according to the orientation of fibers. Figure
5 shows that orientation of fibers has a weak effect on
thermal conductivity and diffusivity. Indeed, the number of
fibers is much less in the longitudinal direction than in the
transversal direction and, consequently, there should be more
thermal resistance across the axis. Therefore, the orientation
of the fiber should have a significant effect on the thermo-
physical properties of this kind of natural materials. And yet,
this behavior was not observed in this work neither in some
other similar studies [12].
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Figure 5. Thermal conductivity and diffusivity of Hafsa petiole samples
measured at atmospheric pressure.

B.  Structure and morphology

Figure 6 presents SEM images of a typical sample of
Hafsa petiole in transversal direction of fibers. Observing
these microstructures, it can be seen that the sample contains
cylindrical fibers with irregular and rough surface containing
many impurities. Likewise, the morphology of petiole fibers
of date palms is similar to those of coir fiber [13] [14].
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Figure 6. SEM images of Hafsa petiole sample in transversal direction of
fibers (PTH). 500um (a) and 200pm (b).

This kind of natural fiber has a cylindrical and irregular
form with many filaments and cells.

IV. CONCLUSION

This study presents the results of experimental
measurements and tests conducted on two varieties of date
palm material, from Tinghir oasis, south in Morocco. The
aim of this research was to evaluate some thermo-physical
properties and investigate the possibility to use this local
material in building solar furnace insulation.

The findings from this study reveal low thermal
conductivity compared to other conventional materials used
in this field.

In perspective, for more accurate results and
recommendations, other tests will be carried out. The
insulation efficiency will also be tested by manufacturing
thermal insulation based on these candidate materials and
using it as an insulating material in the solar furnace.
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Abstract—This paper explores the extent to which senior man-
agers using standard management models as tools for develop-
ing corporate strategy, structures and culture are likely to be
encouraged to adopt green IT. A range of standard manage-
ment models are considered: strategic, tactical and operational.
Analysis reveals that many standard models, in particular older
ones that rely heavily on numbers and take a narrow view of
corporate responsibility, are not favourable to the adoption of
green IT. Accordingly, managers need to avoid excessive reliance
on such models and should consider using models which take
account of softer issues, in particular those models which address
sustainability directly. There is a need for the development of new
management models, which more explicitly integrate traditional
bottom line considerations with the wider ethical responsibilities
of companies, including sustainability.

Keywords—Green, Sustainability, Information Technology, Or-
ganizational Culture, Management Models.

I. INTRODUCTION

The sustainable use of resources is a key issue facing
the human race. It is widely accepted that the emission
of Greenhouse gases has affected the climate. Other issues
include pollution and the careless disposal of waste.

Information Technology makes a major contribution to
Greenhouse gas emissions, producing around 2% of global
carbon dioxide emissions However, IT can also contribute to
the reduction of pollution through technologies such as “smart
cities” and environmental monitoring systems.

There has been pressure on individual companies to take
note of environmental issues [1]. This has come not only from
the need to comply with environmental legislation, but also
from consumer pressure and concern about reputation. Many
companies now accept that economic performance is not the
only measure of success and have adopted a “Triple Bottom
Line” of environment, society and economic performance [2]
[3].

In determining corporate strategy and organizational struc-
tures senior managers often seek guidance from the standard
management models taught in business schools. The extent
to which these models encourage the adoption of green IT
will, therefore, have an effect on the extent to which managers
regard green IT as a serious, mainstream issue.

The remainder of the paper is structured as follows: Section
2 looks at the green agenda, focusing in particular on green
IT. Section 3 explores management and organizational models
which specifically address green IT. Section 4 investigates the
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extent to which standard management models are favourable
to green IT. Finally, there are some concluding observations.

II. THE GREEN AGENDA

The definition of sustainability provided by the Brundtland
Commission has gained widespread acceptance: “Development
that meets the needs of the present without compromising the
ability of future generations to meet their needs”[4]. There
has been a number of agreements, most recently the Paris
Agreement in 2016. Its central aim was to strengthen the global
response to the threat of climate change, by keeping the global
temperature rise this century well below 2 degrees Celsius
above pre-industrial levels and to pursue efforts to limit the
temperature increase even further to 1.5 degrees Celsius [5].

Jenkin et al.[6] distinguish between “Green IT” and “Green
IS”. “Green IT” is the attempt to reduce energy consumption
and waste associated with the use of both hardware and
software. “Green IS” they define as the use of information
systems to support environmental sustainability initiatives, as
in “smart cities”. Here we use “Green IT” as a generic term,
covering both efforts to reduce the environmental damage
caused by the use of IT and the use of IT in a positive way
to support sustainability objectives.

IT has played an increasingly important role in industry
and commerce and makes a substantial contribution to the
environmental footprints of companies, through both the use
of IT and the construction and disposal of IT equipment
[7]. It is estimated that IT is responsible for around 2% of
worldwide carbon dioxide emissions [8]. Energy and resources
are consumed throughout the IT lifecycle. Furthermore, the
Basel Action Network estimates that 80% of electronic waste
is sent for recycling to the developing world [9]. Computing
equipment contains highly toxic materials such as cadmium.

A number of national and international laws have been
introduced to tackle this issue. The European Union Waste
and Electronic Equipment (WEEE) directive (2003) requires
producers, importers and resellers of electronic equipment to
dispose of, refurbish or recycle equipment in an environmen-
tally sound manner. The Japanese Home Electronics Recycling
Law (1998) has similar requirements. Sustainability issues
should be considered at all stages of the software lifecycle.

Software as a Service (SAAS) and Cloud Computing
offer ways for using IT resources more efficiently. Companies
purchase data storage and rent software, as required, from
external providers. These can be accessed using “thin client”
computers.
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However, the IT data centres which these technologies
require have a major carbon footprint. It is estimated that
data centres produce 150 million tonnes of carbon each year.
Server virtualization has provided the opportunity for servers
to be used more efficiently; this allows several servers to be
consolidated as virtual servers on one physical server, enabling
sharing of resources and economies of scale.

The application of IT can make a positive contribution
to sustainability in various ways. Environmental information
systems and “intelligent buildings” help to reduce energy
wastage; supply chain information systems optimize routing
and transportation [10]. Dao et al. [11] argue for combining IT
resources with supply chain management and human resource
management within an integrated sustainability framework,

III. MANAGEMENT AND ORGANIZATIONAL MODELS FOR
GREEN IT

Bokolo et al. [12] provide a systematic and up-to-date
review of literature on green IT. This illustrates that much
effort, across a number of disciplines, has been put into
developing models and frameworks for analysing green IT.

Murugesan and Gangadharan [13] divide enterprise green
IT strategy into three approaches.

Tactical Incremental Approach. In this approach, the com-
pany retains the existing infrastructure and policies and intro-
duces simple measures such as switching off computers when
not in use.

Strategic Approach. In this approach, the company devel-
ops a comprehensive plan for making its deployment of IT
more energy-efficient.

Companies following a Deep Green Approach go beyond
the Tactical Incremental Approach, adopting additional mea-
sures such as a carbon offset policy to neutralize greenhouse
gas emissions.

One of the mostly widely-cited models is Molla and
Cooper’s “Green IT Readiness” or “G-Readiness” framework.
It divides IT into IT Managerial Capability, IT Human Ca-
pability and IT Technical Capability. An organization’s green
IT maturity is assessed in terms of attitude, policy, practice,
technology and governance. There is an accompanying G-
Readiness Survey instrument.

Deng and Ji undertook a review of the literature, seeking
to identify the motivating factors for companies to adopt green
IT [14]. They noted that the literature has “scattered theoret-
ical foundations”, but identified the following key underlying
theories.

The Diffusion of Innovation Theory investigates the process
by which innovations spread.

Institutional Theory analyses the pressures which influence
the development of organizations. A key institutional pressure
is “mimetic isomorphism”, the tendency of companies to
follow leading companies in their field.

Organizational Culture views organizations as social struc-
tures and examines the way shared assumptions and norms
emerge. This is discussed later in the section on Cameron and
Quinn’s Competing Values Framework .

The Resource Based View (RBV) [15] takes the view that a
company’s competitive advantage resides in its ownership of a
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set of resources that are not easily duplicated by a competitor.
These resources can be physical, organizational or social.

Hart [16] extends this to the Natural Resource Based View
(NRBV), by including resources and capabilities particularly
relating to sustainability.

Deng and Ji introduce a theoretical framework for “Orga-
nizational Green IT Adoption” (OGITA). This has the external
drivers of technological context and institutional pressures;
and internal drivers of senior management attitudes, corporate
strategy and organizational culture.

However, senior managers looking for guidance on chang-
ing company strategy, structures and culture are likely to refer
to standard management models. The extent to which these
models “favour” green IT will, therefore, have a major impact
on its adoption. We discuss this in the next section.

IV. STANDARD MANAGEMENT MODELS

Almost a third (31%) of the world’s largest 500 companies
have a chief executive with an MBA [17]. It is likely that the
management models they studied will have influenced them
in their later careers. We use a standard, widely used and
influential book on management models [18]. We follow its
separation of models into strategic, tactical and operational. In
each case, we explore the extent to which managers employing
these models are likely to be encouraged to adopt green IT.

A. Strategic Management Models

These models help a company to analyse its strategic
position and develop strategic plans for the future.

1) Ansoff’s Matrix: Ansoff’s Matrix is a widely used model
for helping companies determine their strategy for developing
new products and entering new markets [19]. In terms of prod-
ucts, they would have a choice of retaining existing products or
developing new products. In term of markets, they would have
a choice of focusing on existing markets or developing new
markets. This produces four top-level strategies, as illustrated
in Figure 1. The top left quadrant is the “conservative” strategy
of focusing on existing products and markets; the bottom
right quadrant is the “aggressive” strategy of developing new
products and seeking new markets.

The model has been extended to a cube, by introducing a
geographical dimension, where companies consider expanding
into new countries. This is illustrated in Figure 2.

The Ansoff model advises companies to consider four
issues: competitive advantage, potential synergies across the
company’s core competencies, strategic flexibility (the ability
easily to modify strategy to cope with unpredicted events), and
the potential for geographical growth.

We now use the OGITA model discussed above to evaluate
the extent to which use of the Ansoff Matrix would be likely
to encourage companies to adopt green IT. We first consider
external pressures.

From a technology perspective, the questions would be:

e  Would going green give the company a relative tech-
nological advantage?
e  Would it be technically challenging?

e  Would it make use of core technical competencies
within the company?
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In considering these issues, technological experts within the
company would be considering the challenges of developing
new products, against the backdrop of the possibility of just
going for greater market penetration in existing markets or
developing new markets. Unless there was a compelling reason
to suppose that the greener product would provide a competi-
tive technical advantage or the existing product would become
obsolete because of its poor green credentials, technology
experts would be likely to favour avoiding radical changes to
the existing product portfolio.

We noted above that there are essentially two types of
green IT: those which try to avoid negative environmental
impacts of IT-related products and those which use information
systems to promote sustainability in applications such as
environmental monitoring and smart cities. The latter are likely
to involve developing radically new products and be much
more challenging in technical terms. They are likely, therefore,
to be deemed unattractive.
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From the perspective of external institutional pressures, the
questions would be:

e  Will the company be breaking the law, if it does not
make its products greener?

e  Will the company become out of step with the market
if it does not become greener?

e  Does the company face a risk of reputational damage?

Unless the company is driven by a powerful “mimetic
isomorphism” pressure, external pressures for greenness are
unlikely to be stronger than economic pressures.

Finally, we consider the internal motivations of the OSITA
framework. Senior managers tend to be driven by numbers
and verifiable evidence. It is likely to be easier to provide
clear evidence for the benefits of taking existing products
into new markets than to demonstrate that a market will
exist for radical new green products. Many green products
are “disruptive technologies”, for which there is currently
no market. As Christensen argues in his influential work
“The Innovator’s Dilemma”, the company culture is frequently
hostile to such technologies [20]. Unless there are a number
of green champions within the company at a senior level, top
managers are likely to favour developing markets and making
only incremental changes to existing products.

In summary, the Ansoff model is likely to discourage
companies from developing new greener products, because it
juxtaposes the challenge of developing radical new products
with the easier option of expanding the market for existing
products. Insofar as the use of Ansoff’s Matrix encourages
the adoption of green IT, it is likely to be of a “Tactical
Incremental” nature, within Murugesan’s taxonomy of green
initiatives discussed above.

2) Porter’s Five Forces: Porter’s Five Forces is one of the
most established management models, and has been used for
around forty years. It is used by companies contemplating
entering a new industry. It identifies five things that need to
be considered:

e New entrants

e  Substitutes (will it be easy to replace the proposed
product with something else?)

e  Buyers

e  Suppliers (companies which will be below you in the
supply chain)

e  Existing Competitors

The employment of Porter’s Five Forces is likely to dis-
courage companies from developing radical new green prod-
ucts and services, for the same reason as Ansoff’s Matrix.
As Christenen (discussed above) notes, you cannot analyse a
market that does not exist.

3) The BCG Matrix: The Boston Consulting Group Matrix
goes back to the 1970s [21] [18]. It is used by companies for
planning their product portfolio. It is similar to the Ansoff
Matrix, having two dimensions; in this case, the dimensions
are the projected Market Share and Market Growth. This again
creates four main types of market:

1)  high market share, high growth (best)
2)  high market share, low growth
3) low market share, high growth
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4)  low market share, low growth (worst)

What “advice” will this model give? The market for a new
green Cloud service is likely to be of the third type. The Cloud
market is highly competitive but is likely to grow. The market
for a new environmental monitoring system for reservoirs is
likely to be of the second type. The market is small and
unlikely to grow substantially, but it is a small market and
a successful product could have reasonable expectations of
dominating it. Few green markets are likely to be of the first
type. It seems probable that senior decision makers using the
BCG will favour potential new markets of the first type rather
than green markets.

4) The Blue Ocean Strategy: This model makes a distinc-
tion between a Red Ocean Strategy, where a company seeks to
beat the competition in an existing market; and a Blue Ocean
Strategy, where a company seeks to develop a brand new
market. It encourages companies to focus on the big picture
rather than the numbers [22] [18].

Employment of the Blue Ocean model is likely to be
positive for the development of green IT products for new
applications, such as the Internet of Things.

5) Kay’s Distinctive Capabilities: The Kay’s Distinctive
Capabilities (KDC) model originates from the Resource Based
View, discussed above, which regards a company as a collec-
tion of skills and capacities, many intangible, which cannot
easily be imitated. [23] [18]. KDC separates these into three
categories:

e  Architecture (features intrinsic to the company and its
relationships with customers and suppliers)

e  Reputation

e  (Capacity to innovate

To some extent this model encourages green innovation.
It acknowledges the value of a company having a reputation
for being ethical. Furthermore, the extension of the RBV
discussed above, the Natural Resource Based View, explicitly
recognizes that green capabilities are likely to be important in
the future. But the model emphasises that it is very difficult
to convert innovation into competitive advantage. The success
of a radical new and efficient Cloud Computing model will
be greatly affected by whether competitors are developing a
similar product.

B. Tactical Management Models

These models help a company to organize its process,
resources and people. They address “how to” questions.

1) Cameron and Quinn’s Competing Values Framework:
Anthropology takes the view that organizations are cultures;
sociology takes the view that organizations have cultures [24].
Most organizational theory adopts the sociological perspective,
regarding culture as an attribute of an organization that can
be measured and analysed. Schein [25] defined organizational
culture as: “A pattern of shared basic assumptions that the
group learned as it solved its problems of external adaptation
and internal integration that has worked well enough to be
considered valid and hence to be taught to new members as
the correct way to perceive, think and feel in relation to those
problems.”

Schein identified three levels of culture:
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e  Artifacts, those aspects which are on the surface such
as dress and can be easily identified;

e Espoused Values, that is conscious goals, strategies
and philosophies;

e  Basic Assumptions and Values. These exist at a largely
unconscious level, form the inner core of culture and
are hard to identify.

Basic Assumptions and Values have the deepest influence and
are the most difficult to change. Many attempts at organiza-
tional change fail because of a failure to change the underlying
culture [26].

Many dimensions of organizational culture have been
proposed, for example Hofstede [27]: power distance, un-
certainty avoidance, individualism, and masculinity. Cameron
and Quinn’s “Competing Values Framework™ (CVF) originated
from a cluster analysis of these dimension schemes. It identi-
fies two key dimensions: Internal Focus and Integration versus
External Focus and Differentiation; and Stability and Control
versus Flexibility and Discretion [28] [29]. The CVF has been
used in many research studies and has been shown to have a
high degree of validity [30].

The four key culture types identified by the CVF are
illustrated in Figure 3 and may be summarized as follows
(Adapted from [29]):

e  Hierarchy. Such organizations tend to be bureaucratic.
Formal rules and policies hold the organization to-
gether. The long-term goals of the organization are sta-
bility, predictability and efficiency, Government agen-
cies and the military are typical hierarchical cultures.

e  Market. The workplace is results-oriented. Leaders
tend to be aggressive and demanding. The glue that
holds the organization together is an emphasis on
winning. Success is defined in terms of beating the
competition and market share.

e C(Clan. The organization is held together by loyalty,
tradition, and collaboration. It is a friendly place to
work, where people share a lot of themselves. Leaders
are thought of as mentors and coaches. Success is
defined in terms of internal climate and concern for
people. The organization places a premium on team-
work, participation, and consensus.

e  Adhocracy The workplace is dynamic, creative, en-
trepreneurial and risk-oriented. The emphasis is on
being at the leading edge of new knowledge, products,
and/or services. The glue that holds the organiza-
tion together is commitment to experimentation and
innovation. Success is defined as the production of
innovative and original products and services.

The Organizational Culture Assessment Tool (OCAI) con-
sists of a questionnaire requiring employees to assess their
organization, using an ipsative scale, on six characteristics:
Dominant Characteristics, Organizational Leadership, Manage-
ment of Employees, Organization Glue, Strategic Emphases
and Criteria for Success. A culture profile diagram can then
be produced.

The results can be used for various purposes, e.g.: to
calculate the average profile of an organization and identify
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the main culture types(s); to identify discrepancies between
current and preferred culture; and to ascertain the degree of
congruence between results produced by different groups of
employees. Cameron and Quinn averaged the results for over
one thousand companies; this resulted in the average profile in
Figure 4.

There has been a considerable amount of research on
the relationship between types of organizational culture and
effectiveness. Richard et al. [31] conducted a survey of US
firms. They found that clan cultures resulted in higher earnings
and employee satisfaction.

In the US health industry, Gregory et al. [32] found a
positive link between group (clan) culture and patient and
physician satisfaction and also a slight link between balanced
cultures and satisfaction.

The successful adoption and diffusion of green IT systems
is also affected by the organizational culture of companies.
Green IT systems are likely to be ‘disruptive technologies’,
which are regarded as risky. For example, attempts to reduce
energy use associated with data storage through the employ-
ment of “cloud computing” may raise fears about security.
Green IT systems are, therefore, more likely to be favoured
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Figure 5. Strategic Alignment Model

by companies with clan or adhocracy cultures, which are non-
hierarchical, entrepreneurial and can embrace change.

The use of the Cameron and Quinn model as a framework
for discussing the impact of organizational culture on the
adoption of green IT is discussed in detail in [33] [34].

2) Beer and Nohria E and O Theories: Beer and Nohria
is a modern management model, which explicitly emphasises
the value of soft skills and the importance of companies
behaving ethically and taking account of their corporate social
responsibility [35] [18].

They have two main theories of change:

e Theory E. This focuses on the creation of economic
value for shareholders. It involves formal systems and
structures. The decision making process is top-down.
Changes are carefully planned.

e Theory O. This focuses on a culture that develops
employee commitment and takes note of a company’s
ethical responsibilities. Change is emergent.

To be successful, a company must embrace both Theory E
and Theory O and confront the tension between them.

The Beer and Nohria model is favourable to the adoption
of green IT, because it encourages managers and employees
to think of the bigger picture and not just focus on narrow
financial considerations. In particular, it asks companies to take
account of their ethical responsibilities. But the model does
not ignore the practical exigencies of operating a successful
business. For companies successfully to adopt green IT they
must both have a vision and have the operational capability to
realise it in the real world of business. The Beer and Nohria
model provides a framework for constructively reconciling the
conflicting pressures this creates.

3) Henderson and Venkatram’s Strategic Alignment Model:
This model addresses IT strategy directly [36] [18]. It seeks to
promote alignment between business strategy and IT strategy
and also between the IT infrastructure and business operations.
A key feature of this model that it provides for IT strategy
influencing business strategy. This is visualized by the counter-
clockwise arrow from top-right to bottom left in Figure 5. This
is likely to be favourable to the adoption of green IT.

C. Operational Management Models

These models help a company to optimize operational
process and activities.



GREEN 2017 : The Second International Conference on Green Communications, Computing and Technologies

Change

Cold

Transform

Intervene T

Cold =

> Warm
Implement l

Innovate

Organisation
Organisation

Warm

Change

Figure 6. Change Quadrants

The Change Quadrants model is a tool to assist companies
to effect a particular change [37] [18]. It analyses companies
on two dimensions: whether they are “warm” or “cold”; and
whether the key motivation for the proposed change is “warm”
or “cold”.

A warm organization is one where there is a shared sense
of values and employees do not have a merely transactional
relationship with the organization. It is rather like the “Clan
Culture” in the Cameron and Quinn Competing Values model.
A cold organization is one which is hierarchical and governed
by rules, systems and procedures.

A warm motivation for a proposed change is driven by a
shared sense of values across the company. A cold motivation
is a response to a crisis such as the emergence of a dangerous
competitor.

This produces the four quadrants in Figure 6. The change
strategy should be tailored to the quadrant. A “warm organiza-
tion that is willing” (the bottom right quadrant) will be open
to change. It will be possible to develop a long-term vision
bottom-up. A “cold organization that is obligated” (the top
left quadrant) will have to drive change top-down; employees
will only have a say in the implementational details. The key
message of the model is that real transformation, such as is
involved in the systematic adoption of green IT, requires a
warm organization and a warm motivation for change.

V. GENERAL CONCLUSIONS ABOUT MANAGEMENT
MODELS

Most of the older models are driven by relatively short-term
bottom line considerations. These are likely to be unfavourable
to green IT. More recent models, such as Beer and Nohria
and Change Quadrants, tend to adopt a wider perspective on
the responsibilities of companies and also take more note of
“softer” people and ethical issues. They are more likely to be
favourable towards green IT.

Managers need to be cautious about over-reliance on
standard models, especially those which take a narrow view
of corporate responsibilities. They should consider employing
models which take account of wider issues, in particular those
models which incorporate consideration of sustainability.

VI. CONCLUSION

This paper has considered the extent to which standard
management models are likely to support the adoption of green
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IT. It explored strategic, tactical and operational management
models. It was concluded that many management models are
not favourable to the adoption of green IT, in particular many
of the older standard management models which do not take
a holistic view of corporate responsibilities. It is, therefore,
incumbent upon managers not to place excessive reliance on
such models.

There is a need for the development of new management
models, which more explicitly integrate traditional bottom
line considerations with the wider ethical responsibilities of
companies, in particular those relating to sustainability.

Future research directions include empirical analysis of the
impact of the use of management models on a sustainability
culture within IT and consideration of the effect of operating
within different cultures. There is also a need for development
of more rigorous metrics for green IT.
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Abstract— This paper presents an optimal energy conservation
measure (ECM) decision method, which is to find optimal
ECM:s to minimize the initial implementation cost of ECMs for
satisfying the target of greenhouse gas (GHG) emission
reduction. The method estimates energy savings by
implementing ECMs and calculates GHG emission reduction
considering both energy savings and carbon dioxide emission
factors of each energy source. Then, it decides on the optimal
ECMs whose initial implementation cost is minimal while
meeting the target of GHG emission reduction. This paper
modifies the knapsack algorithm to decide an optimal ECM
combination to satisfy the target of GHG emission reduction
and presents the simulation results including the optimal ECM
list, the amount of GHG emission reduction and
implementation cost to verify the optimal ECMs.

Keywords- energy conservation measure (ECM); greenhouse
gas (GHG); building retrofit; building energy.

I. INTRODUCTION

Globally, energy consumption in buildings makes up
about 35% of the total energy consumption. Furthermore, the
cost of building energy accounts for almost 30% of all
building management costs [1]-[2]. For this reason, reducing
the amount of building energy is an important issue in terms
of global warming and the exhaustion of energy resources, as
well as cost reduction. Energy saving in buildings can lead to
both enormous cost savings and great greenhouse gas (GHG)
emission reductions. Korea has planned to save GHG
emission by 37% from business-as-usual (BAU) level by
2030 across all economic sectors. To cope with the twenty-
first session of the Conference of the Parties (COP 21), the
Korean government has announced a plan to new public
buildings to be a zero energy building by 2020 and also
expand the plan toward new private buildings by 2025. The
number of public buildings in Korea is about 190,000. Thus,
it is important to draw up a retrofit budget every year for a
number of public buildings to meet the target of GHG
emission reduction.

In existing buildings, on the other hand, much of energy
consumptions can be safely reduced by the adoption of the
adequate energy conservation measures (ECMs). ECMs are
to reduce building energy consumptions by reducing
operating time, improving energy efficiency and adopting
new and renewable energy, which results in both energy cost
saving and GHG emission reduction. However, the number
of combinations of selectable ECMs is excessively large.
Thus, it is difficult for building owners and project managers
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to select an optimal ECM combination in which the initial
implementation cost is minimized while the target of GHG
emission reduction is satisfied for a building retrofit.

Energy saving caused by implementing ECMs can be
estimated by the measurement and verification (M&V)
methodology [6]. The M&V methodology is to monitor and
quantify the changes in the performance and operational
parameters which are measured or calculated. The values of
the parameters are needed to calculate energy savings
associated with each ECM implementation. Thus, GHG
reduction can be obtained from the energy savings. Recent
researches in building retrofit include simulation tools based
on various databases and standards [7]-[10].

This paper presents a method to decide the minimal
initial implementation cost of a building retrofit for
satisfying the target of GHG emission reduction. In this
paper, we present how to analyze energy savings and GHG
emission reduction in Section II. Afterwards, we describe
how to decide the optimal ECMs whose implementation cost
is minimized for satisfying the target of GHG emission
reduction in Section III. Section IV describes the simulation
environment and presents simulation results including an
optimal ECM list, estimated GHG emission reduction and
initial implementation cost, and finally, we conclude this
paper in Section V.

II.  GHG EMISSION REDUCTION ANALYSIS

A. Energy Saving

The amount of energy saving can be estimated by
comparing the difference of energy consumptions between
before and after ECM adoption. In order to determine the
energy saving, baseline energy FE,,. and post-installation
energy £, are firstly defined as the amount of energy that
would be consumed without ECM implementation and the
estimated or measured energy consumptions after the
implementation, respectively [4]-[5]. Thus, the energy saving
E,.,.. is obtained as follows:

Esave = (Ebase * Eadj) - Epost (1)

where, Eadj represents adjustment energy to compensate
for the changes in occupant behavior and weather condition,
and for the difference of other factors between the baseline
period and performance evaluation period.
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On the other hand, the energy saving Ej,,. of an ECM
also can be estimated depending on the ECM factor. A
typical classification of ECMs and detailed measures (a) and
candidate ECMs (b) are shown Figure 1. ECMs for building
retrofit may include various types, such as construction,
facility, lighting, and new and renewable energy. In figure
1(a), the ECM for outer wall improvement has five detailed
measures with different U-values, thermal transmittance and
costs per square meters. When the current thermal
transmittance is 1.10, the detailed measures for improving
thermal transmittance may be three detailed measures, d, 3,
di4 and d;s5. The others, d;; and d;,, can be neglected.
Candidate ECMs are composed of the ECMs that are capable
of improving energy efficiency in figure 1(b). Candidate
ECMs have energy savings and implementation costs of the
corresponding building, which are calculated based on the
ECM factors, weather condition and building information
including location, size and occupant behavior.

A building retrofit includes one or more ECMs. If N
ECMs are included in a building retrofit project, the energy
savings of the project will be calculated as follows:

N
Esave = zEsave,/ : (2)

i=1

where, E,. and E,,; denote the overall energy saving
by ECMs and the estimated energy saving of ECM i,
respectively, in a building retrofit project.
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(b) Candidate ECMs

A typical ECM classification and cadidate ECMs of a building to be retrofitted

B. GHG Emission Reduction

Greenhouse gas, like CO2, results from the burning of
fossil fuel sources including coal, petroleum and natural gas.
Each fuel source has a different GHG emission factor, as
shown in Table I [12].

TABLE I. CARBON DIOXIDE EMISSION FACTORS

Fuel EIA Fuel Code Factor [kg/MBtu]

Bituminous Coal BIT 93.3

Distillate Fuel Oil DFO 73.16

Jet Fuel JF 70.9

Natural Gas NG 53.07

Propane Gas PG 63.07

Waste Coal WwC 93.3

Waste Oil WO 95.25

* 1 [BTU/h] =0.29307107 [W]

Then, the amount of GHG emission reduction,

GHGrteduction is obtained by

N
GHG reduction — ZEsave,ic fuel, i @)
i=1

where, Cj,.;; represents the GHG emission factor of the
fuel source of ECM i.
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III.  OPTIMAL ECM DECISION BASED ON GHG EMISSION
REDUCTION TARGET

A problem of zero energy building is expensive.
Likewise, a lot of money is required for existing building
retrofit to meet the target of GHG emission reduction. Thus,
the proposed optimal ECM decision method minimizes the
implementation cost of ECMs for satisfying the target of
GHG emission reduction, 7 GHG R. The implementation
cost is obtained by

Minimizes Z(}ost ;
iel
Subject to Z GHG

iel

_R,>T _GHG _R . @

where, GHG emission related parameters are shown in
Table II.

TABLE II. GHG RELATED PAEAMETERS
Parameter Description
Cost ECM impementation cost [§]
GHG R GHG emission reduction [ton/y]
T GHG R Target of GHG emission reduction [ton/y]

From (3), the proposed algorithm tries to find an optimal
combination of ECMs to minimize the implementation cost
of the building retrofit, so the algorithm chooses the best
possible outcome. We modified the Knapsack algorithm
[11] to minimize the amount of implementation cost for the
retrofit while still keeping the overall GHG emission
reduction larger than or equal to its target. The pseudocode is
shown in Figure 2.

We start with a set of candidate ECMs, whose
implementation costs and energy savings can be obtained
based on the corresponding building information including
location, size and occupant behavior.

r:GHG emission reduction;
L: ECM list;

/] ¢: cost;
// 'T: GHG emission target;

GHG_OptimalECM (c, r, n, T)
{
for (c=0 to C) R[0, c]=0;
for (i=0 to n)
for (c=0to C)
if (c[i] < ¢©)
R[i, c] = max{R[i-1, c], r[i] + R[i-1, ¢ - c[i]};
else
R[i, c] = R[i-1, c};
if (R[i, c] =2 R[i-1, c])
L[i, c]=L[i-1, c] U {i};
if (R[i,c]=T)
Cost = ¢; List = L[i, c]; Reduction = R[, c];
break GHG optimalECM;

Figure 2. Psudocode for optimal ECM decision algorithm
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The algorithm is to determine whether each ECM will be
included in an ECM list for the building retrofit. Therefore,
the total GHG emission reduction is larger than or equal to a
given limitation while maintaining the total implementation
cost is as low as possible.

IVv.

To examine the proposed method, we set up an optimal
ECM decision tool, as shown in Figure 3, which consists of
building information, data base, GHG based optimal ECM
decision engine and output unit. The building information
includes building attributes, consumptions and energy
diagnosis results. The current value of the attribute of each
ECM can be obtained from the energy diagnosis results of
the corresponding build. The database includes ECM,
climate and energy price information.

The tool analyzes energy savings associated with each
ECM for a building retrofit and organizes the candidate
ECM table with energy saving and implementation cost. An
example of a candidate ECM table is shown in Table III.
Table IV represents the estimated optimal ECM list, initial
implementation cost and GHG emission reduction. If the
target of GHG emission reduction is 800 kilograms per year,
the optimal ECM combination is {5, 6, 7}, the lowest
implementation cost is 4800, and estimated GHG reduction
is 820 kilograms per year, respectively.

From the results, we can see the budget required for a
building retrofit to meet the target of GHG emission
reduction and prioritize which buildings to be firstly
retrofitted within an allowable budget.

SIMULATION

GHG reduction Target

Building l
attributes b o1
GHG base: ist,
conir&ir:%ﬁion > opt'lm:'jll ECM » En.e.rgy saving,
decision Initial cost
Energy f
diagnosis
results ECM Weather,

Energy price,

datab
HaDESE 1 te. database

Figure 3. Architecture of the proposed method

TABLE III. AN EXAMPLE OF CANDIDATE ECMS WITH GHG REDUCTION
AND COST OF THE CORREPONDING BUILDING

# of ECM GHG reduction Cost
1 300 2000
2 100 800
3 80 700
4 120 1000
5 200 1200
6 350 2100
7 270 1500
8 210 1400
9 150 1700
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TABLE IV. OPTIMAL ECM AND IMPLEMENTATION COST FOR GHG
REDUCTION TARGET

ACKNOWLEDGMENT
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Energy Technology Evaluation and Planning (KETEP) and
the Ministry of Trade, Industry & Energy (MOTIE) of the

GHG reduction | Estimated GHG | Implementation Optimal
target reduction cost [$] ECM list
50 80 700 3

100 100 800 2

200 200 1200 5

300 300 2000 1

400 400 2800 1,2

500 500 3200 IS

600 600 4000 1,2,5

700 700 4300 3,6,7

800 820 4800 5,6,7

900 910 5700 3,6,7,8

V. CONCLUSIONS

In this paper, an optimal ECM decision method has been
presented, which determines an optimal ECM combination
for building retrofit. The optimal ECM combination is a
subset of ECMs to minimize the initial implementation cost
for satisfying the target of GHG emission reduction. ECMs
can reduce building energy so building owners and project
managers can decide an optimal ECM combination both to
reduce GHG emission and to save energy cost. The proposed
method modified the knapsack algorithm to decide an
optimal ECM combination among numerous combinations
of ECMs. The presented method provides building owners
and project managers with the optimal ECM list, estimated
implementation cost and estimated GHG emission reduction.

Much of building energy can be reduced with a suitable
ECM adoption, which leads to enormous GHG reduction.
However, the number of ECM combinations increases
exponentially with the number of ECMs and each ECM
requests an initial implementation cost. For this reason, it is
difficult for building owners and project managers to select a
suitable ECM combination for their building retrofits to
reduce GHG emission within a limited budget. To estimate
the initial implementation cost for satisfying the target of
GHG emission reduction, this paper set up an optimal ECM
decision environment and performed simulations on GHG
emission reduction. The analysis results provide the optimal
ECM combination to meet the target of GHG emission
reduction while the implementation cost is minimal.

Further studies are necessary to get more data on detailed
measures for ECMs and verify simulation results of the
optimal ECM decision method for various buildings.
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Abstract—Many important distribution network applications,
such as load balancing, state-estimation, and network recon-
figuration, depend on accurate phase connectivity information.
The existing data-driven phase identification algorithms have
a few drawbacks. First, the existing algorithms require the
number of phase connections as an input. Second, they can
not provide accurate results when there is a mix of phase-to-
neutral and phase-to-phase connected smart meters, or when
the distribution circuit is less unbalanced. This paper develops
an advanced metering infrastructure (AMI) data driven phase
identification algorithm that addresses the drawbacks of the
existing solutions in two ways. First, it leverages a nonlinear
dimensionality reduction technique to extract key features from
the voltage time series. Second, a constraint-driven hybrid clus-
tering (CHC) algorithm is developed to dynamically create smart
meter clusters with arbitrary shapes. The field validation results
show that the proposed algorithm outperforms the existing ones.
The improvement in the phase identification accuracy is more
pronounced for distribution feeders that are less unbalanced. In
addition, this paper discovers that more granular voltage time
series leads to higher phase identification accuracy.

Keywords—AMI; density-based clustering; phase identification;
smart grid; -SNE.

I. INTRODUCTION

It is estimated that electric utilities around the world will
spend $10.1 billion on advanced metering infrastructure (AMI)
data analytics solutions through 2021 [1]. The boom in the
development and implementation of AMI data analytics is
driven by two trends. First, electric utilities which have already
deployed or plan to deploy the AMI are looking for new
value streams to justify the business case of the AMI projects.
Second, the advent of distributed energy resources (DERs)
on the edge of the distribution grid is creating significant
challenges and opportunities for the electric utilities and third-
party aggregators.

The phase identification problem is defined as identifying
the phase connectivity of each smart meter and structure in
the power distribution network [2]. It is a critical AMI data
analytics application due to two reasons. First, the rise of
DERs requires the distribution system operators to actively
manage the distribution grid to coordinate the operations of
the DERs. However, most electric utilities in the world do
not have accurate records of the phase connectivity of their
distribution networks to enable advanced control strategies.
Second, it is labor and capital intensive to perform phase
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identification using field validation tools. Therefore, conduct-
ing phase identification with AMI data driven analytics can
provide another useful justification for the deployment of AMI
projects.

In this paper, an AMI data driven machine learning algorith-
m is developed to solve the phase identification problem. The
proposed algorithm leverages voltage magnitude data recorded
by the AMI to identify the phase connection of each smart
meter and structure. A nonlinear dimensionality reduction
technique is first used to extract key features from the voltage
time series. A constraint-driven hybrid clustering (CHC) al-
gorithm is then developed to separate smart meters/structures
into various clusters. Finally, the phase connection of each
cluster can be identified by performing field validations on the
phase connections of very few smart meters. Comprehensive
case studies are conducted on 5 distribution circuits, which
went through detailed field validations. The AMI data driven
machine learning algorithm has yielded high accuracies on all
circuits. In addition, this paper discovers that more granular
voltage readings will lead to even more accurate phase iden-
tification results.

Compared to the existing data-driven phase identification
algorithms, the proposed method has the following advantages:

1) The proposed algorithm does not require prior knowl-
edge about the number of phase connections in the
distribution system. Most of the existing AMI data
driven methods need the number of phase connections
as an input parameter.

2) The proposed algorithm works well with distribution
feeders that have both phase-to-neutral and phase-to-
phase connections. Most of the existing techniques are
only capable of identifying the phase connections in dis-
tribution feeders with only phase-to-neutral connections
or phase-to-phase connections.

3) The accuracy of the proposed phase identification algo-
rithm is not very sensitive to the level of unbalance in
a distribution feeder.

Currently, most electric utilities conduct phase identification
using special phase meters [3][4]. Typically, two phase meter-
s/units are used. One unit is located at the substation to serve as
the reference. The other is called the field unit and is located at
the smart meter/structure of interest in the distribution feeder.
The working mechanism of these special phase meters is
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very similar to that of the phasor measurement units except
that the phase meters are mobile. With GPS time, the phase
angle difference between the reference point and the field
structure can be accurately measured, which then determines
the phase connectivity of the field structure. Although phase
meters provide highly accurate phase identification results, this
solution is very time consuming and labor intensive, which
make it unsuitable for large-scale deployment.

The existing data-driven algorithms leverage electric load
and voltage magnitude measurements from the AMI to identify
the phase connections of the smart meters and structures in
the distribution network. These data-driven algorithms include
supply and consumption balancing [5][6], linear regressions
and correlation analysis [7][8], and constrained k-means clus-
tering algorithm (CK-Means) [2]. However, the existing data-
driven algorithms have three drawbacks. First, all of these
methods assume that the number of phase connections are
known. Second, the existing methods can not provide accurate
phase identification results when there is a mix of phase-
to-neutral and phase-to-phase connected smart meters and
structures. Third, the existing methods are quite sensitive to
the level of unbalance in a distribution feeder. The proposed
AMI data driven phase identification algorithm addresses these
drawbacks by leveraging a nonlinear dimensionality reduction
technique to extract hidden features from voltage time series
and using the CHC algorithm to dynamically create smart me-
ter clusters with arbitrary shapes. The field validation results
show that the proposed algorithm outperforms the existing
methods in all of the 5 distribution feeders.

The rest of this paper is organized as follows. Section
IT studies the drawbacks of the existing data-driven phase
identification algorithms. Section III describes the proposed
phase identification algorithm in detail. Section IV presents
the case studies on multiple distribution feeders to validate the
proposed phase identification algorithm. Section V provides
the conclusions.

II. DRAWBACKS OF THE EXISTING DATA-DRIVEN PHASE
IDENTIFICATION METHODS

Three main drawbacks of the existing phase identification
methods are studied in detail below. As the CK-Means method
is the most promising algorithm among the existing data-
driven phase identification methods, it will be used as an
example in the performance evaluation. A comprehensive
study is conducted on 5 distribution feeders and 18 data sets
to analyze the impact of unbalance level and the mix of phase
connection types on the phase identification accuracy for the
CK-Means method.

The general descriptions of the 5 distribution feeders and
18 data sets are shown in Table I. The feeder and smart
meter data is provided by the Pacific Gas & Electric Company
and Southern California Edison. The number of customers,
feeder voltage level, proportion of the major phase connection
types, and feeder peak load are listed in the second column
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TABLE I. DESCRIPTIONS OF THE DISTRIBUTION FEEDERS

Number of Customers, Data
Feeder Feeder Voltage, and Peak Load Month Set
1 3200 customers (99.8% phase-to-neutral), | Nov 2016 S1
12.47 kV, 4.4 MW. Dec 2016 S9
2 4800 customers (98.8% phase-to-neutral), | Nov 2016 S3
12.47 kV, 8.3 MW. Dec 2016 S4
3 4000 customers (97% phase-to-neutral), Nov 2016 S5
12.47 kV, 6.4 MW. Dec 2016 S6
Aug 2015 S7
Sep 2015 S8
4 1500 customers (100% phase-to-phase), Oct 2015 S9
12.47 kV, 5.2 MW. Nov 2015 S10
Dec 2015 S11
Jan 2016 S192
Aug 2015 S13
Sep 2015 S14
5 2400 customers (84% phase-to-phase), Oct 2015 S15
12.47 kV, 8.5 MW. Nov 2015 S16
Dec 2015 S17
Jan 2016 S18

of the table. A distribution feeder can have 3 possible phase-
to-neutral connections, AN, BN, and C'N, and/or 3 possible
phase-to-phase connections, AB, BC, and C' A, where A, B,
C, and N denote the three phases’ wires and the neutral
wire. 2 months of smart meters’ voltage data with 5-minute
granularity is gathered from feeder 1, 2, and 3. 6 months of
smart meters’ voltage data with hourly granularity is gathered
from feeder 4 and 5.

In feeder 1, 2, and 3, some meters have missing voltage
readings at different time intervals, making up 9%, 21%,
and 18% of the total customer population respectively. The
missing readings are filled in using the k-nearest neighbor
(k-NN) imputation method. A meter’s missing readings are
imputed using the average values of the five nearest neighbor
meters’ corresponding readings. The distance between meters
are measured by the Euclidean distance of the voltage time
series of the corresponding meters.

To make the results comparable, the hourly average voltage
magnitudes are calculated for feeder 1, 2, and 3. The hourly
average voltage magnitudes are used as inputs in this section.
Each of the 18 data sets includes one month of voltage
magnitude data from a feeder. The drawbacks of the existing
data-driven phase identification algorithms are explored in the
next three subsections.

A. Number of Phase Connections

In order to solve the phase identification problem, the
supply and consumption balancing approach [5][6] requires
the number of phase connections in the distribution feeder as
an input. In fact, the problem formulation in [5][6] only allows
the identification of phase-to-neutral connections where the
number of phase connections is 3. In the linear regression and
correlation analysis [7][8], the number of phase connections
in the feeder is also a mandatory input. In fact, both linear
regression and correlation analysis work well when there are
only three phase-to-neutral connections. The k-means cluster-
ing algorithm is used in the CK-Means method [2], where
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the number of phase connections/clusters needs to be known
as prior knowledge. When applying the CK-Means method to
identify the phase connections of the 5 distribution feeders,
the number of clusters is set to be 3 for feeders 1 to 4, given
that over 97% of the smart meters in these feeders only have
3 connection types. The number of clusters is set to be 6 for
feeder 5.

B. Impact of Unbalance Level on the Phase Identification
Accuracy

This subsection evaluates the impact of the distribution
feeder’s unbalance level on the phase identification accuracy
of the CK-Means algorithm. The CK-Means algorithm works
as follows: The voltage magnitude measurements are first
standardized. Linear features are then extracted by using
principal component analysis (PCA) and the top d components
are selected. To provide a fair comparison with the proposed
phase identification algorithm in Section IV, the number of
principal components is set to 30. Next, the data points in the
low-dimensional space are clustered by using a constrained
k-means clustering algorithm. Must-link constraints are de-
rived from the distribution feeders’ connectivity information,
which is typically available from the Geographical Information
System (GIS). The must-link constraints state that if some
smart meters are connected to the same lateral or transformer,
then they must be linked together and grouped into the same
cluster. To identify the phase of each cluster, field validations
are performed on a must-link group of at least 20 smart meters
that has the least mean squared distance to the cluster center.

The CK-Means algorithm is applied on the 18 voltage time
series from the 5 distribution feeders. The phase identification
accuracy is calculated based on independent field validations
conducted by the electric utility companies. To measure the
level of unbalance of a distribution feeder, define u(t) as the
level of unbalance of a feeder at time interval ¢:

ey — M) = IO+ o (0) = En(®)] + o (t) = (D)
31, (1) 0

where I, (t) = $(1a(t) + Ip(t) + Ic(t)) is the mean of
the distribution substation line currents of the three phases.
u(t) can be interpreted as the ratio of the average three-phase
current deviation to the mean. The average level of unbalance
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Figure 1. The phase identification accuracy of the CK-Means method under
different levels of unbalance.
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for a distribution feeder u(t) over a month is calculated for
each data set.

Figure 1 plots the phase identification accuracy against the
level of unbalance. It shows that the CK-Means algorithm
is very accurate for the highly unbalanced data sets. As the
level of unbalance decreases, the phase identification accuracy
drops quickly. This result is very intuitive. Imagine there is a
perfectly balanced distribution feeder whose three phase wires
have the same load distribution all the time. In this case, the
level of unbalance should be zero. Therefore, it is impossible
to distinguish the phase connections of the smart meters
on the three phases with unsynchronized voltage magnitude
measurements.

C. A Mix of Phase-to-Neutral and Phase-to-Phase Connec-
tions

In general, the existing data-driven phase identification
algorithms do not perform well for the distribution feeders
with a mix of phase-to-neutral and phase-to-phase connections.
For example, Figure 1 shows that the phase identification
accuracy is the lowest for feeder 5. This is because feeder
5 not only has a lower degree of unbalance, but also has all 6
possible phase connections types, AN, BN, CN, AB, BC,
and C A. In this case, the default phase identification accuracy
is only 16.7% instead of 33.3% for the distribution feeders
with only three possible phase connections.

III. TECHNICAL METHODS

The overall framework of the proposed phase identification
algorithm is illustrated in Figure 2. The phase identification
methodology involves three stages. In stage 1, voltage magni-
tude measurements are collected from the smart meters. Each
smart meter’s readings are centered and normalized by their
standard deviation. Key features are then extracted from the
preprocessed voltage time series with a nonlinear dimension-
ality reduction method. In stage 2, the CHC algorithm is
leveraged to cluster the low-dimensional data points generated
in stage 1. In stage 3, the phase connection of each cluster

Extract nonlinear
features from
smart meter
voltage data.

e Stage 1

Group data points with
the CHC algorithm.

—p e Stage 2

Identify the phase
connection of each
cluster by a small-scale
field validation.

» e Stage 3

Figure 2. The overall framework of the proposed phase identification
algorithm.
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is identified by performing field validations on a very small
number of smart meters. The three stages are explained in
detail below.

A. Stage 1: Feature Extraction from Voltage Time Series

It is undesirable to directly work with raw voltage readings,
which are high-dimensional and noisy. Therefore, in the first
stage, dimensionality reduction techniques will be applied to
extract key features from the raw voltage time series. The
extracted features will then be fed into the CHC algorithm in
stage 2.

Dimensionality reduction techniques can be divided into
two categories, linear dimensionality reduction methods and
nonlinear ones. Linear dimensionality reduction techniques,
such as PCA, are restricted to learning only linear manifolds.
However, high-dimensional data typically lies on or near a
low-dimensional, nonlinear manifold [9]. Furthermore, it is
very difficult for linear mappings to keep the low-dimensional
representations of very similar points close together. This
explains the lower accuracy of the phase identification algo-
rithm using linear features for less unbalanced feeders. To
address this problem, we turn to nonlinear dimensionality
reduction methods. Many nonlinear dimensionality reduction
techniques have been proposed, e.g., Sammon mapping [10],
curvilinear components analysis (CCA) [11], Isomap [12], and
t-distributed stochastic neighbor embedding (t-SNE) [9]. This
paper adopts t-SNE, because it has been shown to work well
with a wide range of data sets and captures both local and
global data structures. t-SNE improves upon SNE [13] by
1) simplifying the gradient calculation with a symmetrized
version of the SNE cost function and 2) adopting a Student’s
t-distribution rather than a Gaussian distribution to compute
the similarity between two points in the low-dimensional space
[9].

The basic idea of t-SNE is to convert the high-dimensional
Euclidean distances between data points into joint probabilities
and represent the data points in a low-dimensional space, so
that similar joint probabilities are preserved. Suppose we need
to map a high-dimensional data set X = {x1, 9, ...,2,} to a
low-dimensional data set Y = {y1, s, ..., yn }. Define p;; as a
joint probability of X. p;; is a symmetric approximation of the
conditional probability that x; would pick x; as its neighbor.
The neighbors are picked in proportion to their probability
density under a Gaussian distribution centered at z; with a
variance o;. pj; is calculated as pj; = pi; = (p;1; + pif;)/2n,
where pj|; is calculated as:

exp(—|lz; — x;|%/207)
21 xp (=i — i]|?/207)

In the same way, define gj; as a joint probability in Y, but
under a Student’s t-distribution with one degree of freedom.
Then ¢;; can be calculated as:

Ol )
DT S Ot T P

Djli = 2

3)

qji = @

Copyright (c) IARIA, 2017. ISBN: 978-1-61208-588-3

Then given X, the mapping Y is found by minimizing the
Kullback-Leibler divergence between joint probability dis-
tribution P, in the high-dimensional space, and the joint
probability distribution (), in the low-dimensional space:

C=Da(PIQ) =YY pyls? @
i g Y

The t-SNE algorithm requires three input parameters: 1) the
output dimension d,, (typically selected to be either 2 or 3);
2) the initial dimension d;,, which is the dimension that the
original data set is reduced to by PCA before performing t-
SNE; 3) perplexity p, which is a measure of effective number
of neighbors and controls o;. Since the objective function
(4) is minimized using a gradient descent optimization that
is initiated randomly, each run of t-SNE produces a slightly
different mapping result. In practice, it is recommended to run
t-SNE multiple times and select the result with the lowest cost
function value in (4). More details of the t-SNE algorithm can
be found in [9].

B. Stage 2: Group Data Points with the CHC Algorithm

After the preprocessed voltage time series are mapped to
a 2-dimensional or 3-dimensional feature space through t-
SNE, they need to be grouped into clusters. Three features of
the phase identification problem need to be considered when
designing the clustering algorithm. First, many electric utility
companies do not know the number of phase connections
for each of their distribution feeders. Second, the customers
with the same phase connection in the low-dimensional fea-
ture space do not necessarily form a convex-shape cluster,
which is very common in t-SNE applications [9][14][15].
Third, valuable distribution network connectivity information
which defines the mapping between smart meters and lat-
erals/transformers should be incorporated into the clustering
algorithm.

In order to leverage the features of the phase identification
problem, the CHC algorithm is developed and applied to
solve the smart meter clustering problem. The proposed CHC
framework synergistically combines the merits of an unsu-
pervised density-based clustering algorithm and a supervised
classification algorithm. This paper selects the density-based
spatial clustering of applications with noise (DBSCAN) [16] as
the unsupervised clustering algorithm in the CHC framework,
because it naturally incorporates the first two features of
the phase identification problem. Unlike centroid-based or
medoid-based methods, DBSCAN does not need the number
of clusters as an input parameter. In addition, DBSCAN is
capable of discovering clusters with arbitrary shapes.

DBSCAN separates data points into different clusters and
noise/outliers. The noise/outliers do not belong to any cluster.
However, in the phase identification application, all smart
meters must have a particular phase connection. To mitigate
this drawback, k-nearest neighbor (k-NN) classification is
adopted as the supervised machine learning algorithm in the
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CHC framework to assign these outliers and points in the low-
density region into one of the existing output clusters from
DBSCAN. At last, the must-link constraints defined by the
feeder connectivity model will be considered in reassigning
smart meters connected to the same lateral/transformer to the
same cluster.

1) Review of DBSCAN: A brief review of DBSCAN is
provided here. DBSCAN is one prominent example of density-
based clustering approach with high computational efficiency.
The good efficiency of DBSCAN is crucial for deploying
phase identification algorithms in electric utilities with t-
housands of distribution feeders. The DBSCAN algorithm
defines clusters and outliers based on four key concepts: ¢
neighborhood of a point, directly density-reachable, density-
reachable, and density-connected. The algorithm requires two
parameters: €, the radius of neighborhood, and MinPts, the
minimum number of data points in an e neighborhood. The
€ neighborhood of a point p is defined as the set of points
in the data set with a distance to p less than €. A point p
is a core point if it has at least MinPts neighbors within the
radius e. These neighbors are directly density-reachable from
p. A point ¢ is density-reachable from p if there is a path
P, P1,D2, -y Pm, q such that each point is directly reachable
from the previous point. Two points are considered density-
connected if they have a distance of less than e. These four
definitions allow us to define the transitive hull of density-
connected points, forming density-based clusters. The points
on the border of the clusters are called border points. Any
point(s) not reachable from a core point is counted as an outlier
or noise.

2) The CHC Algorithm: The framework of the CHC al-
gorithm is shown in Algorithm 1. It requires four input
parameters, «, k, €, and MinPts. « is a threshold parameter
used to filter out very small clusters. k is the parameter in the

1: Run the DBSCAN algorithm on a preprocessed data set
D with n data points with parameters € and MinPts.

2: Define a threshold coefficient o € (0,1). Given the output
of step 1, keep the data points from the clusters of size
greater than or equal to an as the training data set.
Suppose there are c clusters kept. All the data points
outside these clusters are “un-clustered” data points.

3: Assign all un-clustered data points to one of the c clusters
with the k-NN algorithm.

4: With must-link constraints, the data set D can be divided
into N groups Dj,...,Dy. If a data point has no links
to others, it forms a group itself. In each group D;, the
data points may have been assigned to different clusters.
To enforce the constraints, assign all data points in group
D; to the cluster that contains the largest number of data
points in D;.

5: Return the final clustering result.

Figure 3. Algorithm 1: the CHC algorithm
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k-NN algorithm representing the number of nearest neighbors.

The CHC algorithm has 5 steps. Step 1 runs the DB-
SCAN algorithm on features extracted by the t-SNE algorithm.
Depending on the distribution of data points in the low-
dimensional feature space, the DBSCAN output may include
large clusters, small clusters, and noise/outliers. Step 2 filters
out the points in the small clusters and noise/outliers and
only keeps the large clusters as the training data set for the
next step. Step 3 classifies the points from small clusters and
noise/outliers with k-NN algorithm using the training data
points from the large clusters. Step 4 enforces the must-link
constraints by assigning all smart meters connected to the same
lateral/transformer to the same cluster. The final clustering
results will be returned in step 5.

Note that researchers have proposed alternative approaches,
such as C-DBSCAN [17] to integrate constraints into density-
based clustering algorithms. In the C-DBSCAN algorithm, the
data points from different clusters involved in a must-link
constraint are simply forced to merge together. However, when
the preprocessed voltage time series are mapped to the low-
dimensional space, we often encounter cases where a very
small number of meters connected to one phase are spread over
two clusters representing two phases. To address this issue, in
step 4 of the proposed CHC algorithm, we only reassign all
the data points connected by a must-link constraint to the same
cluster without affecting the grouping of other data points.

C. Stage 3: Phase Identification for Clustered Customers

The final stage identifies the phase connection of the clusters
determined in stage 2. This can be accomplished by per-
forming field validations on a small number of samples of
smart meters with phase measurement tools [3][4]. The cost
associated with the field validation is minimal as the number
of customers that require phase measurement is quite small. To
achieve the highest accuracy, the small sample of customers
should be chosen as close to the clusters’ centers as possible.
Depending on the availability of must-link constraints, two
sampling strategies can be implemented:

1) If there are no must-link constraints, then in each cluster
choose m smart meters that are closest to the cluster
center. Field validations can then be performed on these
m smart meters. The most frequent phase connection of
these m meters is selected as the phase connection of
all the customers in the cluster.

2) If must-link constraints are available, then in each cluster
choose the group D, that contains at least w customers
and has the least mean squared distance to the cluster
center. Field validations will be performed on any of
the smart meters in group D,. The phase connection of
the group is selected as the phase connection of all the
customers in the cluster.
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IV. CASE STUDIES
A. Experimental Design

Two types of experiments are designed below to 1) examine
the performance of the proposed phase identification algorithm
and 2) explore the impact of smart meter data granularity on
the phase identification accuracy.

The first set of experiments compare the performance
of the constrained k-means clustering algorithm with linear
dimensionality reduction [2] and the CHC algorithm with
nonlinear dimensionality reduction proposed in this paper.
The constrained k-means clustering algorithm with linear di-
mensionality reduction is referred to as “CK-Means” method.
Both methods are evaluated over 18 hourly voltage time series
gathered from 5 distribution feeders as described in Table 1.

The second set of experiments evaluate the impact of smart
meter sampling frequency on the accuracy of the proposed
phase identification algorithm. The experiments are conducted
over 6 voltage time series gathered from 3 distribution feeders.
The smart meters on distribution feeder 1-3 were configured
to record voltage magnitudes every 5 minutes. The average
voltage magnitudes with hourly, 15-minute, and 5-minute
granularity are used as inputs.

B. Parameter Selection

A few parameters need to be set up in order to run
the proposed phase identification algorithm. In the feature
extraction stage, three parameters from the t-SNE algorithm
need to be selected. The dimensionality of the PCA output and
t-SNE input d;,, is set to be 30. The perplexity p is set to be
100. Note that these two parameters can be tuned by running
the optimization several times on a data set and picking the
parameters that yield the best map [9]. The dimensionality of
the t-SNE output d,, is typically set to be 2 or 3. For better
visualization, we set dg, to 2. In fact, the case study results
with doy = 2 and doy, = 3 are very similar.

In the proposed CHC algorithm, three key parameters
MinPts, €, and o need to be tuned first. The typical ranges
for the three parameters are 8 to 20 for MinPts, 1 to 3 for
€, and 0.005 to 0.01 for a. When tuning these parameters,
the aim is to see the data points in the t-SNE space being
clustered appropriately. For example, assume we select some
initial settings for MinPts, €, and «, and get the clustering
results as shown in Figure 5. Intuitively, cluster 11 and 15
should be two separate clusters. If the initial parameter setting
merges these two clusters, then the parameters need to be
tuned so that they are separated in the clustering results. In this
particular case, we should decrease € and/or increase MinPts
to separate cluster 11 and 15. Note that € is the radius of
neighborhood and MinPts is the threshold for determining if
a point p is a core point or a border point in a cluster. The
parameter « controls the number of output clusters. If the value
of « is too large, then the phase identification accuracy will
be lower. However, if the value of « is too small, then a large
number of meters need to be field validated, which increases
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implementation costs. k, the parameter of the k-NN, can be
selected to be equal to MinPts. At last, in the field validation,
choose the must-link group with at least w = 20 customers.

C. Performance of the Proposed Phase Ildentification Algo-
rithm

The phase identification accuracies of the CK-Means
method and the proposed phase identification algorithm are
calculated based on field validation results. For the proposed
algorithm, 30 runs of t-SNE are conducted. 10 runs with the
lowest cost function values are kept. The average accuracy
over the 10 runs are reported in Table II and Figure 4. As
shown in the table, the proposed phase identification algorithm
significantly outperforms the CK-Means method with all the
data sets in terms of accuracy. On average, the proposed phase
identification algorithm improves the identification accuracy
by 19.81% over the CK-Means algorithm. Figure 4 shows that
the improvement in phase identification accuracy varies by the
unbalance level of the distribution circuit. The improvement
is more significant for periods when the distribution feeder is
less unbalanced.

The combinations of phase connections in the 5 testing
feeders include 3 phase-to-neutral connections, 3 phase-to-
phase connections, and a mix of all 6 possible connections.
The accuracy of the proposed phase identification algorithm is
very high under most cases. s13, s14, and s15 have relatively
lower accuracy, because they have lower levels of unbalance
and they have all 6 possible connections, which is more
difficult to identify than other feeders. When the level of
unbalance is higher, the accuracy is greatly improved in s,
s17, and s1g, whose accuracies are very decent for a feeder
with all the 6 possible phase connections. Figure 5 illustrates
the clustering result of data set s;g in the 2-dimensional t-SNE
map, using the proposed phase identification algorithm. In the
figure, each dot represents a smart meter. Figure 6 depicts the
actual phase connection of each smart meter. By comparing

TABLE II. PHASE IDENTIFICATION ACCURACIES

Feeder Data Level of CK-Means Proposed Algorithm

Set Unbalance | Accuracy (%) Accuracy (%)

1 s1 0.0785 81.21 93.06
S2 0.0776 8I1.18 93.62

9 s3 0.0514 69.67 87.55
S4 0.0617 57.51 87.79

3 S5 0.0956 5491 83.94
S6 0.1019 72.78 82.83
s7 0.1109 89.29 98.60
S8 0.1141 97.82 98.94

4 S9 0.1131 97.79 99.63
$10 0.1190 88.42 99.66
S11 0.1043 87.49 99.88
$12 0.1250 88.34 99.65
513 0.0673 29.80 73.18
S14 0.0668 38.80 73.32

5 $15 0.0705 59.07 67.01
S16 0.0742 40.56 88.19
S17 0.0846 60.49 87.11
S18 0.0842 52.02 89.84
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Figure 4. The phase identification accuracy with CK-Means and proposed
algorithm.

Figure 5 and Figure 6, it is shown that the proposed phase
identification algorithm not only groups phase-to-phase meters
accurately, but also groups phase-to-neutral meters with a high
accuracy. Cluster 2, 11, 12, 13, and 15 each represents one
of the phase-to-neutral connections AN, BN, and CN, as
indicated by the arrows in Figure 5 and Figure 6.

As a comparison, Figure 7 shows the distribution of smart
meters from data set si;g in the 2-dimensional PCA map.
The data points are not well separated according to phase
connection. From Figure 7 and Figure 6, it is clear that the
nonlinear dimensionality reduction technique, t-SNE, does a
much better job in extracting hidden features from the voltage
time series during a less unbalanced period for the feeders.

As shown in Figure 5, the clusters are in different sizes and
shapes. Some of the clusters are non-convex. The proposed
CHC algorithm has a great advantage in identifying clusters
with such data point distributions. Figure 5 also shows how the
must-link constraints could improve the phase identification
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Figure 5. The clustering result in the 2-dimensional t-SNE map on data set
518.
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Figure 6. Field validated phase connections of data set s1g in the
2-dimensional t-SNE map.

accuracy. In the top right cluster 8, a few data points are
linked together. Although a small number of the data points
are located in cluster 14, they will eventually be assigned to
cluster 8 due to the must-link constraint. From Figure 6, these
data points should belong to cluster 8, which is connected to
phase C'A instead of phase AB.

D. Impact of the Smart Meter Sampling Frequency on the
Phase Identification Accuracy

The phase identification accuracies of the proposed algo-
rithm under 3 different meter reading granularity levels are
calculated and summarized in Table III. It shows that as the
granularity of meter readings increases from hourly to every 15
minutes and then 5 minutes, the phase identification accuracy
increases. The average increase in the phase identification ac-
curacy over the 3 distribution circuits is 3.36% when the meter
reading granularity increases from hourly to 5 minutes. More
granular voltage readings allow extractions of features/patterns
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Figure 7. Field validated phase connections of data set sjg in the
2-dimensional PCA map.
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TABLE III. IMPACT OF SAMPLING FREQUENCY ON THE PHASE
IDENTIFICATION ACCURACY

Feeder Data Granularity of Meter Readings
Set 1 hour 15-minute | 5-minute
1 S1 93.06% 93.93% 93.88%
52 93.62% 94.32% 94.40%
5 s3 87.55% 88.86% 92.03%
S4 87.79% 90.47% 89.93%
3 S5 83.94% 90.02% 91.56%
S6 82.83% 84.51% 87.16%

that may not be present in coarse data sets. However, it
should be noted that there are additional costs associated with
gathering more granular smart meter data. Note that the phase
identification accuracy decreases slightly for data set s; and
s4 when the sampling frequency increases from 15-minute to
5-minute. This is partly due to the randomness of the t-SNE

mapping.
V. CONCLUSION

This paper develops an AMI data driven phase identification
algorithm that addresses the drawbacks of the existing solu-
tions. Compared to the existing solutions, the proposed algo-
rithm has three main advantages. First, the proposed algorithm
does not require prior knowledge about the number of phase
connections in the distribution system. Second, the proposed
algorithm works well with distribution feeders that have both
phase-to-neutral and phase-to-phase connections. Third, the
accuracy of the proposed phase identification algorithm is not
very sensitive to the level of unbalance in a distribution feeder.
Comprehensive field testing results on 5 distribution feeders
show that the proposed algorithm significantly outperforms
the existing methods. In addition, we discover that more
granular voltage time series leads to higher phase identification
accuracy.

In the proposed CHC algorithm, a few parameters need to be
tuned manually. To implement the proposed AMI data driven
phase identification algorithm on thousands of distribution
feeders, we plan to develop an automatic parameter tuning
algorithm.
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