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Leveraging Topic Modeling and Toxicity Analysis to Understand China-Uyghur 
Conflicts  

Connice Trimmingham, Samuel Dayo Banjo, Nitin Agarwal           
COSMOS Research Center 

University of Arkansas at Little Rock 
Little Rock, AR 72204, USA 

e-mail: ctrimmingham@ualr.edu, sbanjo@ualr.edu, nxagarwal@ualr.edu 

 
Abstract— The growth of social networking sites, coupled with 
the widespread use of mobile technology, has led to the spread 
of various forms of toxicity. Although social media platforms 
provide valuable tools for meaningful interactions, political 
arguments, often fraught with complex mix of emotions, can 
quickly devolve into flame wars or partisan bickering. This 
article shifts attention eastward to examine how the 
media/information environment is being manipulated for 
advancing political agendas in the Indo-Pacific region. We 
analyzed 3,239,249 tweets discussing issues related to China and 
Uyghur. We explained the user relation phenomena by assessing 
their emerging social structures. We extracted influential topics 
using the Latent Dirichlet Allocation (LDA) topic modeling 
approach. Toxicity analysis and bot assessment were performed 
to examine the nature of discourse about the China and Uyghur 
issues. Our findings indicate a strong correlation between tweets 
with high toxicity and bot activity, particularly in relation to 
emerging events such as the existence of internment camps and 
news about forced Uyghur laborers in China and the Chinese 
Communist Party network. 

Keywords-Information operations; Indo-Pacific; Twitter; 
Social Media; Uyghur; Toxicity Analysis. 

 

I.  INTRODUCTION 
China has been in the global spotlight for its economic 

strategies, investments acquisitions, and policy 
reinforcement. However, recently, China’s reputation has 
been globally questioned for its targeted, inhumane, and 
oppressive policies towards the Uyghur population in 
Xinjiang [1]. From a geographical standpoint, Xinjiang is an 
autonomous region that measures one-sixth of China’s 
western border and home to a Chinese Ethnic-Muslim 
minority. From a political perspective, Xinjiang houses an 
extensive potential for mineral exploitation in natural 
resources, such as oil, gas, and agricultural production [2]. 

China’s Uyghur conflict has existed for decades; its 
universal debate however, has recently surfaced with the 
unprecedented evolution of online social networks. Although 
religious beliefs, customs, and practices have been tolerated 
in China to some extent, the degree of tolerance has varied 
considerably from time to time with the change in the 
political climate [3]. The use of coercion is not uncommon in 
Chinese history as far as religious groups are concerned [4]. 
Extant literature has shown that policies towards Xinjiang are 
similar to the policies that were directed towards Tibet [4]. 

To cope with these policies, the Uyghur group attempted to 
separate themselves from the Chinese government and 
develop their own identity [4]. This independent movement 
threatens the viability of the unified communist system 
established by the People’s Republic of China [1]. 

It is pertinent to study the China Uyghur conflict as it 
highlights the connection between a strong authoritarian 
state, a terrorist threat, and a minority group [5]. However, 
the implications of these dynamics are potentially far-
reaching, as they promise to complicate China’s rise in 
central Asia. Many western literatures describe Chinese 
politics as authoritarian; while this view is not inaccurate, it 
is incorrect to assume that Chinese citizens have been content 
to be despotically ruled [6]. As a multi-ethnic state with a vast 
majority of Han Chinese and various minorities, the Chinese 
government considers any nationalist or independence 
movements as an attack towards China’s unified communist 
system and economic growth [7]. 

There are significant scholarly works on leveraging the 
Internet to gain more, and better information. Despite these 
possibilities, extant literature has shown that algorithmic and 
filtering features of social media platforms have driven users 
to an “echo chamber” whereby they are exposed to more of 
what they want and like, as opposed to what they need or 
should see [8][9]. This can shift their narratives on world 
issues as users disregard any narrative about topics that are 
ideologically unpleasant. The pervasiveness of partisan 
animosity on social media also exacerbates this issue [5]. 
Researchers have attempted to assess the definition and 
representation of identities and the leveraging power of 
minorities versus a superior state in the negotiation process 
[5], [10]. The research in [11] concluded that the approaches 
utilized by both parties in the ‘David and Goliath’ duel for a 
contested region mostly affect the minority group due to low 
availability of resources and strategies. 

This article will firstly offer theoretical background about 
this topic, and then engage in turn with how we leveraged 
topic modeling, toxicity analysis and bot assessment to 
understand the China-Uyghur issue. The remainder of the 
article is structured as follows. In section II, a few extant 
literature and analytical frameworks relating to China and 
Uyghur issues are reviewed. Next, the empirical study and 
the findings are discussed in Section III. Lastly, we discuss 
conclusions, limitations, and directions for future work in 
Section IV. 
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II. LITERATURE REVIEW 
This section describes the extant literature on this topic 

and the theoretical framework we used for this study. 
 

A. China and the Uyghurs 
It is important for the Uyghur diaspora to establish links 

with the international community and create awareness in the 
West, especially amongst non-governmental organizations 
and human rights activists, so that it can exert some pressure 
on the Chinese state to correct the plight of the Uyghurs. 
Researchers have argued that Beijing’s strategies in Xinjiang 
with respect to the Uyghur issues at the domestic, regional, 
and international levels are characterized with multiple 
contradictions [5], [12]. They further reasoned that China’s 
approach to Xinjiang domestically contributed to the 
internationalization of the issue [12]. However, others have 
argued that China faced the prospect of Xinjiang becoming 
its own West Bank if it fails to re-strategize to a softer 
approach to integrate the region [12]. They argue that China 
has explicitly framed episodes in world events such as the 
9/11 crisis to shift the narratives towards Uyghur rebellion as 
“terrorism” and boost their international and regional 
sympathy [12]. 

Researchers have also explored how the increasing 
complexity of the conflicts between Uyghur and China 
indicates the potential for Uyghur violence to escalate [12], 
[13]. This is specifically in light of the reported inception of 
a state-initiated mass ‘reeducation’ campaign for Uyghur and 
other Muslim minorities across the province [13]. They 
argued that, by reportedly sending Xinjiang’s Muslim 
population to ‘vocational education centers,’ China’s 
attempts to ‘prevent extremism’ may lead to a resurgence of 
ethnic unrest in Xinjiang [13]. 

 

B. Toxicity analysis on Social Media 
Toxicity analysis has been used to understand the pulse of 

society on hot-button issues [14]. In a study conducted in 
[14], the researchers evaluated five categories of toxicity on 
comments posted on pro-and anti-NATO channels on 
YouTube. They demonstrated that anti-NATO channels 
comments were more toxic when compared to pro-NATO 
channels comments. Researchers have also aimed to 
characterize and predict the behavior of toxic users in online 
discussions [15]. They found topical predictions of toxic 
response with semantic shifts from parent comments in their 
study. Another study analyzes online toxicity with a case 
modeling approach [16]. The authors developed an 
epidemiological model to study and evaluate the spread of 
toxicity on YouTube. They applied the Susceptible, Toxic, 
Recovered, Susceptible (STRS) model to detect similarities 
between toxicity propagation on YouTube and the spread of 
a disease within a population. In another study, the authors 
evaluated the role of toxicity on tweets about societal issues 
such as the wearing of face masks during the COVID-19 
pandemic [17]. Their results showed that tweets with pro-
mask hashtags that supported wearing masks were less toxic 

compared to tweets who spread news about COVID-19 on 
YouTube. 

 

C. Network Analysis 
Tighter government regulations on online activities can 

make users seek a more democratic channel/outlet. However, 
Song et al. [18] found an increased success of China’s 
Internet repression where the Chinese Twitter proved to be 
small, lacking an accessible and diverse network due to 
China’s sophisticated Internet content control regime. This 
coincided with the debate on the Chinese government 
approach to public diplomacy. Huang et al. [19] 
demonstrated how the Chinese government utilizes 
communication channels, specifically a small number of 
Twitter accounts, to amplify its public diplomacy network 
and promote China’s international influence. Huang et al. 
[19] further explained that China’s robust Twitter network 
function on “timid polyphony” centered around its closest 
friends with expansion outward to include other alliances. 
Researchers have also shown how public leaders such as 
politicians utilize micro-blogging platforms like Twitter to 
gain rapid attention compared to other traditional ways of 
communication. Khan et al. [20] demonstrated that 
understanding the supporters’ network of opinion leaders 
helps in predicting the type of relationship between 
supporters of the leaders. 

 

D. Bot Analysis 
Bot and botnet activities have the ability to shift 

narratives, opinions, and behavior of humans, especially 
within the political landscape where hot-button issues are 
debated. Ferrara et al. [21] explained that there are economic 
and political incentives for injecting social bots into online 
ecosystems. Some bots act with the objective of forming and 
growing an audience to exert influence. Further, research in 
technographic approach argues that the agency of bots should 
be seen not only as computing units but as interlocutors and 
informants [22]. Their study of chatbots development in 
China proved that elevated disruptive technologies such as 
artificial intelligence and big data are critical factors in state 
security and narrative control in China [22]. Another study 
on computational propaganda, domestic automation and 
opinion manipulation utilizing 1.1 million hashtags on 
Twitter associated with China and Chinese politics showed a 
large amount of automation [23]. This automation, however, 
was more aligned with anti-Chinese state perspectives [23]. 

  

III. METHODOLOGY 
This section focuses on our study design, which consists 

of the data collection and approaches applied for this 
research. 

 

E. Data Collection and Processing 
To understand the online universal conversation specific 

to China and Uyghur, we collected data tailored towards 
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narratives containing a set of preliminary key phrases such as 
“China” and “Uyghur.” This allowed us to query and truncate 
our data to tweets that focus on key issues relating to both 
China and the Uyghur group. This approach functioned as a 
filter for refining our data and eliminating any term or outliers 
irrelevant to our research. We extracted metadata from users 
and posts on Twitter utilizing our in-house Twitter API 
crawler. All tweets collected were posted between 2020–
2021. Table 1 shows the breakdown of the total tweets 
extracted for China and Uyghurs, respectively. 

TABLE I.  FREQUENCY OF TWEETS FOR CHINA AND UYGHUR 
Narrative Tweets Users 

China 1,508,016 768,855 
Uyghur 1,731,233 762,364 

 
We applied this date range based on peak periods of tweets 
cross referencing to specific events and news relating to 
China and Uyghur.  
 

F. Topic Modeling 
To understand the influential topics in our dataset, we 

applied Latent Dirichlet Allocation (LDA) topic modeling on 
the extracted tweets. We first tokenized each tweet into 
sentences, and sentences into words with the removal of 
punctuation and stopwords. Words were lemmatized and 
stemmed to their root form. The model was initially trained 
on a random number of topics and later decreased and ranked 
to the top 4 topics based on the coherence score of the topic 
distribution. Topic modeling revealed topic 1 and topic 2 as 
top topics with distinct overlaps in China narrative. Both 
topics contained trending words relating to communism, 
policing, and the Chinese Communist Party. 

TABLE II.  TOP TOPICS WITHIN CHINA AND UYGHUR 
NARRATIVE. 

 China Uyghur 
Topic Word 

    1 
Word 
     2 

% Word 
    1 

Word  
     2    

% 

1 Communist CCP 0.68 Home Force 0.53 
2 Positive Chin 0.15 Education Jalan 0.35 
3 AMP Papua 0.15 Genocide Stop 0.07 
4 Youth Muslims 0.09 Uyghur China 0.01 

 
Topic 1 has top words such as “home” and “force” with 

highest distributions within Uyghur narrative and relate to the 
reinforcement of forced Labor on Uyghur Muslims. Table 2 
shows top words relating to China and Uyghur along with 
their respective distributions. 

 

G. Toxicity Analysis 
Since tweets contain a wealth of information about the 

thoughts and feelings of people, it is imperative to analyze 
the toxicity of tweets discussing China-Uyghurs conflicts. By 
definition, online toxicity can be seen as any online 
harassment that silences important voices in a discourse or 
forces marginalized people offline [24]. Toxic tweets were 
evaluated using natural language processing techniques 

specifically, Google perspective API which utilizes machine 
learning to detect toxic comments and Detoxify, a pre-trained 
model trained to minimize bias while detecting toxic 
sentences [24], [25]. Detoxify was trained on 3 Jigsaw 
challenges: Toxic comment classification, Unintended Bias 
in Toxic comments, and Multilingual toxic comment 
classification aimed to detect harmful content online [25]. 
Both techniques are multilingual and offer a probability score 
between 0 and 1 with a higher score indicating a higher 
toxicity. 

 
 Final toxicity scores were averaged and aggregated 

monthly within the period of January 2020 to December 
2022. The results were then multiplied by topic distribution 
scores to get the toxicity per topic. Figure 1 shows the 
volatility of toxic tweets across the top 4 topics relating to 
China. The most influential topic, Topic 1, had the highest 
toxicity relative to other topics. This pattern is explainable 
through the semantics of trending words in Topic 1, which 
revealed top conversations relating to communist, Chinese 
Communist Party (CCP), and Chinese government. This 
signals that events in this period relating to these top words 
triggered negative interests of Twitter users which correlates 
to the high toxicity of tweets. Distinct events within this 
period that coincided with various spikes include: “The 50 
independent United Nations Human Rights experts 
highlighting their concern on the situation in China relating 
but not limited to forced labor” [26], [27]. 

 
 

 
Figure 1.  China Toxicity Trend within the period of 2020 - 2022. 

Similarly, a high and volatile toxicity with noticeable 
spikes across the period was found within the Uyghur 
narrative, demonstrating an ongoing discussion of issues and 
events on these topics throughout the trend’s lifecycle. 
Noticeable events during this period that coincide with these 
topics include “Officials denied the existence of internment 
camps, or alternatively justify them as poverty alleviation and 
stability maintenance efforts” and “uncovered evidence by 
the New York Times that reveal that Uyghur laborers, many 
who are interned forcibly, are involved in making personal 
protective equipment that are shipped all around the world 
[28], [29].” 
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H. Network Analysis and Bot Analysis 
Understanding the connective relationships within both 

narratives helps to discover information flows and any 
concerted tactics about our topics. We leveraged network 
analysis tools such as NetworkX and Gephi to analyze and 
visualize social networks of both narratives [30], [31]. We 
utilized peak points found in our monthly tweets frequency 
reports to study each narrative social structure. Extreme 
overlaps were found in tweets posted within various peak 
points to news events on top topics. We discovered that the 
behavioral trend of tweets frequency in both narratives 
increased and/or decreased at the same rate. Due to 
computational expenses of running network graphs on our 
full data, we applied a random sampling technique to 
approximate the period each narrative tweets trend began 
rising. 

 
 

 
Figure 2.  Network of users with bot CAP scores above 0.90 within period 

of 2020 - 2021 

The China network focused on tweets posted in the period 
of August 2021 to September 2021 and references various 
events in August 2021 such as “Children of Detained 
Uyghurs parents held in Welfare schools in China’s 
Xinjiang” [32]. Additionally, the Uyghur network looked at 
July 2021 to August 2021, referencing events such as 
“president Xi praises Xinjiang armed police for counter 
terrorism effort in Uyghur territory” [33]. The biggest rise for 
both narratives was seen in July 2021 to November 2021. To 
measure the quality of division of both networks, a modality 
community detection algorithm was applied where higher 
modularity value indicated strong, distinct communities with 
relatively dense connections. The top 3 communities were 
color coded purple, green, and blue according to ranking (see 
Figure 2). A total of 16 dense communities were detected 
within a corpus of 12,292 users in China network from a 
modularity class of 0.673. The Uyghur network was less 
dense than the China network with a total of 17 communities 
and a modularity weight of 0.536 within 5,059 users. The 
majority of users within both networks had less than 500 
connections with a relatively low average degree. However, 
about 10% of these connections had a following count of 
1000 or greater. This was seen through China’s network top 
contributor @PaulS- mall4eva with 3 39,9 followers and 
connections such as @PinkRangerLB who had 100 
followers. The Uyghur network had top contributor 
@RAbdiAnalyst maintaining identifiers such as Chief 

Analyst, geopolitics, and strategy with a following count of 
255,000. 

The nature and range of bot behaviors makes it 
universally difficult to define a bot [34]. To balance false 
positives and negatives, we applied the Complete 
Automation Probability (CAP) of 0.90 or higher to raw bot-
scores to detect bots. CAP is a probability calculation 
developed by Observatory on Social Media project API 
Botometer that utilized Bayes’ theorem to estimate the 
overall prevalence of bots on a score of 0 to 1 [34]. Higher 
scores equate to higher probability of bot-like activity. Figure 
2 highlights 18 bot communities mirroring the China network 
and 3 bot communities with no relations in the Uyghur 
network, while Figure 3 and Figure 4 show bot activities 
trend co-relating to toxicity on topics within the China 
network.  

 

 
Figure 3.  Overall Toxicity vs Bot Toxicity within topic 1 about 

Communism. 

 
Figure 4.  Overall toxicity vs Bot Toxicity within topic 3 about 

communism. 

Overall, toxicity is directly proportional and highly 
comparable to bot activity in communism topics while it is 
relatively low but still comparable to topics on policing. 
These findings imply that bot activities jolted narratives 
toxicity and shifted opinions against communism issues in 
China. Future research can explore the intention of these 
accounts’ generation. 

 

IV. CONCLUSIONS AND FUTURE WORK 
In this study, we examine the prevalence of toxicity in the 

China-Uyghur dilemma on Twitter. To gain insight into the 
viewpoints of actors in the network, we focus on top topics 
related to the two focal narratives and utilize network analysis 
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tools such as Network-X and Gephi. Our network analysis is 
based on theoretical frameworks used in previous studies and 
employs modularity to detect communities. This paper 
contributes to the ongoing research on the online dialogue of 
diplomacy, identity, and policies within an authoritative state 
and their impact on the rights of minority groups. It provides 
an interoperable methodology to understand relevant topics, 
identify toxicity, and detect top contributors within the 
network. We found that actors in the network include those 
who push the Uyghur identity conflict beyond China's 
borders, neutral actors such as news agencies, and initiators 
who raise awareness of Uyghur issues. The topics within the 
network range from forced labor, genocide, education, 
communism, politics, and policing, and their differences 
provide an overlapping representation of the China-Uyghur 
network. Our findings suggest the presence of probable anti-
China communities with top contributors and smaller 
connections discussing relevant topics. Further study is 
necessary to understand the evolution of these networks over 
time. The data for this study was collected after these events 
relating to China-Uyghur narratives had unfolded. Future 
research can investigate the use of social network analysis 
techniques to make real-time inferences about emerging 
socio-political issues. 
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                   I.  INTRODUCTION 

 
This work presents qualitative research conducted with 

both students and teachers. We intend to complete this 
component and begin the quantitative study's reflection 
phase. The results show that group work motivation, digital 
knowledge, and abilities are actively being acquired. Hence, 
is it possible to enhance and deepen digital literacy in 
secondary schools.  

      The objective of our study is to assess how secondary 

school students and teachers interact with and use 

technology, teach digital literacy to students (digital 

citizens), how to instruct students in digital literacy, 

improve and upgrade professional teaching methods and 

contribute to the development of the professor's digital 

teaching strategies for secondary schools. 

 

         II.  SCIENTIFIC POSITIONING 

 
Our project is based on the interdisciplinary field of 

information, communication, and education sciences, as 

well as the position illustrated by F. Bernard regarding the 

articulation of the four dimensions of the link, meaning, 

knowledge, and action [1]. We shall employ the concepts of 

the situation (particularly learning and observation) and 

socio-technical devices or mediating artifacts. We shall 

begin with A. Mucchielli's " Dynamic situational 

contextualization method" and the various contexts that he 

proposes for a situation [2]. Then, we move on to A. 

Mucchielli's "Situation and Communication" (2010), where 

he discusses the "genesis of meanings" using a semiotic 

method based on "contextualization." [3].  Based on the 

socio-constructive approach, we shall examine social 

interactions in training [4].         

We also analyze group interactions in the frame of the 

Adaptive Structuration Theory (AST) as Scott Poole argues 

that group members intentionally adopt rules and resources 

to achieve goals. Poole holds that group members have an 

impact on outcomes. In the seven necessary pieces of 

knowledge known for future education, we can refer to 

Edgar Morin [5]. 
 

                 III.  METHODOLOGY 

 

Our research applies a mixed methodology:   

A.  Qualitative approach (observations, interviews, and 

content analysis) and 

B.  Quantitative approach (based on questionnaires). 

      Alex Mucchielli's "Constructivist approach to 

communications" includes a qualitative study. It is a random 

sample of 397 students from various classes. This study is 

preliminary and based on 219 hours of observations in the 

classroom. The goal of qualitative research is to understand, 

analyze, and quantify the barriers to the growth of digital 

uses, practices, contents, devices, and so on in the context of 

schools.  

        This study relied on several digital projects that were 

carried out in different classes including media class, 

WebTv, Green delegate project, “O Lab Citizen”, Mediatiks 

competitions (online newspaper, photo-reportage), and 

others. 

 

IV. RESULTS 

3.1.  Students  

The observations of our first study in the Digital 

Collaborative Space (DCS) are as follows: learners are more 

confident in DCS after observing digital practices. The 

enjoyable aspects of DCS encourage frequent participation. 

Online collaboration makes group work easier. Students are 

provided with the necessary homework tools, allowing them 

to complete their assignments in an optimal and efficient 

manner. Students can use the chat to ask questions and 

receive personalized responses. DCS allows teachers to 

engage students in personalized and differentiated 

instruction. All of the DCS's tools promote communication 

between students and teachers as well as between peers. The 

7Copyright (c) IARIA, 2023.     ISBN:  ISBNFILL

HUSO 2023 : The Ninth International Conference on Human and Social Analytics

                            13 / 38



 

teacher's role has changed; he or she now supervises and 

facilitates the students' learning. Students learn to work 
independently as well as in groups.  

      Students having trouble are assisted by the pair in the 

construction of knowledge within the framework of the 

DCS, which produces motivation and the desire to make an 

effort to complete the task. 

 

3.1.1.  DCS’s difficulties 

 

      Progressive digital training constitutes one of the hardest 

subjects in the curriculum for students. There are differences 

in how students are trained because some academic subjects 

do not employ common digital technology. Also, the 

learner's level of digital literacy is influenced by the 

environment in which they live. 

 

 3.2.   Teachers  

      In a setting where knowledge is created collaboratively 

within a group under the guidance of the teacher, the latter's 

role is modified, and he/she positions themselves as a 

facilitator and guide. The teacher is no longer the exclusive 

source of knowledge. Conversation and exchanges are 

encouraged through various communication technologies 

such as synchronous documents, chat, commenting, email, 

and so on. Within the parameters of the synchronous 

document, the teacher may adopt the immediate correction. 

This enables the student to receive individualized 

remediation. Students are encouraged to work both 

independently and in groups in a flipped classroom. By 

adapting objectives and content to the abilities and 

challenges of each student, the teacher in DCS can 

implement differentiated instruction. The teacher has access 

to the student's work at the same time. As a result, the 

student is encouraged to participate in the project and to 

demonstrate his or her involvement by name. All the tools 

required to complete the project are provided in the 

collaborative space where it is set up online (resources, 

etc.). In DCS, teachers can implement competency-based 

instruction by focusing on specific skills such as online 

information validation. Students are taught how to use the 

"OZE92" digital workspace's resources and services (ENT). 

They are also given information-documentary training 

(online research methodology, legal aspects of information, 

validation of online information, etc.). Students work 

exclusively on digital material during this experiment; paper 

copies are not necessary. 

  

 
 

3.2.1 Teacher interviews – Results 

 

Six teachers of mathematics, French, arts, sciences, 

history, and languages were questioned on the difficulties 

associated with the use of digital technology in classrooms.  

 

                                      V. CONCLUSION 

As a preliminary conclusion, we have found out that 

both individual and group work on the DCS is highly 

effective. The projects are progressing rapidly, and the 

objectives are being met.  Also, we trust that the adoption of 

progressive digital citizen training should be applied in 

compulsory education.  The equipment of schools and the 

training of teachers would be essential elements to 

guarantee the success of this process. It is worth mentioning 

that the school’s director confirmed that digital technology 

represents one of the school’s pillars of policy and its 

priority.  
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Abstract—Nowadays, many people use a Social Networking Ser-
vice (SNS). Most SNS users are careful in protecting the privacy
of personal information: name, age, gender, address, telephone
number, birthday, etc. However, some SNS users disclose their
personal information that can threaten their privacy and security
even if they use unreal name accounts. In this study, we inves-
tigated Twitter users who gave likes to tweets disclosing submit-
ters’ personal information that potentially threatened submitters’
privacy and security. We collected 318 tweets promising to
disclose submitters’ personal information. Then, we investigated
the one sided follow relations between the submitters of these
318 tweets and users who gave likes to them. The results of our
survey showed that giving likes to tweets promising to disclose
submitter’s personal information is not a sufficient trigger to get
to follow users. Submitters were careful to follow unfamiliar users
even if the users followed them and gave likes to their tweets.
Also, users were careful to follow unfamiliar users even if the
users followed them and gave likes to the same tweets.

Keywords–personal information; Twitter; SNS; privacy risk; one
sided follows; unreal name account user.

I. INTRODUCTION

Nowadays, many people use a Social Networking Service
(SNS) to communicate with each other and try to enlarge their
circle of friends. SNS users are generally concerned about
potential privacy risks. To be specific, they are afraid that
unwanted audiences will obtain information about them or
their families, such as where they live, work, and play. As
a result, SNS users are generally careful in disclosing their
personal information. They disclose their personal information
only when they think the benefits of doing so are greater
than the potential privacy risks. However, some SNS users,
especially young users, disclose their personal information on
their profiles, for example, real full name, gender, hometown
and full date of birth, which can potentially be used to
identify details of their real life, such as their social security
numbers. In order to discuss the reasons why some SNS users
disclose their personal information willingly, it is important
to investigate who their intended readers are. However, it is
difficult to ask them who their intended readers are. To solve
this problem, it is important to investigate who gave responses
to their SNS messages disclosing their personal information.
This is because, if submitters felt unwanted audiences read
and gave responses to their SNS messages disclosing their
personal information, they would delete them. In order to
investigate who gave responses to SNS messages disclosing
submitters’ personal information, we investigate Twitter users
who gave likes to tweets disclosing submitters’ personal infor-
mation. Furthermore, we investigate follow relations between

users concerned with a tweet disclosing submitter’s personal
information. In other words, we investigate

• whether a submitter followed users who gave likes to
his/her tweets disclosing his/her personal information,

• whether users who gave likes to submitter’s tweet
disclosing his/her personal information followed the
submitter, and

• whether each user who gave a like to a tweet disclos-
ing submitter’s personal information followed every
other user who gave a like to the same tweet.

In our previous work, we reported mutual follow relations
and no follow relations between users concerned with a tweet
disclosing submitter’s personal information [1]. In this study,
we investigate one sided follow relations between them. It is
important to investigate one sided follow relations between
users because they are bound to happen in the process of
acquaintance between users who do not follow each other. By
using the results of the investigation, we discuss the groups
of submitters and users who gave likes to tweets disclosing
submitters’ personal information.

The rest of this paper is organized as follows: in Section
II, we survey the related works. In Section III, we show
how to collect tweets where submitters seemingly disclosed
their personal information honestly and detect users who gave
likes to them. In Section IV, we investigate one sided follow
relations between users concerned with a tweet disclosing
submitter’s personal information and discuss the groups of
submitters and users who gave likes to tweets disclosing
submitters’ personal information. Finally, in Section V, we
present our conclusions.

II. RELATED WORK

Personally identifiable information is defined as informa-
tion which can be used to distinguish or trace an individual’s
identity such as social security number, biometric records,
etc. alone, or when combined with other information that
is linkable to a specific individual, such as date and place
of birth, mother’s maiden name, etc. [2] [3]. Internet users
are generally concerned about unwanted audiences obtaining
personal information. Fox et al. reported that 86% of Internet
users are concerned that unwanted audiences will obtain in-
formation about them or their families [4]. Also, Acquisti and
Gross reported that students expressed high levels of concern
for general privacy issues on Facebook, such as a stranger
finding out where they live and the location and schedule of
their classes, and a stranger learning their sexual orientation,
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Figure 1. An unreal name account user, Suzuse, disclosed her personal
profile items in her tweets.

name of their current partner, and their political affiliations
[5]. However, Internet users, especially young users, tend to
disclose personal information on their profiles, for example,
real full name, gender, hometown and full date of birth, which
can potentially be used to identify details of their real life,
such as their social security numbers. As a result, many
researchers discussed the reasons why young users willingly
disclose personal information on their SNS profiles. Barnes
argues that Internet users, especially teenagers, are not aware
of the nature of the Internet and SNSs [6]. Barth et al.
highly questioned whether privacy as a concept is already
implanted in SNS users’ perception and social representation
[7]. Obar and Oeldorf-Hirsch reported that individuals often
ignore privacy and terms of service policies for SNSs [8].
Viseu et al. reported that many online users believe the benefits
of disclosing personal information in order to use an Internet
site are greater than the potential privacy risks [9]. On the
other hand, Acquisti and Gross explain this phenomenon as a
disconnection between the users’ desire to protect their privacy
and their actual behavior [5]. Also, Livingstone points out that
teenagers’ conception of privacy does not match the privacy
settings of most SNSs [10]. Alshaikh et al. reported that SNS
users were worried about their individual information security
especially when SNS organizations changed their privacy terms
[11]. Joinson et al. reported that trust and perceived privacy had
a strong affect on individuals’ willingness to disclose personal
information to a website [12]. Also, Tufekci found that concern
about unwanted audiences had an impact on whether or not
students revealed their real names and religious affiliation
on MySpace and Facebook [13]. The authors also think that
most students are seriously concerned about their privacy and
security. However, they often underestimate the risk of their
online messages and submit them. For example, Watanabe et
al. focused on unreal name Twitter users who promised to
disclose their personal profile items, analyzed the details of
their personal profile items disclosed by themselves, especially
their ages, genders, and heights, and showed that most of the

Figure 2. A tweet promising to disclose the same number of submitter’s
personal profile items as likes to it.

submitters disclosed their ages, genders, and heights honestly
[14].

III. A COLLECTION OF TWEETS DISCLOSING
SUBMITTERS’ PERSONAL INFORMATION

It is difficult to collect tweets disclosing submitters’ per-
sonal information, such as tweets in Figure 1, directly. To
solve this problem, we focused on tweets where submitters
promised their audiences to disclose the same number of their
own personal profile items as likes to their tweets. Figure 2
shows a tweet submitted by Suzuse on January 6, 2022. Both
in Figure 1 and Figure 2, her screen name is redacted for
privacy. Figure 2 shows that Suzuse promised her audiences
to disclose the same number of her personal profile items as
likes to her tweet. Actually, as shown in Figure 1, Suzuse
submitted four replies disclosing her four personal profile items
to her tweet shown in Figure 2 on January 6, 2022. Watanabe
et al. reported that Twitter users seemingly disclosed their
personal information honestly when they promised to do it,
such as Suzuse’s tweet in Figure 2 [14]. As a result, it is
easy to collect tweets disclosing submitters’ personal profile
items when we collect tweets promising to disclose submitters’
personal profile items. Furthermore, they often used the same
sentence in their tweets, like a game password, as shown in
Figure 2, # I will show the same number of my profile items
as your likes. In order to collect tweets promising to disclose
submitters’ personal profile items, we used the shared sentence
as key to collect them. To be specific, we collected these tweets
by using Twitter API v2 [15]. Twitter API v2 helps us to collect
tweets where the given sentence is used. Also, Twitter API v2
helps us to collect user accounts who submitted a specific tweet
and who gave likes to it. Furthermore, it helps us to collect
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Figure 3. The histogram of the number of likes given to the 318 tweets promising to disclose submitters’ personal information.

user accounts who are followed by a specific user. Every 10
PM, we tried to collect user accounts and their tweets

• that contained # I will show the same number of my
profile items as your likes

• that were submitted in the past 24 hours, and
• that were given one or more likes.

After we obtained the tweets promising to disclose submitters’
personal profile items, we tried to collect

• user accounts who gave likes to the obtained tweets
and

• user accounts followed by the submitters of the ob-
tained tweets and the users who gave likes to them

once daily for a week. Finally, we collected 318 Japanese
tweets promising to disclose submitters’ personal information.
These 318 tweets were submitted from December 30, 2021
to January 31, 2022 by 317 users. One out of the 317
users submitted two tweets promising to disclose his personal
information on January 12 and 17, 2022. These 318 tweets
were given 7060 likes by 6325 users within a week after
they were submitted. Figure 3 shows the histogram of the
number of likes given to the obtained 318 tweets promising to
disclose submitters’ personal information. Figure 4 shows the
daily number of likes given to the obtained 318 tweets in the
investigation period. Day N in Figure 4 means that N days
have passed since the obtained tweet was submitted and our
investigation started. Day 6 was the last day of the investigation
period. Figure 4 shows that 77 % of likes were given on Day
0. 30 tweets out of the 318 tweets were deleted within a week
after they were submitted.

IV. ONE SIDED FOLLOW RELATIONS BETWEEN USERS
CONCERNED WITH TWEETS DISCLOSING SUBMITTERS’

PERSONAL INFORMATION

In this section, we investigate one sided follow relations
between users who communicated through tweets disclosing
submitters’ personal information. To be specific, we survey

• Twitter users who submitted tweets promising to dis-
close the same number of their own personal profile
items as likes and

Figure 4. The daily number of likes given to the obtained 318 tweets since
the tweets were submitted.

• Twitter users who gave likes to these tweets
and investigate

• whether an user who submitted tweets promising to
disclose his/her personal information followed users
who gave likes to his/her tweets,

• whether users who gave likes to tweets promising to
disclose submitter’s personal information followed the
submitter, and

• whether users who gave likes to a tweet promising
to disclose submitter’s personal information followed
each other.

After collecting user accounts of submitters and users who
gave likes to submitters’ tweets, we analyze the relations
between them. The relations between a submitter and an user
who gave a like to submitter’s tweet can be classified into four
types:

• mutual follow relation: the submitter and the user
mutually followed each other.

• one sided follow relation (from the submitter): the
submitter followed the user, however, the user did not
follow the submitter.

• one sided follow relation (to the submitter): the user
followed the submitter, however, the submitter did not
follow the user.
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Figure 5. The daily number of likes given by users who did not follow
submitters but were followed by the submitters in the investigation period.

• no follow relation: the submitter and the user did not
follow each other.

Figure 5 shows the daily number of likes given by users
who did not follow submitters but were followed by the
submitters in the investigation period. On the other hand,
Figure 6 shows the daily number of likes given by users who
followed submitters but were not followed by the submitters
in the investigation period. Figure 5 and Figure 6 show that
users who did not follow submitters but were followed by the
submitters gave less likes than those who followed submitters
but were not followed by the submitters. Furthermore, we
analyze the relations among users who gave likes to submitter’s
tweet. They can also be classified into three types: mutual
follow relation, on sided follow relation, or no follow relation.

Let us consider one example. As shown in Figure 2, a
Twitter user, Suzuse, submitted a tweet promising her audi-
ences to disclose the same number of her own personal profile
items as likes on January 6, 2022 at 2:23 PM. We detected
her tweet on the same day at 10:00 PM, and then, recorded
that she received ten likes and submitted ten replies disclosing
her ten personal profile items on January 6, 2022. After that,
every 10 PM, we tried to check whether someone gave likes
to her tweet and analyzed the relations between Suzuse and
users who gave likes to her tweet by the day. For example,
on January 7, 2022, we detected one more user gave a like
to her tweet and recorded that Suzuse received eleven likes
from eleven users by the day. Then, we analyzed the relations
between Suzuse and each of the eleven users and confirmed
that each of the eleven users followed Suzuse and she followed
seven of them. As a result, the relations between Suzuse and the
seven users were mutual follow relations. On the other hand,
the relations between Suzuse and the other four users were
one sided follow relations: these four users followed Suzuse
but she did not follow them. Furthermore, we analyzed the
relations among the eleven users who gave likes to her tweet
by January 7, 2022. There were 55 cases to choose two out of
the eleven users. In three cases out of the 55 cases, two users
followed each other. On the other hand, in the other 52 cases,
two users did not follow each other. As a result, the relation
of three cases were mutual follow relations and the relations
of the other 52 cases were no follow relations. On January 12,
2022, we confirmed that eleven users gave eleven likes to her
tweet on January 6, 2022, as shown in Figure 2, and finished
the investigation on her tweet.

Figure 6. The daily number of likes given by users who followed submitters
but were not followed by the submitters in the investigation period.

A. One Sided Follow relations between submitters and users
who gave likes to submitters’ tweets

At first, we discuss the cases where submitters followed
users who gave likes to their tweets, but the users did not
follow the submitters. We call the follow relations between
these submitters and users one sided follow relations (from
submitters). In order to discuss this type of follow relation,
we introduce the ratio of one sided follow relations (from
submitters) between a submitter and users who gave likes to
his/her tweet. Suppose that the number of users who gave likes
to tweet t is n and m of them do not follow the submitter of
tweet t but are followed by him/her. Then, the ratio of one
sided follow relations (from submitters) between the submitter
of tweet t and the users who gave likes to it, POSFfromS(t),
is defined as follows:

POSFfromS(t) =
m

n

Figure 7 shows the distribution of the ratio of one sided
follow relations (from submitters) between the submitters of
the obtained 318 tweets and the users who gave likes to them.
Furthermore, Figures 7 (a) and (b) shows the distribution of
them investigated on the Day 0 and Day 6, respectively. As
shown in Figure 7, the ratio in each case was less than 0.2.
There were few cases where two or more users who had one
sided follow relations (from submitters) with a submitter gave
likes to his/her tweet promising to disclose his/her personal
information.

Next, we discuss the cases where submitters did not follow
users who gave likes to submitters’ tweets, but the users
followed the submitters. We call the follow relations between
these submitters and users one sided follow relations (to
submitters). In order to discuss this type of follow relation, we
introduce the ratio of one sided follow relations (to submitters)
between a submitter and users who gave likes to his/her tweet.
Suppose that the number of users who gave likes to tweet
t is n and m of them follow the submitter of tweet t but
are not followed by him/her. Then, the ratio of one sided
follow relations (to submitters) between the submitter of tweet
t and the users who gave likes to it, POSFtoS(t), is defined as
follows:

POSFtoS(t) =
m

n

Figure 8 shows the distribution of the ratio of one sided follow
relations (to submitters) between the submitters of the obtained
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(a) the first day (Day 0) (b) the last day (Day 6)

Figure 7. The histograms of the ratio of one sided follow relations (from submitters) between the submitters of the obtained 318 tweets and the users who
gave likes to them on the first day (Day 0) and the last day (Day 6) of the investigation period.

(a) the first day (Day 0) (b) the last day (Day 6)

Figure 8. The histograms of the ratio of one sided follow relations (to submitters) between the submitters of the obtained 318 tweets and the users who gave
likes to them on the first day (Day 0) and the last day (Day 6) of the investigation period.

318 tweets and the users who gave likes to them. In most cases,
the ratio was less than 0.2. However, we found 14 cases where
the ratio was more than 0.6. In one case of them, we found
that 20 users gave likes to a single tweet promising to disclose
submitter’s personal information and all of them had one sided
follow relations (to submitters) with the submitter. Figure 8
shows that the number of users who had one sided follow
relations (to submitters) with submitters did not decrease. It
is probable that submitters were careful to follow unfamiliar
users even if the users followed them and gave likes to their
tweets.

B. One Sided Follow relations among users who gave likes to
submitters’ tweets

We discuss the one sided follow relations among users who
gave likes to tweets disclosing submitters’ personal informa-
tion. In order to discuss this problem, we introduce the ratio

of one sided follow relations among users who gave likes to
a tweet. Suppose that the number of users who gave likes to
tweet t is n and there are m cases where one user of them
follows another user but is not followed by the user. Then, the
ratio of one sided follow relations among the users who gave
likes to tweet t, POSFamongU (t), is defined as follows:

POSFamongU (t) =
m

n(n− 1)/2

Figure 9 shows the distribution of the ratio of one sided follow
relations among the users who gave likes to the obtained 318
tweets. In most cases, the ratio was less than 0.1. Figure 9
shows that the number of users who had one sided follow
relations with other users did not decrease. It is probable that
users were careful to follow unfamiliar users even if the users
followed them and gave likes to the same tweets.
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(a) the first day (Day 0) (b) the last day (Day 6)

Figure 9. The histograms of the ratio of one sided follow relations among the users who gave likes to the obtained 318 tweets on the first day (Day 0) and the
last day (Day 6) of the investigation period.

V. CONCLUSION

In this paper, we investigated the one sided relations
between submitters and users who gave likes to submitters’
tweets promising to disclose their personal information. The
results of our investigation show that giving likes to tweets
promising to disclose submitter’s personal information is not a
sufficient trigger to get to follow users. Submitters were careful
to follow unfamiliar users even if the users followed them and
gave likes to their tweets. Also, users were careful to follow
unfamiliar users even if the users followed them and gave likes
to the same tweets.
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Abstract—Detection, characterization, and mitigation of bias
in modern systems of automated and autonomous decisions is
a growing interdisciplinary field. This study aims to explore
YouTube’s video recommendation bias to determine if an inherent
bias has an unintended impact of occluding vulnerable communi-
ties and minority groups. Our findings suggest that the algorithm
recommends videos evoking more positive emotions and higher
user engagement. We also discovered that content related to
our seed videos was filtered out in a systematic but gradual
pendulum-like motion. This analysis of potential emergent biases
will be applicable in analyzing the fairness of recommender
systems, patterns of content consumption, information diffusion,
echo-chamber formation, and other significant problems.

Index Terms—Keywords-Recommender Systems; Recommenda-
tion Bias; YouTube; Topic Modeling; Emotion Modeling.

I. INTRODUCTION

According to YouTube’s Chief Product Officer Neal Mohan
[3], around 70 percent of videos watched on YouTube are
recommended videos, this means that an average of 7 out
of 10 videos a user watches are recommended by YouTube.
Although YouTube’s goal of profit generation through in-
creased watch-time is intended to be harmless and business-
oriented, this pattern could have the unintended consequence
of occluding vulnerable communities and crisis-torn societies.
For our research, we studied the impact of the algorithm on
videos related to the Uyghur group, a vulnerable community in
the China-Uyghur crisis. According to the Council on Foreign
Relations, more than a million Uyghurs - a Muslim, Turkish
speaking ethnic group, have been detained since 2017 in
the China Xinjiang region [15]. Platforms such as YouTube
remain an indispensable outlet for such minority groups and
vulnerable communities to spread awareness on important
issues [21]. It also serves as a window to the world to receive
vital information [19]. These groups depend on free and
open platforms such as YouTube to vocalize the crisis they
endure in their respective societies. According to Silverman,
content evoking polarization is propagated faster than non-
polarizing content [22]. We, therefore, expect content and
emotions related to our seed videos to be propagated across
recommendation depths.

II. LITERATURE REVIEW

In this section, we discuss research related to our study
which includes previous works on topic shifting, emotion de-

tection [1], and bias in recommender systems. Bias in recom-
mendation engines has been extensively studied to understand
its nature, structure, and effects, especially in the area of
radicalization, polarization, and spread of misinformation [18].
These studies have described how homophilic communities
are generated through recommended videos as well as factors
which drive the creation of such interconnected communities,
leading to filter bubble effects and echo-chambers [23]. In-
sights from such studies are crucial in identifying the emer-
gence of homogeneity in recommender systems. Topic drift is
a technique that has been used by many researchers in studying
how content evolves. By studying content evolution, we are
able to determine if content remains the same or changes
relative to a standard metric. O’ Hare et al. [7] analyzed
sentiment-annotated corpus of textual data to determine topic
drift among documents within a corpus. Liu et al. developed
an LDA (Latent Dirichlet Allocation)-based method for topic
drift detection in micro-blog posts [5] Topal et al. identified
and quantitatively studied the effects of topic shift in social
media comments [17]. Papakyriakopoulos et al., addressed
hyperactive users and their effects on political discussion and
recommender systems [13]. According to Papakyriakopoulos,
recommendation algorithms favor the interest of hyperactive
users, creating significant social influence bias and causing
alterations in political opinions. By identifying inherent topics
using topic modeling [4], [9], the authors classified content
by topic to examine the activities of hyperactive users and
determine if engagement distribution diverges. In this paper,
we aim to identify inherent bias in YouTube’s recommendation
algorithm, and determine if the identified bias works to occlude
videos related to vulnerable communities across recommenda-
tion depths. Some of the questions we hope to answer include:

• RQ1: How do we identify bias in content related to
vulnerable communities?

• RQ2: What kind of videos drive recommendations on
YouTube?

• RQ3: How do videos related to vulnerable communities
change across recommendation depth?

Unlike other methodologies which have adopted a more man-
ual approach through the use of raters in the content analysis
process [16], we programmatically assign topic communities
to videos across recommendation depths. Through our re-
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search, we also aim to track the evolution of content across
recommendations for a detailed view on how content related
to the Uyghur ethnic group is recommended on YouTube. In
the next section, we present our data collection methodology.

III. DATA COLLECTION

To begin data collection, we conducted expert workshops
to identify keywords related to the China-Uyghur issue. These
keywords were used as search queries on YouTube’s search en-
gine to generate the 10 seed videos used in our research. Rec-
ommended videos were gathered using custom-made crawlers
over “depths” of recommendations. The seed videos generated
the 1st video depth, after which subsequent depths served as
parent videos to generate the next sets of recommended videos.
This process continued until recommended videos for 5 depths
were generated. To prevent personalization in recommenda-
tions, we did not log into the account used for video collection.
Also, a new browser instance was started and cookies from
each previous recommendation depth were cleared to enable a
fresh search of videos for the next depth crawl. This approach
allowed us to generate a total of 38,970 videos across 5 depths.
To focus our study, we filtered out duplicates and non-English
videos which reduced our dataset to 14,332 videos, after which
videos were categorized by depth. Video text data such as
titles, descriptions and transcripts were used for this research.

The collection of video transcripts was divided into
four sub-tasks.Task 1: Video transcripts were fetched using
YouTube Transcript API [24]. 14,332 video ids were fed to
the API and 12,611 transcripts were gathered. Task 2: We
found that transcripts were disabled for 1,721 videos. For such
videos, we used the OpenAI Whisper model [20] to extract the
video transcripts. This led to an additional 1567 transcripts of
which 154 videos were unavailable as they were identified
as ‘live shows’, ‘removed’ or returned null in our script.
Task 3: We identified and translated non-English transcripts to
English transcripts using Google Translate API and removed
transcripts which had less than 80% English content. Task 4:
Lastly, the results were combined together and processed for
analysis.

IV. METHODOLOGY

In this section, we discuss the techniques used in our study.

A. Emotion and Popularity Assessment Methodology

For this study, we analyzed emotions embedded in video
text data (title, description and transcript) across 6 emotions:
joy, anger, sadness, fear, surprise, love. We use emotion drift
to identify emotion bias across depths of recommendations.
The resulting emotion diversity in content were illustrated
on a line graph with each depth representing a traversed
hop of recommended videos. A fine-tuned version of transfer
learning [10], T5-base-fine-tuned-emotion, was utilized for
Natural Language Processing (NLP) tasks to ensure accuracy
of results. To further understand the emotion drift pattern in
recommended videos, we analyzed user engagement using
engagement metrics of all videos such as likes and views.

With the engagement metrics, we studied the change in metrics
across depths, to determine if the user interaction supports the
emotion drift pattern across recommendation depths.

B. Topic, Network and Content Analysis Methodology

Although previous research methodologies have concate-
nated video text information (video titles, video description,
and video transcript) for video content analysis [18], this
research analyzed these three components separately as well
as in combination. By analyzing these components separately,
we hoped to identify a variability in content concentration at
varying levels of video text detail. The goal of topic drift
detection is to investigate if recommendations stay on the
topic of the Uyghur crisis as we move through recommended
videos and by how much content diverges if drift is de-
tected. To measure topic drift across depths, we computed
topic similarity using Hellinger distance [11], [12], [29] and
Jensen-Shannon divergence [26], [28]. Hellinger and Jensen-
Shannon divergence are distance metrics used in estimating
document similarity. Hellinger divergence is represented as
the symmetric midpoint of Kullback–Leibler divergence [25],
[30] while Jensen-Shannon divergence is a finite, smoothed
version of Kullback–Leibler divergence [27]. These distance
metrics calculate similarity within the range of 0 to 1, where
values closer to 0 indicate a smaller distance and, therefore,
larger similarity. We computed a final topic similarity score
using the average of both scores across depths. Next, we an-
alyzed the video recommendation network. Recommendation
graphs for each depth consisting of video ids as nodes and
recommendations as edges were generated and examined. The
distribution of eigenvector centrality scores, which measure the
influence a node has on a network of videos across depths was
computed to determine if a sub-cluster of videos were highly
influential (more recommended) compared to other videos. We
then analyzed our data to determine the topic communities
of videos in each recommendation depth. For this approach,
we used the BertTopic model [14], a model which uses
transformers and class-based term frequency-inverse document
frequency (c-TF-IDF) to create dense clusters and produce
interpretable topics, while maintaining important words in the
topic description. By programmatically assigning each video to
its respective topic community across depths. We were able to
detect how influential videos evolved across recommendations.

V. RESULTS

A. Topic Drift Analysis

As earlier discussed, the goal of topic drift detection is to de-
termine if recommended videos stay on the topic of the China-
Uyghur crisis or drift as users move through recommended
videos. Distance metrics are often measured between 0 and 1,
where scores closer to 0 depict high similarity (contents are
similar) and scores closer to 1 depict low similarity (contents
are different). For this research, drift is observed if there is an
increase in the distance between depths resulting in decreased
content similarity. This is seen as a rising trend in the distance
metric line graph. Using video titles, video descriptions, video
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transcripts, and a concatenation of all text information to
analyze topic drift, we compared the similarities to answer
two questions;

• Are our seed videos different from videos across
depths?

This question was answered by analyzing the similarity be-
tween the seed videos and each depth of recommendation. The
goal was to measure the video similarity between the seed and
recommended videos in each depth of recommendation.

• Do recommended videos become increasingly similar
or different from each other?

This question was answered by analyzing the similarity be-
tween adjacent depths of recommendation. The goal was to
measure the video similarity across depths of recommended
videos.

1) Similarities between the seed videos and subsequent
depths of recommendation: In Fig. 1, we observe that the
seed videos are significantly different from depth 1 videos.
Once we approach depths 2 – 3, the videos increase in
similarity to the seed videos compared to videos in depth 1,
but remain significantly different in general. This result shows
that, depth 1 recommendations were highly unrelated to the
China-Uyghur crisis, but, as the users moves through depths 2
to 5, the videos become somewhat similar to our seed videos,
but not to a relevant degree.

(a) (b)

(c) (d)

Fig. 1: Line graph showing how recommended videos become increasingly
different from seed videos using (a) video titles (b) video descriptions (c)
video transcript (d) all text information

2) Similarities between adjacent depths of recommenda-
tion: This question investigates how similar each depth of
recommended videos is compared to its previous depth. From
this analysis, we observe that as we move through recom-
mended videos, each depth of videos becomes more similar
to its previous depth, reaching maximum similarity between
depths 3 and 4. Both results suggest that, although each depth

of recommended videos becomes more different from our
seed videos, each depth of videos also becomes more similar
to its previous depth. With this pattern, the difference in
recommended videos is not immediately noticed and the user
is gently re-introduced to content unrelated to the seed videos.

(a) (b)

(c) (d)

Fig. 2: Line graph showing how recommended videos become more similar
across depths using (a) video titles (b) video descriptions (c) video transcript
(d) all text information

B. Network and Content Analysis

Next, network analysis was performed on each depth of
recommended videos. For each depth, each video is ranked
using its eigenvector centrality measure, to determine its
influence in the network. For a given graph G:=(V,E) with
—V— vertices, let A = (avt) be the adjacency matrix, i.e., avt
= 1 if vertex v is linked to vertex t, and avt = 0 otherwise.
The relative centrality score, Xv of vertex v can be defined
as:

Xy =
1

λ
ΣtϵM(v)Xt =

1

λ
ΣtϵvavtXt (1)

where M(v) is the set of neighbors of v and is a constant.
With a small rearrangement, this can be rewritten in vector
notation as the eigenvector equation.

Ax = λx (2)

To find the most influential videos, we isolated and analyzed
the top 10 videos with the highest eigenvector centrality
score per depth. The mean eigenvector centrality score for
the top 10 videos per depth was found and videos which
had an eigenvector centrality score above the resulting mean
were identified and categorized as ‘above-average’ / highly
influential videos. Our results suggest that these ‘above-
average’ influential videos act as attractors by driving the
recommendations of videos and directing how the conversation
evolves across depths. We also see that the top 10 videos in

17Copyright (c) IARIA, 2023.     ISBN:  ISBNFILL

HUSO 2023 : The Ninth International Conference on Human and Social Analytics

                            23 / 38



each depth fluctuate in the count of ‘above-average’ influential
videos in each depth, as seen in Table I. As we move through
the depths, we observe a steady increase in the number of
‘above-average’ influential videos until depth 3. Once we
arrive at depth 3, the count of above-average influential videos
began to steadily decrease. Also, content of these influential
videos seem to drift from our seed videos as we approach
depth 5. To visualize the content divergence of above-average
videos from our seed videos after depth 3, we performed topic
modelling on the seed videos and the whole dataset to generate
the latent topics present in the recommendations and assign
each video a topic community number.

TABLE I: TOPIC COMMUNITIES OF HIGHLY-INFLUENTIAL VIDEOS
PER DEPTH

Videos Count of highly-influential videos Topic communities

Seed N/A -1
Depth 1 1 1
Depth 2 4 -1, -1, -1, -1
Depth 3 4 1, 9, -1, -1
Depth 4 2 1, 9
Depth 5 3 1, 9, 13

Topic modelling was done using BERTopic, to identify the
topic communities present in our seed videos and the topic
communities of highly influential videos in each recommenda-
tion depth. By doing this, we were able to visualize the topical
content of our ‘above-average’ influential videos and track the
movement of content topically related to our seed videos as
we moved across depths. We observed that all of our seed
videos belonged to one topic community, -1, while the highly
influential videos across depths belonged to a mix of topic
communities. From Table I, we see that the highly influential
video at depth 1 is introduced into the algorithm, and steers
depth 1 away from the content on Uyghur crisis. Conversely,
as we move to depth 2 the highly influential videos are fully
turned back to topics related to our seed videos. At depth 3,
the highly influential videos contain an equal mix of videos
related and unrelated to our seed videos but once we arrive
depth 4, our seed video content is filtered out once more from
the list of highly influential videos. This result shows that, as
we progress through the recommendations, videos related to
our seed videos are filtered out from the recommendations in
a pendulum-like motion. From Table I, we observe that the
algorithm seems to swing back and forth from content related
to the Uyghur crisis, reducing its influence with each motion
until it is finally filtered out of the recommended videos.
We are also able to see that content in depth 5 is topically
unrelated to our seed videos as seen in the difference in topic
communities from our seed videos in Table I.

C. Emotion and Popularity Analysis

1) Emotion Analysis: To study the pattern of emotion drift
across depths, we considered video text data at 4 different
levels; video titles, video description, video transcript and a
combination of all texts. By doing this, we were able to apply

emotion assessment and visualize emotion drift at different
levels of video details, as seen in Fig. 3(a), 3(b), 3(c) and 3(d).
The results show that the most dominant emotion in our seed
videos was anger for all levels of video detail, as illustrated
in the figures. As we traverse the recommendation depths, we
see the positive emotion (joy) emerge for each depth in all
emotion graphs and the negative emotions (anger, fear, and
sadness) decrease significantly.

(a) (b)

(c) (d)

Fig. 3: Emotion assessment for video text data (a) titles only (b) descriptions
only (c) transcripts only (d) all text information

2) Popularity Analysis: By analyzing the emotions of the
video across depths using video text data, we discovered that
there was a significant decrease in negative emotion (anger)
and a significant increase in positive emotion (joy). To investi-
gate the significance of this emotion drift pattern, we analyzed
user interaction with the videos using engagement metrics
across depths. This analysis was to determine if more popular
videos were recommended across depths. For this experiment,
a popular video is described as a video which has significantly
high views and high positive engagement in the form of likes.
As a result, the engagement metrics we considered were the
views and likes of each video. On inspecting our seed videos,
we found they all had a very high view count but a significantly
low like count, suggesting that although our seed videos were
widely watched, they did not elicit positive interaction from the
audience. This is to be expected as the China-Uyghur crisis
has been monitored internationally with the discourse being
widely criticized. From the video like box-plot in Fig. 4(a),
we see that, as we move through recommendation depths, the
median likes of recommended videos are significantly higher
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compared to the seed videos and increase linearly until we
hit depth 3, after which, there is an exponential increase in
video likes by depth 4 and depth 5. Secondly, our video views
box-plot in Fig. 4(b) shows that the views of recommended
videos are higher compared to the seed videos but unlike video
likes, we see a steady growth in view count across depths of
recommended videos. The result of our popularity analysis
shows that more popular videos are present in recommended
videos, which further explains the high occurrence of positive
emotions in higher depths of recommendations.

(a) (b)

Fig. 4: The box-plot show the increasing median count of (a) video likes and
(b) video views from seed videos to recommended videos.

VI. DISCUSSION

RQ1: How do we identify bias on content related to
vulnerable communities?
In examining the results from our emotion and popularity
analysis, we observed that the anger emotion significantly
decreases across depths, while there is a proportional increase
in the joy emotion in videos after each recursive depth of
recommendation. In addition, we see that the engagement
metrics (views and likes) increase significantly as we move
to higher depths of recommendation, suggesting increased
user engagement with recommended videos. In summary, the
algorithm seems to recommend more popular videos with
positive emotions (joy) in an attempt to keep users engaged
for longer periods of time. This pattern demonstrates recom-
mender bias which steers users away from unpopular videos
with negative emotions. This trend poses the risk of occluding
content related to the China-Uyghur crisis.

RQ2: How do videos related to vulnerable communities
change across recommendation depth?
Our topic drift analysis shows that as users watch recom-
mended videos, the videos become increasingly different from
our seed videos across recommendations. We also found
that each depth of recommended videos became increasingly
similar to its immediate previous depth suggesting that videos
across recommendations are similar in content. These drift
patterns show that the algorithm gently drifts from our seed
videos by recommending videos that are increasingly different
from our seed videos but similar to adjacent depths of recom-
mendations until recommended videos significantly drift from
content related to the China-Uyghur crisis at depth 5.

RQ3: What kind of videos drive recommendations in
the context of this study?

Through our network analysis, we observe that each depth
has a set of highly influential videos which act as attractors
to drive video recommendations. The gradual shift in topics
we observe from seed videos to depth 5 in Fig. 1 seems
to be due to a pendulum-like motion of the algorithm. From
Table I, our results show that depths 3, 4 and 5 show a back-
and-forth swing of the algorithm. There is an alternate filtering
and re-introduction of content related to our seed videos across
depths, maintaining a steady plateau in similarity of depths 3
- 5 to our seed videos until the China-Uyghur crisis topics are
filtered out of the recommendations.

VII. CONCLUSION AND FUTURE WORKS

For this research, we employed the use of drift analysis to
identify bias across recommended videos. Our results showed
that YouTube’s recommendation system tends to lessen neg-
ative emotions such as anger and amplify positive emotions
such as joy across recommended videos on the platform. We
also see that highly influential videos at each depth act as
attractors to gently draw recommendations away from content
related to our seed videos in a pendulum-like motion. In future
research, we plan to expand this research into exploring an
alternate narrative which elicits a different emotion (e.g joy)
and comparing the findings with those of our current research.
We are also interested in developing a framework which serves
to methodologically compare content across various discourse
and exploring the effects of the YouTube algorithms on such
datasets.
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Comparing Toxicity Across Social Media Platforms for COVID-19 Discourse 

 

 

 

 

Abstract— The emergence of toxic information on social 

networking sites, such as Twitter, Parler, and Reddit, has 

become a growing concern. Consequently, this study aims to 

assess the level of toxicity in COVID-19 discussions on Twitter, 

Parler, and Reddit. Using data analysis from January 1 

through December 31, 2020, we examine the development of 

toxicity over time and compare the findings across the three 

platforms. The results indicate that Parler had lower toxicity 

levels than both Twitter and Reddit in discussions related to 

COVID-19. In contrast, Reddit showed the highest levels of 

toxicity, largely due to various anti-vaccine forums that spread 

misinformation about COVID-19 vaccines. Notably, our 

analysis of COVID-19 vaccination conversations on Twitter 

also revealed a significant presence of conspiracy theories 

among individuals with highly toxic attitudes. Our 

computational approach provides decision-makers with useful 

information about reducing the spread of toxicity within online 

communities. The study's findings highlight the importance of 

taking action to encourage more uplifting and productive 

online discourse across all platforms. 

Keywords-Toxicity analysis; social network analysis; 

COVID-19; Parler; Twitter; Reddit. 

I. INTRODUCTION 

The most widely used social media platforms, such as 
Facebook, Twitter, and YouTube, have established 
community guidelines and enforcement mechanisms to 
regulate harmful content and misinformation, but free-speech 
platforms like Parler have been more accommodating 
towards hate speech, conspiracy theories, and potentially 
harmful misinformation. Reddit is another social media 
platform that is basically discussion based; it is a free-speech 
platform like Parler. However, after the increase of 
misinformation and hate speech, the policymakers imposed 
several guidelines and banned some subreddits that spread 
misinformation, toxicity, and hate speech. Parler is a micro-
blogging platform comparable to Twitter that, by design, 
lacks the content moderation rules and capabilities of the 
platform it emulates. Parler was created before the emergence 
of COVID-19, but it has since become an important vector 
for online misinformation, a place where users can spread 
COVID-19 misinformation without restrictions. Even though 
there are multiple guidelines and regulations on Twitter and 
Reddit to stop people from posting a toxic posts, hate speech, 
or misinformation, it is not possible to remove toxicity from 
these platforms. 

 
 

 
 

 
Managing social media platforms' security is difficult, but 

examining this harmful content can assist in solving the 
problem. Our study adds to the current body of knowledge on 
social media safety. 

This paper considers misinformation a claim that 
contradicts or distorts the common understanding of 
verifiable facts [1]. Formerly obscure, in 2020, Parler enjoyed 
a surge in popularity following a push by conservative 
pundits and politicians to move away from larger, more 
mainstream social media platforms due to the perception of 
bias and censorship against conservative viewpoints on those 
platforms. In 2020, as the COVID-19 pandemic spread 
worldwide, users of Twitter and the primarily far-right user 
base of Parler engaged in discussions. They posted content 
about the vaccination efforts to stop the spread of COVID-
19. This work is a comparative analysis of the toxicity of 
COVID-19-related content on Twitter, Parler, and Reddit 
from January 1, 2020, through December 31, 2020. Within 
our text corpus of users' posts, we compared the evolution of 
the toxicity level over the time frame of analysis. We 
presented evidence that Reddit contained a higher level of 
toxicity regarding the COVID-19 discourse than did Twitter 
and Parler over the four COVID-19-related content datasets 
we analyzed. From Reddit, among the four COVID-19-
related content, the vaccination-related contents are more 
toxic than any other topic, which makes Reddit the most toxic 
platform. 

This work answers four research questions:  
1) How do Twitter, Parler, and Reddit differ about the 

existence of toxicity within user-generated text content?  
2) Of the three platforms, which one contains the highest 

overall level of toxicity?  
3) How did the average toxicity level change over time 

within Twitter, Parler, and Reddit datasets?  
4) Which COVID-19-related topic is the most toxic in 

which social media? 
The remainder of this paper is organized as follows. In 

Section 2, the related work that has been published regarding 
toxicity on social media is presented. Section 3 describes the 
data collection process and the methodology used in this 
paper. Section 4 presents the highlights from our results and 
analysis. Finally, Section 5 concludes with the contributions 
of this work and presents our plans and ideas for future work. 
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II. RELATED WORKS 

This section will briefly overview toxicity and its spread 
in social media. Currently, a massive volume of content in 
social media demands tools and methods to detect toxicity. It 
will help to prevent the spread of toxicity in social media. 
Some researchers focused on this domain, and some studies 
developed a new method for this aim. 

Sahana et al. [2] proposed a binary classification for 
detecting toxic contents; the authors classify toxic comments 
from non-toxic comments regardless of the nature of the 
toxicity. A similar approach has been made by Taleb et al. [3] 
in their research studied of different approaches to detect 
toxic comments on social media. For this purpose, the authors 
perform a binary classification to indicate whether a 
comment is toxic. On the other hand, Kumar et al. [4] 
suggested classifying toxic comments into various 
categories; for this assignment, he performs multiple machine 
learning approaches such as Logistic Regression, K Nearest 
Neighbors., Bernoulli Naïve Bayes (NB), multinomial NB, 
Support Vector Machine (SVM), and Random Forest. 
Comparing these algorithms helps us identify which method 
performs better in detecting multiple toxicities. Watanabe et 
al., [5] detected toxicity and hate speech on Twitter, proposed 
an ML technique using sentiment and semantic-based 
features. 

Gröndahl et al. [6] claimed that current hate-speech 
detection models are inaccurate for the contents that are 
changed with simple techniques. Cheng et al. [7] investigated 
by using text quality metrics if it is possible to identify 
antisocial users in their post history in online forums. A 
multi-label classifier trained by Gunasekara and Nejadgholi 
[8] for detecting toxicity in online conversational text, their 
result indicated that character-level text representation 
methods perform better than word-level representations. 
Hanu [9] developed a trained model to predict toxic contents 
named Detoxify. Detoxify method provides a toxicity score 
for each content to indicate whether the content is toxic or not 
and scores for different toxicity categories such as threats, 
obscenity, insults, and identity hate. 

Prior works of some researchers indicate that they use 
different methods in various social media platforms to detect 
toxicity.  DiCicco et al. [10] compared the toxicity between 
Parler and Twitter and analyzed the highly toxic users and 
their networks on these two platforms. Obadimu et al. [11] 
used an NMF method to predict commenter toxicity on 
YouTube. They claimed that the performance of the NMF 
model is more accurate than other models. Obadimu et al. 
[12], in their other study, focused on evaluating various forms 
of toxicity. They investigated their assumption on the 
YouTube comments posted on pro- and anti-NATO 
channels. In a similar study, Pascual-Ferrá et al. [13] 
evaluated the toxicity of Pro-mask and Anti-mask related to 
COVID-19 on Twitter. The finding indicated that Anti-mask 
hashtags are more toxic than Pro-mask. 

Wallace Chipidza [14] discovered a network of content 
posted on 30 politically biased and two neutral 
subcommunities on Reddit. Related to COVID-19, his 

finding from graph modeling indicates that most highly toxic 
contents are likely to be in political subreddits. Rafal 
Urbaniak et al. [15] used algorithmic detection and Bayesian 
statistical methods, analyzed Reddit's contents to find the 
correlation between username toxicity and different types of 
that. On the other hand, Yun Yu Chong and Haewoon Kwak 
[16] discussed detecting toxicity triggers in an Asian online 
community and how they can differ from Western online 
communities. Hind Almerekhi et al. [17], in their study, 
investigated the detection of toxic contents and the source of 
the toxicity in the discussion on Reddit. For this aim, they 
propose an approach for toxic comment and toxicity trigger 
detection. 

III. DATA COLLECTION 

The data from Twitter, Parler, and Reddit analyzed in this 
work consisting of a corpus of user posts collected based on 
a list of seed hashtags related to COVID-19 from January 1, 
2020, through December 31, 2020 (Table 1). 

A total of twelve datasets were created, four for each 
platform with mirroring hashtags and keywords. An open 
dataset from the Parler social network was created by 
Aliapoulios et al. [18], a complete dataset of all Parler data 
from August 2018 to when Parler was shut down in January 
2021. The data for this paper was filtered by the seed list of 
keywords (Table 1). The Twitter data was collected using the 
Twitter Developer API [19] for the hashtags in (Table 1) 
posthoc. Because of this, tweets and accounts removed from 
Twitter for being labeled misinformation were not collected. 
Finally, Reddit posts and comments were collected using 
Pushshift API [20][21]. The customized python code was 
developed to collect data containing specific keywords 
during a specific period using the PSAW library [22]. Reddit 
data were collected from the whole of Reddit. A total of 
72,327 posts and comments were collected from the 7511 
subreddit. According to Twitter, Parler, and Reddit data-
sharing guidelines, data collected in the study will be made 
available upon request. 

TABLE 1. KEYWORDS USED FOR DATA COLLECTION WITH MEAN AND 

STANDARD DEVIATION OF TOXICITY SCORE. 

Categories 
Social 

Media 
Records 

Mean 

Toxicity 
SD 

Covid 

Twitter 28,131 0.234 0.388 

Parler 16361 0.294 0.402 

Reddit 24501 0.1959 0.314 

Lockdown 

Twitter 1472 0.326 0.406 

Parler 5965 0.176 0.361 

Reddit 4781 0.216 0.32 

Mask 

Twitter 2423 0.313 0.416 

Parler 26165 0.264 0.388 

Reddit 16086 0.23 0.348 

Vaccine 

Twitter 610 0.302 0.411 

Parler 5928 0.119 0.304 

Reddit 26959 0.81 0.25 

IV.  METHODOLOGY 

Before executing the toxicity analysis, the seed keywords 
and hashtags from each record in the datasets were removed 
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so their presence would not influence the calculated toxicity 
scores for the overall target corpus. After the toxicity 
analysis, non-English posts for Parler, Posts and comments 
for Reddit, tweets, and retweets for Twitter were removed as 
Detoxify Unified was only trying to support the English 
language. Because of this, the results in other languages could 
have been more accurate. There were some missing, deleted, 
removed, and duplicate posts and comments on Reddit. There 
were some duplicate posts and comments that contained 
multiple keywords that were being searched. So, every 
duplicate value was removed to ensure that all datasets 
contained the unique value. When the analysis was 
completed, we computed toxicity scores for each Parler post, 
Twitter tweet, and Reddit post and comment in the dataset 
using Detoxify. Detoxify, a model created by Unitary AI 
(https://github.com/unitaryai/detoxify), uses a Convolutional 
Neural Network. It is trained with word vector inputs to 
determine whether the text could be perceived as toxic to a 
discussion. Given a text input, the Detoxify API returns a 
probability score between 0 and 1, with higher values 
indicating a greater likelihood of the toxicity label being 
applied to the text. Since toxicity scores are based on a 
probability score of 0 to 1, toxicity scores of 0.5 or greater 
indicate a piece of text labeled as toxic. Detoxify returns 
seven categories of toxicity scores in terms of level and type 
1) toxicity, which is the overall level of toxicity for a piece of 
text 2) severe toxicity 3) obscene 4) threat 5) insult 6) identity 
attack and 7) sexually explicit. Detoxify is used since it is an 
open-source comment detection python library that identifies 
harmful and inappropriate texts online. This multilingual 
model has been trained in English, French, Italian, Spanish, 
Russian, Turkish, and Portuguese. Even though it can predict 
toxicity by giving a score, it is not efficient, while some 
words related to swearing, insults, or profanity are present in 
the text. They may predict a non-toxic text as toxic if there 
are certain words. For comparison, we also explored using 
Google's Perspective API, a related model with similar 
outputs used for determining toxicity. Previous datasets for 
other research were analyzed using both tools to compute the 
toxicity scores, finding similar values for toxicity scores 
across the same dataset. 

V.  ANALYSIS AND RESULTS 

In this section, we present our analysis and results. First, 
we discuss the overall posting frequency of our seed hashtags 
(and keywords) and the results of our toxicity analysis for 
each platform, Twitter, Parler, and Reddit.  

For the Twitter dataset, the seed hashtags used in this 
analysis first appeared in March 2020. Of all the Twitter 
datasets, COVID had the most posts from March through 
December 2020. There was a peak in mid-April and near the 
end of June, and then a significant rise in the number of 
tweets in mid-November. 

For Parler, the seed keywords (to mirror the Twitter target 
hashtags) registered posting activity near the end of May. 
Interestingly, all Parler datasets simultaneously registered a 
huge spike that peaked and then fell in posting frequency 
during November. This is a curious result that may indicate 

inorganic behavior at first glance. Further inspection of the 
dataset revealed that Parler users often adopted the behavior 
of using all four seed hashtags within a single post, which was 
not the behavior of Twitter users.  

For Reddit, the number of posts and comments started to 
show up in the early weeks of 2020, which is earlier than 
Twitter and Parler. This is because some subreddit named 
‘r/worldnews' and 'r/China_Flu’ have started discussions 
about COVID-19 since it first spread in China in Late 
December March. Each keyword-related post peaked from 
late November to early December.  

Although each keyword or hashtag containing posts, 
comments, and tweets follow almost the same weekly trend 
throughout the year, three different platforms have different 
trends for different keywords. For instance, Twitter datasets 
had more tweets related to the f*ckcovid hashtag, whereas 
Parler had more posts containing the keyword f*ckmask. On 
the other hand, if we consider Reddit posts and comments, 
the f*ckvaccine keyword containing posts and comments was 
in the lead. 

Thus, Twitter is more toxic based on COVID-related 
tweets, and Parler is more toxic for mask-related posts. 
Finally, Reddits' toxicity is mostly based on vaccine-related 
posts and comments. Multiple subreddit like 
'r/Nonewnormal’ got banned due to spreading 
misinformation about vaccination during that time. We have 
collected posts and comments from that subreddit if they 
contain those four keywords related to COVID-19. Even 
though some subreddit got banned due to violation of 
community guidelines on Reddit. The posts and comments 
are collected using Pushshift API and analyzed toxicity on 
those posts. 

As mentioned above, before executing toxicity analysis, 
these seed hashtags (mirroring keywords) were removed 
from each data record to avoid influencing the calculated 
toxicity scores for the overall target corpus. Upon completing 
our toxicity analysis methodology, we discovered that 
Twitter, Parler and Reddit differed in the existence of toxicity 
within their respective user-generated text content (toxicity 
scores > 0.5) from January 1, 2020, through December 31, 
2020. When breaking down the content containing toxicity 
on each platform, Reddit contained a higher overall 
percentage, around 37% for all datasets, compared to Twitter, 
with just above 30%, and Parler, with 21.83%. (Table 2).  

Although Reddit has the highest percentage of toxic posts 
(Toxicity score > 0.5), Twitter has the highest number of 
toxic posts containing the f*cklockdown hashtag, with 
34.31% of tweets. In addition, Parler has 30.51% of the toxic 
post containing the keyword f*ckcovid. 

However, surprisingly Reddit has 86% of toxic posts and 
comments containing the keyword f*ckvacccine, which is the 
highest among all platforms and all other hashtags and 
keywords. This made Reddit more toxic than the other two 
platforms. It is because Reddit has some forums that talk most 
about anti-vaccine.  
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There was a huge community that discussed the covid 
vaccine. These subreddits are responsible for spreading 
misinformation related to the Covid vaccine. Though this 
subreddit eventually got banned, we collected posts from 
those banned subreddit. Most of the Twitter content had a 
higher probability of being labeled as toxic than the Parler 
and Reddit content, except the f*ckvaccine keyword for 
Reddit. Surprisingly, for the overall toxicity category, the 
Twitter content for all datasets had a higher percentage of 
content with toxicity scores greater than 0.7 and greater than 
0.9 than did the Parler content and Reddit content. Again, 
Parler only exceeded Twitter in the percentage of harmful 
content for the COVID dataset. In contrast, Reddit exceeded 
the other two platforms in the percentage of harmful content 
for the vaccine dataset. 

This is an interesting result because we expected to see 
more harmful content on Parler due to the free-speech nature 
of the platform and how they tout their lack of censorship as 
a selling point for users. We also expected to see the highest 
toxicity on Reddit for the vaccine dataset. We also looked at 
the obscene and insult toxicity categories for each tweet and 
post for all twelve datasets. Of the seven categories of toxicity 
scores obtained from Detoxify, only three contained enough 
data to warrant inclusion in the discussion: toxicity (overall), 

obscene, and insult. More Twitter content fell into the 
obscene category than did Parler and Reddit content for all 
datasets except the vaccine dataset from Reddit, with the 
highest percentage being within the Lockdown dataset 
(28.6% for Twitter, 13.06% for Parler and 13.77% for 
Reddit) and vaccine dataset (23.28% for Twitter 9.06% for 
Parler and 81.50% for Reddit). However, more Parler content 
fell into the insult category than Twitter content and Reddit 
content for the COVID dataset (18.01% vs. 10.93% vs. 
6.53%). 

The percentage of harmful content (overall toxicity 
category) within the vaccine datasets varied considerably 
between platforms (30.98% for Twitter versus 11.93% for 
Parler versus 86% for Reddit). So, overall, the toxicity 
analysis revealed that Twitter was more toxic than Parler and 
Reddit in all, but one case, the COVID dataset and Reddit 
were more toxic than Parler and Twitter for the vaccine 
dataset. The toxic content was more obscene and insult type 
for both platforms. However, the harmful content on Twitter 
was obscener than that of Parler, especially within the 
Lockdown dataset. The toxic content on Parler was more of 
an insulting type within the COVID dataset. Finally, the 
vaccine dataset on Reddit contained the highest toxic, 
obscene, and insulting posts than the other two platforms. 

  Total 
Percentage of Post with 

Toxicity Score > 0.5 

Percentage of Posts with Toxicity 

score > 0.7 

Percentage of Posts with 

Toxicity Score > 0.9 

Dataset Platform 
Tweets/ 

Posts 
Toxicity Obscene Insult Toxicity Obscene Insult Toxicity Obscene Insult 

#f*ckcovid 

Twitter 

28131 24.08% 22.05% 10.93% 21.65% 19.89% 8.60% 17.00% 10.06% 6.93% 

#f*cklockdown 1472 34.31% 28.60% 16.37% 27.45% 22.96% 11.35% 20.11% 14.54% 6.05% 

#f*ckmask 2423 31.24% 23.15% 19.81% 27.90% 20.59% 16.05% 22.86% 15.44% 5.94% 

#f*ckvaccine 610 30.98% 23.28% 19.51% 27.21% 19.84% 14.75% 20.98% 14.26% 7.21% 

#f*ckcovid 

Parler 

16361 30.51% 20.61% 18.01% 29.08% 19.16% 15.82% 15.48% 10.43% 7.03% 

#f*cklockdown 5956 18.11% 13.06% 12.14% 17.45% 12.98% 11.90% 13.73% 8.14% 8.04% 

#f*ckmask 26165 26.80% 15.71% 17.12% 23.38% 13.28% 13.48% 14.64% 9.96% 7.18% 

#f*ckvaccine 5928 11.93% 9.06% 5.36% 10.90% 8.92% 4.82% 10.37% 8.52% 4.28% 

#f*ckcovid 

Reddit 

24501 18.41% 13.14% 6.53% 13.35% 8.63% 4.11% 7% 3.64% 2.11% 

#f*cklockdown 4781 20.08% 13.77% 6.60% 13.99% 9.10% 3.88% 7.12% 3.34% 1.86% 

#f*ckmask 16086 23.37% 16% 10.64% 18.17% 11.29% 7.60% 10.52% 4.97% 4.28% 

#f*ckvaccine 26959 86% 81.50% 39.99% 77.67% 70.33% 29.94% 57.27% 44.42% 18.37% 

TABLE 2. NUMBER AND PERCENTAGE OF TOXIC POSTS ON TWITTER, PARLER AND REDDIT FOR ALL TWELVE DATASET. 
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Figure 1. f*ckcovid hashtag for three classes (Toxicity, Obscene, Insult) for 

Twitter (left) vs Parler (middle) vs Reddit (right). 

 

Figure 2. f*cklockdown hashtag for three classes (Toxicity, Obscene, 

Insult) for Twitter (left) vs Parler (middle) vs Reddit (right). 

 

Figure 3. f*ckmask hashtag for three types of classes (Toxicity, Obscene, 

Insult) for Twitter (left) vs Parler (middle) vs Reddit (right). 

 

Figure 4. f*ckvaccine hashtag for three types of toxicity (Toxicity, Obscene, 

Insult) for Twitter (left) vs Parler (middle) vs Reddit (right). 

The Twitter data, for example, shows that a few 
conversations are very toxic, and those few highly toxic 
conversations are driving up the overall toxicity level of the 
platform. The same goes for the Reddit vaccine dataset as 
well. This has important implications for platform 
administrators, who can significantly reduce the strongest 
drivers of toxicity by moderating the relatively few, highly 
toxic users rather than attempting larger platform-wide 
changes to all users. The toxicity standard deviation metrics 
revealed some unique contrasts between the platforms (Table 
1). The standard deviation of toxicity values for content 
within the lockdown, mask, and vaccine categories are higher 
on Twitter than on Parler and Reddit, indicating that there is 
more variation in toxicity for these datasets. However, values 
were higher for Parler for content within the COVID 
category. 

Figure 1 to Figure 4 illustrate that the term f*ckcovid on 
Parler is generally more toxic than on Twitter and Reddit. The 
mean toxicity is marked by a cross on each boxplot, slightly 
higher than Parler. However, for the other terms except for 
vaccine, Twitter is more toxic. All five points for the vaccine 
dataset on Reddit are the highest among all platforms. From 
the seven toxicity classes, we take three severe classes to 
compare in our statistical analysis. For F*Lockdown 
hashtags, Parler and Reddit are less toxic than Twitter if we 
consider the mean toxicity from the boxplot for both 
platforms. On the other hand, for f*ckcovid and f*ckmask 
hashtags, there is a significant increase in toxicity in Parler. 
On Twitter, the most toxic term f*ckmask whereas for Parler, 
it is f*ckcovid, and on Reddit, it is f*ckvaccine. 

VI.  CONCLUSIONS AND FUTURE WORKS 

     Twitter and Parler both experienced moderate levels of 
toxicity regarding COVID-19 content. However, Reddit had 
the highest toxicity related to the vaccine dataset, which is 
much higher than any other keywords or platforms. This 
paper compares and analyzes the toxicity of these three social 
media platforms in the same period. The methods were 
applied to different datasets for Twitter, Parler, and Reddit. 
The key finding of this research indicates Reddit is the most 
toxic social media platform among these three and Parler 
contained less toxicity compared to Twitter and Reddit 
regarding COVID-19 discourse. 

Although the finding indicates toxicity levels were higher 
overall on Twitter for all datasets except for COVID-19 and 
vaccine, it was surprising to observe higher toxicity levels on 
Twitter since it is a moderated platform with clear guidelines 
for content posted, whereas Parler’s guidelines emphasize a 
lack of moderation. Even though Reddit experienced the 
highest toxicity for the vaccine topic, the moderators took 
necessary steps to decrease toxicity by banning the anti-
vaccine subreddit named ‘r/Nonewnormal’. One possible 
explanation for the unexpectedly high toxicity on the Parler 
COVID dataset is that Twitter began removing users and 
posts sharing COVID-19 misinformation in April 2020, 
sparking anger and prompting many users to migrate to Parler 
instead [23]. In addition to being detrimental to the overall 
health of social networks, the moderate proportion of harmful 
content on these platforms surrounding COVID-19 topics 
may have affected users' perceptions of the effectiveness and 
importance of periodic lockdowns, wearing of face masks, 
and becoming vaccinated. The contributions of this work 
include evidence that 1) Twitter contained a higher level of 
toxicity regarding COVID-19 discourse than did Parler and 
Reddit; 2) Reddit contained the highest level of toxicity 
among all three social platforms for vaccine-related 
discussion. 3) Parler contained the highest level of toxicity 
among all three social platforms for COVID-related 
discussion. 

A potential limitation of this paper is the methodology 
used to collect and analyze the data - the seed hashtag stem 
#f*ck can be used positively or negatively, depending on the 
context. The model used in this paper to classify content as 
toxic or not has difficulty distinguishing the semantic context 
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of profanity and often classifies profane words as toxic, 
regardless of intent. We will keep this limitation in mind 
going forward in our future works. In future work, we plan to 
expand our keywords and collect more data from these three 
platforms, which are easy to get under their guidelines. We 
are working on other popular social media platforms like 
TikTok and Facebook. In addition, we will further explore 
the vaccine and lockdown topics due to their notably higher 
toxicity on Reddit.  
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Abstract—Can a simple agent design (i.e., that uses a small set
of simple rules) trigger complex behavior? To investigate that
question, we implemented Braitenberg vehicles in a Khepera
robot simulator using the Java programming language. We
decided to avoid a fancy look from popular simulators to prevent
enhancing visual, unrelated sophistication to our experiments.
We ran our Braintemberg-inspired Khepera robots, recorded
the simulations, and watched the recordings. Our simulations
provide interesting insights as we discuss a distinction between
interpreted behavior and embedded behavior. Given the popularity
of AI-powered (Artificial Intelligence) tools, we hope our dis-
cussion inspired by Braitenberg and synthetic psychology will
provide fruitful reflections on the role of anthropomorphism in
interpreting AI.

Keywords—AI; anthropomorphism; behavior; Braitenberg vehi-
cles; synthetic psychology.

I. INTRODUCTION

Valentino Braitenberg authored a book [1] that proposes
thought experiments via vehicles (or robots) that embody
human-like elements, such as love or aggression. The vehicles
illustrate synthetic psychology, i.e., the notion that we can
investigate ourselves, biological creatures, through the devel-
opment of machines embodied and observed in an environment
[2]. Although the vehicles follow very simple rules, their
actions may be interpreted as sophisticated behavior. From
observing them, we may project meaning onto their actions;
however, they are void of any true complexity. Despite the
book being published in the ’80s, the context has never been
as current as right now. For instance, consider current inquiries
on AI-powered language models and sentience. What happens
if a considerable number of people become convinced that
an AI is sentient and should be protected? Would that make
people more likely to protect a machine rather than an animal?

On one hand, one could try to approach the “sentience”
question in regard to machines in the same way we do
with other humans: driving inspirations from folk psychology,
we could use our abilities to attribute mental states and do
it toward machines (e.g., their beliefs, desires, intentions).
According to Ratcliffe and Hutto [3], despite an intense debate
on which cognitive processes support humans’ folk psycholog-
ical abilities, there is a considerable consensus on what folk
psychology is: the ability to attribute intentional states, beliefs,

and desires to others to predict and explain behavior. In a sim-
ilar vein, while comparing observable properties of an external
system with the unobservable properties of an internal system,
Caporael [4] ponders Turing (1950/1964) and a flavor of a
solution: “inferring that others have thought, consciousness,
minds, or feelings is by comparing their behavior with what
we expect or know to be our own in similar circumstances.”

On the other hand, that approach is subject to anthropo-
morphic bias [4], or to attribute human-like characteristics to
non-human creatures or things. We may have the inclination
to infer complexity in a system beyond what can be validly
deduced from the observable outcomes, especially when those
outcomes provide human clues. For instance, in one study
[5] where participants were asked to determine between text
that was authored by a human and text that was generated
by a machine, participants were more likely to guess that
a human authored the text if the text was expressed aloud
than if participants were only able to read it. Because human
speech lends itself more to anthropomorphism than text alone,
participants tended to infer more complexity from it. The
authors discuss their findings’ implications in the case of
human dehumanization in text-based media on the one hand
and anthropomorphizing machines in speech-based media on
the other.

Still, anthropomorphism helps us interact with Artificial
Intelligence (AI) according to its intent (such as with self-
driving vehicles) and develop trust in machines [6], which
can lead people to have a false understanding of AI. Digging
deeper into sentience goes beyond the scope of this work; how-
ever, we would like to point readers to [7], where DeGrazia
distinguishes sentience (beings capable of having pleasant or
unpleasant experiences) from consciousness (beings capable
of having subjective experience) to investigate if conscious
although not sentient creatures could have interests and moral
status. DeGrazia [7] examines animals and insects and com-
ments on the implications for autonomous machines.

A. Our Work and Contributions

Our research attempts to investigate if, even on a very basic
level where there is little motivation for anthropomorphism,
the observable outcomes of an artificial agent can still com-
municate more complexity than that which is embedded in
the agent. (Interestingly, that approach could, at some degree
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and with caution, return back to humans, as there may be
situations in which we attribute more complexity than that
which is embedded in us.) With the hope that synthetic
psychology can resourcefully illustrate that complex behaviors
do not necessarily imply complex design, we adapted and
implemented Braitenberg vehicles into a robot controller (that
uses the Java programming language) and ran simulations in
different environments.

Next, we recorded and watched the simulations to provide
possible interpretations for the robot’s behavior (see in Section
II, our discussion on embedded behaviors vs. interpreted
behaviors). It is not our claim that our interpretations are the
only ones possible, and we also acknowledge that those are
subject to biases, since we played a role in the entire process.
Still, our interpretation/study is important because we
are equipped to discriminate between embedded and
interpreted behaviors. (Note that this is an initial phase
of our project; in future work, we plan on running a pilot
study involving interpretation derived from a group of human
participants to continue our investigation.) Nevertheless, it
is our claim that the combination agent in an environment
can favor the interpretation of behavior as complex and that
‘complexity’ may lead to false assumptions toward the agent
design - we believe that such an awareness is essential for
the general population as personal assistants and AI-powered
tools get more common.

It is also our claim that stronger efforts should be made
to investigate ways of educating people to make a distinction
between behavior and design so that we all are better equipped
to make sense of AI technologies’ impact on the world. We
identified Braitenberg vehicles as an accessible way of creating
educational materials (and accessible in terms of both needed
technology and framework). Braitenberg vehicles provide so
many fruitful applications that it has been explored in other
disciplines as well, such as in neuroscience [8].

The vehicles do not explore language but rather acts in
an environment and how an observer interprets those acts.
Our goal is to use synthetic psychology to remind us of the
dangers of anthropomorphism, as we use it to exemplify that
very simple rules and frameworks can still suggest meaning
or somewhat complex behavior. Our work shows that simple
design can create visual patterns that foster interpreted behav-
iors.

Contributions. Our contributions are the adaptation and
implementation of Braitenberg vehicles in a robot controller
for Khepera simulation and a contextualized discussion on the
distinction between design and behavior. Finally, we consider
our framework to be accessible, and others can easily adapt it
to use and spread awareness of AI.

This work is organized as follows: in Section I, we intro-
duce our work and contributions. In Section II, we provide
background information and more details about Braitenberg
vehicles. In Section III, we describe our methods and exper-
imental setup, followed by results and discussion in Section
IV. Finally, we present our conclusions and suggestions for
future work in Section V.

II. BACKGROUND

Communication does not necessarily need words to occur;
for example, when we join a queue at a store, we communicate
that we aim to buy something once it is our turn; other
customers respond by joining the queue behind us. According
to Tversky [9], by using position, form, and movement in
space, gestures, and actions convey a plentiful set of meanings.
In that sense, differently from solely symbolic words, visual
communication can directly convey content and structure (both
literally and metaphorically). Although it may lack the rig-
orous definitions that words can offer, visual communication
delivers both flexibility and suggestions for meanings. Such
flexibility, in its turn, requires context and experience to
interpret conveyed meanings.

Caporael [4] suggests that anthropomorphism results from
a schema that we apply to phenomena, such as machines,
while mechanomorphism would be the other way around or
the attribution of machine-like attributes to humans. Focusing
on three psychological determinants (1. the accessibility and
applicability of anthropocentric knowledge, 2. the motivation
to explain and understand the behavior of other agents, and
3. the desire for social contact and affiliation), Epley and
colleagues [10] present a theory to explain when people are
more likely to anthropomorphize. Taking into account ethical
issues in AI, Salles and colleagues [11] discuss and examine
anthropomorphism, as “It is a well-known fact that AI’s
functionalities and innovations are often anthropomorphized”.

Braitenberg vehicles were conceived to demonstrate how
complex behaviors can arise from simplistic concepts or rules
and that we can seek to understand the complex behaviors we
see in humans and animals by attempting to reconstruct those
behaviors using simple concepts (a method called Synthetic
Psychology).

“Watching vehicles of brand 4a in a landscape of
sources, you will be delighted by their complicated
trajectories. And I am sure you will feel that their
motives and tastes are much too varied and intricate
to be understood by the observer. (...) You forget,
of course, that we have ourselves designed these
vehicles” [1].

Whereas the aim of Synthetic Psychology is to understand
human or animal behavior through reconstruction, our aim
is to use Braitenberg vehicles as inspiration to navigate the
distinction between behavior and design in artificial agents.
To that end, we distinguish between two types of behaviors:
interpreted behaviors and embedded behaviors.

Embedded behaviors are patterns of actions that the agent
actually follows. They are the behaviors coined into the agent’s
rule sets and are what result in the various series of actions
an agent performs. (Note that we are not using any kind of
learning in our experiments, just simple rules.)

Interpreted behaviors come from how an observer inter-
prets the series of actions observed. They are patterns of action
that exist in the observers’ interpretation as a result of applying
methods of interpretation to the series of actions they observe.
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When attempting to understand artificial agents, it is im-
portant to investigate what they are in themselves in addition
to what they are to us. It is essential to distinguish between
behaviors that are embedded and coined to the agent from the
behaviors which exist only as a pattern of action in our own
interpretation.

Braitenberg’s [1] Vehicle 1 has only one sensor connected
to a motor such that the stronger the activation of the sensor,
the faster it goes. The sensor is tuned to a quality such as
light or temperature, and this vehicle moves only forward in
the absence of perturbations. The other vehicles are simple
two-wheel objects, and both wheels are connected to sensors
in simple ways so that the speed of each motor is correlated to
the activation of the sensors. From these simple connections
and rules, complex behaviors seem to arise.

Vehicle 2 has two sensors that are either parallel-connected
(left sensor connected to the left motor and vice versa, Vehicle
2a), or cross-connected (left sensor connected to the right
motor and vice versa, Vehicle 2b). Although both vehicles
move faster in the presence of the source to which the sensors
are tuned to, Vehicle 2a turns away from the source while
Vehicle 2b turns toward it.

For Vehicle 2a, if the source is on one side of the vehicle,
the corresponding sensor will have higher activation than the
sensor on the other side. As a result, the wheel on the side of
the source will move faster, causing it to turn away from the
light. For Vehicle 2b, since the sensors are cross-connected
to the motors, the motors on the opposite side move faster,
causing it to turn toward it, perhaps even hitting the source.
As the author points out, it may look like both vehicles
“dislike” the source: 2a looks like a “coward” whereas 2b
is “aggressive”.

In Vehicle 3, the speed of the motors is inversely pro-
portional to the sensor activation. Vehicle 3a is parallel-
connected, and Vehicle 3b is cross-connected. Since higher
sensor activation result in slower motor speeds, Vehicle 3a
moves toward the source and rests in its vicinity. In contrast,
Vehicle 3b comes to rest facing away from the source or even
leaving as a result of a perturbation. This behavior makes it
look like the vehicles “like” the source: Vehicle 3a “loves” it,
while 3b acts as an “explorer”: likes the source but is open to
other sources as well.

In Vehicle 4, the speed of the motors is related to the
sensor activation through an arbitrary activation function. The
behaviors of these vehicles depend on the activation chosen.
Vehicles 2 and 3 are both particular types of Vehicle 4. The
book continues to introduce more vehicles with increasingly
more complex rules and connections. However, we focus on
the first four in our research.

III. METHODS AND EXPERIMENTAL SET UP

Seeking simplicity rather than a fancy look, we chose
to implement and run the vehicles using the WSU (Wright
State University) Khepera Simulator [12]. We aimed to avoid
advanced features found in more recent simulators – which
could elicit more sophistication in an observer’s interpretation.

In addition, the simulator provides noise in the sensor data,
which helps introduce more random variation to each run of
the experiments.

To simulate the two light or distance sensors on the Braiten-
berg vehicles with the eight light and distance sensors found on
the Khepera robots, we averaged the sensor activation values
from each of the four sensors on each side of the robot to
approximate what a single sensor on each side of the robot
might sense.

Directional vs Omnidirectional Sensors. Because of the
nature of the Khepera robots and of the simulator we used, we
had to adjust the vehicles accordingly. Whereas in Braitenberg
vehicles the sensors are omnidirectional, each of the Khepera
robot’s sensors is directional. By averaging the activation
values from each of the sensors on either side of the robot, we
were able to somewhat reduce the impact of using directional
sensors rather than omnidirectional sensors in our implemen-
tation of the vehicles.

In our implementation of the vehicles, only the sensors on
the side facing the light detect the light, so the average of the
sensors on the side opposite the light read zero. In addition,
because there is a forward-facing, diagonally forward-facing,
sideways, and backward-facing sensor on each side of the
Khepera robot but no diagonally backward-facing sensor, the
robot has a slight “blind spot” diagonally behind it where light
can only be detected through the backward facing and side
sensors, and since no sensor would detect the light straight-
on, the detected brightness would be less than the theoretical
brightness that an omnidirectional sensor would detect.

Sensor Activation Values. A second difference is due to
Khepera’s reading sensors. The light sensors range from 500-
512 for no light and diminishing for full light exposure. We
determined through experimentation that we could use the
relationship between the value read by the light sensors and
the distance to the light as 100∗log2(x) where x is the distance
to the light source. Thus, before averaging the values from the
various light sensors, we first calculated the distance from the
value read by the sensor. Then, we calculated the brightness of
the light using the inverse square law. Then the brightness of
the light falling on each sensor on each side of the robot was
averaged to get the brightness falling on each side of the robot.
The distance sensors range from 0 when nothing is detected to
1023 right up next to something (wall, object, or obstacle). We
simply used the values given by the robot’s distance sensors.

Obstacle-avoiding. In the WSU simulator, if the robot
crashes into a wall or light, the simulation halts. However,
because many of the simplest Braitenberg vehicles do not have
any obstacle-avoiding capabilities, to give us enough time to
observe the vehicles and form interpreted behaviors based on
their outcome, we embedded an obstacle-avoidance rules on
top of Braitenberg’s. Specifically, if the robot gets too close
to an obstacle, it temporarily stops following the Braitenberg
rules, turns approximately 180 degrees, and then continues
following the Braitenberg rules.

Maps. The WSU simulator enables us to create maps con-
sisting of walls (either vertical or horizontal) and light sources.
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Those are considered the agent’s (or robot’s) environment.
Activation Function We used a bell-shaped activation

function in vehicle 4. Small activation results in low speeds,
medium activation in larger speeds, and high activation also
in low speeds. In addition, we implemented four sub-types of
vehicle 4. Our Vehicle 4a has two light sensors that are cross-
connected to the motors; Vehicle 4b has two light sensors
that are parallel connected; Vehicle 4c has two light sensors
that are cross-connected and two distance sensors that are
also cross-connected. Note that for Vehicle 4, we flipped the
connections so that 4a and 4c are cross-connected and 4b is
parallel connected.

IV. RESULTS AND DISCUSSION

In Table I, we summarize our implementation of Braitenberg
Vehicles. Using the WSU simulator, we designed eleven maps
inspired by Braitenberg’s descriptions while also aiming to
trigger interesting behaviors. We implemented the vehicles 3a,
3b, 3c, 3d, 4a, 4b, and 4c. For each vehicle, we recorded
five 1-minute runs per map. We defined short, 1-minute runs
given our approach to simplicity. Although we experimented
with various maps and vehicles, we present here only the
vehicle/map combinations we saw as most significant for our
discussion on complex behavior vs. design. In Figure 1, we
show the four maps and respective interpreted behaviors for
vehicles 3a, 4a, and 4c, followed by a discussion in Section
IV-A.

TABLE I: OUR IMPLEMENTATION OF BRAITENBERG VEHICLES.

V# Rules Connection
(Light)

Connection (Dis-
tance)

1 Proportional A single sensor Not Used
2a Proportional Parallel

Connected
Not Used

2b Proportional Cross Connected Not Used
3a Inversely

Proportional
Parallel
Connected

Not Used

3b Inversely
Proportional

Cross Connected Not Used

3c Inversely
Proportional

Parallel
Connected

Cross Connected

3d Inversely
Proportional

Cross Connected Cross Connected

4a Activation
Function

Cross-Connected Not Used

4b Activation
Function

Parallel
Connected

Not Used

4c Activation
Function

Cross-Connected Cross-Connected

As we watched the runs, we collected our interpretations
while still keeping in mind that we should prevent getting
“trained” in watching the videos. We list in Figure 1 the
behaviors as we interpreted what the robot was doing. This is
a list of interpreted behaviors we saw in each of the selected
vehicles and maps and in which run that behavior was seen
(from 1 to 5). We also identify whether or not the behavior
was due to the obstacle-avoidance rule we built on top of
Braitenberg vehicles. Whether or not a behavior was due to the
obstacle-avoiding rule was evident whenever the robot would

rotate in place at a constant speed near an obstacle, as that
should not happen while following the Braitenberg rules (to
access the code, just email the authors) and, we provide links
to our experiments’ videos in the References [13]–[19].

A. Discussion

Braitenberg vehicles help to illustrate an important distinc-
tion when interpreting artificial agents: the distinction between
interpreted behavior and embedded behavior. By observing the
outcome of each robot in our experiments, we see a series of
actions, e.g., it moves at such and such speed, turns by such
and such amount, and speeds up or slows down at such and
such times. While it may be that there is some intent or design
behind the series of actions it performs (“this set of actions is
Rule A”, “that set is Rule B”), none of that is communicated
to the observer by simply observing the series of actions it
performs. In our experiments, the only thing an observer sees
is the sum outcome of all the actions, not the rules or patterns
that drove those actions.

Nevertheless, that does not stop us from trying to guess the
patterns that may have driven the outcomes we see. As our
experiments point out, the things we infer from observing the
outcomes of an agent come from our interpretation of what
the agent’s embedded behavior may be, not necessarily the
actual embedded behavior. Braitenberg vehicles illustrate this
well because the embedded behaviors, the concepts or rules
that each vehicle follows, are extremely simple, but they can
result in seemingly complex interpreted behavior. In reality,
the embedded behaviors of the vehicles are as simple as the
rules that each vehicle follows. But the way we interpret the
behaviors introduce far more complexity than what is actually
coined to the vehicles.

For instance, some interpreted behaviors of Vehicle 4a are
that it moves in straight lines in the absence of light, and
that orbits around lights. However, the embedded behaviors
are not the same as we may suppose; the embedded behaviors
are merely that the left wheel moves at a speed related to the
sensor activation of the left sensor, and likewise for the right
wheel. It also has the added embedded behavior of turning
around when it gets too close to an obstacle, such as a wall
(obstacle avoidance). Those are the only rules the vehicle
follows whereas, by describing that it orbits around lights,
we are attaching significance to a certain series of actions the
robot performed in certain runs that have no correspondence
in the vehicle: the interpreted behavior of orbiting around
lights is not an embedded behavior.

On the other hand, the interpreted behavior of turning
around to avoid obstacles puts significance on another series
of actions (stopping a certain distance from a wall, rotating in
place, moving away from the wall), but this time that series
of actions has a correspondence in the vehicle: the robot does
indeed perform that specific series of actions in particular
situations, and it is an embedded behavior.

The interpreted behaviors that we infer from observing the
outcomes of artificial agents may or may not be the same
as the embedded behaviors that it follows. If we want to
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(a) Empty Map

(b) Single Light Source

(c) Double Light Source at Distance (d) Double Light Source

Figure 1: Maps used to run implemented vehicles along with interpreted behaviors. We color-coded behaviors that we saw as the same. Yellow dots represent
light sources, whereas red outlines the walls.

understand the agent in terms of the complexity intrinsic to
it as opposed to the complexity we bring to it, we must look
beyond the outcome of the actions the agent performs
and look additionally into the architecture of the agent
to determine how those actions came about.

B. Impact of Context on Interpretation

Another way our experiments demonstrate the difference
between interpreted behavior and embedded behavior is by
suggesting that interpreted behavior is contingent upon context
(note our “Store” example in Section II). For example, in
Vehicle 4c, there were several times that the robot would stop
off walls or corners. Since the context of our experiments
was that we were watching robots navigate various maps,
we interpreted this as the robot getting “stuck” at a wall and
considered it a bug rather than a feature, a failure rather than
a behavior.

On the other hand, if we had been observing insect-like
robots navigating a maze and happening to perform the exact
same series of actions that our robots did, we would not be
surprised about it temporarily stopping near a wall. We might
think it is an interesting behavior when it would sometimes
stop near a wall and spin in place. But because the context
was that of robots navigating a map, we did not interpret these
series of actions as behavior but rather as a bug.

Considering embedded behaviors, the time the robot spent
stopped at a wall is no more significant than any other time the
robot spent wandering about the map. While it was stopped
at a wall, it continued following the same two behaviors it
was always following: set the left motor’s speed according
to the left sensor’s activation and set the right motor’s speed
according to the right sensor’s activation. The only difference
was that the result of the activation function applied to the
sensor activation was zero, so the robot didn’t move.

As for when it would spin in place for a while near a
wall, that seemed to be caused when the robot would, due
to noise in the sensor activation values, get closer to the wall
than what would normally be allowed before the obstacle-
avoiding would kick in. As a result, once it did kick in after
the robot turned 180 degrees and started moving away from
the wall, it would still be close enough to the wall to trigger
the obstacle-avoiding algorithm again. This would cause it to
rotate again until random noise in the sensor activation would
allow it to move away from the wall without triggering the
obstacle-avoiding algorithm again. Thus, while the robot was
spinning in place, it was still following the same behaviors it
always did. What made it seem different than any prior set of
actions was a function of how we interpret behaviors rather
than a function of something coined to how the robot worked,
and how we interpreted the behavior was a function of the
context in which we observed the robot.

C. Anthropomorphic Language and Interpretation

Our experiments also help to point out how the use of
anthropomorphic language can impact how we interpret the
behavior of artificial agents. For instance, when examining
Vehicle 3a, we noticed first that we found it easier to describe
behaviors in anthropomorphic terms rather than through neu-
tral language, and second that we both disagreed on how we
anthropomorphically interpreted the robot’s behavior. Using
the more neutral language we chose in the results listed
in Figure 1, in the map with a single light source, vehicle
3a would move toward a light, stop in front of it, turn
around, move away, and then eventually come back toward
the light. But when describing it anthropomorphically, one of
us described it as if it were a child excited to get a close
look at the light only to quickly get bored and run off to find
another light source. However, the other described it as if it
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were scared of the light, approaching it cautiously and then
running away from it quickly. It was not difficult to recognize
that the anthropomorphic language we used to describe the
robots’ behaviors was distinct from the embedded behaviors.
When Braitenberg himself described the behaviors of some of
the vehicles as symbolic of love, hatred, aggression, etc., it is
clear that those are not a literal representation of the embedded
behavior sets. However, we did find that it was easier to refer
to specific interpreted behaviors through anthropomorphic
language, and we considered that it would be far easier to
communicate what kinds of outcomes we observed to someone
inexperienced with robotics using anthropomorphic language
than using a more neutral language.

However, this leads to two considerations: a) Even if it is
clear that the anthropomorphic language is not literal, it could
easily give the impression of far more complexity than what
is embedded to the robot. And while even neutral language
can suffer from the same problem, anthropomorphic language
can amplify the issue. b) The same outcomes can be described
through vastly different anthropomorphic descriptions.

Even if someone doesn’t interpret the anthropomorphic
language as literal, different descriptions may carry differ-
ent connotations which color how one interprets the agent’s
behavior during any future interactions with the agent. And
the entire lens, the entire framework through which all future
observations or interactions with the agent are interpreted has
nothing to do with the agent itself but only the description
which happened to be attached with it. The same series of
actions of the same agent can be interpreted in vastly different
ways based on what kind of anthropomorphic framework is
attached to it through anthropomorphic descriptions.

V. CONCLUSION

Thinking of a call for the AI community to serve the general
population in educating people to make a distinction between
behavior and design so that we all are better equipped to make
sense of AI technologies, we identified Braitenberg vehicles
as an accessible way of creating educational materials.

Here, we provided a framework to adapt Brainteberg vehi-
cles into a Khepera simulator to examine the friction between
behavior and design. We discussed the distinction between
interpreted behavior and embedded behavior and the impact
of context on interpretation, and anthropomorphic language on
interpretation. In future work, we plan on conducting human
studies and asking people from different backgrounds to
interact with the simulator and watch the videos to investigate
if interpreted behaviors will appear and how to improve our
framework so that we can make it freely available to help the
general population reflect on the distinction behavior vs. design
in AI. Although we focused on visual communication, our
approach can be extended to other types of communication;
in addition, other connections are possible to explore using
a khepera robot. Therefore, for future work, we suggest
using more connections and activation functions and running
human studies targeting the general population to check if this
framework helps build AI literacy. Through these studies, a

distinction between interpreted vs. embedded behaviors can
be investigated, in addition to making a comparison with
fancier robot simulators, to see what effect fancier features
play in people’s interpretation. Finally, participants may also
observe robots in person to enable the comparison of results
from participants that observed simulations with the ones that
observed a robot.
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