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Foreword

The Eighteenth International Conference on Autonomic and Autonomous Systems (ICAS 2022),
held between May 22 – 26, 2022, was a multi-track event covering related topics on theory and practice
on systems automation, autonomous systems and autonomic computing.

The main tracks referred to the general concepts of systems automation, and methodologies
and techniques for designing, implementing and deploying autonomous systems. The next tracks
developed around design and deployment of context-aware networks, services and applications, and
the design and management of self-behavioral networks and services. We also considered monitoring,
control, and management of autonomous self-aware and context-aware systems and topics dedicated
to specific autonomous entities, namely, satellite systems, nomadic code systems, mobile networks, and
robots. It has been recognized that modeling (in all forms this activity is known) is the fundamental for
autonomous subsystems, as both managed and management entities must communicate and
understand each other. Small-scale and large-scale virtualization and model-driven architecture, as well
as management challenges in such architectures are considered. Autonomic features and autonomy
requires a fundamental theory behind and solid control mechanisms. These topics gave credit to specific
advanced practical and theoretical aspects that allow subsystem to expose complex behavior. We aimed
to expose specific advancements on theory and tool in supporting advanced autonomous systems.
Domain case studies (policy, mobility, survivability, privacy, etc.) and specific technology (wireless,
wireline, optical, e-commerce, banking, etc.) case studies were targeted. A special track on mobile
environments was indented to cover examples and aspects from mobile systems, networks, codes, and
robotics.

Pervasive services and mobile computing are emerging as the next computing paradigm in
which infrastructure and services are seamlessly available anywhere, anytime, and in any format. This
move to a mobile and pervasive environment raises new opportunities and demands on the underlying
systems. In particular, they need to be adaptive, self-adaptive, and context-aware.

Adaptive and self-management context-aware systems are difficult to create, they must be able
to understand context information and dynamically change their behavior at runtime according to the
context. Context information can include the user location, his preferences, his activities, the
environmental conditions and the availability of computing and communication resources. Dynamic
reconfiguration of the context-aware systems can generate inconsistencies as well as integrity problems,
and combinatorial explosion of possible variants of these systems with a high degree of variability can
introduce great complexity.

Traditionally, user interface design is a knowledge-intensive task complying with specific
domains, yet being user friendly. Besides operational requirements, design recommendations refer to
standards of the application domain or corporate guidelines.

Commonly, there is a set of general user interface guidelines; the challenge is due to a need for
cross-team expertise. Required knowledge differs from one application domain to another, and the
core knowledge is subject to constant changes and to individual perception and skills.

Passive approaches allow designers to initiate the search for information in a knowledge-
database to make accessible the design information for designers during the design process. Active
approaches, e.g., constraints and critics, have been also developed and tested. These mechanisms
deliver information (critics) or restrict the design space (constraints) actively, according to the rules and
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guidelines. Active and passive approaches are usually combined to capture a useful user interface
design.

We take here the opportunity to warmly thank all the members of the ICAS 2022 Technical
Program Committee, as well as the numerous reviewers. The creation of such a high quality conference
program would not have been possible without their involvement. We also kindly thank all the authors
who dedicated much of their time and efforts to contribute to ICAS 2022. We truly believe that, thanks
to all these efforts, the final conference program consisted of top quality contributions.

Also, this event could not have been a reality without the support of many individuals,
organizations, and sponsors. We are grateful to the members of the ICAS 2022 organizing committee for
their help in handling the logistics and for their work to make this professional meeting a success.

We hope that ICAS 2022 was a successful international forum for the exchange of ideas and
results between academia and industry and for the promotion of progress in the fields of autonomic and
autonomous systems.

We are convinced that the participants found the event useful and communications very open.
We also hope that Venice provided a pleasant environment during the conference and everyone saved
some time for exploring this beautiful city.
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Abstract— The performance of a manufacturing process and 

the need to increase throughput and reduce the cost of 

production are of the highest interest among modern 

manufacturers. Classical mathematical models developed were 

used to describe the operation of a robot during a complex pick 

and place task in a virtual manufacturing environment. The 

design parameters of the conveyor system were examined. 

Existing designs were studied and modeled to select the best 

operating speed to optimize throughput during the 

manufacturing system. The modeled design parameters were 

analyzed using MATLAB. The results were presented 

graphically with an optimal throughput obtained at an 

operating speed of 390m/seconds, operating time of 0.4secs, 

and power consumption of 12700W. The operation of the 

robotic arm was manipulated during service to determine the 

angle of placement that yielded a consistent and efficient 

throughput during the pick and place task. Consequently, an 

optimal throughput was reached when setting the manipulator 

at an angle of 88 degrees. 

 

Keywords- Automation of manufacturing process; modelling of 

robotic arm; simulation of results. 

 

I. INTRODUCTION 

The goals of the fourth industrial technology were to 

improve the efficiency of the manufacturing process, 

improve product quality, and enhance safety and security in 

manufacturing industries. Industry 4.0 involved the 

integration of intelligent, disruptive technologies into the 

manufacturing environment by focusing on automation, 

real-time data, artificial intelligence, machine learning, etc. 

The new technology uses its automation approach to boost 

productivity and output, increase efficiency, and create an 

intelligent manufacturing environment. [1][2]. Industry 4.0 

has emerged with various disruptive technologies that can 

transform multiple manufacturing sectors from labor-

intensive processes to a modernized automation process 

[3][4]. Implementing robotics in an advanced manufacturing 

environment has been a trending technology that requires 

further studies, innovations, and adaptations.      

Robotics has been used in a wide range of applications. 

Applications include transporting materials and parts from 

conveyor systems to various stations, assembling parts, 

painting, sorting, packaging and labeling, inspection and 

testing, picking and place, materials handling, palletizing, 

etc. [5]. The applications of robotic technology to various 

systems were achieved with appreciable high speed, 

precision, and endurance limit [6][7]. The implementation 

of robotics in the manufacturing sector has improved the 

economic situation of various industries by enhancing the 

production process, product quality, and throughput rate. 

The robotic system uses several innovative sensory devices 

and control techniques to improve agility and productivity 

[8][9]. The importance of research in robotics in a recent 

study is to find solutions to manufacturing problems [10]. 

Enhancing a manufacturing process has become more 

apparent due to its technological impact on an advanced 

manufacturing environment. Recently, there have been 

various attempts to improve the service of industrial robots 

to perform some complex and time-consuming tasks in the 

manufacturing environment [11]. Implementing industrial 

robots as a disruptive technology in performing tasks has 

enabled technological growth in the manufacturing sector 

[12]. The behavior of a manufacturing system can be better 

expressed with classical models. In this paper, the 

throughput rate of a manufacturing system was enhanced. 

Classical mathematical models were used to describe a 

manufacturing environment, whereas robot was used to 

perform a complex pick and place task. The scenario was 

analyzed using various mathematical tools. The 

manufacturing scenario was validated by manipulating the 

robotic arm motion to select the best operating angle. 

II. LITERATURE REVIEW 

Effective implementation of various automation tools 

adequately increased production performance and machine 

up-time. Industry 4.0 introduced various disruptive 

technologies and has supported manufacturers to have 

outputs at a reduced cost. Automation of services in an 

advanced manufacturing environment has reshaped the 

global market for higher productivity [13]. The uses of 

disruptive manufacturing technologies have brought about 

numerous improvements in productivity in the 

manufacturing process. In recent technological 

advancements, robots have been disruptive tools and have 

1Copyright (c) IARIA, 2022.     ISBN:  978-1-61208-966-9
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introduced tremendous changes in the advanced 

manufacturing environment. Robots have been widely used 

among manufacturers due to their exceptional efficiency and 

ability to perform complex tasks within the shortest period 

[14][15]. Robotics applications reinforced the 

manufacturing industries and enabled competitiveness 

among manufacturers [16]. 

Various disruptive technologies have been developed to 

support and enhance the smooth running of multiple stages 

of the manufacturing processes [17][18]. The use of 

automation in augmenting human activities has increasingly 

improved the efficiency of the manufacturing processes. 

Industrial robots are efficient automation tools with higher 

flexibility and can be programmed to perform various tasks 

within a short time [19][20]. The research presented in [20] 

[21][22] showed how robotic manufacturing systems were 

optimized for optimal efficiency and productivity. The part's 

positioning to be picked up can affect the robot's 

performance in an advanced manufacturing environment 

[23][24]. In this present work, robots were implemented to 

perform a pick and place task. The scenario was studied to 

determine the best angle of twist that can produce an 

optimal throughput rate. The research showed that at an 

angle of 88 degrees, the manipulator performed excellently 

as when performing the desired task. This research outcome 

can be useful among manufacturers in the competitive 

market. 

III. METHODOLOGICAL APPROACH  

A virtual manufacturing scenario was developed and 

studied to determine the impact of using a robot to perform 

the complex pick and place task in a manufacturing 

environment. Classical mathematical models were 

developed to describe each process involved. The design 

parameters of an existing conveyor system were studied and 

simulated to obtain the best design parameter that can yield 

an optimal throughput rate during a manufacturing process. 

Also, the waiting time involved during the packaging stage 

was modeled and studied. The manufacturing process 

involved parts arriving via a conveyor system from multiple 

stations to a buffer station. The arriving parts were picked 

up and placed by a robot.  

The arrival behavior followed a Poisson process with 

varying mean arrival rates. The arrival of the parts from the 

buffer station took the form of a negative exponential 

distribution and observed the impatient behavior of 

customers in the M/G/I queuing system. The M/G/I queuing 

system follows a Poisson process varying with mean arrival 

rate λ with a general service time distribution. The 

repeatability motion of the robotic arm ensures the system 

has a deterministic feeding time 𝜇 (mean service time). Parts 

that were not picked up during the initial cycle were 

redirected for service in the next cycle.  

Mathematical models were developed and analyzed using 

the queuing mathematical theory. The average queuing time 

was modeled. This enabled proper optimization of the 

performance of each robot with its corresponding queue. 

Various mathematical expressions were developed and 

solved using the Newton-Rap son iteration method. Some 

values were assumed and implemented into the equation to 

test the efficiency of the models.  

A. Model analysis for an optimal throughput rate 

    During the complex pick and place task, the robot does 

not pick up all arriving parts as the conveyor move past the 

vision camera. Other parts were redirected to join the 

following arriving parts. During the traveling period of 

parts, there existed a continuous movement of parts with a 

minimum distance/gapα between the work envelope and the 

boundaries within which the arriving parts exist. The 

number of visible parts was fed along with the conveyor 

system and denoted as Nf. The center point of the arriving 

part was determined within the Height and width of the 

work envelope. The Diameter of the part fed into the 

process was assumed to be less than 20mm. The velocities 

of the conveyor belts were the same.  

Assumptions 

➢ The system was not saturated or starved.  

➢ There exist continuous motion in the conveyor 

system 

➢ The Height and width of the work envelope were 

assumed to be equal 

➢ All parts were well guided to avoid slipping off 

 The following notations and parameters were used 

to arrive at a suitable expression that was implemented to 

obtain higher throughput. 

 

Notation/parameters 

Nf=Number of part fed through the work envelope 

c = Centre of work envelope 
d = Diameter of fed part 
𝛼 = Minimum clearance required = d/2 
w = Height, and width of the workpiece 

Pb=  probability that work has been fully cleared 
v= Velocity of the belt 
Tr= The robot throughput rate 
𝑅𝑏=The arrival rate of parts from the conveyor 

(parts/mm2). 

An impatient customer's renewal theorem was implemented 

to obtain a suitable mathematical expression for optimal 

throughput. In (1), the Velocity of the conveyor system v is 

expressed as: 

 

𝑉 =
𝜋𝐷𝑛

60
   (1) 

Equation (2) was developed to represent the probability that 

the work piece has been fully cleared from the work 

envelope. 

𝑝𝑏 =
(𝑤−𝑑−2𝛼)2

(𝑤−𝑑)2   (2) 

    In equation(3), the center of the work envelope c was 

modeled while considering the width and height of the work 

2Copyright (c) IARIA, 2022.     ISBN:  978-1-61208-966-9
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envelope and the Diameter of the conveyor belt with speed 

(v). 

𝑐 =  
𝑤𝜋(𝛼+𝑑)2

(𝑤−𝑑)2𝑣
  (3) 

Similarly, in  (4), the expression for the arrival rate of parts 

from the conveyor to the server (robot) was modeled as: 

𝑟𝑏 =  
1

𝑐

(𝑤−𝑑)2𝑣

𝑤𝜋(𝛼+𝑑)2  (4) 

    In (5), the number of parts fed through the work envelope 

was obtained by considering the width and height of the 

work envelope, the Velocity of the conveyor, the probability 

of cleared work from the work envelope, the center of the 

work envelope, and the arrival rate of parts from buffer 

station to the pickup point.  

[𝑁𝑓] = (
𝑤

𝑣
) 𝑟𝑏𝑝𝑏𝑒−𝑟𝑏𝑐 (5) 

    The throughput rate was also determined by finding the 

relationship between the number of parts fed through the 

work envelope, the width of the work envelope, and 

Velocity of the conveyor system, as indicated in equation 

(6). 

𝑇𝑟 =  
𝑁𝑓

[(
𝑤

𝑣
)+ 𝑡𝑝+[𝑁𝑓]𝑡𝑐]

  (6) 

 

B. Mathematical Model for Queuing Theory and Newton-

Rap son. 

The model used in the research described the waiting 

time during the packaging stage in a virtual manufacturing 

environment. The system performance was modeled using a 

Poisson distribution function where the service times were 

exponentially distributed. Classical mathematical models 

were developed for describing and making a decision in the 

packaging stage of the virtual manufacturing process.  

Parameters were assumed under operating conditions, 

and values were effectively used to describe the 

manufacturing system. Parameters that were used within the 

waiting line model include the cost of waiting per 

hour (𝐶𝑤), the average number of product in queue (𝐿𝑠), the 

cost of robot/hour ( 𝐶𝑝 ), the average number of product 

arriving from the machine per unit time (𝜆𝑖), packaging rate 

which represented the service rate per unit time measured 

per hour ( µ ), utility factor of the server which is the 

robot(𝜌𝑛). 

The queuing mathematical theory was then used in 

analyzing the classical models, and the queuing 

mathematical theory was used in analyzing the classical 

models. The models that were used in representing the 

packaging stage is summarized below: 

 

 The products arrival rate was presented as 
∑ 𝜆𝑖

𝑛
𝑖=1 (t) =  𝑛𝜆(𝑡) (7) 

A discrete value was assumed for the total number of 

products arriving during the packaging stage and was 

expressed as: 

𝑁 = 𝑛𝜆𝑡x t                       (8) 

Total product packed by available robots was expressed as: 

𝜇𝑗(𝑡) × 𝑡 × 𝑚                        (9) 

During the packaging phase, the utility factor of robots was 

expressed as:                                         

𝜌𝑛(𝑡) =  
𝜆𝑖(t)

𝜇𝑗(𝑡)
  (10) 

The mean queue time required by each robot and the 

production rate of each robot was expressed as: 

𝑝𝑗(𝑡) = (𝜆𝑖 + 𝜇𝑗)𝜌𝑛(𝑡) + 𝜆𝑖𝜌𝑛−1 (𝑡) + 𝜌𝑛+1 (𝑡) (11) 

 

The overall productivity rate of the system 𝜌𝑛(𝑡)  was 

modeled as: 

𝜌𝑛(𝑡) = (∑ 𝜆𝑖
𝑛
𝑖=1 + ∑ 𝜆𝑖

𝑛
𝑗=1 𝜇𝑗)𝜌𝑛(𝑡) + ∑ 𝜆𝑛

𝑖=1 𝜌𝑛−1 (𝑡) +

∑ 𝜇𝑗𝜌𝑛+1 (𝑡)𝑓𝑜𝑟𝑡 → ∞
𝑚

𝑗=1
 (12) 

 

 For a discrete value of time t; 

𝜌𝑛(𝑡) = 𝜌𝑛(t) +  𝜆𝑛𝜌𝑛−1 (𝑡) + µ(𝑡)𝜌𝑛+1 (𝑡)      (13) 

The waiting time denoted by W is expressed in 14: 

𝑊 = ∑ 𝜇𝑗
𝑚

𝑗=1
− ∑ 𝜆𝑖

𝑚
𝑗=1 ,    w =  

1

m𝜇𝑗
−n𝜆𝑖

  (14) 

Waiting time (unit/hour) expressed as: 

𝐿𝑠 =  
n𝜆𝑖

n𝜆𝑡−m𝜇𝑗

                                    (15) 

The cost of production T is given in (16) 

  𝑇 = 𝑚𝑐𝑝𝜇𝑗 + 𝑐𝑤𝜌𝑛𝑤𝐿𝑠                                  (16)                                 

 

After substituting the parameters into (16), the production 

cost gives: 

𝑇 =  𝑚𝐶𝑝𝜇𝑗 + 𝐶𝑤 (
𝜆𝑖

2

(𝜇𝑗(m𝜇𝑗
−n𝜆𝑖)2)                    (17)               

The system's performance was optimized using the waiting 

time model expressed in (15). The optimization process was 

achieved by differentiating the model to the service rate of 

each robot. 

𝐶𝑝 +
𝜆2[(𝜇−𝜆)2+2𝜇(𝜇−𝜆)]

𝜇2(𝜇−𝜆)4 = 0   (18) 

The model for optimal service was modeled as: 

𝐶𝑝𝜇5− 3𝐶𝑝𝜇4𝜆+ 3𝐶𝑝𝜇3𝜆2−𝐶𝑝𝜇2𝜆3 +  3𝜇𝜆2𝐶𝑤 −
𝐶𝑤𝜆3  = 0  (19) 

 

C. Simulation Using Newton-Raphson Method.  

    The Newton-Rap son Iteration method determined the 

approximate values used in the simulation of the models 

presented in the thesis. Newton-Rap son iteration method 

based its strategy on finding an approximate value for the 

root of a valued function of x [25]. Using the Newton-Rap 

son equation reduced the errors that were likely to set in 

when calculating the roots of functions. The efficiency of 

the Newton-Rap son method was the advantage it has over 

other methods. This method converges fast when compared 

with the Gauss Seidel, and other methods used in finding 

roots of quadratic equations. If it converges we get root 

(answer) in less number of steps. It requires only one guess. 
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Formulation of this method is simple. The Newton-Rap son 

iteration method was used to find the zeros of the arbitrary 

equations that were implemented during the manufacturing 

scenario; here, the specific root of a function depended on 

the initial value. The Newton-Rap son’s iteration strategy 

was utilized in the research as follows: 

 

    Given that the root of the derived equation was 𝑟, let 𝑥0 

be the estimated value of 𝑟, ℎ represents a measure of the 

approximate value of 𝑥0 from the exact value. 

Where 

𝑟 =  𝑥0 + ℎ, ℎ = 𝑟 − 𝑥0    (20) 

ℎ was very small and its linear approximation was 

represented as:  

0 = 𝑓(𝑟) = 𝑓(𝑥0 + ℎ) ≈ 𝑓(𝑥0) + ℎ𝑓 ′(𝑥0)       (21) 

 The mathematical model was valid if, 𝑓 ′(𝑥0) was 

approximately equals to zero. 

ℎ ≈
𝑓(𝑥0)

𝑓′(𝑥0)
   (22) 

𝑟 =  𝑥0 + ℎ ≈ 𝑥0 −
𝑓(𝑥0)

𝑓′(𝑥0)
  (23) 

Therefore, the estimated value 𝑥1 of r yielded:  

𝑥1 = 𝑥0 −
𝑓(𝑥0)

𝑓′(𝑥0)
    (24) 

Similarly, 𝑥2 was derived as a function of  𝑥1 

𝑥2 = 𝑥1 −
𝑓(𝑥1)

𝑓′(𝑥1)
    (25) 

For a required number of 𝑥, 𝑥𝑛  is the next approximate 

value. 

Therefore, 𝑥𝑛+1 was modelled as: 

𝑥𝑛+1 =  𝑥𝑛 −
𝑓(𝑥𝑛)

𝑓′(𝑥𝑛)
   (26) 

The Newton Rap son Iteration was used for analyzing the 

service rate (µ),  and modeled as: 

𝜇𝑛+1 =  𝜇𝑛 −
𝑓(𝜇𝑛)

𝑓′(𝜇𝑛)
   (27) 

 

Equations (28) and (29) represented the first and second-

order of the Newton-Rap son iteration model of a 

production system [1].  

𝑓(𝜇) =  𝐶𝑝𝜇5− 3𝐶𝑝𝜇4𝜆+ 3𝐶𝑝𝜇3𝜆2−𝐶𝑝𝜇2𝜆3 + 3𝜇𝜆2𝐶𝑤 −

𝐶𝑤𝜆3(28) 

 

𝑓 ′(𝜇) =  5𝐶𝑝𝜇4− 12𝐶𝑝𝜇3𝜆+ 9𝐶𝑝𝜇2𝜆2− 2𝐶𝑝𝜇𝜆3 +

 3𝜆2𝐶𝑤(29) 

 

     The assumed values for the manufacturing scenario were 

( 𝐶𝑝 = R2/hour, 𝐶𝑤 =  R0.1/hour, 𝜆𝑖 =  5 units/hour for 10 

machines, µ  = 2 units per hour). The values were 

implemented into the general equation, solved, and the 

mathematical models were analyzed. Outcomes were 

simulated using the Newton-Rap son iteration expression. 

Close approximates values obtained were varied against 

each other to obtain the presented results graphically.  

D. Variation of the Robotic Arm for an Optimal 

Throughput. 

During the complex pick and place task, the robotic arm 
motion was manipulated to determine the best operating 
angle that gave an optimal throughput. Three different grasps 
were involved: the pre-grasp, the grasp, and the post grasp. 
The pre-grasp provided the suitable positioning of the end-
effectors away from the object position and coordinated the 
trajectory motion to avoid the occurrence of collision during 
service. Grasping involved positioning the end-effectors with 
their fingers ready to grip the object for the designated task, 
while the post-grasp involved moving away of the end-
effectors from the point where the object was grasped. The 
operation was controlled by computing the desired action for 
the end-effectors to perform the placing down task [25]. 

Arriving parts from the conveyor were picked up 

randomly by the manipulator following the first-in, first-out 

order (FIFO). The vision camera determines the object's 

position at the robot workspace for immediate pickup. The 

average operating time was studied and presented in Table 

1.  

TABLE I. THE AVERAGE TIME SPENT ON THE PICK 
AND PLACE TASK 

S/no 
Time Spent during the pick/place task 

Motion Task Left/right 

1 Motion 1 

The home pose to view 

an object on the 

conveyor 

4.5 

2 Motion 2 
Reach object to grasp 

an object 
3.2 

3 Motion 3 
Moving to the object 

drop pose 
3.0 

4 Motion 4 

Moving from object 

dropped pose back to 

home pose 

3.41 

 

An operational variation of the manipulator motion was 

achieved by varying the angle between 81 degrees and 96 

degrees. The effects of varying the angle and other 

operating parameters were studied to determine its impacts 

on the throughput rate of the manipulator.  

IV. RESULTS AND DISCUSSION 

The performance of the robots was examined to study its 

effects on the throughput rate during a pick and place task. 

The result in Fig. 1 shows the relationship between the 

packaging stages of manufacturing against the arrival rate of 

the products. Fig. 1 indicates that the packaging rates 

increased as the arrival rate also increased. The result shown 

in Fig. 1 implied that the number of robots assumed in the 

decision-making for the proposed model was suitable to 

solve the waiting line model. 
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Figure 1. Throughput Rate against Part Fed Through the Conveyor 

System 

 

 

Figure 2. Average Waiting Time Against the Numbers of Robots Used. 

    During the packaging stage of manufacturing, the average 

waiting time gradually reduces as the number of robots used 

to perform the packaging task increases. If more robots were 

introduced to replace human labor, the lead time would be 

minimized an efficient production system can be obtained. 

This is illustrated in Fig 2. 

 

Figure 3. Products Arrival Rate Rb Against the Throughput Tr Rate 

(Parts/Secs). 

    The result in Fig. 3 shows an increasing throughput rate 

in correlation with the product arrival rate. The result shown 

in Figure 3 implies that the selected design parameters for 

the conveyor system were efficient. 

. 

Figure 4. The Average Time Spent for Pick-Place-Task 

    The robotic arm was varied during the pick and place task 

to determine the best angle of operation that could produce 

the highest throughput rate. Result obtained is presented in 

Fig. 4. This showed that the operational variables of the 

robotic arm gave an optimal throughput rate at an angle of 

88 degrees.  

 

Figure 5. Probability That Work is Being Cleared From the Conveyor 

Against the Throughput Rates. 

    The graph in Fig. 5 indicates that the work's probability 

has been cleared from the conveyor system when measured 

against the throughput rate. The result showed a closed-

looped graph which indicated that as the products arrived, 

the robots were efficient in picking up from the conveyor 

faster before it moved past it. The results confirm that the 

modeled design parameters selected for the conveyor system 

were efficient for optimal productivity. 

V. CONCLUSIONS AND FUTURE WORKS 

Classical mathematical models were used in describing a 

manufacturing process whereby robots were used to perform 

a complex pick and place task. The design parameters of a 

conveyor system were examined, and the best operating 
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speed that gave optimal throughput during a complex pick 

and place task was achieved. This was successfully carried 

out by developing some mathematical models to study the 

effect of varying the loads below and above the rated speed 

of the electric motor. Standard equations were further 

developed and analyzed. MATLAB was used to simulate 

and analyze the mathematical models and solved using the 

engineering equation solver (EES). Results were simulated 

to obtain and select relevant results that gave optimal 

throughput at an operating speed of 390m/secs, using time 

at 0.4secs, and at a power consumption of 12700W.  

    The average waiting time of the robots during the 

packaging process was studied using the analytical queuing 

theory. The average queuing time was further differentiated 

to optimize the performance of each robot with its 

corresponding queue. A general equation was developed 

and further analyzed using the Newton-Raphson iteration 

method. The results confirmed that the suggested model 

could be suitable for use when the queuing time needs to be 

controlled during the packaging stage in a real-life 

manufacturing scenario.  

Furthermore, the robotic arm motion was manipulated 

during the pick and place task to determine the best 

operating angle for an efficient production system. An 

optimal throughput rate during the pick and place task was 

achieved when the robotic arm was positioned at an angle of 

88 degrees. This research outcome can be useful among 

manufacturers in the competitive market. The research is 

still in progress whereby further studies will be carried out 

to determine how effective the derived angle will be when 

the manipulator is slated for heavy task. 
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Abstract— The launch of fixed-wing Unmanned Aerial Vehicles 

has always been a challenging operation and witnessed various 

failures in the past decades. The current traditional ramp 

launchers are employing a rail and are powered by 

pneumatic/hydraulic systems. This paper discusses a new 

launch system for fixed-wing UAVs powered by linear 

synchronous motors and a special track. This novel idea has the 

potential to be developed to a new technique for launching fixed-

wing UAVs. In this paper, linear synchronous motor is 

recommended as a source of generating launch thrust. The 

control of launch process is conducted utilizing an optimal 

controller. Advantages for this method are lower cost, higher 

reliability, stability, and safety.  The verification and validation 

of the technique are documented using MATLAB simulation. 

This novel automatic launch system - powered by linear 

synchronous motors - provides a lower cost and a higher 

reliability than current launchers. 

Keywords- optimal control; unmanned aerial vehicles; launcher. 

I.  INTRODUCTION 

    The vast majority of fixed-wing Unmanned Aerial Vehicles 

(UAV) employ conventional launch and recovery techniques 

(i.e., conventional takeoff and landing). UAVs without a 

landing gear do not require a runway and are launched via 

various techniques, such as rail launchers; rocket launch; 

hand launch; and vertical takeoff. 

    A rail/ramp launcher eliminates the need for conventional 

landing gear for the purposes of takeoff. A ramp launcher is 

a mechanical device to accelerate a fixed-wing UAV to a 

minimum controllable airspeed before releasing it from 

launcher. The current traditional ramp launchers are 

employing a rail and are powered by pneumatic/hydraulic 

systems.  

     The current launch techniques have a few challenges 

including reliability, cost, stability, and safety. The electric 

launch technique that has not been employed so far in any 

unmanned aerial systems, have the potential to solve all these 

challenges. The novel technique presented in this paper is for 

the first time for launching an unmanned aircraft. 

     The pneumatic launching systems are typically designed 

as a catapult rail launcher. The energy storage is a 

compressed gas, usually the air is used, due to its availability 

and no cost. Air is pressurized by a compressor; and is stored 

in a high-pressure accumulator tank. The launch is performed 

by applying the compressed air force on UAV through a 

cylinder/pipe/tube along the ramp. The applied force can be 

regulated by adjusting the air pressure in order to support 

UAVs of different mass.  

    The hydraulic launching systems are much like the 

pneumatic ones. To perform a launch, a valve is quickly 

opened, so that the oil is pumped inside the cylinder to push 

the piston. Consequently, the gas is compressed on the other 

side. 

    The electric launching system is very much different from 

pneumatic and hydraulic ones. External power is usually used 

for starting the engine or maintenance activities on the UAV. 

The external power system allows operation of various 

electrical systems without discharging the onboard battery. 

The idea here is to use a special type of electric motors, 

referred to as the Linear Synchronous Motor (LSM). A LSM 

is a motor by which the mechanical motion is in synchronism 

with the magnetic field. A linear electric motor is a motor that 

has its stator and rotor unrolled. So, instead of producing a 

torque, it generates a linear force along its length.  

    To achieve benefits similar to those seen in hybrid-/all-

electric ground-based and marine vehicles, large electric 

machines have been developed for aircraft electric propulsion 

[1][2]. Subsonic LSMs with high-temperature 

superconducting magnets are designed [3] to accelerate to a 

velocity of 1200 km/h in the near-vacuum tubes of 0.001 atm. 

A method for designing DC-excited linear synchronous 

motor as a drive system is presented by [4]. Design and 

characteristic analysis on the short-stator LSM for high-speed 

maglev propulsion is provided by [5]. 

    The application of LSMs has revolutionized the high-

speed passenger transport systems and trains [6][7] in a 

number of countries including Europe, Japan, and China. 

Linear synchronous electric motors have been widely 

employed in industry applications such as in roller coasters. 

They can drive a linear motion load without gears and 

mechanical intermediates. For instance, the Incredible Hulk 

roller coaster [8] was designed in 1999 as part of a 1-billion-

dollar park construction. In this roller coaster, 230 electric 

motors power a series of drive tires which provides 0 to 40 

mph in 2 seconds at a 30° incline. Section III provides 

fundamentals and technical specification of LSMs. 

    In the past decade, a number of new launch techniques and 

new launch power sources have been developed. DARPA and 

Aurora have developed a new runway independent UAV 

launch and recovery system; called SideArm [9]; which is 

capable of both land and sea-based operations. It brings 
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runway independence to a new class of fixed wing UAVs. 

The SideArm is a self-contained, portable apparatus to launch 

and retrieve other unmanned aircraft from trucks, ships and 

fixed bases. 

    The Insitu [10] trailer-mounted Mark 4 launcher - a self-

powered by an onboard diesel fuel generator and air 

compressor - is compatible with all of Insitu’s unmanned 

aircraft. The setup of this launcher with a weight of 4,200 lb, 

a deployed length of 22 ft, and with two operators, takes 

about minutes. The AAI RQ-7 Shadow is also launched from 

a trailer-mounted pneumatic catapult. Its pneumatic launcher 

can accelerate the 170 kg air vehicle to 70 knots in 12 m. 

    The rest of the paper is organized as follow. In Section II, 

fundamentals of launch technique and governing equations 

will be described. The launch power system using Linear 

Synchronous Motors are discussed in Section III. The launch 

control system employing an optimal controller is presented 

in Sections IV and V. The verification and validation of the 

technique are documented using MATLAB simulation in 

Section VI.  

II. FUNDAMENTALS OF RAIL LAUNCHERS 

   In a rail launch, the aerial vehicle is placed on the rail; when 

started, moves in the launcher along the rail for a very short 

time. In an ideal situation, a straight motion is desired for the 

UAV along the launcher. Major elements of a launcher 

(Figure 1) are ramp/slipway, elevation platform/mechanism, 

mobility wheels, transportation truck, power source, and push 

mechanism. Unlike missiles, there is often no rush in 

launching a UAV; thus, the azimuth and elevation platforms 

are adjusted by human operators, rather than through a 

closed-loop control system. 
    In the design of a launcher, parameters such as launcher 

length, launcher weight, launch angle, and the required force 
and power must be determined. Moreover, the type of source 
of launcher power (here, electric) needs to be formulated. 

 

 

Figure 1. Major elements of a launcher 

    The launch process is basically a linear accelerated motion, 

where the UAV is accelerating along the ramp. The 

relationship between acceleration, launch speed, and 

launcher length has significant implications for launcher 

design. In launch operation, a large structural load on the 

UAV is often imposed, due to a high linear acceleration. 

When a moving object with an initial velocity of V1 

accelerates to a new velocity of V2, the distance (x) covered 

is governed by the following equation: 

𝑉𝐿
2 − 𝑉1

2 = 2𝑎𝐿𝑅                 (1) 

where “a” represents the linear acceleration. For an UAV 

launcher, the initial velocity is often zero, and the distance 

traveled is equal to the length of ramp launcher (LR). In order 

for a launcher to create such acceleration, it must provide a 

sufficient launch force (FL). Along the launcher ramp, sum of 

the forces along x-axis creates the acceleration. The 

contributing forces in this accelerated launching motion are 

launch force (including UAV engine thrust); FL; UAV-ramp 

nonlinear friction force; Ff; UAV weight (W = mg), UAV 

drag (D), UAV lift (L), where m denotes the UAV mass. In 

the x direction (along the ramp), the momentum equation is: 

𝐹𝐿 − 𝐹𝑓 − 𝐷 = 𝑚𝑎                 (2) 

The aerodynamic forces of lift and drag [11] are:  

𝐿 =
1

2
𝜌𝑉2𝑆𝐶𝐿                         (3) 

𝐷 =
1

2
𝜌𝑉2𝑆𝐶𝐷                             (4) 

where ρ is air density V is velocity, S is wing planform area, 

and CL and CD are the lift and drag coefficients respectively. 

The friction force is proportional to the UAV normal force 

(x-component of the weight minus lift), N. It is the product 

of the coefficient of friction  with the normal force N, and 

acts to oppose the motion. Hence, the UAV-Ramp friction 

force (Ff) is: 

𝐹𝑓 = 𝜇𝑁              (5) 

where  is the friction coefficient between launcher rails and 

the UAV (indeed, two metals), and N denotes the normal 

force on the ramp. UAV weight and UAV lift are two 

contributing forces to the normal force. The ramp (Figure 2) 

has frequently a launch (i.e., climb) angle, . 

𝑁 = 𝑊𝑐𝑜𝑠𝜃 − 𝐿                  (6) 

 

 

Figure 2. Contributing forces on a launcher 

    The friction coefficient () between a UAV and the 

launcher rails is typically about 0.05-0.12. When the friction 

force from equations 5 and 6 is substituted into equation 4, 

we obtain: 

𝐹𝐿 = 𝑊𝑐𝑜𝑠𝜃(1 + µ) + 𝑚𝑎       (7) 
    This is the force (FL) that the launcher (indeed, the 

LSM) and UAV engine must provide to generate the desired 
acceleration during the launch operation. The engine thrust is 
contributing to the launch process; it will create a portion of 
the required launch force. 
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III. LINEAR SYNCHRONOUS MOTOR PROPULSION SYSTEM 

    A launcher requires a power supply for the activation of 

mechanisms such as the elevation platform. This paper 

introduces a new launch system for fixed-wing UAVs 

powered by LSM and a special track. Basically, the idea is 

that by launching the UAV along the rails at an angle, using 

LSMs and an electric power supply.  

    In general, a linear synchronous motor propulsion system 

is composed of two components, one is the LSM and the 

other is the power supply. A linear synchronous motor [12] 

is a motor by which the mechanical motion is in synchronism 

with the magnetic field. The force is generated as an action 

of traveling magnetic field produced by a poly-phase winding 

and an array of magnetic poles or a variable reluctance 

ferromagnetic rail. To reduce cost, synchronous linear motors 

rarely use commutators, so the rotor often contains permanent 

magnets, or soft iron. 

    To minimize the vehicle’s weight, the electric system 

interconnections should be optimized (e.g., use smaller 

diameter wires). In wiring modules, it is recommended to 

place the wiring to one side of the module rack, so that, the 

other side will be free and available for temporary hookups. 

LSMs are currently in use in amusement parks around the 

world as a method to launch roller coasters, and they have 

been proven to be reliable at quickly and smoothly 

accelerating large payloads hundreds of times a day.  

    A linear electric motor is a motor that has its stator and 

rotor unrolled (one part over the launcher aril, and one part 

attached under the UAV). So, instead of producing a torque, 

it generates a linear force along its length. In a linear 

synchronous motor, the mechanical motion is in synchronism 

with the magnetic field. LSM drives a load (here, a UAV) 

linearly without a need to gears and mechanical 

intermediates. Linear synchronous motors are the low-

acceleration, high speed and high-power motors with an 

active winding on one side of the air-gap and an array of 

alternate-pole magnets on the other side. Figure 3 illustrates 

the free-body diagram of a synchronous linear motor. 

 

 

            Top-view                                            Front-view 

Figure 3. Free-body diagram of a linear synchronous motor 

    The UAV is lay attached to a cart on the rails and will 

accelerate to the desired speed. The track (rail) contains on-

board exciting magnets for LSM. Flux from the exciting 

magnet interacts with the traveling magnetic wave from the 

stator to generate launch force. The launch force is generated 

as an action of traveling magnetic field produced by a poly-

phase winding and an array of magnetic poles or a variable 

reluctance ferromagnetic rail. The part that generates the 

magnetic flux or variable reluctance is referred to as salient 

pole rail. The part that generates the traveling magnetic field 

is referred to as the armature.  

    The length of required track is mainly a function of UAV 

weight, launch angle and launch power. LSMs benefit from 

high efficiency due to low magnetizing current and zero slip. 

This leads to a significant reduction of inverter rating, 

resulting in a substantial cost saving. 

    The LSM is selected as a source of generating launch thrust 

along the track. The model modeling of LSMs nonlinear, 

long, and complicated. The electromagnetic launch force 

developed by a LSM is obtained by: 

𝐹 =
𝑃𝑒𝑙𝑚

𝑢𝑠
             (8) 

    where Pelm is the electromagnetic power and us is the 

synchronous speed. The Pelm and us are functions of 

frequency of primary supply, the number of armature phase, 

rms value of the input voltage, and the rms value of armature 

current. The electromagnetic power and the synchronous 

speed are obtained by: 

𝑃𝑒𝑙𝑚 = 𝑚𝑉1𝐼𝑎𝑐𝑜𝑠(𝜙) − 𝑚𝑅1𝐼𝑎
2                 (9) 

𝑢𝑠 = 2𝑓𝜏               (10) 

    where 𝑚 represents the number of armature phase 

number, cos() is the input power factor, Ia is the rms value 

of armature current, R1 is armature winding resistance, and 

𝑉1 is the rms value of the input voltage, 𝑓 is the frequency of 

primary supply, and  is the mover (pole) pitch. The armature 

current is a function of desired launch force (FL): 

𝐼𝑎 =
𝐹𝐿𝑢𝑠(

1

𝜂
−1)

𝜌𝑤𝑙𝑤𝑗𝑐
               (11) 

     where 𝑗𝑐 is the amplitude of linear current density, 𝜌𝑤 is 

the electrical resistivity of the primary windings, and 𝑙𝑤 is the 

primary windings length. The parameter 𝜂 is estimated in 0 - 

1 range and will be finalized during the design. The two most 

generally used conductors (for wire windings) are copper and 

aluminum.  Copper has a higher conductivity (about 40% 

more); is more ductile; has relatively high tensile strength; 

and can be easily soldered.  Copper is more expensive and 

heavier than aluminum.  
    This launch system has a number of significant 

advantages as compared with conventional launchers. 
Loading UAV and setting them up would also take much less 
time and effort than other power systems. 

IV. OPTIMAL CONTROL 

    To optimize the launch operation, a closed-loop optimal 

control system is employed. The optimal control - Linear 

Quadratic Regulator (LQR) [13] - is based on the 

optimization of some specific performance criterion; or 

Performance Index; J. In this technique, no disturbance, 

noise, or uncertainty is considered.  

    We are interested in minimizing the error of the system; 

any deviation from equilibrium point is considered an error. 

To this end, an error-squared performance index is defined. 

For a system with one state variable, x1, we have 

𝐽 = ∫ [𝑥1(𝑡)]2𝑑𝑡
𝑡𝑓

0
             (12) 

Stator 

Po
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    An optimization technique for a dynamic system in state-

space format is employed. The LQR is an optimal controller 

and is defined as follows. The system of interest is of the 

form: 

 𝑥
•

= 𝐴𝑥 + 𝐵𝑢                         (13a) 

𝑦 = 𝐶𝑥 + 𝐷𝑢                    (13b) 

    Given the weighting matrices Q and R, the design task is 

to find the optimal control signal u(t) such that the quadratic 

cost function: 

𝐽 =
1

2
∫ (𝑥𝑇𝑄𝑥 + 𝑢𝑇𝑅𝑢)𝑑𝑡
∞

0
             (14) 

is minimized. The solution to this problem is:  

𝑢 = −𝐾𝑥             (15) 

where 

𝐾 = 𝑅−1𝐵𝑇𝑃             (16) 

and P is the unique, positive semi-definite solution to the 

Algebraic Riccati Equation (ARE): 

𝑃𝐴 + 𝐴𝑇𝑃 + 𝑄 − 𝑃𝐵𝑅−1𝐵𝑇𝑃 = 0       (17) 

    Based on this technique, the LQR gains are calculated 

using a MATLAB code, and then a control system is 

designed. The engineering judgment skill must be utilized in 

the selection of Q and R. Tuning techniques are 

recommended in the determination of design parameters. For 

instance, Q and R must be such that the detectability (i.e., 

(√𝑄, 𝐴) must be detectable) and observability requirements 

are met.  
    The LQR is a popular optimal control technique that has 

been successfully applied to control several UAV 
configurations. The LQR was successfully used [14] in 
stabilizing a Yamaha RMAX helicopter. 

V. LAUNCH CONTROL SYSTEM 

The electromechanical mathematical model of the stage with 

loads is formulated by employing the governing equation 

presented in Section III. The equation of motion can be stated 

in terms of electric current (i) and distance travelled (x) as: 

m𝑥̈(𝑡) = 𝐹𝑒 − 𝐹𝑓 − 𝐷      (18) 

By inserting models of electromagnetic force, friction force, 

and drag into equation 18, we obtain: 

m𝑉̇(𝑡) = 𝐾𝑒𝑖(𝑡) − 𝐾𝑓𝑥̇(𝑡) − 𝐾𝐷𝑥̇(𝑡)     (19) 

or,  

𝑉̇(𝑡) =
𝐾𝑒

𝑚
𝑖(𝑡) −

𝐾𝑓+𝐾𝐷

𝑚
𝑥̇(𝑡)                      (20) 

where Fe denotes the electromagnetic force (here, the launch 

force, FL), Ke represents thrust coefficient and the Kf and KD 

denote friction and drag factors respectively. The inherent 

force ripple and the effects of the magnetic flux distortions 

and saturations are neglected for simplicity. The launch angle 

is assumed to be constant, and two parameters of velocity (V) 

and acceleration (a) are controlled. By reformatting equation 

20, the state space representation of the launcher from is 

obtained: 

[
𝑥̇
𝑉̇

] = [
0 1

0 −
𝐾𝑓+𝐾𝐷

𝑚

] [
𝑥
𝑉

] + [
0
𝐾𝑒

𝑚

] 𝑖     (21) 

    According to Equation (21), and the relation between 

linear acceleration and linear speed, the block diagram of the 

linear motor positioning system is illustrated in Figure 4. 

 

Figure 4. Block diagram of the electric launcher control system 

    In literature, various aspects of LSMs including their 

modeling, analysis, design, and control have been discussed. 

For instance, Ref. [5] has presented the design and 

characteristic analysis on the short-stator LSM for high-speed 

Maglev propulsion. Here, we use a linear model, since the 

objective of this paper is mainly to provide the effectiveness 

of hybrid launch system.  

    Two important motion parameters need to be controlled 

during a launch operation: 1. Velocity (V), 2. Acceleration 

(a). This objective requires a closed-loop feedback control 

system using an appropriate control law. The goal of control 

law is to have a near-constant acceleration at start of the 

launch but ease off slightly at the end. Proximity sensors 

should be installed at increments along the track to measure 

and report UAV position and speed to calculate the linear 

acceleration. For safety reasons, some other parameters such 

as the armature current (i) of LSMs may be controlled too.  

    The block diagram of closed-loop control system of the 

launch operation is shown in Figures 5. There are motion 

sensors for three outputs: 1. Position is measured, 2. Velocity 

is calculated by differentiation of position, and incorporating 

time of measurement, 3. Acceleration is calculated by 

differentiation of velocity, and incorporating time of 

measurement. 

 

 

Figure 5. Block diagram of control system of the launch operation 

    The controller sends full-power signal to the motor when 

triggered. Due to the linear motion of the UAV along the 

track, an optimal control law will suffice in effectively 

controlling the launch operation. This dynamic system is 

modeled with two state variables, one input, and two outputs. 

The state space model is: 

𝐴 = [
0 1

0 −
𝐾𝑓+𝐾𝐷

𝑚

] , 𝐵 = [
0
𝐾𝑒

𝑚

],  C = [
1 0
0 1

], D = [
0
0

]    (22) 

The state and output variables are: 

𝑥 = [
𝑥
𝑉

] and y = [
𝑥
𝑉

] 

The control signal u is given (Figure 6) by 

u = k1(r - x1) - k2 x2 = k1 r - (k1 x1 + k2 x2)              (23) 

For a zero-reference input (i.e.,  r = 0):  
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u = -k1 x1 - k2 x2 = - Kx                               (24) 

To determine the state-feedback gain matrix K, where 

K = [k1  k2]                                       (25) 

 

Figure 6. Quadratic optimal regulator system for the launcher 

    The modified state-space representation is developed by 

incorporating two feedbacks into the original plant: 

𝑥
•

= 𝐴𝑥 + 𝐵(−𝐾𝑥 + 𝑘1𝑟) = (𝐴 − 𝐵𝐾)𝑥 + 𝐵𝑘1𝑟     (26) 

    Therefore, the revised state-space model matrices are: 

A1 = A – B*K; B1 = B*K(1); C1= C; D1= D        (27) 

    The new state-space model can be used in the simulation 

to determine the behavior of the system. Two objectives of 

control are: 1. Keep the acceleration below 7g, 2. Keep the 

launch speed to follow the desired velocity profile. UAV 

weight plays a major role in control parameters due to incline 

angle. The controller is generating a signal to the actuators 

(i.e., LSM) based on the control law. The LQR gains are 

functions of LSM features and UAV weight. Tabular values 

for LQR gains may be determined for various UAVs weights.  

    The main output of the LQR controller is the rms value of 

armature current (Ia or just i), which will be the input to the 

LSM. The main output of the LSM and the track is the launch 

force (F), which will be the input to the UAV. To reduce 

“jerk”, we need to have an overdamped velocity profile. To 

have a successful launch, the wind speed and direction should 

be measured at the launch site and incorporated in the control 

process.  

VI. SIMULATION AND RESULTS  

    In order to validate the design outcome, a launch system 

including a linear model of LSM for launching a UAV with 

a mass of 20 kg has been simulated by matlab Simulink. It is 

desired that the UAV reaches the velocity of 10 m/sec along 

the track before the end of launch operation. 

    The simulation is presented to demonstrate the efficacy of 

the proposed launch system with the control algorithm. 

Figures 7 through 11 illustrate the simulation results for: 1. 

LSMs current in Amps, 2. Velocity of UAV in m/sec, 3. 

Vehicle non-dimensionalized acceleration, 4. UAV 

displacement in meter, 5. Force generated by LSM in N, and 

6. Electric power provided to LSMs in W, respectively.  It is 

assumed that voltage for LSMs is 120 Volts.  

 

Figure 7. Variations of LSM current (in Amps) 

    From Figure 7, the maximum current is about 30 Amps at 

0.1 seconds to the launch. When the UAV reaches the desired 

velocity, the LSM current is reduced to almost zero.  

 

 

Figure 8. Variations of UAV velocity (in m/sec) 

    In Figure 8, the desired velocity of 10 m/sec (blue line) is 

a given value and shown. It can be seen that the UAV reaches 

this velocity in about 0.5 seconds (intersection of red graph 

with blue line) and continue to increase to about 10.5 m/sec 

due to the UAV linear momentum. Since no brake is 

considered in the launch system, the velocity is not reduced 

back to 10 m/sec during launch.  

 

 

Figure 9. Variations of normalized acceleration 

    As shown in Figure 9, the maximum non-dimensionalized 

acceleration, i.e., (in g) is about 7, it happens in the beginning 

of launch. When the vehicle reaches the desired velocity, the 

acceleration will become zero. 

 

 

Figure 10. Variations of vehicle displacement (in m) 

    As shown in Figure 10, after 1 second, the vehicle has 

displaced about 9 m. From this part of the simulation, it is 

concluded that a launch track with the length of 9 meters is 

required to launch a UAV with a mass of 20 kg. To have a 

launch site for UAVs with various masses, a longer launch 

track should be constructed. 

    As Figure 11 indicates, the maximum force generated by 

LSM is 1400 N at the beginning of launch. When the vehicle 

reaches the desired velocity, this force will become almost 

zero. Afterward, a small amount of force is needed to cover 

the track friction and UAV drag. 
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Figure 11. Variations of the LSM generated force 

        The maximum electric power provided to LSMs is 3.5 

kW after about 0.1 seconds. The engine of the vehicle should 

be started when the vehicle reaches the desired velocity (i.e., 

before UAV reaches the end of launch track). However, if the 

UAV own engine is operating along the track (concurrent 

with LSM), the vehicle will have a much faster velocity at the 

end of the launch operation.  

    By examining the simulation results, one can conclude that 

launch operation utilizing electric power is feasible. Using 

the LQR controller, the UAV is tracking and following the 

desired velocity on the track. For other UAVs with different 

weights, the LQR gains should be adjusted/changed. As the 

simulation results indicate, the launch operations using LSM 

is successful. Since the vehicle is along the ramp and uses a 

special rail connection, the UAV is stable and reliable.  

    Moreover, this system can be employed over and over 

again for various UAVs, so the overall launch cost is much 

lower than a vertical launch. The investment for the track and 

LSM is for a long run application. Furthermore, there is no 

possibility of explosion by UAV engines, since the launch 

power system is of electric type.  

VII. CONCLUSION AND FUTURE WORK 

    This paper presented a new launch system for fixed-wing 

UAVs powered by linear synchronous motors and a special 

track. This novel idea has the potential to be developed to a 

new technique for launching fixed-wing UAVs. In this paper, 

LSM was recommended as the source of generating launch 

force. The control of launch process was conducted utilizing 

an optimal controller. The most notable advantages of this 

technique are lower cost, higher reliability, stability, and 

safety. A difficulty in this technique is a relatively heavy 

equipment. For the future work, the next technical step would 

be to focus on reducing weight of the power system and 

improving the efficiency of this electric launcher.  
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Abstract— Recognizing traffic signals is essential to operate 
autonomous driving on urban roads. The V2I is the priority in 
recognizing traffic signals in autonomous vehicles because it can 
send the exact Signal Phase and Timing (SPaT) of the traffic 
signal. However, there are many V2I unable areas currently, 
and even if it is available, it might have trouble due to 
communication delay or fail-operation. Accordingly, we present 
the traffic signals recognition framework using the convergence 
of Vehicle-to-Infrastructure(V2I) and camera detection to 
complement V2I. This study uses the signal recognized by the 
camera sensor in the area when the V2I signal is unable. By 
changing the existing one-way decision-making method, we 
implemented a customized communication system that 
dynamically changes in real time and fits the infrastructure 
situation. We identified that the proposed method works well by 
deploying an autonomous driving pilot system on the designated 
segment in Sejong-si, South Korea, where the V2I is partially 
available. 

Keywords-safety and traffic efficiency applications; object 
detection;  C-V2X; image processing; CNN; deep learning  

I.  INTRODUCTION 

Recognizing the driving environment is critical autonomous 
vehicles [1][2]. In particular, to operate autonomous vehicles 
on city roads, it is essential to recognize signals such as 
intersections. One method for recognizing the traffic signal is 
the vehicle to infrastructure (V2I) communication to receive 
traffic signals. Since accurate information is required for 
autonomous driving, Signal Phase and Timing (SpaT) 
information is preferentially used through V2I. However, 
there are V2I unable areas due to communication errors or 
insufficient system construction. Furthermore, though V2I is 
available, autonomous vehicles might have trouble 
recognizing traffic signals via V2I due to communication 
delay or breakdown. Accordingly, it is essential to 
complement recognizing traffic signals by using other sensors 
because of fail-safety. 
In this paper, a camera is mainly used to complement V2I. In 

many studies, traffic signal recognition generally defines pre-
segment a scene to find a region of interest. Ruta et al. [3] 
propose a general detector purification procedure based on 
mean moving clustering. Heuristics, in which traffic signal 
recognition utilizes prior knowledge of color and shape, have 
also been developed to recognize traffic signals [4][5].  

However, it is challenging to process real-time camera-based 
signal recognition in real  environments. Therefore, real-time 
image processing was performed using TenorRT [6], which 
can achieve fast computation speed with excellent 
performance. In addition, it is necessary to transmit accurate 
signal information to autonomous vehicles in a section where 
there is no V2I communication. Existing research showed the 
accuracy of signal recognition based on dataset, but it is not 
possible to show test results that are processed in real-time by 
being mounted on an actual autonomous vehicle [7][8]. In 
addition, research has not been conducted on the application 
of autonomous driving systems by fusion with V2I 
information in actual road areas. 
In Section 1, a real-time signal recognition inference engine 

was implemented engine, and  in Section 2, it was mounted on 
the system and fused with V2I in the real driving environment 
and applied to the autonomous driving system. The real-time 
video was taken with one camera, and the traffic light area was 
decided using computer vision-based technology. 

 

II. METHODOLOGY 

The dataset used in this study was collected from Sejong City, 
South Korea. Therefore, we propose an algorithm to detect a 
traffic signal in an image frame through a real-road 
environment as input, as shown in Fig.1 The camera was 
installed in the center of the vehicle’s dashboard. The image 
is saved as a JPEG with RGB values of 2048x1536 pixels 
using a Blackfly S USB3. All images were captured under 
natural light conditions, such as variations in sunlight and 
complexity of the background. In particular, these conditions 
greatly increase the difficulty of detecting traffic lights in the 
field. 
 

 
Figure 1. An example from the real-world road dataset. (a) The input camera 
image (b) The traffic light detection result. 
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The Figure 2 shows the overall flowchart of the training and 

detection process for constructing an applicable detection 
model in this study. Our training model is reliable, fast, 
capable of detecting signals of various scales, and generalizes 
to new data sets obtained from the training set in the real world. 

 
A. Data Construction 

 
Labeled data requires class labels and locations for all 

ground-truth bounding boxes in the training image. In order to 
apply deep learning, traffic lights in the real driving 
environment were manually extracted and identified. 
Therefore, the dataset we collected using the camera is 2M 
images annotated with labels and bounding boxes. The model 
used in this study can detect four object classes {stop, go, turn, 
turn&go}. The trained model was tested using an image 
resolution of 832x832 pixels with the batch size set to 32 for 
consistency with the training image resolution. Because of the 
small size of the traffic lights in the whole image, it can be 
difficult to recognize the correct category, so you need to 
resize it to the appropriate image size. 

 
B. Traffic recognition system 

 
We next describe the model used for traffic light recognition 

and how it fuses with V2I in real-time. 
 
1) Detection model 
 

To detect object in an image, we use an algorithm that detects 
in a specific area instead of processing the entire image in high 
resolution. Each grid cell is an image divided into squares. 
Slide a rectangular cell over the image to detect and classify 
objects. Then, each value calculated in the cell is analyzed for 
significant differences between  the different cells, and the 
bounding area is calculated, outputting a bounding box. Each 
box is given as a tuple (x, y, w, h) and a confidence measure, 
where (x, y) is the center of the predicted box relative to the 
cell boundary, and (w, h) is the width and height of the 
bounding box relative to the image size. The neural network 
computes the features of the extracted object regions and 
classifies them into categories. This classification is scored on 
a predefined scale in the network based on the scores of the 
pre-classified objects. We use a model architecture that   
 directly predicts the object bounding box of an image in a 

one- stage model. 
 Raw images are sent from the camera to the computing 

system NVIDIA Xavier for processing. During training, the 
input to the model is a 3 channel color image with an 
annotated bounding box around each traffic light. Image data 
is propagated through multiple convolutional layers. In order 
to define the boundary of the object in the learning model, a 
grid size 832x832 is first defined. Then an object prediction is 

performed for each cell. A vector of size (C+5)·B is created 
for each grid element, where B defines the number of masks 
in one layer and C defines the number of classes. Parameter 5 
shows the center coordinates of the grid cell inner boundary, 
the height and width, and the probability that the boundary is 
defined correctly. This results in a prediction bounding box of 

Data Sources Train 

Train 
Model

Batch Size 

Precision 

V2X 
State 

B-Box 

Traffic 
Light 
Label 

Nvidia Xavier

Deep Learning Computer 

Priority 
Queue

Traffic
Node 

/bbox, 
/traffic 

Message 

Vehicle

Publish 
Model

Optimize 

using TensorRT Publish Subscribe

Output 
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Figure 2. The overall pipeline of traffic light recognition system. Batch size : Total number of training examples present in a single batch. Precision : 
Precision calibration. B-Box : bounding box center offset and scales 
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size 106x106xB. The framework for the traffic light detection 
can be seen in Figure 3. 

 
2)  Real-time Inference Engine (model acceleration) 

 
Optimization of the neural network architecture can be used 

to speed up processing and keep the accuracy at the same level. 
There are ways to speed up neural network processing without 
spending a lot of time changing programs. TensorRT is a 
platform that uses algorithms to optimize architectures and 
speed up neural network processing using algorithms that use 
the power of NVIDIA GPUs to increase computation. This is 
convenient in many cases because it can speed up programs 
without spending a lot of resources changing code. The 
process of using TensorRT to create a network for Xavier is 
shown in Figure 4.  
TensorRT analyzes graphs that represent network models. If 

there are repeating elements in the graph, TensorRT merges 
them. As a result, the network size becomes smaller.  
 

3) Traffic Signal Recognition using the Convergence of 
V2I and Camera Detection 

 

 In the proposed system, traffic lights on the actual road were 
captured by a camera attached to the vehicle. For object 
detection, a camera captures an object and then extracts 
features and learns it from a deep learning model. When a 
traffic light is identified, it is waiting in the form of a Robot 
Operating System (ROS) topic message so that data can be 
transmitted via ROS. In general, the braking distance 
information consists of distance-speed calculation, and the 
existing braking distance calculation map is presented in 
Table 1  [9]. Between 30 and 40 km/h, the braking distance is 
10 to 18m, and according to equation (1), the response time is 
1.38 to 2.5 seconds. In this study, 1.5 seconds is used as the 
required response time because the vehicle is traveling at 30 
km/h approximately. If the V2I data is blank for 1.5 seconds, 
the priority is switched to the image detector, and the current 
signal state can be determined by receiving the image 
detector’s ROS topic.  
 

TABLE I. BRAKING DISTANCE CALCULATION MAP 
 

 

𝑁𝑒𝑒𝑑𝑒𝑑 𝑅𝑒𝑠𝑝𝑜𝑛𝑠𝑒 𝑇𝑖𝑚𝑒 =  
஻௥௔௞௜௡௚ ௗ௜௦௧௔௡௖௘

ௌ௣௘௘ௗ ௢௙ ௏௘௛௜௖௟௘
        

  
 
The raw image of camera array C, the distance D from the 

vehicle to the traffic light transmitted via V2I communication, 
is given as input; the data transmission period is represented 
by the tick variable. As long as image data exists, the 
algorithm iterates. Traffic lights are detected using a pre-
trained model from the input image data. Traffic light 
information including the location and label of the bounding 
box is created and published in the form of a ROS topic. If 
data is not input for more than 1.5 seconds, the result derived 
from the learning model is subscribed to the vehicle.  
 The traffic light state communication algorithm is shown in 
Figure 5. 
 

III.  IMPLEMENTATION DETAILS 

 
 In this study, a TensorRT model was loaded on NVIDIA 

Jetson AGX Xavier, a powerful inference engine with JetPack 
4.6 provided by NVIDIA. CUDA 10.2, cuDNN 8.2.1, 
TensorRT 8.0.1, and OpenCV 3.4.0 are required for TensorRT 
to work properly. The system uses the Python programming 
language. Also, a file containing the trained model weights 
(weights) and network configuration(cfg) is needed to create 
the plan file. We found that  there is a significant difference 
between the number of frames in Xavier and the number of 
frames when TensorRT is applied. 

 Figure 4. A flow of the network creating on TensorRT 
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 Table 1 compares the hardware specifications of the 
NVIDIA developer kit. NVIDIA AGX Xavier is powered by 
the new NVIDIA Xavier processor and delivers over 20x 
performance and 10x energy efficiency, especially over the 
NVIDIA Jetson TX2.  
As shown in Table 1, the number of real-time video frames 

was measured. The number of video frames is one of the 
important factors that can affect real-time image processing. 
According to the test results, when TensorRT is applied, 14.9 
frames are compared to 6.6 frames when TensorRT is not 
applied. When TensorRT is a difference of about 2.25 times 
compared to when it is not applied. The accuracy of detection 
did not decrease after using TensorRT. 
 

TABLE II. HARDWARE SPECIFICATION 

 
TABLE III. FRAME DIFFERENCE BETWEEN STANDARD AND 

TENSORRT 

 
An accelerated engine model is generated and analyzed to 

determine one of four classes to quickly and accurately 

determine traffic light object recognition in a vehicle in real-
time. A NVIDIA Xavier equipped with an algorithm is 
implemented in the vehicle and transmits the traffic light 
recognition result to the main server that controls the entire 
vehicle using ROS topic message. In this way, it can be easily 
applied to other vehicles, resulting in high scalability. As a 
result of the experiment, it was found that the proposed system 
provides accurate traffic signal information in the unabled 
section of V2I in the city image with a complex background 
in Figure 6. 
 

IV. CONCLUSION 

 
In this study, we proposed a traffic light recognition 

algorithm that applied TensorRT to minimize image resource 
usage in the section where V2I is unabled. Performance was 
analyzed based on real-world scenarios tested in neural 
networks. To compensate for sections without V2I using 
camera sensors, we used a deep learning architecture based on 
Convolution Neural Network (CNN) to label traffic lights. As 
a result of our experiments, our algorithm was able to 
accelerate in terms of speed with the same accuracy. This 
function was available in real-time driving, where processing 
speed is an important value. Our method is simple but 
effective, and yields significant improvements in demanding 
road traffic object detection and image classification datasets. 
 

Figure 6. Experiment driving and Trajectories 
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Abstract—For the evaluation of drone operators, it is important
to assess their capability to produce high-quality video of a
certain object. However, traditional video quality assessment
methodologies are in general more geared towards video com-
pression and thus focus on the correct image representation,
and not on the real content of the produced data. In this
paper, we therefore propose a methodology to define a video
quality metric, specifically geared towards drone operations.
Using this quantitative measure as a baseline, we also propose
a methodology which proposes optimal drone trajectories for
obtaining a maximum amount of qualitative video data about
a given object or target in a minimum amount of time. The
proposed methodologies are validated within a virtual pilot
training environment.

Index Terms—video production; quality assessment; drones;
unmanned aircraft systems; situational awareness

I. INTRODUCTION

Drones are used nowadays for a plenitude of tasks, including
often missions where the drone operator is required to produce
a high-quality video of a certain object or target. These kind of
operations can range from wedding photography over search
and rescue [1] or bridge inspection [2] to military operations
[3]. Obviously, in order to fulfil such tasks in a proper way, the
drone operator requires a specific form of training and skills
development. Moreover, for mission-critical applications, it is
essential to assess on beforehand that the drone operator has
a sufficient level of skills with respect to this task. However,
to date the quantitative evaluation of this drone pilot training
expertise remains problematic, as it is not really possible to
quantify the quality of the piloting skills, notably related to
the capability of producing high-quality video data of a given
target.

Indeed, as we will develop in Section 2 on the state of
the art, there does not really exist a tool which allows to tell
whether a video produced by a certain drone operator contains
enough information about a certain target or not. Therefore, we
propose in this paper a methodology to quantitatively assess
the content of drone-based video data.

It should be noted that the methodology, which is explained
in detail in Section 3 of this paper, is not performed by an
analysis of the video signal, as this would render the approach
very difficult to port from one type of application or mission

scenario to another. Instead, the methodology is based on the
analysis of the position data, which drones typically receive
via their positioning sensors. As such, the methodology is task-
agnostic and can be applied to a wide range of applications.

We do focus in this research study mostly on military
operations, where aim is to gather a maximum amount of data
about a target in a minimum amount of time. A drawback of
this choice as an application is that the proposed approach
ignores cinematographic constraints (rule of thirds, etc.) as
they are commonly used for professional video photography,
which makes it less useful for these kinds of applications.

In the fourth section of this paper, we show how the
proposed evaluation metric can be used inside an optimization
scheme in order to automatically generate drone trajectories
that maximize the amount of high-quality video data obtained
from a certain target.

In the fifth section of this paper, we validate the proposed
methodologies in two use cases, highlighting the novel con-
tributions of this paper:

• A methodology for content-based video-quality analysis,
used for the assessment of the performance of drone
operators

• A methodology for the automatic generation of optimal
drone trajectories for maximizing the information gath-
ered of a certain subject

In relation to these validation experiments, it should be
noted that the quantitative drone-based video quality assess-
ment methodology presented in this paper is not an isolated
development. It is developed within the framework of the
ALPHONSE project by Belgian Defence [4], which has as a
goal to develop a virtual training environment for the training
of drone pilots of security services (e.g., police, firefighters,
civil protection, military) and to study the human factors
that influence the performance of these operatives. Within the
ALPHONSE training environment, drone operators perform
regular virtual training missions and the goal is to track their
performance related to high-quality video production with the
tools presented in this paper.
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Fig. 1: Taxonomy of video quality analysis methodologies.

II. RELATED WORK

Video quality analysis methodologies can be generically
classified into two different categories. On the one hand there
are the subjective video quality analysis methodologies [5],
which directly express the video quality as experienced by
humans. In order to do so, subjective video analysis method-
ologies require the video sequences to be shown to groups of
viewers. The subjective opinion of the audience is recorded
and averaged into a so-called Mean Opinion Score (MOS) to
evaluate the quality of the video sequence. While subjective
video analysis methods render excellent results, the problem is
that they are extremely labour-intensive and therefore difficult
to deploy in a practical context. As a result, more objective -
and therefore also more automated - have been developed.

Objective video quality analysis methods have been clas-
sified by the International Telecommunications Union (ITU),
according to the input data employed by the algorithms [6].

Media layer models directly use the video signal to define
a quality measure. These methods do not require a priori
information about the system under test and are therefore often
used for the comparison of different compression method-
ologies. Depending on the type of source data the processed
video is compared with, 3 types of submethods can be further
identified:

• Full-reference methods extract data from high-quality un-
degraded source signals. This is the type of methodology
(often a PSNR-derivative [7]), which is used for video
codec evaluation.

• Reduced-reference methods extract data from a side-
channel with signal parameter data.

• No-reference methods do not employ any source infor-
mation.

Parametric packet-layer models estimate the video quality
using only information from the signal packet header.

Parametric planning models use quality planning param-
eters for networks as an input in order to estimate a video
quality measure.

Bitstream layer models estimate the video quality by com-
bining encoded bitstream information with packet-layer infor-
mation.

Hybrid models use a combination of the previously dis-
cussed methodologies in order to estimate a measure for the
video quality.

All these traditional methodologies for video quality analy-
sis estimate the video quality based upon the assumption that
there exists a perfect input signal, wich is then degraded, due to
encoding, network transmission, decoding, display constraints,
etc. In our application, this is not really the case: the question
we are interested in is more whether a certain subject has been
perceived sufficiently within the video material. As such, it is
more a content-based analysis which is required.

Video content-based planning for drones has been shown
before by Hulens and Goedemé in [8]. Within this paper,
an autonomous drone is presented that automatically adjusts
its position in order to keep a subject (in this application
an interviewee) within view under certain cinematographic
constraints. In comparison with our research question, where
it is the aim to maximize the information gain about generic
subjects, this approach is very much geared towards one
application (the subjects are always human faces).

Building upon the ITU taxonomy for objective video quality
analysis methods (see Fig. 1), we therefore introduce a new
category of models which are based upon a processing of the
metadata layer. Indeed, drones typically have accurate GPS
sensors on-board, enabling to geo-localize all image and video
data produced by these systems. As we will develop in the
following section, we propose a methodology which uses this
meta-data to estimate a content-based video quality metric.

Obviously, the new metadata-layer ignores important as-
pects of the video quality analysis paradigm, as it does not
consider any errors that may be induced in the encoding -
transmission - decoding - display - pipeline. We acknowledge
this and advocate that it is - in a realistic deployment - prob-
ably the best idea to incorporate the proposed metadata layer
model together with another model in a hybrid architecture.
However, in this paper, we will focus fully on the elaboration
and validation of the metadata layer model by itself.

Drone trajectory optimization is a research field that has
received a lot of attention in recent years, as researchers have
started employing drones for a wide range of applications [9],
[10]. In its essence, this problems boils down to a constrained
optimisation problem, as there is an objective function (e.g.,
a number of targets that need to be reached) that is to be
minimized, while taking into consideration the constraints
imposed by the flight dynamics of the drone. This is the same
in this paper, where we employ in Section 4 the proposed
video quality metric as a basis for the optimization function.
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III. METHODOLOGY TOWARDS THE QUANTITATIVE
EVALUATION OF DRONE-BASED VIDEOS

The video quality analysis methodology presented here is
developed to be as task-agnostic as possible. However, this
makes it necessary to define some key basic assumptions made
by the algorithm.

• We assume that the drone camera is always looking
straight at the target. This assumption is made in order
not to over-complicate the algorithm with (dynamic)
viewpoint changes in function of the drone movement.
This is a realistic assumption, as in real operations, it is
very often the case that there is a separate camera gimbal
operator, whose task it is to point the camera at the target.
Obviously, this is a task that can be automated as well
using visual servoing methodologies [11]. In this paper,
we assume that such a method has been implemented.

• In order to ensure that the target object is perceived
equally from any different viewing angle, we assume
that the target has a perfect spherical shape. This will
be obviously an approximation, and for realistic objects
with a very different shape, it may lead to a different
evaluation. However, this is the most generic assumption
which can be made, and it can - if required - be further
refined if certain specific target shapes are better suited
for specific applications.

• As the zoom factor is a piece of information which is not
dynamically available to the algorithm, we assume here
a static zoom factor.

• The sole input parameters used by the video quality
assessment algorithm are the position of the drone at a
certain time instance xi = (xi, yi, zi) and the position of
the target xt = (xt, yt, zt), which is assumed to be static
during the entire video sequence.

The methodology proposed here towards quantitative video
quality analysis considers three sub-criteria, which determine
together the overall measure of video quality. These three
metrics are:

1) The number of pixels on target φp. It is well-known
that for machine vision image interpretation algorithms
(e.g., human detection [12], vessel detection [13]), the
number of pixels on target is a key parameter to predict
the success of the image interpretation algorithm. Also,
for human image interpretation, the so-called Johnson’s
criteria [14] state clearly that the ability of human
observers to perform visual tasks (detection, recognition,
identification) is a function of the image resolution on a
target.
The number of pixels on target is obviously correlated
to the zoom factor of the camera. However, as the zoom
factor is assumed to be constant, the number of pixels on
target is inversely proportional to the distance between
the target and the drone, such that:

φp =
λ

|xixt|
, (1)

where λ is a constant parameter ensuring that 0 6
φp 6 1. The parameter λ is dependent on the minimum
distance between the drone and the target, the resolution
of the camera and the focal length.

2) The data innovation φd. As expressed in the introduc-
tion, we want to assess the capability of drone operators
to obtain a maximum amount of information about a
given target in a minimum amount of time. What is
therefore very important is that the operators are able
to produce high-quality new video data of a target. The
data innovation metric is there to evaluate this innovation
quality.
This is performed by building up a viewpoint history
memory θj with j = 1...i−1, which contains a memory
of all normalized incident angles of previous viewpoints.
The current incident angle θi is then compared to this
memory. In practice this is done by taking the norm
of the difference between the current incident angle and
each of the previous incident angles. The data innovation
is then equal to the smallest of these norms, as this
represents the distance to the closest viewpoint on a unit
sphere:

φd =
i−1
min
j=1

(|θi − θj |) (2)

As the idea is to generate as much as possible new data,
the new viewpoint θi should be as far away as possible
from existing viewpoints, which is expressed by (2).

3) The trajectory smoothness φt. In order to achieve a high-
quality video, it is important that the trajectory of the
drone is smooth over time. Indeed, if the drone follows
an irregular motion pattern, then the resulting video
signal would be hard to interpret by human operators or
by machine vision algorithms. The metric φt therefore
evaluates the trajectory smoothness, by building up a
velocity profile ẋj with j = 1...i− 1, which contains a
memory of all velocities at previous time instances. The
current drone velocity ẋi is then compared to the n most
recent iterations in this velocity memory. This is done
by taking the norm of the difference between the current
velocity and each of the previous velocities. In order to
make more recent data count more in the evaluation,
this norm is weighted according to the recency of the
information. The weighted and normed sum of the n
most recent velocity differences is a measure for the
changes in the motion profile and is thus inversely
proportional to the trajectory smoothness, as expressed
by (3).

φt =
1

i−1∑
j=i−n

1
i−n |ẋj − ẋi|

(3)

All 3 video quality subcriteria have been constructed such
that they produce values between 0 and 1. According an equal
importance to each of these subcriteria, the overall proposed
measure for drone-based video quality can be written as:
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φ = |(φp, φd, φt)| (4)

Obviously, it is possible to attach weights to this global
metric in order to prioritize one or two of the subcriteria, in
function of the requirements of a given application. In this
paper, we study the generic case and do not apply any of such
weights.

IV. METHODOLOGY FOR GENERATING OPTIMAL DRONE
TRAJECTORIES FOR TARGET OBSERVATION

As advocated in Section 2, the drone trajectory optimization
problem is essentially a constrained optimization problem,
where the constraints are given by the flight dynamics of the
drone and where the optimization function expresses some
application-specific goal. Therefore, we need to define in the
first place the drone model and the application scenario.

As described in the introduction, one of the goals of this
project is to develop a methodology to automatically generate
drone trajectories such that a maximum amount of information
can be gathered about a subject in a minimum amount of time.
The application scenario is thus clearly a target observation
mission.

In this research work, we assume to be dealing with a
rotorcraft drone. This is a reasonable assumption, as rotorcraft
are in most cases also the types of unmanned aircraft that
would be used for short inspection or target observation tasks.
While the execution of complex dynamic flight behaviours
with rotorcraft drones requires a complex motion model and
control architecture [15], this motion model can be quite well
simplified for low-speed and quite static observation applica-
tions as is the case in the context of this paper. Therefore,
we adopt a very simple motion model [16] for the drone to
generate possible locations to move to.

Another assumption that we make is that we do not account
for weather effects such as wind. Obviously, such external in-
fluencing factors can be incorporated into the system later, but
here we wanted to validate in the first place the effectiveness
of the proposed trajectory generation approach.

A pseudo-code representation of the general framework of
the algorithm for generating drone trajectories is given in
Algorithm 1. We will now explain this methodology line by
line:

• Line 2: As stated above, the algorithm starts from a
simple drone motion model, which proposes a number
of possible discrete locations where the drone can move
to, taking into account the flight dynamics constraints.
In a first step, we perform a search over all possible
new locations in order to assess which one is the best
to move to. This means that a brute brute-force search
is followed for searching for the optimal position. This
is a quite simplistic approach, but we have opted for
this option as the number of possible locations is not so
enormous and it is therefore not required to incorporate
some advanced optimization scheme.

• Line 3: In a second step, the safety of the proposed new
drone location is assessed. This analysis considers in fact
two different aspects:

– The physical safety of the drone, which is in jeop-
ardy if the drone comes too close to the ground.
Therefore, a minimal distance from the ground will
be imposed and proposed locations too close to the
ground are disregarded.

– The safety of the (stealth) observation operation,
which is in jeopardy if the drone comes too close to
the target, which means that the target (in a military
context often an enemy) could hear / perceive the
drone and the stealthiness of the operation would
thus be violated. Therefore, a minimal distance be-
tween the drone and the target will be imposed and
proposed locations too close to the target will be
disregarded.

• Lines 4-6: The different sub-criteria are assessed, follow-
ing equations (1), (2) and (3).

• Line 7: The global objective video quality measure φ at
the newly proposed location is calculated, following the
equation (4).

• Line 8: The point with the highest video quality score φ
is recorded.

• Line 9-10: At this point, an optimal point for the drone
to move to has been selected (xb). The viewpoint history
memory θj and the velocity history memory ẋj are
updated to include this new point.

• Line 11: The drone is moved to the new point xb, in
order to prepare for the next iteration.

• Line 12: The point xb is appended to the drone trajectory
profile.

Algorithm 1: Trajectory generation algorithm.
Input: drone position xi = (xi, yi, zi)

target position xt = (xt, yt, zt)
Output: Drone trajectory Y

1 while not at end of the iteration do
2 xn ← CalculatePossibleNewPositions(xi)

forall proposed positions xn do
3 if EvaluateSafety(xn) then
4 φt ← CalculateP ixelsOnTarget(xn,xt)
5 φd ← CalculateInnovation(xn,xt,θj)
6 φt ← CalculateSmoothness(xn,xt, ẋj)
7 φ← |(φp, φd, φt)|
8 xb ← RecordBestPoint(xn, φ)

9 θj ← UpdateDataInnovation(θj ,xb)
10 ẋj ← UpdateTrajectorySmoothness(ẋj ,xb)
11 xi ← AdvanceDrone(xb)
12 Y ← RecordDronePosition(xb)
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V. RESULTS & DISCUSSION

For the validation of the proposed methodologies, we started
with the assessment of the performance of drone operators
in a simulation environment [4]. Multiple simulated operators
were asked to produce a high-quality video of a target within
the simulation environment and the resulting total φ scores
they obtained were recorded, as shown in Fig. 2. The figure
shows that the algorithm is capable of discriminating between
proficient users (e.g., number 3) and less proficient users.
However, it is certainly the case that more research is still
required in order to validate the relationship between the
subjective quality assessment and this objective metric.

Fig. 2: Video quality scores obtained by seven operators.

In a second phase of evaluation, we validated the proposed
automated drone trajectory generation, as presented in Section
3. For this validation process, we let the drone start from a
random location and evaluate the optimal trajectories estimated
by the algorithm.

An example of this analysis is shown in Fig. 3. In the
case of the experiment depicted in Fig. 3, the drone starts
from a location which is high above the target. The solution
proposed by the proposed automatic trajectory generation
methodology is shown in Fig. 3e, where the target position
is depicted by the large sphere on the bottom. As can be
noted, the proposed solution in this case consists of a spiraling
downwards movement, which ensures that the target is well-
perceived from all angles. Once the safety distance (from the
ground and from the target) is reached, the movement pattern
switches more towards an outwards extending rectangular
pattern. This movement pattern is both economic for the drone
and ensures that the target is perceived from ever more oblique
angles.

Figs. 3a-3c show the evolution of the subcriteria φp, φd
and φt during different steps of the drone trajectory. As can
be noted, the algorithm achieves attaining a relatively high
amount of pixels on target in the first half of the trajectory,
while the drone is spiraling downwards. In the second half,

the number of pixels on target decreases as the drone goes
further away to obtain more oblique views.

The data innovation φd, shown on Fig. 3b shows a mostly
decreasing evolution, which is due to the fact that it becomes
ever more difficult to find new information.

As can be seen on Fig. 3c, the trajectory smoothness is quite
constant during the majority of the trajectory, which means that
the algorithm achieves in choosing smooth trajectories. Only
near the end, there are peaks and valleys, which are related to
the rectangular pattern where 90° turns are interspersed with
straight lines.

Summing up the data innovation φd over time allows
to define a so-called scan completeness measure, shown in
Fig. 3d. This metric gives an idea of the amount of new data
which is gathered per step in the trajectory. In all experiments
we have conducted, this scan completeness metric shows an
asymptotic evolution, as shown in Fig. 3d. This is also to be
expected, as it becomes after some time harder and harder to
obtain new data. This metric can therefore be very useful for
drone operatives to evaluate in real-time whether it has sense
to continue the observation task or whether it is more sensible
to stop the mission.

VI. CONCLUSIONS AND FUTURE WORK

In this paper, we have developed a novel metric for assessing
the video quality for drone-based observation or inspection
tasks. This measure is based upon an analysis of the GNSS
positioning metadata embedded in the signal. The metric is
essentially based upon three criteria: the number of pixels on
target, the data innovation and the trajectory smoothness. The
metric was embedded in an automated trajectory generation
approach, which finds optimal trajectories for maximizing
the amount of information perceived from a given target.
The metric and the trajectory optimization methodology were
validated in the framework of a drone training and simulation
environment.

The validation showed that the proposed video quality
metric is capable of discriminating between different levels
of users. However, more research is certainly required in this
domain to assess the viability of the proposed metric. As the
metric is now incorporated in the drone training environment
[4], it is now the idea to start larger-scale user-testing to
address this issue.

An obvious shortcoming of the proposed metric, is that
it only takes into account (GNSS) positioning metadata. We
will therefore in a future iteration integrate this approach in
a hybrid video quality analysis model, in order to come to a
more comprehensive metric. Furthermore, we aim to address
some of the assumptions made in this work, making the
approach work also for non-spherical objects and while also
accounting for weather effects.

As discussed in Section 5, the proposed trajectory genera-
tion approach succeeds in finding optimal trajectories for target
observation and inspection. Moreover, having a real-time view
on the scan completeness allows to know when it is the best
time to end a mission. Both of these contributions of this paper
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Fig. 3: Drone trajectory generation validation.

can be important time-savers for drone operators, or they can
form the basis for automated target observation missions.
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Abstract—The Unmanned Autonomous Systems (UAS) are an-

ticipated to have a permanent role in offshore operations, enhanc-

ing personnel, environmental, and asset safety. These systems can

alert onshore operators of hazardous occurrences in the environ-

ment, in the form of anomalies in data, during real-time inspec-

tions, enabling early prevention of hazardous events. Time series

data, collected by sensors that detect environmental phenomena,

enables the observation of anomalous data as dynamic instances

of the dataset. Recent research characterizes anomalies in terms of

their patterns of occurrence in data. However, there is insufficient

research on anomalous temporal change patterns. In this paper,

we examine anomalies in relation to one another and propose

a conceptual categorization system for anomalies based on their

temporal changes. We demonstrate the categorization through a

case study of potentially hazardous occurrences observed by UAS

during underwater pipeline inspection.Analyzing anomalies based

on their behavior can provide further information about current

environmental changes and enable the early discovery of unwanted

events, simultaneouslyminimizing false alarms that overwhelm the

systems with low-significance information in real-time.

Keywords—anomalies, anomalous change detection, anomaly

detection, time-series analysis, autonomous systems

I. INTRODUCTION

Sensors integrated into Unmanned Autonomous Systems

(UAS), such as underwater autonomous vehicles, are reshaping

our perception of the world by detecting environmental phe-

nomena and responding to them through inputs such as graphics,

motion, pressure, and heat. Underwater UAS, particularly in the

offshore industry, are intended to replace operators in remote

and potentially dangerous locations by residing on the seabed,

collecting the data, and continuously monitoring and inspect-

ing assets and the environment. In crucial situations, real-time

data collection and analysis of the environment or assets can

provide critical information, signaling us of potentially harmful

deviations within the data, known as anomalies. Failure to

capture anomalies effectively can have a devastating effect on

the environment and result in severe financial loss.

Despite their ample presence in research and industry,

anomaly detection methods have not yet matured as they are

frequently too specialized or complex to evaluate [1]. Detecting

anomalies, particularly for time-series data, is a challenging task

that needs real-time processing while learning from analyzed

data and making predictions [2]. Most anomaly detection meth-

ods are based on statistical samples of some data regions col-

lected over time [3]. When the input data for these data regions

changes, it becomes challenging to select the most appropri-

ate strategy for detecting anomalies [3]. More compellingly,

it becomes challenging to detect anomalies and capture their

changing nature in real-time. The anomalous change detection

method searches for unusual discrepancies between measure-

ments taken at the same site at various periods [4]. These

discrepancies may be due to harmless changes in atmosphere

or sensor equipment. However, they may also be pervasive and

potentially indicative of something hazardous evolving at the

monitored site, i.e., a deteriorating material of a pipeline surface

at the offshore oil and gas platform. Unfortunately, anomaly

detection methods can have two significant drawbacks: they

can ignore anomalies for the sake of efficiency as tolerable

collateral damage [5], or they can overload the system with

low-significance data, referred to as false alarms or noise [6].

The ideal outcome of anomaly detection is to alert operators

of anomalous occurrences as soon as they are detected while

minimizing false alarms [2].

Historically, anomalies have been defined primarily by their

pattern of occurrence in data. However, there is insufficient

investigation and categorization of anomalies based on how

they relate to one another, particularly by the patterns of their

temporal change. The time-series data enables the collection and

observation of anomalies as dynamic instances of data that alter,

evolve, disappear, and reappear. Therefore, this paper’s contri-

butions is a conceptual categorization of anomalies according

to patterns of their temporal change, through an overview of the

identification of anomalies during time-series change detection.

Analyzing anomalies based on their behavior can provide more

information about current environmental changes and allow for

the early detection of anomalous, potentially hazardous occur-

rences in real-time. Consequentially, analyzing anomalies by

their behavior can assist in minimizing false alarms by allowing

for the more certain elimination of noisy data.

This paper is structured as follows: Section II discusses

related work exploring anomalies’ characteristics and

categorization, anomalous change detection methods, and

real-time anomaly detection. In Section III, we describe the

proposed anomaly categorization according to their temporal

changes. Section IV summarizes the findings and concludes

the paper. Finally, Section V discusses future research.
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II. RELATED WORK

A. Anomaly Characteristics and Categorization

Anomalies are instances in a dataset that are unusual in

some way and deviate from the dataset’s overall or predicted

trend [7]. There have been numerous attempts in the literature

to categorize anomalies based on their presence in data, the

data structures in which they arise, or even application-specific

high-level categorization.

1) Anomalies by Data Structure: In a recent review on

the nature and categories of anomalies, Foorthius [1] presents

an overview of anomaly categories from a data-centric

perspective. Because most datasets follow a well-defined,

organized format, the author [1] describes the anomalies by

examining the data structures that include them: cross-sectional,

time-series, time-oriented, sequence, graph, tree, spatial, and

spatio-temporal data structures. The author [1] then divides

anomalies into univariate, multivariate, and multivariate

aggregate anomalies, each of which includes numerical, class,

or categorical anomalies and mixed data anomalies.

2) Anomalies by Occurrence in Data: While categorizing

anomalies according to the data structure in which they occur

simplifies their detection, the literature most often refers to a

more general approach to anomaly categorization [8]:

• Global anomaly - one or more independent data points that

deviate from the rest of the data. Global anomalies are

alternatively referred to as point, and content anomalies [9]

[10].

• Collective anomalies - a group of data points that differ

from the rest of the data. When observed individually,

these points often do not constitute an anomaly. Collective

anomalies are alternatively referred to as group or aggre-

gate anomalies.

• Contextual anomalies - anomalies that deviate when an

intentionally chosen context is considered, i.e., weather,

season, or location. Contextual anomalies are alternatively

referred to as conditional anomalies [11].

3) Anomalies by Data Source: According to Erhan et al.,

[12], sensor systems have become the primary source of data.

Therefore, the authors [12] categorize anomalies according to

their origins and potential causes (see Table I). Sensor data

frequently deviate from predicted behavior. The authors [12]

underline the importance of evaluating the performance of

anomaly detection systems using physical world data, as op-

posed to virtual testing with simulators. Since anomalies occur

suddenly and are frequently unusual in physical world data,

artificially manufacturing them through simulations or data ex-

trapolation can be challenging.

TABLE I
ANOMALY CATEGORIZATION BY ORIGIN, ADAPTED FROM ERHAN ET AL. [12]

Anomaly origin Potential cause

Environment Unusual events, disasters, weather changes,
new objects or compounds

System Hardware limitations, system malfunctions

Communication Network loss or delay

Attacks Malevolent attacks on the physical components,
malevolent interference or attack in network

Spike Short peak in measured values,
distinct deviation from common measurements

Noise Increase in the variance in successive data samples

Constant A constant neutral value reported by sensor

Drift Off-set in the measurements

4) Application-Defined and Specific Anomaly Types:

Ragozin et al. [13] approached forecasting complex time-series

within an automated industrial system by basing anomalies

on their distinct dynamic characteristics to increase the ef-

ficiency of information security management within the ob-

served system. The authors [13] developed a method based on

structural analysis of multi-component time series and digital

signal processing technology for decomposing complex multi-

component time series into several essential components for fur-

ther real-time monitoring of the industrial information system

and detecting any component-specific behavior anomaly event

or proximity to such event.

Lutz et al. [14] analyzed operational safety-critical anoma-

lies. The authors [14] argue that despite the widely-established

benefits of anomaly analysis for operational software, research

on anomaly analysis for safety-critical systems has been sparse.

Patterns of software anomaly data for operational, safety-critical

systems, in particular, are poorly known [14]. The authors [14]

describe the findings of two hundred abnormalities on seven

spacecraft systems using classification methods. The results of

their study demonstrated various classification patterns, includ-

ing the causal significance of data access and delivery issues,

hardware degradation, and unusual incidents. Anomalies fre-

quently revealed hidden software needs critical for the system’s

robust, accurate operation [14].

B. Anomalous Change Detection

In a recent review of change detection, Liu et al. [15] clas-

sify change detection methods based on their application pur-

pose, data availability, and automation degree. The authors [15]

describe anomalous change detection, and time-series change

detection as application-specific methods most frequently used

in image analysis. By suppressing background and emphasiz-

ing alterations, anomalous change detection finds anomalous

changes between images. Anomalous change detection is typ-

ically focused on detecting minor changes caused by the inser-

tion, deletion, or movement of produced small items and on

small stationary objects that exhibit spectrum shifts between

images, as with camouflage concealment and deception [15].

The authors [15] argue that the critical point is to examine the

image statistics, increase the likelihood of detecting changes
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Fig. 1. (a,b) Predictable change in image contrast and brightnes; (c,d) Interesting
change with (artificially) added vehicle, adapted from [4]

induced by human activity, and suppress background in image

scene sequences.

Theiler et al. [4] employed anomaly detection to identify

uncommon changes in images of the same scene captured at

various periods and often under varying viewing conditions (see

Figure 1). The detection of anomalous changes in imaging is

of broad general interest and is particularly useful in remote

sensing [4]. The authors [4] emphasize that anomalous change

is distinct from and more unusual than changes across an entire

scene. The authors [4] propose a framework based on a non-

flat background distribution stated in terms of data distribution,

with anomaly detection treated as a classification problem.

The proposed framework identifies anomalous changes cap-

turing meaningful differences between images while avoiding

predictable noisy information caused by the camera’s focus,

contrast, or brightness.

C. Time-Series Anomaly Detection

Although many organizations collect time-series data, Fer-

emans et al. [16] contend that automatically analyzing them

and extracting valuable knowledge, such as a comprehensible

model that flags critical anomalies, remains a complex problem,

despite decades of effort. After examining various benchmark

datasets for time series anomaly detection, the authors [16]

discovered that these datasets frequently contain univariate time

series with local or global extrema or point anomalies. By

contrast, their research concentrated on collective and contex-

tual anomalies, requiring data analysis from multiple sources

to detect anomalies successfully. As a result, the authors [16]

proposed a method for detecting anomalies in mixed-type time

series. The method uses frequent pattern mining methods to cre-

ate an embedding of mixed-type time series to train a prevalent

anomaly detection method, isolation forest. Assuming that the

anomalies are infrequent in the data, the isolation forest isolates

them by continually splitting the data with low computational

costs [17]. Experiments on multiple real-world univariate and

multivariate time series and a synthetic mixed-type time series

demonstrate that the proposed method outperforms established

anomaly detection methods such as MatrixProfile, Pav, Mifpod,

and Fpof [16].

Hannon et al. [18] used anomaly detection on streaming data

to explain a power-grid system’s real-time behavior and provide

insight to system operators. The authors examined a real-time

anomaly detection followed by a data-driven framework based

on the statistical machine learning methods (decision trees and

k-nearest neighbors) to enable the remote analysis of individual

grid components for monitoring, detecting, and classifying

anomalies that generate warnings of possible shortcomings

in the system. They [18] concluded that classification of

identified anomalies using well-defined probabilistic scores

and classification of detected anomalies using interpretable

decision trees demonstrates a high level of accuracy, as a result

enabling operators to take corrective action to avert cascading

blackouts and prevent system failures.

Previous research has established a variety of applications for

anomaly detection and a need for a more profound comprehen-

sion of anomalies. In a discussion paperAnomalousness: How to

measure what you can’t define, Theiler [19] describes anomaly

detection as target detection with unknown targets and with the

objective to differentiate anomalies (unknown targets with stub-

bornly undefined attributes) from a background that is generally

too cluttered to support an explicit model. Despite the chal-

lenges in defining and categorizing anomalies, the outcomes

and discussions of previous studies demonstrate a promising

direction in application-specific and dynamic-oriented anomaly

categorization.

III. CATEGORIZATION OF ANOMALIES BASED ON THEIR

TEMPORAL CHANGES

After decades of research on anomaly detection, selecting

anomalies to investigate and those to disregard as noise contin-

ues to be a complex problem, particularly with the pressure of a

growing need for autonomous systems. Given the poor camera

vision and ambiguous sensor inputs in the subsea environment

[20], it is only natural to assume that strange phenomena,

such as biological growth or misplaced objects, are frequently

misinterpreted. This misinterpretation can further result in the

misallocation of resources or the omission of signs indicating

a more hazardous occurrence. Using inspiration from prior re-

search on grouping time-series data [21] and integrating time-

series and event logs into itemsets [16], we open opportunities

to investigate prospects for isolating and analyzing changes

in anomalies based on their geospatial context. By combining

insights from time-series change detection on dynamic data

points [21]–[23] with application-specific anomalies [14] [24],

we observe that anomalies can display behavioral patterns such

as frequent or reoccurring, disappearing and reappearing, and

expanding.

a) Frequent or Recurring Anomalies: Feremans et al.

[16] discuss frequent patterns in data, assuming that because
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Fig. 2. (a) Visual inspection of underwater pipeline, images taken by au-
tonomous underwater vehicle, adapted from [20]; (b) 3D scan over the under-
water pipeline, adapted from [20]

anomalous activity infrequently occurs in time series, the fre-

quent patterns represent frequently seen normal behavior. The

main advantage of frequent pattern extraction is that the ex-

tracted patterns are easily interpretable and aid classifiers and

anomaly detection methods in differentiating between normal

and anomalous behavior in data. However, it might quickly

become problematic if an anomalous event occurs repeatedly or

in patterns.Anomalies that reoccur in patterns, hence generating

a recurrent pattern in obtained data, present a concern because

they can be difficult to spot or even mistaken as part of the

normal dataset. Normal data can mask these anomalies, mak-

ing it particularly difficult to detect when using unsupervised

methods.

A practical example, seen on Figure 2, is the pipeline

with unclear surface material, provided by images collected

during a visual inspection of sea bottom infrastructure by an

autonomous underwater vehicle. Visually inspecting structures

can detect various phenomena, from object detection to material

degradation such as corrosion monitoring [25]. However, a

less intrusive process, such as biological growth, happens

frequently and can readily obscure a more intrusive process,

corrosion. Although additional measurements like ultrasonic

testing and electromagnetic mapping are used to identify

additional information about the corrosion process, the pace

of corrosion (spread over time), the exact location, and even

plausible causes [25], relying on unsupervised visual inspection

of anomalies may not be sufficient.

b) Disappearing and Reappearing Anomalies: Although

disappearing anomalies are not usually mentioned in indus-

trial anomaly detection applications, they are a fairly common

topic in stock market anomaly detection. During the analysis of

the dynamic persistence of anomalies, Marquering et al. [26]

highlighted the occurrences of disappearing and reappearing

anomalies. Since most seasonal or predictable anomalies are

well-known, they should not persist [26]. However, the authors

[26] question the persistence of such anomalies as a source of

contention. They highlight essential questions on disappearing

and reappearing anomalies in data: Are there still anomalies in

recent data? Are they just existent during specific periods, or

did they completely vanish? What is the immediate cause of the

endurance of the anomaly? The occurrence of disappearing and

reappearing anomalies may be of interest in time-series change

detection for various applications.

During a real-time inspection of an underwater pipeline,

as depicted in Figure 3, recordings of fading unusual events

may represent a low-importance environmental phenomenon

that does not require comprehensive inspection, thus saving

additional resource allocation. However, the persistence of

such occurrences may represent something of more profound

research interest [26].

c) ExpandingAnomalies: As the environment evolves and

changes over time, assuming that anomalous occurrences will

exhibit similar changes is natural. Despite anomalies’ dynamic

and evolving nature being frequently discussed in sensor net-

works, it is not often discussed in other applications. What

appears to be an innocuous anomaly may grow to affect various

regions of the inspected structure. The purpose is to identify the

onset of the anomaly as fast as feasible while maintaining a low

false alarm rate [23]. This detection problem is formulated as a

stochastic optimization problem utilizing a delay metric based

on the anomaly’s worst-case path [23]. In Figure 4, we illustrate

a point anomaly (Figure 4 (a)) expanding into a collective

anomaly (Figure 4 (b-j)). At an early stage (Figure 4 (a)), the

detected point anomaly or a smaller collection of anomalies

may not yet indicate a high-significance unusual occurrence.

However, if unexplored, the anomalous collection may develop

into a possibly hazardous state (Figure 4 (j)), leaving less time

for a reactive response. Detecting anomalies early enables pre-

ventative measures. Expanding fractures of the pipeline surface

material are a practical example of expanding anomalies during

an underwater pipeline inspection.

Fig. 3. (a) Visual inspection of underwater pipeline, images taken by au-
tonomous underwater vehicle: Possible material degradation or biological
growth?, adapted from [20]; (b) 3D scan over the underwater pipeline, adapted
from [20]
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Fig. 4. Anomalies that expand over time

TABLE II
DESCRIBING ANOMALIES BY TEMPORAL CHANGE

Anomaly Type Frequent / Recurring Disappearing and Reappearing Expanding

Point Frequently occurring point
anomaly.

Disappearing and reappearing point
anomaly may be a sign of pervasive
environmental phenomena.

Point anomaly may evolve into a
collective anomaly of larger size
and impact.

Collective Frequently occurring collection of
anomalies with similar properties
(i.e., geospatial context).

Disappearing and reappearing col-
lective anomaly may be a sign of
pervasive environmental phenom-
ena.

Collective anomalies may evolve
into a more intrusive anomalous oc-
currence of larger size and impact.

Contextual Anomalous depending on the con-
text due to a potential risk of being
misinterpreted as normal and left
unexposed or a frequent anomaly
collection obscuring more intrusive
processes.

Context (i.e., geospatial,
seasonal, weather) aids in
determining the anomalousness
of the disappearing/reappearing
phenomena and finding the causes
of their persistence.

Anomalous depending on the con-
text.

The proposed conceptual categorization of anomalies accord-

ing to their temporal changes does not impede their occurrence

in data as point, collective, and contextual anomalies. Table II

summarizes the two categories that are intended to complement

one another, aiding in our comprehension of unusual events

occurring during autonomous operations. Anomalies’ behavior

is highly dependent on context, not just on their occurrence

as a single point or collection of anomalies. The criticality of

frequently occurring point and collective anomalies varies by

context, as they may be seen as normal and therefore obscure

more intrusive processes. This increases the likelihood that the

unexposed anomaly may develop into a potentially hazardous

event that could have been discovered earlier. Similarly, the

context (i.e., seasonal, weather) of disappearing and reappearing

anomalies can aid in identifying the cause of their pervasiveness

and provide additional reasoning for unanticipated environmen-

tal phenomena. Additionally, the point anomaly may expand

creating a collective anomaly of more impactable volume and

intrusiveness. Contextual information (e.g., changed material

properties due to chemical or temperature variations) can as-

sist in determining the criticality and anomality of observed

unanticipated changes. Observing and categorizing anomalies

according to their temporal changes adds context to our un-

derstanding of how anomalies relate to one another and evolve

in a normal and predictable data environment. This knowledge

enables the UAS to perceive environmental phenomena and

anomalous events in their geospatial and temporal context,

improving understanding of the significance and criticality of

anomalous occurrences.

IV. CONCLUSION

The research on time-series anomaly detection has been

application-oriented and vague. Despite decades of research and

categorization approaches, persistent obstacles prevent anomaly

detection from maturing and becoming a dependable compo-

nent of autonomous systems. While an unsupervised and data-

driven strategy is common in industry and research, it is in-

sufficient to achieve reliable autonomy. Therefore, this paper

proposes a fundamentally different perspective of anomalies

via a conceptual categorization of anomalies according to their

temporal changes. Frequent or recurrent, disappearing and reap-

pearing, and expanding anomalies describe the behavior of

anomalies and provide context for their dynamics observed

through time-series data analysis. Observing anomalies as they

evolve through time enables us to deduce the underlying causes

of anomalous occurrences, focusing onmore pertinent data from

the vast collections of sensor measurements, thus allowing the

UAS to react if and when the situation requires it during real-

time operations.
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V. FUTURE WORK

We regard our approach of categorizing anomalies according

to their temporal change as a starting point for future research

to construct a framework for detecting anomalous change in

real-time by identifying practical time-series anomaly detec-

tion methods. Thus, future work involves simulating streaming

data and analyzing images collected by the UAS during visual

inspection of an underwater pipeline to validate the proposed

temporal categorization of anomalies and identify potential

shortcomings.
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Abstract— In current production shop floors, a fleet of 

production machines and AGVs form a full manufacturing 

system with a high degree of automation. These current 

manufacturing systems need to deal with high variability of 

products and production tasks. Every task, however, requires a 

proper reconfiguration & control that is often done manually 

requiring complex settings and long configuration time. With AI 

techniques the reconfiguration of these systems to deal with a 

new task can be made more intuitive. In this paper we present 

the upgrade of an autonomous system, used for manufacturing 

assets handling and transportation, with AI features that make 

it easy to reconfigure in order to deal with high variability of 

assets and missions. Visual and spoken information is used to 

instruct and guide the autonomous vehicle using an AI 

multimodal framework where first, spoken language, with 

different local dialects, is translated to digital instructions, that 

can be associated to visual information to form control 

instructions to the autonomous vehicle. Different AI models, 

respectively for spoken language understanding, visual 

perception, vision based navigation are associated through a 

multimodal AI framework to intuitively control the AGV to 

perform a specific task. Beside the challenges related to the 

integration of these models in the AGV platform, other 

challenges related to dealing with variabilities of dialects, 

objects, surroundings and ambient conditions are partly tackled 

in this research. 

Keywords-AI based autonomous systems; Multimodal AI; 

Natural language processing (NLP); deep learning; neural 

networks; reinforcement learning 

I.  INTRODUCTION 

Autonomous Guided Vehicles (AGVs) are becoming 
more and more popular in industrial applications. They can 
pick up and deliver materials around a manufacturing facility 
or warehouse [1]. However, with the continuously increase 
of mass customization [2], a return on investment of 
production AGVs can only be obtained if these AGVs can 
easily perform large variability of tasks and / or deal with 
large variability of products.  

Tasks scheduling and allocations have been done by a 
central entity for a fleet of AGVs following predefined 
configurations. Driven by flexibility, robustness and 
scalability requirements, the current trends in AGV systems 
are customization and decentralization [3]. In a decentralized 
architecture, an AGV broadcasts the information about its 
states in a local way and decides which actions to take [4]. 

Although new generation of AGVs are highly instrumented 
with different guidance systems (optical, magnetic, laser, 
etc.), they are more optimized and suited for long-distance 
transportation of materials from / to multiple destinations, 
and / or tuned for repetitive and predictable tasks [5].  

(Re-)configurating AGVs to perform multiple tasks in a 
non-predictable environments remains, however, a challenge 
today in industrial floors due to dynamically changing 
environments. Literature in this research remains very limited 
and focuses more on path planning methods in unknown 
environments, yet using references (e.g. markers, identifiers, 
etc.) [26]. Research on voice controlled AGV remains in the 
level of performing basic operations (e.g. moving with 
constant speed) in a prescribed path [27].  

In this paper, we propose a Multimodal Artificial 
Intelligence (AI) framework that allows to intuitively and 
easily (re-)configure an AGV to perform different and 
variable tasks. In this framework, an operator can instruct the 
AGV by speech interaction that can be done locally or 
remotely. The operator can intuitively instruct the vehicle. 
This instruction is then decoded through different 
interpretation layers that make respectively use of (i) natural 
language processing, (ii) association with vision deep 
learning for objects recognition and localization and (iii) 
association with reinforcement learning for navigation.  

(i) Spoken interaction offers fast and natural interaction 
with machines and AGVs, while operators keep their hands 
and eyes free for other tasks. The task of a Spoken Language 
Understanding (SLU) component is to map speech onto an 
interpretation of the meaning of a command, while taking the 
variability in the input signal into account: differences in 
voice, dialect, language, acoustic environment (noise, 
reverberation), hesitation, filled pauses and pure linguistic 
variation. Traditionally, SLU is approached as a cascade of 
Automatic Speech Recognition (ASR) mapping speech into 
text followed by Natural Language Understanding (NLU) 
mapping text onto meaning. This cascaded approach tends to 
propagate and inflate ASR errors and requires application-
specific textual data, which is unnatural to acquire. Instead, 
this work uses End-to-End SLU (E2E SLU), where spoken 
instructions are directly mapped onto meaning without 
textual intermediate representations.  
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Figure 1. Autonomous platform around the autonomous off-highway vehicle 

 
(ii) For the agents to interact with the environment, they 

must process and understand visual input, i.e., extract the 
semantically relevant cues from the environment in order to 
execute the desired task. Should the input be provided from 
an RGB camera, a plethora of Deep Learning techniques 
could be leveraged to achieve visual understanding. Deep 
Learning techniques rely on Neural Networks, commonly 
(pre-)trained on large-scale general-purpose datasets, e.g., for 
visual recognition [6] such as object detection [7]. Since our 
goal is to interpret a language-based instruction we need to 
locate the object(s) referred to by the person in the 
environment. To this end, we build on a state-of-the-art object 
detection method. Given an RGB input, the object detector’s 
role is to locate (detect) the relevant objects, i.e., potential 
objects that the person instructing the AGV might refer to. 
This serves as a backbone to perform multimodal interaction 
— associating the representation of the language-based 
instruction with the representation of the spatial layout of the 
scene (2D location and categories of the detected objects). 

(iii) Egocentric navigation is one of the core problems 
intelligent systems need to master. An agent needs this skill 
not only to execute the task at hand, but also to navigate, in 
order to collect experience that can be used to learn from. 
Navigation is typically done by either using expensive 
specialized lidar and radar sensors, or by relying on visual 
inputs. In this paper we examine the performance of utilizing 
an RGB camera, a depth camera or a combination of both for 
navigation. In the presented approach we have chosen for an 
end-to-end learning-based navigation approach. Such an 
approach is able to outperform Simultaneous Localization 
and Mapping (SLAM) based approaches [8], it doesn't suffer 
from propagation errors due to mapping errors and excels in 
visually sparse environments [9]. As we need to train our 
navigation system in simulation due to the large amount of 
required interactions with the environment, we also propose 
a digital-twin based solution to utilize a navigation model 
trained in simulation in the real world. Through our 
multimodal speech and vision system, combined with learned 
navigation, we demonstrate an intuitively instructible 
autonomous system, which can act as a platform for various 
tasks. 

II. CASE STUDY – AUTONOMOUS OFF-HIGHWAY VEHICLE 

The architecture of the autonomous vehicle, its HW / SW 

components and upgrades with the Multimodal AI 

framework are described in this section. 

A. Autonomous vehicle architecture 

The AGV used in this paper consists of the off-highway 
tractor developed at Flanders Make [10]. The architecture of 
the AGV consists of a perception, control, and actuation 
frameworks (Figure 1). To perceive the environment we use 
cameras, lidars, a GNSS system and a microphone. The 
sensors data is then processed in separate computing 
platforms and stored on middleware (ROS), from where the 
Speech and Vision units send the information to the control 
block. This later is divided in two levels, (i) a High-level 
controller that controls the tractor via a state machine and (ii) 
a Low-level controller, built in a dSpace platform [11], that 
controls the trajectory such that velocity and heading can be 
followed. The output signals are sent to different actuators 
that consist of the brakes, throttle, steering and fork 
implement that are controlled via servo motors. Autonomous 
vehicle upgrades to deal with Multimodal AI 

An example of intuitive instructions given by an operator 
to the AGV to execute a task and their high level 
interpretations by the Multimodal AI framework, described 
in this paper, is illustrated in Figure 2. 

The instruction: ‘Pick up the red pallet and put it on the 
truck’, needs first to be communicated to the computer that 
runs the speech AI module (described in Section III). In the 
next level, a vision module, where real time 2d vision data is 
processed and fed to a pretrained NN, allows objects 
classification and their association to different attributes such 
as object’s type, color, etc. (as described in Section IV). The 
AGV should then move towards the recognized object. This 
step is supported by the association made so far between 
speech and vision data as well as the navigation data. This 
later makes use of the cartesian coordinates of the AGV in 
the navigation space and the reinforcement learning module 
(as described in Section V) that allows to estimate the optimal 
trajectory between the AGV and the object of interest. 

In order to implement and demonstrate the Multimodal 
AI framework, The AGV is updated by a newly installed 
system for interfacing through speech with a dedicated PC. 
This PC is also used for developing and testing the neural 
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networks. It is equipped with a powerful Nvidia GPU and a 
new headset microphone for giving audio commands. The 
autonomous tractor internally uses ROS to communicate 
between the different sub-systems. Originally it was only 
used sparingly in the autonomous tractor, mainly to 
communicate lidar sensor data. After the system upgrade, 
also the control unit, the dedicated PC and the Nvidia Drive 
platform have a ROS interface. While the Nvidia Drive could 
technically runs the neural networks, for more convenience, 
during testing we installed the neural networks on the 
dedicated PC. Data from the cameras on the Nvidia Drive, 
LiDAR and navigation all come in as ROS messages while 
for speech a simple microphone is connected to the PC. The 
output of the multi-modal setup is the location of a specific 
object together with the task the tractor must complete. This 
information can be communicated through ROS to the 
navigation module. 

 
Figure 2. Example of speech-based instruction and multimodal mapping 

III. SPOKEN LANGUAGE UNDERSTANDING 

This section summarizes the speech data generation, 

speech model training and testing as well as the architecture 

and the validation of the spoken language understanding. 

A. Speech data generation  

To train the SLU model, training dataset with audio 
fragments is made. It is important that the recorded speech 
seems natural, as if the participants are really interacting with 
the AGV. To this end, we believe that a visual feedback to 
the participant would be very useful. Therefore, a simple 
automotive simulator called Webots [12] was used and a set 
of API calls were written in order to control the simulated 
tractor in the simulated environment (Figure 3).  

 
Figure 3. Simulator that provides visual feedbacks to participants for 

speech recording 

The participants are given some high-level objectives 
and it is up to them to control the tractor with speech 

commands in order to fulfil these tasks. With the ‘high-level’ 
objectives (in contrast with explicitly providing the primitive 
commands to the participants) we aim to improve the 
variability of commands that participant's would naturally 
choose to control the tractor. Every time the participants 
speak a relevant command, the experiment supervisor presses 
a button to invoke the correct API call. This way, we already 
have some automatically generated annotations linking the 
participant's speech command to the supervisor's API call 
invocation. We recorded the audio in Audacity in WAV 
format using a headset microphone and a separate standalone 
microphone. The commands were mainly basic control 
commands like turning a direction or driving speed. A total 
of 14 people who speak Dutch language (different dialects) 
were recorded with mixed female and male voices. 

B. SLU model architecture & training  

Classical semantic frames are used for representing the 
semantics of an utterance. A semantic frame is composed of 
slots (e.g. “direction”) that take one of multiple slot values 
(e.g. “forward” or “backward”). This encoding represents the 
affordances of the AGV and corresponds to API calls with 
parameters filled in. The task of the SLU component is to 
map an utterance (spoken command) to a completed semantic 
frame. The SLU architecture follows the encoder-decoder 
structure first described in [13] and later refined in [14] to 
allow for encoder pretraining for ASR targets on generic 
Dutch data. The decoder is trained on the task-specific data. 
The encoder encodes an utterance in a single high-
dimensional embedding in two steps. The first step maps 
MEL-filterbank speech representations to letter probabilities 
using a transformer network [15] preceded by a down 
sampling CNN, trained maximal cross-entropy between 
predicted and ground truth transcriptions in a 37-letter 
vocabulary. The training data consist of 200 hours of Flemish 
speech with its textual transcription from the CGN corpus 
[16], fourfold augmented with noise (0-15 dB) and 
reverberation (sampled from [28]) to achieve acoustic 
robustness. The second step counts bigram occurrence 
frequencies of all letter pairs across the utterance and repeats 
the same while skipping one position in the bigram, resulting 
in a 2(372) =  2738 dimensional utterance embedding.  

The decoder maps the utterance embedding onto a multi-
hot encoding of the slot values via non-negative matrix 
factorization (NMF) [17] as described in [13]. Other than in 
the pretraining stage, the training pairs here do not require 
textual transcription, but are pairs of speech with the 
completed semantic frame. Here, a neural network could be 
taken as well, but the chosen decoder has several advantages: 
(1) it requires few training data, (2) it retrains in a fraction of 
a second when user interaction data becomes available and 
(3) it establishes a bag-of-words model making the SLU 
system less sensitive to the rather free word order in Dutch 
(at least compared to English). Learning a stricter word order 
would require more task-specific training data exhibiting the 
word order variability. 

The approach is evaluated on the Grabo corpus [18], 
which contains a total of 6000 commands to a robot spoken 
by ten Flemish speakers and one English speaker. The 
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commands were recorded with the participants’ own 
hardware in a quiet room at their homes. The semantics are 
described in eight different semantic frames describing 
driving, turning, grabbing, pointing, …  using one (e.g. “close 
gripper”) to three (e.g. “quickly drive forward a little bit”) of 
ten slots (e.g. angle, direction, …), which can take between 
two and four different values. In total, 33 different meanings 
occur in the data. The accuracy is evaluated as the F1-score 
for slot values as a function of the number of task-specific 
training examples. The trained decoder is speaker-specific. 
The average accuracy over speakers is plotted in Figure 4 and 
shows that with the minimal of 33 training utterances, i.e. one 
example per meaning, an accuracy of over 98.5% is reached. 
The performance saturates around 180 task-specific 
utterances. 

 
Figure 4. F1-score as a function of the number of task-specific training 

examples. 

C. SLU model validation  

For deployment we set up a docker container to run all 

the code. We developed a user interface to be able to easily 

visualize the results of the SLU model and provide training 

examples for training the decoder. In this interface, it is 

possible to record samples, open the microphone so the 

tractor can listen, give feedback to the model and retrain the 

model. After each command is given the confidence value of 

the prediction is estimated. Commands with sufficient 

confidence are forwarded to the tractor through ROS to the 

control PC. 

The initial accuracy of the model depends a lot on the 

person giving the commands and their accent. But we were 

able to achieve high levels of accuracy of more than 90 

percent in the noisy tractor environment using an active 

learning approach. In this approach, the operator can give 

feedback samples to retrain the model. In this experimental 

set-up, repeating an instruction in 5 instances proved to 

achieve high accuracy (90%). The retraining flow is quite 

time-efficient and takes less than a second to retrain. 

IV. VISUAL PERCEPTION AND ASSOCIATION WITH SPEECH 

The visual perception of the scene, including the scene 

data generation, the AI model architecture, it’s training and 

testing as well as its association with speech in the 

Multimodal AI framework are described in this section. 

A. Vision AI Objects detection and classification  

1) Vision data generation  

The dataset for training the vision model contains images 

with mostly objects that the AGV can pick up. This means 

mostly pallets and boxes of varied materials, shape and sizes 

containing materials like bobbins and wooden planks. This 

data was recorded on the Flanders Make local site, spread 

over two occasions: once on an early cloudy morning in 

spring and one just after noon in summer with sunny weather. 

Every image was recorded with a resolution of 960 x 608 

pixels. The entire dataset contained 1100 images, derived 

from 9 videos. These videos each recorded one configuration 

of objects from many angles.  

2) Vision NN architecture & training  
The main building block of the vision pipeline is the 

object detector. It gets an RGB image I as input, where I ∈
ℝ3∙𝐻∙𝑊and H and W are the image height and width 
respectively. The model we use is a state-of-the-art two-stage 
object detector, where in the first stage, a region proposal 
network generates regions of interest for the image, and in the 
second stage, bounding boxes and object classes are predicted 
for each proposal, which exhibits an objectness score above 
a certain threshold. The region proposal network generates 
region proposals by sliding a spatial window over  a feature 
map obtained from a Convolutional Neural Network (CNN), 
i.e., a backbone. Additionally, the object detector includes a 
Feature Pyramid Network [19], a fully-convolutional 
module, which generates feature maps at different levels, thus 
enabling the model to recognize objects at different scales. 
The object detector we use is a Faster R-CNN [20], with a 
ResNet101 backbone [21], pre-trained for general purpose 
object detection on COCO [7]. Even though less resource 
intensive Faster R-CNN backbones exist, such as MobileNets 
[29], given our computational budget, we find the Faster R-
CNN variant we use to yield the best tradeoff between 
detection performance and speed (near real-time). 

The model’s outputs are object bounding boxes and 
classes with a confidence score for each. The confidence 
score for the predicted class is obtained as the Softmax 
probability of the highest scoring class. 

We perform fine-tuning of the Faster R-CNN on images 
consisting of scenes from the environment, where the objects 
of interest are annotated with bounding boxes and classes. 
The images we use are video frames, extracted from 9 videos 
of the AGV navigating the environment while encountering 
the objects. Considering that the amount of data at our 
disposal is limited, we have to ensure that the model does not 
overfit on some, irrelevant properties of the data, e.g., the 
weather, the relation between objects’ position in the frame 
and their categories, etc. To decrease the influence of these 
components, and to attempt simulating a diverse evaluation 
environment to a certain extent, we determine the optimal 
hyperparameters by training the object detector in a leave-
one-out fashion. Namely, we train on a subset of 8 videos and 
perform evaluation on the remaining one. We iterate this 
process until we train a separate model on all unique subsets. 
The final model performance is averaged over each of the 
videos. We evaluate the model’s performance using the 
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standard COCO [7] mean average precision (mAP). The final 
model, i.e., the model used in the AGV, is trained on all 9 
videos using the hyperparameters determined during the 
leave-one-out training/evaluation process. 

We train the model for 5 epochs with a learning rate of 
1e-4. We perform random horizontal flip data augmentation, 
enabling us to synthetically increase the dataset size and 
make the detector invariant to such data transformations. We 
sample a subset of 128 region proposals to estimate the 
regression and classification loss of the region proposal 
network. 

We quantitatively evaluate each of the trained models on 
the videos, which were held-out during training (Table 1). The 
lowest score is highlighted in red, while the highest scoring 
one in green. Overall, taking the current state-of-the-art of 
COCO as a reference point (~60% mAP when writing this 
paper), we observe that the performance is relatively high 
across all different videos (57.3 mAP). We further observe 
that the performance on Video 2 (Vid. 2), is significantly 
lower compared to the average performance. To inspect the 
reason for the lower performance, we qualitatively inspect the 
samples from Video 2 as discussed below.

TABLE 1. QUANTITATIVE EVALUATION OF THE VISION AI TRAINED MODEL 

 Vid. 1 Vid. 2 Vid. 3 Vid. 4 Vid. 5 Vid. 6 Vid. 7 Vid. 8 Vid. 9 Avg. 

mAP 55.04 40.90 56.03 66.42 68.35 50.50 65.25 61.9 51.42 57.30 

 

   
Figure 5. (left) all objects are correctly classified, (right) some objects are not detected 

We qualitatively evaluate the object detector’s 
performance by visualizing the predictions on the held-out 
videos during training. In Figure 5 (left), we observe that the 
model correctly predicts all objects, which is in line with our 
expectations as the objects are fully visible and of a 
reasonable size. On the other hand, in Figure 5 (right) we 
observe several mis-detected objects of a frame from Video 
2. We conclude that even though the model performs well, it 
struggles to recognize objects, which are (1) far from the 
camera (small size), and (2) occluded in the environment – 
both of which are active areas of object detection research. 

B. Visual grounded SLU 

To deal with the data sparsity, and to be able to ground 
(localize) the speech model output in the image, we perform 
discretization of the spatial layout (the bounding boxes and 
classes obtained as output from the object detector). To be 
specific, we perform mapping of both modalities to a 
canonical space, where we later measure the similarity 
between the output of the speech model and each of the 
detected objects in the image. To that end, we encode each 
detected object as a collection of one-out-of-k encodings of 
its category (box, pallet, etc.), material (wooden, plastic, 
etc.), size (regular or small), and location in the image. Note 

that the object category, material and size are jointly 
predicted by the object detector as the object class. Namely,  
since the number of possible category + material + size 
combinations is limited to 6 in our use-case, we encode each 
combination as a separate class. Lastly, we want to emphasize 
that such approach does not scale well as the number of 
possible object categories, materials and sizes increases, 
however, we leave the decoupling as future work. 

Lastly, we quantize the location of the object, i.e., we 
represent the object’s location based on the object’s 
horizontal and the lower vertical position. We showcase the 
grid over the image including the spatial references according 
to the x and y axis in Figure 6. 

Finally, we represent each detected object as a vector of 
size 12, where we allocate 3, 2, 3, 3, 1 indices for the object’s 
class, material, x-location, y-location and size respectively. 
When measuring the similarity between the speech model 
output (a vector of size 12 as well) and each encoded object 
detection, we explore different weighting strategies for each 
object attributes which we discuss next. 

C. Adding Spatial relations  

We evaluate different strategies for measuring the 
similarity between each (discretized) object detection and the 
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speech model output. The output is a bounding box, which 
represents the grounding location of the instruction. We 
evaluate each grounding strategy on two variants of the 
dataset, namely (1) a descriptive variant, where the objects 
are commonly described based on their attributes, e.g., pick 
up the wooden box, and (2) a spatial variant, where the 
referred object is described based on its location in the frame, 
e.g., pick up the box furthest on the left. 

 
Figure 6. Grid over image with object’s spatial reference  

The grounding strategies we evaluate are: 
1. Random matching (RM): A naïve baseline, where we 

ground the speech given instruction to a randomly 
selected bounding box. We establish a lower bound on the 
grounding performance with this baseline. 

2. Basic matching (BM): We obtain the dot-product between 
the one-hot encodings of speech instruction and each 
object detection, representing the similarity. 

3. Weighted matching (WM): We (re-)scale the 
contributions of the individual elements in the dot-product 
with pre-defined weights. 

4. Confidence matching (CM): We represent the speech 
model with the confidence scores.    

5. Weighted confidence matching (WCM): We use 
confidence scores for the speech model output and 
additionally weight the individual contributions using the 
pre-determined weights. 

We perform evaluation using the standard grounding 
accuracy metric, where we score a hit if the predicted 
grounding bounding box has intersection over union 
(IoU)>0.5 with the ground truth box. For the random 
baseline, we perform inference 5 times and report the average 
performance. For the grounding strategies which weight the 
importance of each attribute (WM, WCM), we perform grid 
search over various weight combinations, and establish a 
weight of 0.1, 0.7, 0.2, and 0.05 for the spatial indicators, the 
object class, the object material and the object size 
respectively. We hypothesize that the success of this 
particular weight combination is a result of (1) the object 
class and material are essential to ground/locate the referred 
object, (2) the spatial indicators are somewhat imprecise, but 
still indicative of the location of the object, and (3) the object 
size mostly depends on the distance between the AGV 
camera and the object, which makes it noisy, and should be 
down weighted. We report the results in Table 2. 

TABLE 2. EVALUATION OF THE AI MODEL WITH SPATIAL RELATIONS  

 Dataset type 

Method Descriptive Spatial 

RM 25.91 17.14 

BM 65.91 59.52 

WM 70.45 57.94 

CM 76.14 62.70 

WCM 79.55 65.87 

 

We observe consistent gains when we weigh (WM) or use 
the speech model confidence scores (CM) in the grounding, 
compared to the baseline basic matching (BM) method. 
Additionally, a combination of the weight and confidence 
matching (WCM) yields superior results across the different 
data (descriptive, spatial) and significantly outperforms the 
other methods.  Lastly, even though the spatial data is more 
challenging than the descriptive data, the WCM module 
performs well, indicating that by re-weighting and adding 
confidence scores, we can ground spatial speech data 
reasonably well. 

V. REINFORCEMENT LEARNING BASED NAVIGATION & 

ASSOCIATION WITH SPEECH-VISION DATA  

In this section, the navigation part of the Multimodal AI 

and it’s association with the speech-vision data is described. 

The currently developed proof of concept consists of a 

simulation environment with the hardware in the loop.  
To make this simulator as close to real life as possible, a 

3-D scan of the test environment by using an aerial scanning 
using a drone with photogrammetry capabilities that allows 
us to map images to a high fidelity 3-D twin of the area. This 
twin was then imported to the simulator for the purpose of 
reinforcement learning. 
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1) RL architecture & training  

The presented Reinforcement Learning (RL) approach 

makes use of the DD-PPO (Decentralized Distributed 

Proximal Policy Optimization) architecture [22] (Figure 7). 

The Reinforcement Learning (RL) approach is able to 

map high dimensional inputs to discrete actions. The DD-

PPO model consists of a visual pipeline, for which in our case 

we use a ResNet18 [21]. 

 
Figure 7. DD-PPO architecture overview  

The resulting learned visual representation is 

concatenated together with a GNSS sensor. This output is 

then passed onto a recurring policy consisting of 2 Long 

short-term memory (LSTM) [23] layers. The final outputs of 

the model consists of a state value estimation, and an action 

distribution from which actions (move forward, turn left, turn 

right and stop) can be sampled. The stop-action should be 

executed by the agent when positioned less than 2 meters of 

the goal position. As inputs for the model we tested a single 

depth camera, a single RGB camera, or a combination of both 

RGB and depth. We use these sensors as they are cheap and 

widely available. The camera is positioned on the front of the 

AGV. 

 

Figure 8. Training performance. The blind agent can perform basic 
navigation by relying on the GNSS sensor, however to further improve to 

near perfect results an additional RGB of depth sensor is required to detect 

and avoid collisions. 

To train the agent we use the improvement in geodesic 

distance between the agent and the goal position as a dense 

reward signal. A slack penalty of -0.01 is subtracted on each 

step, and a termination bonus of 2.5 is awarded upon 

successfully utilizing the done action. We train the agent 

entirely in the Habitat simulator [8] where a photorealistic 

scan of the environment is used. This allows the agent to 

interact with the terrain in a safe way. While in this case we 

trained the agent to specifically work on a single 

environment, DD-PPO also allows generalization to unseen 

environments, given enough different training environments 

and training samples. Figure 8 shows the required number of 

interactions with the environment. These results indicate that 

in this setting the agent relies mostly on the GNSS sensor, as 

the blind agent performs reasonably (60% success rate after 

5M training interactions). However, by adding either a depth 

or RGB sensor the agent achieves near perfect navigation 

capabilities on the training set after 5M interactions with the 

simulated environment. 

2) RL validation   
Realizing Reinforcement learning on a large autonomous 

platform brings in multiple challenges to the board. For safety 
concerns, the approach to validate the system was to use a 
Hardware-in-loop setup along with the digital twin of the 
environment. The main input from the real world was the 
signal from the GNSS receiver (Septentrio AsteRx-U) on the 
AGV, which was then mapped to the digital twin coordinates 
system. The GNSS had a dual antenna setup which could then 
provide the heading of the platform as well. Using a cloud-
based service updates were provided in real time to the 
simulator/digital twin environment to position the simulated 
tractor same as the one in real world. The output from the 
simulator was the suggested trajectory to the goal pose. 

 
Figure 9. Hardware In Loop setup (overview). 

To evaluate the navigation capabilities of the agent, we 
created a holdout dataset. This holdout dataset contains goal 
positions the agent did not see during training. Table 3 
contains the results of 100 tested episodes. In Table 3, the 
success rate indicates the amount of episodes the agent could 
complete successfully. The Success weighted by Path Length 
(SPL) measurement also considers the length of the path 
taken. 

TABLE 3. SUMMARY OF TESTED EPISODES 

Sensors Success 
Rate 

SPL Avg. Collisions 

RGB 100% 0.9454 0.4355 

Depth 100% 0.8882 0.1129 
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RGBD 100% 0.9272 0.5161 

Blind 91.94% 0.7294 4.3548 

 

VI.  AGV MULTIMODAL AI DEMONSTRATION 

To demonstrate the full methodology, we combined the 

methods respectively described in Sections III, IV and V in 

one demonstrator implemented in the AGV. We added all the 

information in a new docker environment to be able to run on 

the dedicated PC in the AGV. There is a similar user interface 

compared to the Speech (NLP) model (Section III) where you 

can record your voice and use the NLP model to predict the 

voice commands. These commands consist of the description 

of the object and the task the AGV should do. Then the fusion 

model uses this information to link an object description with 

a detection from the Vision model to predict the location of 

the describer object on the image. As a last step the lidar data 

is used to link the 2D location on the image to a 3D location 

of the object in the world coordinate space. This location can 

then be sent further as a goal to the control systems together 

with the described task from the NLP model. A significant 

improvement could be made in the parameters of the fusion 

model. There was a bias against using spatial information in 

the voice command. The material of the object is more 

difficult to extract on the image than its location, so using the 

location for finding the correct object is more reliable. Hence, 

we tuned some of the weights to have a bigger focus on this 

kind of information. Another small improvement could be 

made to the audio side. The person dedicated to controlling 

the AGV added some voice samples and gave feedback to the 

model through the user interface. This way the model was 

more confident in recognizing their accent and way of 

talking. With regards Navigation, although the approach is 

not fully implemented in the rea system, the approach can 

already be demonstrated by Hardware-In-the-Loop. In this 

setting an instance of the simulator is constantly 

synchronized with the AGV. This is done by using the GNSS 

position from the real-world AGV to set the position of the 

agent in the simulator. We can use the digital twin to generate 

trajectory paths. These generated trajectories can then be used 

in the real-world by the AGV. A snapshot from the full 

demonstrator is depicted in Figure 10. 

VII. CONCLUSION 

In this paper, we developed and demonstrated a 

Multimodal AI framework that allows to intuitively instruct 

production AGVs to perform multiple tasks. The interface 

with operators is allowed by speech interaction that is 

decoded through an AI NLP model to translate to 

interpretable instructions both by AGV controller and the 

other components of the AI Framework. Associations with 

Vision and Navigation data is done respectively through an 

AI detector ad classifier model that recognize different types 

of objects in a varying environment, as well as a 

Reinforcement Learning model that estimate the optimal 

trajectory between the AGV and the objects. The Multimodal 

AI framework proves to work in different varying conditions 

where the AGV (Autonomous tractor) is configured to 

perform different outdoor missions (handling different types 

of objects such as boxes, pallets, etc.) under different ambient 

conditions (sunny, rainy, day, night, etc.). The demonstrator 

remains however a research proof of concept (to demonstrate 

the approach) and requires different improvements before an 

effective industrial usage. This includes amongst others, 

training with larger datasets (speech, vision, navigation) and 

evaluation in extended number of scenarios. Our research 

will continue on demonstrating this Multimodal AI approach 

in other industrial applications where AGVs are typically 

used, such as in Logistics. 

 
Figure 10. Snapshot of the demonstrator of the AGV Multimodal AI framework: (top left), the Speech model interface, (bottom left), the Vision model 

interface, (right), the Navigation digital twin interface, (bottom middle), the estimated trajectory between the AGV and the object that is dynamically 

calculated by fusing all models together  
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FPGA Frontend for Highly Efficient Automotive LIDAR 

Perception  

 
Abstract— This paper briefly presents the recent progress on 

automotive perception and the corresponding hardware 

implementation for the emerging application of autonomous 

driving systems. The requirements for an automotive road 

perception algorithm are presented. An FPGA based design for 

creating custom implementation of road perception are discussed 

to form an efficient hardware platform for real-time purpose. A 

special attention is given to determining the efficiency of hardware 

implementation in terms of speed and power consumption. Finally, 

the technical challenges are presented to motivate future research 

and development in this field. 

 

Keywords- Automotive driving; Field Programmable Gate Array 

(FPGA); Light Detection and Ranging (LIDAR); Road perception; 

Artificial Intelligence (AI) 

  

I. INTRODUCTION 

The last decade has witnessed tremendous development of 

autonomous vehicles. These autonomous systems present a 

great potential for improving safety, increasing productivity, 

and minimizing their impact on the environment [1]-[3].  

Light Detecting and Ranging (LIDAR) system plays an 

important role in autonomous vehicle systems and recognized 

as key enabling technology for Advanced Driver-Assisted 

Systems (ADAS) and autonomous driving, as they enable 3D 

mapping of objects. Regularly, more than one LIDAR sensors 

are installed on vehicle for the sense modality of perception, 

mapping, and localization. One major challenge for LIDAR 

system is real-time perception.   

The core competencies of an autonomous vehicle system are 

classified into three categories: perception, planning, and 

control. Figure 1 presents the interactions between these 

competencies and the vehicles interactions with the 

environment. Perception refers to the ability of an autonomous 

system to collect information and extract relevant knowledge 

from the surrounding environment. The real world is a complex 

place for partial or even full autonomy, and the lack of 

predictability and structure poses serious challenges to the 

deployment of self-driving vehicles. The autonomous system 

needs to sense the environment, to determine the exact position 

on the road, and to decide how it should behave in each 

situation. That is why self-driving cars are highly dependent on 

software to bridge the gap between sensor physics and the 

mechanical actuation of the vehicle, e.g., steering and brakes.  

Due to the complexity of perception, there are highly 

challenging requirements and constraints in terms of real-time 

determines. Besides, there are limitations on hardware 

properties, such as size and power consumption. For 

autonomous vehicles, both real-time processing and low power 

consumption are desirable. 

 
Fig. 1 A vehicle system overview, highlighting core competencies. 
 

Software implementations of LIDAR perception for 

embedded applications, cannot satisfy the above constraints. 

Consequently, research has focused on the design of custom 

hardware architectures for object detection. [4]-[6] 

Reconfigurable hardware platforms, such as Field Programable 

Gate Array (FPGA), have emerged as a very attractive platform 

for implementing architectures for LIDAR perception 

applications. FPGAs offer high flexibility with regards to area, 

power, and performance. They can meet application-specific 

constraints, which is difficult to achieve with other platforms 

such as CPUs and GPUs due to fixed interconnect and high-

power demands of FPGAs. 
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II. METHODOLOGY 

Graphics-Processing Unit (GPU) systems have been popular 

for parallel processing method and implementation of road 

perception algorithms, but still struggle to comply with the 

space and power limitations of vehicles. Conversely, a 

mobile/embedded CPU/GPU system, simply lacks the 

computing power required for computational processing. 

An FPGA can be developed as customized integrated circuit, 

which is able to perform massive parallel processing and data 

analysis on a chip. FPGAs emerged in image processing and 

Deep Learning (DL) due to their incredible benefits of faster 

mathematical computations, and processing operations. 

Additionally, capability of recent frameworks allowed to 

import the work more straightforwardly into an FPGA. 

 

 
 

Fig. 2 FPGA implementation of LIDAR perception. 

 

The methodology to implement the FPGA front-end for 

LIDAR perception consists of the LIDAR data as an input, an 

intelligent algorithm as a processing tool and top-view 

predictions as the main output to evaluate the road perception 

(Figure 2). The algorithm has four steps to process the LIDAR 

data including:  

1. Pre-processing which arranged the input data and 

created the tensors that can flow through the layers for 

processing phase. 

2. Neural-network processing which do the adaptation of 

Neural Network (NN) algorithm for perception to improve 

computational efficiency and suitability for hardware 

implementation. 

3. Evaluation of multiple types of Neural Network in the 

context of hardware and computational energy efficiency. 

4. Development, implementation and testing of 

reconfigurable hardware architectures exploiting parallelism to 

increase speed and reduce memory requirements. 

Additionally, limited computational resource in an 

embedded system, raise the need of efficient compression 

method. To aim this goal, in this paper the new compression 

algorithm has been design and implemented to compress the 

point-cloud data and minimize the FPGA memory in post 

processing. Results obtained from neural network are projected 

back to targeted views for performance validation. Figure 3 

presents the FPGA implementation of compression algorithm 

for LIDAR point-cloud. 

 

 
Fig. 3 Compression algorithm implementation for LIDAR point-cloud. 

III. RESULTS AND FUTURE WORKS 

The experimental results indicated that the proposed 

hardware architecture implemented on FPGA, could process 

each LIDAR scan in 15-18 millisecond, which is significantly 

faster than convenient hardware implementation and pervious 

works. 

 All convolution layers have been taken several milliseconds 

to complete due to FPGA parallelization. Since LIDAR 

normally scans at 10HZ, this FPGA implementation fulfils the 

requirements of the real-time processing. The results of 

compression algorithm showed significant compress rate of 

point-cloud data, resulting in speed of entire post-processing 

stages. 

Conclusively, this work introduces the framework for 

implementation of highly complex pipelines, such as deep 

learning approach that has the potential to speed-up LIDAR 

perception processing. Evaluations showed that the proposed 

LIDAR processing algorithm could achieve state-of-art 

performance in accuracy and real-time processing. Such a 

system will have far better real-time determinism than a 

software-based approach, while providing sufficient 

computational complexity for object detection and road 

perception.  

Regardless of all progresses in hardware implementation of 

LiDAR perception, the FPGA implementation still consumes a 

large amount of on-chip memory. This is the reason that for 

future work, the Spike Neural Network (SNN) can be 

considered as a solution to reduce the on-chip memory usage.  
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Abstract—Critical infrastructure (CI) is being attacked and
needs the ability to identify, protect and recover from attacks
automatically. Autonomic Computing can provide self-awareness
to critical infrastructure so that it can identify and continue
to operate through attacks. In this paper, we propose a cloud-
based autonomic computing manager that will give Industrial
Control Systems (ICS) self-awareness to detect anomalies in their
operation, protect themselves and self-organize with other critical
infrastructure to thwart attacks.

Keywords—Self-Aware Computing, Industrial Control Sys-
tems, Cloud Computing.

I. INTRODUCTION

Historically, Operational Technology (OT) has run on air-
gapped private networks; thus, security was achieved through
lack of public network access. With the proliferation of cloud
computing resources and the Industrial Internet of Things
(IIoT) paradigm, OT networks are now connected to enterprise
networks for remote access. The security of the ICS networks
is now based on the security of the enterprise networks.
This has left the ICS vulnerable to malicious actors who can
compromise the enterprise networks, and laterally move to
have full access to the ICSs components on the mission critical
Supervisory Control and Data Acquisition (SCADA) networks.

Detecting malicious activities is now left to OT operators
who must detect anomalies on the networks based on their
experience and alarms, which malicious actors often circum-
vent. The autonomic managers will be able to automatically
detect anomalies from learning normal OT network behavior
and automatically defend the ICSs against attacks, collectively,
at network speed.

There have been a number of high-profile attacks on crit-
ical infrastructure, including a water treatment plant and a
pipeline [1]. If the water treatment attack had not been de-
tected, many people could have been harmed. Though shutting
down the pipeline did not cause direct injury, it did affect
the economy by reducing the supply of gasoline and keeping
people from getting to work.

If the actors wanted to make a major disruption to the econ-
omy, they could have attacked multiple facilities and caused
major harm to people and businesses. By making critical
infrastructure self-aware, these attacks could be thwarted, and
other infrastructure could be informed of the attacks. This
would cause OT to go into self-protection mode to prevent
an attack on their systems and self-organize to recover.

Autonomic Computing (AC) [2] has as its vision the cre-
ation of self-managing systems to address today’s concerns

of complexity and total cost of ownership while meeting
tomorrow’s needs for pervasive and ubiquitous computation
and communication. Providing security self-awareness to AC-
controlled ICSs that can communicate attacks to other AC-
controlled ICSs, and collectively defending against these at-
tacks, can provide a higher level of assurance to critical
infrastructure.

II. RELATED WORK

This section presents, to the best of our knowledge, closely
related work in the recent literature. In [3], authors de-
scribe two different approaches that can provide security
assurances to cyber-physical systems: (i) Through the use
of micro-services that reconfigure the systems dynamically
during attacks or failures, researchers embedded ICSs with
autonomic properties to allow them to automatically detect and
recover from cyber-attacks and other failures. (ii) Resiliency
of autonomous unmanned aerial systems are tested through
intelligent agents in a modeling and simulation framework.
Researchers in [4] investigated the autonomy of individual
cyber-physical systems within a larger cyber-physical system-
of-systems (CPSoS), and they looked into potentially insecure
and unsafe situations as a result of failures in autonomy.

Another study surveyed the methods used for embodied self-
aware computing systems, in application of areas of systems-
on-chip control systems, health monitoring and condition
monitoring in industrial production systems [5]. Embodied
self-aware computing systems are compared to traditional
embedded systems. They are defined as being significantly
more flexible, robust and autonomous such that they can adapt
to a wide range of environmental variation and can cope with
deterioration and shortcomings of their own performance.

In [6], authors presented a unified framework for integrating
Cyber Physical Systems (CPS) in manufacturing. They utilized
an adaptive clustering method for interconnected systems and
investigated a case study of self-aware machines by CPS
integration. Researchers in [7] surveyed potential challenges
that are important in the near future to achieve self-aware smart
city objectives. They claimed that cyber-physical systems can
extract awareness information from the physical world, thus a
holistic approach from the physical to cyber-world is necessary
for a successful smart city outcome.

III. APPROACH

In this paper, we propose a cloud-based autonomic
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Fig. 1. Cloud Based Self-Aware Autonomic ICS

manager for ICS that will allow them to be self-aware [8] of
their operating and computing environment and self-organize
with other autonomic managers. Overall system architecture
is depicted in Figure 1. Autonomic Computing provides self-
awareness properties of self-configuring, self-healing, self-
optimizing and self-protecting, among others (referred to as
self-CHOP properties) [9].

The proposed design utilizes anomaly detection techniques
for ICSs to identify deviations from normal operating con-
ditions. Anomalies will be inputted to a model-base and
reasoner in the autonomic manager to identify attacks and
failures. Self-CHOP properties will also provide protection
and self-healing through reconfiguration and re-optimization.
An autonomic MAPE-K (Manage, Analyze, Plan, Execute,
Knowledge) architecture will be implemented in the cloud.
The cloud will provide the computing resources to store
the models and perform the reasoning and computations to
implement the self-CHOP properties. The cloud will also
provide communications between ICS autonomic managers.
This will allow for communication of attacks and provide for
self-organization to protect and reconfigure CI components
based on the type of attack and the effects on the ICS.

The novelty of the proposed work is the design of autonomic
self-aware critical infrastructure that can identify anomalous
activity in ICSs, act based on the threat and communicate
that threat to other parts of the infrastructure to warn and
collaborate with them. Infrastructure that would not be affected
by a particular attack would only need to take minimal, or no
action. The use of autonomic self-CHOP properties by ICS
through cloud resources allows computationally constrained
systems to still take advantage of the self-awareness that auto-
nomic computing provides. Cloud-based autonomics prevents
overloading an ICS, or needing to upgrade their memory and
CPUs to handle the additional load of an autonomic manager.

The model-base and reasoning engine will implement the
knowledge component of the autonomic MAPE-K architec-
ture. It will provide the information to detect attacks, protect
the ICS, heal, re-configure and re-optimize the ICS. The rest

of the MAPE-K components provide the communications to
the ICSs, analyze alternatives when attacked, plan and execute
changes to the ICSs, communicate and self-organize with other
autonomic managers about attacks.

IV. CONCLUSION AND FUTURE WORK

In this paper, we proposed a cloud-based autonomic com-
puting manager that will give ICS self-awareness to detect
anomalies in their operation, protect themselves and self-
organize with other critical infrastructure to thwart attacks. By
working together, autonomic computing enhanced industrial
control systems can provide the means for critical infrastruc-
ture to have security self-awareness and provide the needed
robustness against attacks.
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Abstract—Higher Education Institutions (HEI) are faced with a 

number of challenges in these days: The sector is becoming more 

competitive and the education profile need to become more 

dynamic: the amount if knowledge is ever increasing and – 

especially in the technical subjects – knowledge is out-dating fast 

and new knowledge is emerging. As a consequence, the 

education system in HEI needs to become more agile and more 

modular. The current situation is reflected upon the VUCA 

paradigm and some solutions will be proposed to address those 

challenges. As education programs are carefully crafted in a 

manual but unstructured way, this contribution suggests the 

support by a scaffolding of semantic structures that helps to 

create connected, modular education items that can be used as 

Pre-built information spaces for learning environments. The 

main contribution of this paper is a concept of a simple and 

universal model to structure learning outcomes in a more 

structured form in order to create a foundation for a better 

understanding for human users and machines alike. 

Keywords—Agile Methods; Semantic Web; HEI; VUCA; 

Digital Transformation. 

I.  INTRODUCTION  

 
The digital transformation of our economies and societies 

is also a challenge for the sector of Higher Education 
Institutions (HEI). Education programs become more digital 
components; this process had been accelerated by the COVID 
pandemic but is probably also as aspect that is bound to 
remain a substantial part of the sector. Moreover, the sector is 
becoming more competitive – at least in the DACH region 
(Germany [D], Austria [A], Switzerland [CH]) – and HEI 
have to deal with new and global competitors, also coming 
from the private sector. At the same time, knowledge to be 
transferred to students becomes more in terms of volume and 
complexity and is outdated fast due to technology develop-
ments. Lifelong learning as a concept that deals with constant 
learning is also slowly becoming a reality with the direct 
consequence that part-time programs become more popular 
for secondary studies (e.g., in Masters programs). This seems 
to be especially important and demanding in all the 
engineering sciences, with the Computer Science and its 
related disciplines and cross-cutting subjects as probably one 
of the fastest evolving subjects. 

As a result, the education programs offered by HEI have 
to address these challenges by becoming more modular and 
open in order to be combined with each other and to be 
innovated faster. The demanded agility is currently hard to 

achieve an education programs are designed and accredited in 
a process that takes years instead of months and the execution 
phase usually starts yearly and has a duration of two to three 
years for one cycle. Thus, innovation in education programs 
is at the scale of 5-10 years. 

The specification of an education process is a careful and 
manual process and is usually being carried out with extensive 
text-based documentation. Qualification profiles, competen-
cies and curriculum content is being described in an 
unstructured way, which makes it hard to validate and 
aggregate the content from the program level to the lecture 
level and back. A better structural and semantically oriented 
support could be useful as a scaffolding support. This could 
be helpful in all phases of the process (during design, while 
executing and finally when assessing student results) and 
Semantic Web technologies are a promising way to support 
such a scaffolding in terms of providing additional 
information (meta-data) to trigger and to support directed self-
learning services. With that respect the textual specification 
documents evolve into knowledge-based user interface for 
students and lecturers alike that can be used for knowledge 
intensive task in the learning phase (students deciding which 
module to study next) and the teaching phase (lecturers 
designing content in a more outcome-oriented way according 
to the competences that ought to be taught).  

While a semantic structuring supports the consistency of 
programs with respect to learning outcomes and competences 
it also contributes towards the agility of the programs by 
exposing interfaces in terms of learning outcomes that could 
connect to other education programs within an HEI or outside 
of an HEI. And finally, agility might also be of interest for the 
student who is increasingly involved in Problem-Based 
Learning scenarios (PBL) in which knowledge is being 
created and used, based on the tasks given.  

The rest of the paper is structured as follows: In Section II 
the current situation of HEI is analyzed with respect to the 
VUCA paradigm. VUCA is the abbreviation for a number of 
properties of certain environments: V – Volatility, U – 
Uncertainty, C – Complexity and A – Ambiguity [1][2]. A 
number of high-level suggestions for addressing those 
challenges is made, again employing the VUCA solution 
paradigm with an interpretation to the domain of HEI [3][4]. 
After that the concept of hierarchic competence matrices is 
introduced in section III with the focus on connected 
application throughout the different levels of an education 
program. The support for the creation and execution in terms 
of semantic scaffolding using Semantic specification 
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documents is introduced in Section IV. The paper concludes 
in the final Section V with an outlook at future research 
activities. 

II. HIGHER EDUCATION IN A VUCA-WORLD 

 
Higher Education is process that is spanning several years 

in each iteration and prepares students for their professional 
life. Consequently, long innovation cycles in their curricula 
are the result which does not suit well in a dynamic and fast 
changing environment [5]. The concept of a VUCA-world is 
commonly used to describe environments with a large degree 
of change and the required frequent adaptation to a changing 
or new environment. The current changes in the digital 
transformation of society and economy are also having an 
impact on the HEI and thus creating a VUCA-environment for 
education programs that HEIs need to address. 

In the following, the author will analyze how the different 
aspects of VUCA can be addressed in the execution level and 
the management level of education programs in HEI. Both 
levels are quite interconnected as the execution level is 
dependent on a certain flexibility of the lecturing in a certain 
while still maintaining the original learning goals of the 
curriculum. Furthermore, it is important that the novel and 
agile approaches still exhibit a wide range of scalability from 
small groups to large groups and from presence teaching to 
distant teaching as well. At management level, it becomes 
more important, that individual lectures are dynamically 
orchestrated into a curriculum, that might be more individuali-
zed that structures education programs in the past. At the same 
time, individualization and the interfacing to prior knowledge 
and post-graduate education becomes more important.  

Now each of the components of a VUCA world in the 
context of HEI are dealt with in more detail: 

(V) – Volatility in the context of HEI can be interpreted in 
terms of changing topics that are concerned relevant and/or 
interesting by the external stakeholders (students, companies), 
but also in terms of volatile group sizes due to those trends. 
As programs are designed and funded in the long run, adapta-
tion to those volatile aspects is becoming a challenge. 

(U) – Uncertainty in HEI can be interpreted as the fact that 
the education system is currently changing by external drivers 
like the digital transformation, the lasting effects of the 
COVID pandemic and changing expectations of future 
generation of students. As topics and education profiles are 
changing and new job profiles are emerging or did not even 
exist yet, education planning for the long run is difficult – 
development and financing phased is not designed for such an 
uncertain environment and thus has constantly to adapt (which 
requires resources to employ the change). Uncertainty in the 
economy also leads to an increased amount of part time 
profiles of working students. This leads to a demand of 
lifelong learning and lifelong education, that both sides 
(students and HEI) are not yet ready for. 

(C) – Complexity is a common pattern in fast evolving 
subjects as most engineering programs and can be interpreted 
in two ways: an increasing complexity of the fields in terms 
of subjects becoming broader as well as subjects having a 
deeper level of knowledge that is needed to master it. This is 

leading to the observation, that educating students becomes a 
challenge, as the time for education remains the same (2-3 yrs. 
in BA/MA) and could not be extended. Part-time students add 
to the difficulty of the problem as their time budgets are even 
more limited. For lecturers it becomes more relevant to select 
the right content and to moderate the learning process – in that 
sense they are becoming guides and curators for the 
knowledge that is transferred to the students. In order to keep 
a close contact to the practical application they need to work 
with real-world examples but also need to convey more 
general pattern that are relevant to their field.  

(A) – Ambiguity in the context of HEI can be interpreted 
in the fast-evolving knowledge domain in many subjects. 
Concepts that attain a lot of general interest like Digital 
Transformation, Artificial Intelligence and the Cloud 
technologies, for example have multiple meanings and require 
different levels of knowledge to become actionable. 
Understanding those concepts and applying them in real-life 
scenarios if often the requirement for engineering students but 
often to conflict with the expectation from the general public 
what technology could do or could not do. 

Different stakeholder groups (e.g., business, technology, 
society) have a quite different understanding and expecta-
tions. For the education this leads to the challenge of 
educating students in an informed and adequate way without 
the danger of getting too much in the complexity trap.  

 
The solution space in a VUCA-world used the same letters 

with a different meaning and in the following an interpretation 
in the context of HEI could is proposed: 

(V) – vision is adhering to the fact that an operational 
guidance is needed to navigate through changing topics and 
still retain a USP or core competence for the HEI. Here, the 
situation is similar to those of companies, but might be 
interpreted in a different way, e.g., it could be value driven in 
the sense that it is important to develop applicable knowledge, 
or to employ a guiding attitude to the education of the 
students. Such a vision needs to be employed in practice and 
is therefore more of a cultural value that is developed by 
employing a vision. 

(U) – understanding could be seen as an active and 
ongoing reflection process on the requirements of the 
application domain (business & society) but also the 
expectations and requirements of the current and next 
generations of students to act accordingly. More than in the 
past this is also an interplay and a communication of values 
between different generations: lecturers (“older generations”) 
and students (“newer generations”). That always had been the 
case, but in a VUCA world this process is being accelerated 
and in the sense of a dialogue more important.  

(C) – clarity in a VUCA world is an important role that 
HEI can play: by building on existing knowledge and by 
employing scientific methods and an objective view of the 
world HEI can help students to provide orientation in a 
complex and changing world and convey them important tool-
sets to navigate in that world at topics that they are faced later 
in their life.  

(A) – agility becomes more important on the strategic level 
(for the development of programs) and the operational level 
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(the execution of programs). While the former is required to 
develop and adapt programs faster the second aspect 
addresses the aspect on how the execution of a program is 
tailored to the specified group of students in front of the 
lecturer and even towards the individual. This leads to the fact 
that learning analytics becomes more important and that 
digitization can be used to provide additional or alternative 
learning paths.  

III. HIERARCHICAL SKILL MATRICES FOR SCAFFOLDING 

COMPETENCES IN EDUCATION PROGRAMS  

 
In order to address the challenges for education programs 

derived by the VUCA analysis a more structured approach on 
designing and executing education programs is needed. 
Currently those programs are specified mostly using informal 
descriptions a non-standardized structure for the curricula. 
Especially for the core concepts of competencies that are the 
result of the learning outcomes of the individual lectures of a 
program no specific support structure is being provided. This 
approach has two important drawbacks: (1) The problem of 
consistency among the different abstraction layers of a 
program and the different interpretation at design time and 
execution time. (2) a limited support for modularity, as there 
are no clearly defined interfaces among the different 
components. Modules in current programs are designed 
around its content but do not clearly expose the competences 
in a way that could act as an ‘interface’ for other modules. 
Making competences more visible and structurally 
comparable might help to create more consistent programs 
that provides modules, which can be reused more easily. 

In order to address those issues, the concept of hierarchical 
Competence Matrices is being created. The concept roots in 
the observation that in modern Curriculum Vitae (CV) 
competences are often presented in a more visual form of 
scales, as illustrated in Figure 1 below. Although being not 
exactly precise the representation delivers an immediate 
profile of the competencies of a person, albeit on a very 
general scale.  

 

 

Figure 1.  Template of a skills & expertise in CVs [6] 

A second observation is taken from the domain of foreign 
language competences. Here, the Common European 
Framework of Reference for Languages (CEFR) established 
an accepted framework for language proficiency that encodes 
a rather complex subject in just six reference levels (A1, A2, 
B1, B2, C1, C2).  

Both models are simple to understand, and despite their 
generality widely used. This contribution builds on those ideas 
and extends it towards a hierarchical relation among different 

competence or skill matrices. A Competence Matrix (CM) is 
a set of competences that are identified with a brief description 
and are assigned an attribution according to a skill or 
competence level that could use Bloom’s taxonomy [7] or a 
similar model [8][9]. Such a taxonomy defines a number of 
levels at which a competence could be classified, such as 
remember, understand, apply, analyze evaluate and create.  

The central idea of hierarchical concept matrices (HSM) 
is the connection of different but related CMs to create a 
relation along different levels of an education program 
(general to specific) and from different parts of the life cycle 
of such a program (from design to execution) 

The following Figure 2 illustrates a number of HSM along 
three levels  

Figure 2.  Illustration of HSM along three levels that are interconnected, 

e.g., on program level (1), at syllabus level (2) and at the level of a lecture 

being held (3). Scale and structure of the HSM remain the same and a 

direct connection of C1 → {C21, C22, C23  C231 C232}} can be derived. 

The HSM could be connected in a strict hierarchic fashion, 
leading to a taxonomy of competences that are being 
constructed from more general (at program level) to more 
specific (at the level of instruction). In practice it might be the 
case that a competence is being provided or needed by 
different CMs at a deeper level, which leads to a graph like 
structure as cycles might be a part of the hierarchical structure. 
Another way of connecting the CMs would be the 
interpretation as a function that maps a set of competences (at 
a lower level) to a single competence (at a higher level), 
changing its attribution value attr: f: {C1, C2, C3, ... }→ attr(C). 

The most important feature is the connectivity of the CMs 
that resembles the HSM, because it constitutes a connected 
competence model for all phases of an education program of 
an HEI that can be used for students and lecturers alike an 
explanation model to provide guidance and structuring. In that 
sense it really provides a scaffolding for designing and 
executing education at HEI. Moreover, it lays the foundation 
for a validation of a competence model by enabling to check 
for missing links or competences that are taught but never 
used, for example. This could help to improve the education 
modules in an iterative way and to ensure quality with respect 
to didactic design and content.  
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IV. A PREBUILD INFORMATION SPACE FOR LEARNING 

 
The concept of HCM contribute to the notion of Pre-built 

Learning Information Spaces for Learning Environments [10] 
that are aiming at supporting students in a VUCA world to 
address the needs of the future in Higher Education efficiently. 
It provides the component to connect different specifications 
documents together that are otherwise unconnected, such as 
syllabi of different lectures or the syllabus and the learning 
content in a learning management system (LMS).  

HCM could be embedded in specification documents that 
contain semantic encoding, so called Semantic Specification 
Documents (SSD) – for a detailed description, see [10]. In 
essence, an SSD is a document that contains metadata in a 
semantic encoding that models textual descriptions in a 
machine-readable way; see Figure 3 below.  

 

Figure 3.  Semantically enriched documents as containers for HCM [10] 

The important aspect of such an SSD is the fact that the 
semantic annotation is directly attached to the document itself 
and is available to creators and viewers of the document 
without the need for an external IT-system. It is self-
contained. In order to retrieve the information that is dispersed 
over different SSDs, an aggregation step is needed. Such an 
aggregation would collect and analyze all the documents of an 
education program and collect the extracted semantic 
information in a specific database (called a triple store). 
Queries would be run against this store in order to satisfy an 
information demand; see Figure 4 below.  

 

Figure 4.  Aggregating of SSDs in a repository of documents  

to provide querying against a triple store [10] 

The combination of HCM as a conceptual model with 
SSDs as a distributed and document centric representation 
model helps to work towards a concept of semantically 
defined learning specifications that can be used to describe the 
benefits of explicit formal descriptions to structure the 
curricular content in HEI to build semantically and agile 
learning environments (“SALE”) in order to support the 
teaching and learning process at the level of meaningful 
learning objectives. It also provides interfaces to prior 
knowledge and post-graduate education, which will become 
more important in a world of true lifelong learning as it is 
required in a VUCA world.  

V. CONCLUSION 

 
This contribution analyzed the current situation of the HEI 

with the help of the VUCA paradigm and presented how a 
more structured, modular and agile approach is needed to 
address the changes that are ahead of the sector in the process 
of digital transformation. In order to provide a more structured 
approach, it is important to involve all stakeholders in the 
process with an easy to understand and easy to use model to 
express competences at different levels. Hierarchical 
Competence Matrices are introduced for that respect and the 
concept of semantic specification documents can be used to 
implement this tool set. The main contribution of HCM to 
VUCA is the increased focus on connected and explicit 
learning outcome that are specified in a uniform way. This 
improves clarity (“C”) and helps to students and lecturers to 
understand (“U”) the intention (or vision (“V”) of the 
education program better. Due to the exposed structure it also 
helps to make missing aspects or changing topics more visible 
and provide intervention points for improving programs in a 
an agile (“A”) way, helping designers of course programs. For 
the student, however, the structure can be used to provide agile 
teaching support by considering his or her progress using 
learning analytics, derived from the interaction with the LMS.     

Based on this conceptual work the next phases of this 
research are going to provide an implementation and 
codification of the hierarchical competence matrices from the 
bottom up starting with modeling of a single lecture to a whole 
program and then potentially to the programs of a whole 
faculty. Evaluation of those implementation both in terms of 
understanding and scaffolding support will be the next steps 
in the research that is being carried out of the author who is 
both in the lecturer and the researcher role, thus being able to 
interpret findings from multiple perspective together with 
colleagues and students.  
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