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Foreword

The Nineteenth International Conference on Autonomic and Autonomous Systems (ICAS 2023),
held between March 13 – 17, 2023, was a multi-track event covering related topics on theory and
practice on systems automation, autonomous systems and autonomic computing.

The main tracks referred to the general concepts of systems automation, and methodologies
and techniques for designing, implementing and deploying autonomous systems. The next tracks
developed around design and deployment of context-aware networks, services and applications, and
the design and management of self-behavioral networks and services. We also considered monitoring,
control, and management of autonomous self-aware and context-aware systems and topics dedicated
to specific autonomous entities, namely, satellite systems, nomadic code systems, mobile networks, and
robots. It has been recognized that modeling (in all forms this activity is known) is the fundamental for
autonomous subsystems, as both managed and management entities must communicate and
understand each other. Small-scale and large-scale virtualization and model-driven architecture, as well
as management challenges in such architectures are considered. Autonomic features and autonomy
requires a fundamental theory behind and solid control mechanisms. These topics gave credit to specific
advanced practical and theoretical aspects that allow subsystem to expose complex behavior. We aimed
to expose specific advancements on theory and tool in supporting advanced autonomous systems.
Domain case studies (policy, mobility, survivability, privacy, etc.) and specific technology (wireless,
wireline, optical, e-commerce, banking, etc.) case studies were targeted. A special track on mobile
environments was indented to cover examples and aspects from mobile systems, networks, codes, and
robotics.

Pervasive services and mobile computing are emerging as the next computing paradigm in
which infrastructure and services are seamlessly available anywhere, anytime, and in any format. This
move to a mobile and pervasive environment raises new opportunities and demands on the underlying
systems. In particular, they need to be adaptive, self-adaptive, and context-aware.

Adaptive and self-management context-aware systems are difficult to create, they must be able
to understand context information and dynamically change their behavior at runtime according to the
context. Context information can include the user location, his preferences, his activities, the
environmental conditions and the availability of computing and communication resources. Dynamic
reconfiguration of the context-aware systems can generate inconsistencies as well as integrity problems,
and combinatorial explosion of possible variants of these systems with a high degree of variability can
introduce great complexity.

Traditionally, user interface design is a knowledge-intensive task complying with specific
domains, yet being user friendly. Besides operational requirements, design recommendations refer to
standards of the application domain or corporate guidelines.

Commonly, there is a set of general user interface guidelines; the challenge is due to a need for
cross-team expertise. Required knowledge differs from one application domain to another, and the
core knowledge is subject to constant changes and to individual perception and skills.

Passive approaches allow designers to initiate the search for information in a knowledge-
database to make accessible the design information for designers during the design process. Active
approaches, e.g., constraints and critics, have been also developed and tested. These mechanisms
deliver information (critics) or restrict the design space (constraints) actively, according to the rules and
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guidelines. Active and passive approaches are usually combined to capture a useful user interface
design.

We take here the opportunity to warmly thank all the members of the ICAS 2023 Technical
Program Committee, as well as the numerous reviewers. The creation of such a high quality conference
program would not have been possible without their involvement. We also kindly thank all the authors
who dedicated much of their time and efforts to contribute to ICAS 2023. We truly believe that, thanks
to all these efforts, the final conference program consisted of top quality contributions.

Also, this event could not have been a reality without the support of many individuals,
organizations, and sponsors. We are grateful to the members of the ICAS 2023 organizing committee for
their help in handling the logistics and for their work to make this professional meeting a success.

We hope that ICAS 2023 was a successful international forum for the exchange of ideas and
results between academia and industry and for the promotion of progress in the fields of autonomic and
autonomous systems.

We are convinced that the participants found the event useful and communications very open.
We also hope that Barcelona provided a pleasant environment during the conference and everyone
saved some time for exploring this beautiful city.
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Mobile 3D LiDAR-based Object and Change Detection in Production and 
Operations Management 

 

Taru Hakanen, Paul Kemppi and Petri Tikka 
Cognitive Production Industry 

VTT Technical Research Centre of Finland 
Tampere, Finland 

email: taru.hakanen@vtt.fi 
 

Abstract—As an ongoing robot-related trend, intelligent mobile 
robots can create an accurate digital three-dimensional (3D) 
model of the environment using Light Detection And Ranging 
(LiDAR) scanners. This paper presents a new solution concept, 
which enables change detection and thus more efficient visual 
3D data utilisation in production and operations management. 
As a result, use cases for mobile, real-time 3D LiDAR-based 
change detection are identified. In these cases, Autonomous 
Mobile Robots (AMRs) equipped with LiDARs detect changes 
automatically while moving around the factory in, e.g., internal 
logistics tasks. The solution studied may be useful for, e.g., 
detecting large items left in the wrong places, obstacles on 
AMRs’ routes and blocked fire doors and emergency exits. The 
as-is 3D model of the factory can also be used as a basis for 
factory renovation and modernisation and progress 
monitoring. 

Keywords-Autonomous mobile robot; AMR; LiDAR; object 
and change detection; real-time 

I. INTRODUCTION 

Modern factories are full of fixed sensors on production 
lines and machines, as well as in the building itself. There 
have been plenty of discussions and actions taken in smart 
factories in order to unleash the potential of Industry 4.0 and 
enormous amounts of data [1]. AMRs and digital twins are 
among central technologies when companies proceed in 
Industry 4.0 and 5.0 [2][3]. AMRs use LiDAR scanners in 
mapping their environment, localisation and autonomous 
navigation [4]-[8]. With 3D LiDARs, an accurate digital 
reconstruction can be created of the environment where the 
AMR is moving while conducting, e.g., internal logistics 
tasks. However, data gathered by LiDARs remain under 
utilised in factories, and new mobile LiDAR solutions can 
enable new use cases and benefits for production and 
operations management. 

The aim of this study was to study the way mobile 3D 
LiDAR-based object and change detection can enhance 
production and operations management (POM). The study 
consisted of two tasks: 1) development of a new mobile, 
real-time 3D LiDAR-based solution concept for object and 
change detection and related testing in real industrial 
environments and 2) identification of potential use cases for 
such solutions within the production and operations 
management domain. The findings of the study propose new 
potential use cases for object and change detection in, e.g., 

production, intra-logistics and security operations. The 
strengths of the solution are especially related to cases in 
which rather large visual objects and changes need to be 
detected. Then, for example, obstacles blocking AMR traffic 
or emergency exits can be pinpointed real-time leading to 
prompt reactions and thus ensuring smooth logistics flows 
and safety. 

This paper is organised as follows: Section 1 provides an 
introduction for the paper. In the Section 2, we provide a 
theoretical background regarding digital smart factories, 
AMRs, LiDARs and related applications, as well as methods 
for object and change detection. Section 3 describes the 
methodology of the study. Section 4 presents the study 
results: a) a technical solution concept for object and change 
detection and testing results in a real industrial environment, 
and b) potential use cases for the solution. Finally, in the 
Section 5, conclusions are drawn on the most potential use 
cases and the ways the solution may enhance POMS in the 
future. 

II. THEORY 

A. Intelligent production and operations 

Industry 4.0, also known as the Fourth Industrial 
Revolution, is drastically renewing manufacturing 
companies’ production and operations [2]. Digital 
technologies make machines more self-sufficient, highly data 
intensive and able to communicate and even “talk” to one 
another. Automation and data analytics emerge as major 
forces to enhance efficiency in operations management [9]. 
The ultimate aim is to enhance production and operations 
efficiency and business growth. 

Hand in hand with the phenomenon goes the trend of 
making all businesses smarter and more automated [9]. 
Manufacturing is in an increasing manner equipped with 
sensor and autonomous systems. Dull, dirty and dangerous 
labour involves in an increasing manner robots instead of 
people. Robotics and digital twins are two out of five central 
disruptive technologies in the Industry 4.0 and beyond [9]. 
Robots are more intelligent and autonomous and support 
automation of production and intra-logistics operations. In 
addition to robotics, holistically digitalised models of 
products and factories are developed for smart factories [10]. 
Industry 5.0 also includes edge computing, digital twins and 
collaborative robots also encompassing stronger human 

1Copyright (c) IARIA, 2023.     ISBN:  978-1-68558-053-7
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perspective in terms of critical thinking and decision making 
[3][9]. 

Industry 4.0 and 5.0 go hand in hand with the Big Data 
phenomenon [12], and huge amounts of various data from 
machines and operations are collected and used nowadays in 
factories. Data supports rehal-time monitoring and more 
intelligent decision making concerning, for example, 
production and inventory management [1][4][12]. Fifth-
generation (5G) network enables further advances in data 
gtransfer, remote monitoring and operation [13]. 

B. Autonomous mobile robots in smart factory 

Traditionally, motives for automation have been cost 
savings, quality improvements and safety [14]. Use of AMRs 
is increasing in production and intralogistics operations 
[5][14]. AMRs are typically equipped with a wide set of 
sensing technologies providing input data. Laser scanners, 
3D cameras, accelerometers, gyroscopes, ultrasound sensors 
and wheel encoders ensure accurate position and heading 
data at all times, thus enabling safe autonomous navigation 
[5][6][15][16]. Although huge amounts of data are often 
collected with fixed sensors in factories, data that AMRs 
collect while driving around remains underutilised. We 
suggest that data collected with laser scanners, 3D LiDARs, 
could also be used more in production and operations 
management. 

 
 

 
Figure 1. SPOT robot as an example of an AMR. 

 
During the past ten years, the use of 3D LiDARs has 

grown rapidly. LiDAR stands for Light Detection And 
Ranging. LiDARs uses light pulses, typically emitted by a 
laser, to measure distances of its surroundings. LiDARs 
provide a precise distance point cloud relative to the AMR of 
its environment, which is then used for Simultaneous 
Localisation And Mapping (SLAM) and collision avoidance 

[6]-[8][17]-[19]. As a result, a point cloud consisting of as 
many as millions of dots is created, and a digital twin of the 
environment is created (Figure 2). More knowledge is 
needed on, how point clouds formed by AMR 3D LiDARs 
could be used to accrue benefits for production and 
operations management. 

 

 
Figure 2. Point cloud created with 3D LiDAR scanner. 

 

C. 3D LiDAR applications in various business fields 

LiDARs are widely in use in various business fields. In 
the manufacturing industry, one of the most common 
applications of LiDARs is for autonomous navigation of 
AMRs and automated guided vehicles (AGVs) in internal 
logistics operations [4]-[8]. Accurate, as-built 3D models of 
industrial sites could be used more in the manufacturing 
sector [4] for, e.g., site modernisation projects, inspection, 
safety analysis, simulation and change detection. 

In addition to AMRs and AGVs in industrial use, another 
common application area for LiDARs is transportation. 
LiDAR data can be collected, e.g., by cars on the ground, by 
airplanes or drones in the air or by satellites in space [20]. In 
these cases, LiDAR data is mobile, whereas in some cases, 
data can also be collected statically, e.g., when modelling a 
building. In this paper, we concentrate on mobile laser 
scanning, which is LiDAR mounted on a mobile platform, 
moving on a factory floor or outdoor at a factory site. Mobile 
LiDAR scanning is the most common approach for 
collecting data in transportation applications, since roads and 
various features of urban environments can be captured with 
a high level of detail [20]-[22]. Further applications for 
LiDARs include, e.g., mapping mines [23][24], cities and 
buildings [25]-[28], forests [29], plants and fields [30] and 
historical landscapes in archaeological research [31]. 

D. 3D LiDAR-based object and change detection 

LiDAR sensors target the surrounding surfaces with a 
laser beam and produce range data by measuring the time for 
the reflected light to return to the receiver. For instance, 
Ouster OS0-128 LiDAR has a 360°×90° field-of-view and a 
measuring range from 0.5m up to 100m. These wide angle, 
high resolution LiDARs provide opportunities not only for 
localisation, navigation and mapping, but also for detection 
and monitoring temporal changes. 

3D-change-detection tasks aim to find differences in a 
scene or for particular types of objects using multiple 
acquisitions of 3D data. 3D LiDARs scan the environment at 
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a high speed (e.g., 20 times per second), and every time, a 
point cloud consisting of as many as millions of dots is 
created. For instance, with an angular resolution of 0.2°×0.7° 
Ouster OS0-128 LiDAR is able to provide up to 2621440 
points per second, with a precision of ±1.5–5cm. Point 
clouds collected at different times are then compared for 
detecting changes. The changes in the 3D geometry can be 
further categorised as additions (previously free space is now 
occupied), subtractions (previously occupied space is now 
free) or discrepancies, where the apparent change is caused 
by sensor noise or other sources of error  [32]. In addition to 
data differentiation, change detection may also include 
identification of changes for meaningful objects. For 
instance, monitoring of an on-street car park included 1) 
vehicle detection, 2) classification in terms of defined 
categories of vehicles and 3) change detection in terms of 
whether a car had changed from a certain spot in order to 
estimate parking duration [33]. 

3D object detection can be divided into three kinds of 
methodologies: 1) fusion-based approaches, combining RGB 
images and 3D point cloud data, 2) two-dimensional (2D) 
detection-driven methods, based on 2D bounding boxes 
defined from RGB images and 3) point-cloud-based 
methods, exploring features and topology of points to detect 
3D objects [34]. In this paper, we concentrate on the latter 
one, point-cloud-based methods. 3D LiDARs can create a 
very accurate digital 3D model and map of the environment, 
even in environments where there are people [35]. When a 
mobile robot gathers 3D LiDAR data, object steric size and 
location information are included. Another benefit of 
LiDARs is that they are insensitive to natural light, which 
makes them a potential sensor for 3D detection in 
environments with varying or poor light conditions. In many 
cases, methods based on RGB images and image recognition 
are feasible for object and change detection [36]. However, 
while comparing LiDAR-based methods with the 2D object 
detection, LiDAR-based methods can provide new potential 
applications for production and operations management. 

One state-of-the-art point-cloud-based object and change 
detection method is a method called PointPillars, in which 
point cloud data is combined with voxel-based feature 
extraction [37]. First, it organises raw point clouds as pillars 
(voxels) and then uses PointNet to learn the representation of 
point clouds. Finally, a standard 2D convolutional is used to 
enable efficient real-time detection. This method has been 
used, e.g., in autonomous vehicles for pedestrian and cyclist 
detection [38][39]. 

E. Literature synthesis, research gap and research 
question 

3D LiDARs have been traditionally used for mapping the 
environment, robot localisation and autonomous navigation 
[4]-[8]. In recent years, the advances in LiDAR technology 
have improved their range, accuracy and resolution. At the 
same time, laser scanners’ prices have gone down 
significantly in relation to their improved capabilities. Object 
detection, classification and 3D change detection can be 
done in a more detailed level than before and new use cases 
can be identified in factories. Still, within the production and 

operations management domain, there is scarcity of research 
concerning future mobile 3D LiDAR-based concepts, 
solutions and potential use cases that can emerge in this 
context. Object and change detection done with 3D LiDARs 
may offer new benefits for the industry. It is one way in 
which mobile LiDAR data collected by AMR on site can be 
taken into more efficient use in so-called smart factories. 
Thus, the main research question of this paper is the 
following: “How can mobile 3D LiDAR-based object and 
change detection enhance production and operations 
management in smart factories?” 

III. METHODOLOGY 

There is quite limited research within the POMS domain 
regarding the way LiDAR-based object and change detection 
could enhance operations in smart factories. Therefore, this 
study applies a qualitative case study approach, which is 
suitable for increasing the understanding of a phenomenon 
previously under investigated and thus to answer “how” 
questions [40]. The studied case includes the development of 
a solution concept for LiDAR-based object and change 
detection, its testing and collection of qualitative data on the 
research topic from the companies participating in the same 
project. VTT Technical Research Centre of Finland 
developed the technical solution. The solution is based on a 
LiDAR point-cloud comparison and helps identifying 
changes between the point clouds scanned at different times. 

The solution can be used on a mobile platform, such as 
an AMR, which is moving around an industrial site anyway 
during its preliminary task (e.g., in intra-logistics). The aim 
is to develop a solution, which would enable mobile, real-
time object and change detection in factories both indoors 
and outdoors. Parts of the solution were tested, and 
experiences gathered already in the course of this study, but 
development work is still ongoing based on the results so far. 
However, the solution concept is presented in this paper. 

The solution was developed and tested in two phases. 
The first scanning round was done in real industrial 
environment outdoors on a factory yard. The changes that 
took place on the yard were related to the trash containers 
(present/absent), the factory doors (open/closed) and cars. 
The test results were gathered and used for further 
development. The version of the solution presented in this 
paper was finalized and tested again in office environment. 

In addition to technical development work, qualitative 
data were gathered in discussions with company 
representatives. Nine companies attended the same publicly 
funded “Multi-purpose service robotics as operator business” 
R&D project in 2021-2022. The companies represent 
robotics, software and end-user companies. They attended 
several workshops during the research project, and among 
other research topics, they gave their views also into LiDAR 
object and change detection. 

Tasks and results of this study are thus twofold: 1) 
Technical development work regarding the new mobile 
LiDAR-based object and change detection solution and its 
testing, and 2) identification of use cases in the production 
and operations management domain. Finally, conclusions 
were drawn combining onsite test results and discussions 
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between the researchers and the company representatives on 
potential use cases and limitations of the solution.  

IV. RESULTS 

A. Solution concept for 3D LiDAR-based object and 
change detection 

The large quantity of produced points by high resolution 
LiDARs makes the point-cloud processing a challenging 
task, especially if this is done in real-time. To achieve real-
time change detection with this kind of high resolution 
LiDAR, we propose a solution that is based on an open-
source C++ library called Open Visual Database System 
(OpenVDB) [41]. OpenVDB incorporates a hierarchical data 
structure and tools for the efficient storage and manipulation 
of sparse volumetric data maintained in 3D grids. This 
volumetric database is typically referred to as VDB. The 
library has been used in the visual effects industry for 
simulation and rendering of water, fire and other effects that 
rely on sparse volume data. Despite the wide use in 
numerous movie production applications over the last 
decade, the robotics community has paid little attention to 
the library. The proposed solution requires a reference point 
cloud to be converted to a NanoVDB level set grid as 
described in the steps of Figure 3. 
 

Figure 3. Steps to convert point cloud to NanoVDB level set. 
 
NanoVDB [42] is a new addition to the OpenVDB 

library to leveragme the power of Graphics Processing Units 
(GPUs) in the processing of volumetric data, whereas 
OpenVDB was originally designed to be run Central 
Processing Unit (CPU) only. NanoVDB provides a 
simplified representation of the data structures being still 
completely compatible with the OpenVDB’s tree structure. It 
offers functionality to convert back-and-forth between the 
NanoVDB and the OpenVDB data structures and to create 
and visualise the data. NanoVDB’s compacted and linearised 
representation of the VDB tree structure is read-only. In 
other words, while values can be modified in a NanoVDB 
grid, its tree topology cannot. Despite this limitation, 
NanoVDB enables notably faster collision detection and 
raytracing compared to OpenVDB’s CPU implementation 
[43]. The proposed approach for change detection follows 
the pipeline defined in Figure 4. 

Figure 4. Pipeline for the change detection. 

A NanoVDB level set grid is created from an existing 3D 
point cloud that represents the reference map of the 
environment. Because the same 3D point cloud is also used 
to localise the autonomously moving robot, the pose of the 
LiDAR scan can be used to render a matching virtual LiDAR 
scan from the NanoVDB level set grid. 3D localisation is 
done based on combining wheel or LiDAR odometry to a 
scan matching module that tries to minimise the cumulative 
drift of the odometry by registering the latest LiDAR scan or 
a submap created from multiple consecutive scans to the 
reference map [44]. 

The computationally expensive process of rendering 
virtual scans from an existing map of the environment is 
performed using NanoVDB on a GPU. For each new scan, 
the change detection is apprehended by calculating the 
difference between the LiDAR scan and the virtual LiDAR 
scan. The difference is defined according to range: 

 range < 0: positive change (insert to OpenVDB 
grid as occluding voxel) 

 range > 0: negative change (insert to OpenVDB 
grid as newly revealed voxel) 

 range == 0: no change (optionally only update 
to NanoVDB grid as 'visible' voxels) 

This way the positive and negative voxels are cumulated 
to the OpenVDB grid, done in the CPU as a NanoVDB grid 
cannot be modified. Afterwards, the changes are 
accumulated to OpenVDB grid via VDBMapping. In the 
following Figure 5 positive changes detected are presented: 

 

 
Figure 5. Positive changes detected at the industrial site. 

 
The novelty of the presented method is in its approach to 

be real-time. The traditional method creates point clouds and 
only afterwards registers these to the same coordinate system 
and performs the change detection accordingly. Real-time 
approach enables more precise change detection on-site. 

To the best of the authors’ knowledge, NanoVDB is 
deployed in the field of robotics only to implement a GPU-
accelerated mapping and simulation package called 
NanoMap [45]. This work extends the use of OpenVDB and 
NanoVDB to LiDAR-based change detection. Also, only in 
recent years, OpenVDB has been starting to appear in open 
source projects, e.g., to implement spatiotemporal occupancy 
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grid map [46], probabilistic 3D mapping [47] and efficient 
Truncated Signed Distance Field (TSDF) integration of 
range sensor data [48]. The latter presents a 3D mapping 
library, called VDBFusion, which has a higher runtime, 
lower memory consumption and disc usage compared to 
older state-of-the-art 3D mapping libraries, like OctoMap 
[49] and Voxblox [50]. 

The presented work is evaluated on an embedded 
platform, NVIDIA Jetson AGX Orin, with data collected 
using two different robotic platforms, including SPOT robot 
(Figure 1) and ROVéo, ROVENSO’s wheeled robot (Figure 
6). 

 

 
Figure 6. ROVENSO’s ROVéo AMR. 

 

B. Identified use cases in production and operations 
management 

As results of this study, use cases for LiDAR-based 
object and change detection were identified. The emphasis is 
to complement data collected with fixed sensors in factories 
with LiDAR scans done continuously on a mobile platform. 
Real-time change detection is one central novelty value of 
the solution developed by VTT. When AMR detects relevant 
and defined changes in real-time, it can send an alarm for the 
respective organisation unit (e.g., security or production) 
with a location in which the change was detected so that the 
organisation can take the needed measures. 

Another selection criterion for potential use cases was 
that purely LiDAR-based detection would be beneficial 
compared to camera or LiDAR-RGB camera-based detection 
and image recognition. Cameras and image detection is a 
more suitable method for detection of smaller details and 
items. Compared to visual light cameras, a relatively 
accurate 3D model of the environment can be created, and 
rather large items and changes can be detected. Another 
strength of LiDARs is in their use in poor lighting 
conditions. LiDARs are already commonly used in AGVs 
and AMRs, so no new sensor or camera investments would 
be needed, but the idea would be to better utilise data 
collected by those moving around in factories. 

When identifying potential use cases for mobile LiDAR-
based object and change detection, the following criteria and 
features of LiDAR-based detection were considered: 
- Added value from AMR moving around the factory and 

factory site and detecting changes in real-time 
- Achieving relatively accurate and up-to-date digital 3D 

reconstruction of the environment of the AMR with 
repeated LiDAR scans 

- Visual detection of rather large physical items and 
changes 

- LiDARs work also in poor or limited lighting 
conditions. 

The next Table outlines identified use cases for LiDAR-
based object and change detection in production and 
operations management: 

TABLE I.  INDUSTRIAL USE CASES FOR LIDAR-BASED OBJECT AND 
CHANGE DETECTION. 

Industrial 
operation 

Use cases 

Internal 
logistics 

- Pallets and other large items left in the wrong place 
- Blocked routes of AMRs and AGVs and sending 
information to the fleet management system or 
operators 
- Cars left in the wrong place (e.g., on AMR/AGV 
driving lanes) in the yard 

Warehouse 
- Pallets, trolleys or other large items left in the wrong 
place in the warehouse 

Production 

- Large items left in the wrong place on aisles or in 
production cells: links to lean, 5S and safety 
- Digital as-is 3D model as basis for machinery and 
production line modernisation 

Security 
surveillance 

- Blocked fire doors or large items left in the front of 
emergency exits that should be kept clean 
- Factory gate or open doors, e.g., at night when there 
or no people at work 
- Holes in factory area fence 

Building 
maintenance 

- As-is model of the factory as basis for factory 
renovation and modernisation and progress 
monitoring 

 

V. CONCLUSIONS 

RGB images and image recognition is often feasible for 
visual change detection [36]. However, in certain cases, an 
accurate digital 3D model of the environment created with 
LiDARs and detecting changes repeatedly in real-time 
accrue benefits for production and operations management. 
This study identified use cases for mobile, real-time LiDAR-
based object and change detection. The new solution 
developed and presented enables efficient visual 3D data 
utilisation in operations management. The study shows 
practical implications of Industry 4.0 and 5.0 in terms of 
utilising autonomous systems and digital twins. 

As the main results of the study, we identified potential 
use cases in production, internal logistics, security and 
maintenance operations for the developed solution. 
Identifying, e.g., obstacles on AGV and AMR routes and 
sending the information to the operators of fleet management 
systems helps AGVs and AMRs update their routes and 
continue their tasks smoothly. Thus, the solution may help in 
optimising traffic flows in factories. Detecting large items 
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left in the wrong place and sending alarms for respective 
organisation units enhance intra-logistics operations, tidiness 
and safety. For security purposes, the solution identifies e.g. 
doors left open at nightime. 

The study results contribute to the operations 
management literature [4]-[8] by presenting a new technical 
enabler for object and change detection in factories. The 
main novelty value of the solution is the aim of detecting 
changes in real-time on repetitive rounds of AMRs. Real-
time approach enables more precise change detection on-site 
and provides many future development possibilities e.g. in 
terms of sending alarms of noted changes that might cause 
safety or other hazards. Thus, the results complement earlier 
studies on mobile change detection [33, 35]. Point cloud data 
collected with LiDARs will support more intelligent decision 
making in companies concerning, for example, production 
and intra-logistics [1][11][12]. 

As with any study, this one also has limitations. One 
limitation is that the technical solution is not ready yet, but is 
still under development. More testing and development will 
be needed in various industrial environments in order to 
ensure its reliability and accuracy. The accuracy of the 
change detection depends heavily on the accuracy of the 3D 
pose estimation of the LiDAR, which may be degraded due 
to measurement noise, motion distortion, and reflections 
from shiny surfaces. Moreover, major geometric changes in 
the environment (e.g., some walls removed) may also 
degrade the accuracy of the pose estimation. Another central 
limitation is that, in many cases, object and change detection 
is more feasible and cheaper to conduct with cameras. On the 
other hand, the use of LiDARs is already common in AGVs 
and AMRs, which reasons for wider utilisation of the data 
they collect. What remains important is to carefully evaluate 
which cases, e.g., RGB camera or RGB camera-LiDAR 
solution, are feasible and more reliable than a solution based 
solely on LiDAR. LiDARs’ strengths remain in their ability 
to make a relatively accurate digital twin of the environment. 
Use cases that benefit from those have the foremost potential 
for LiDAR-based solutions.  

Despite the limitations, this study inspires multiple 
interesting future R&D avenues. Within the production and 
operations management domain, autonomous systems, 
extensive data utilisation and so-called digital twins will 
provide much to study and develop in the future. For 
example, the fusion of multimodal data that AMRs collect 
can offer many possibilities for developing, e.g., 
manufacturing, intra-logistics and maintenance operations to 
be safer and more efficient. For example, one can integrate 
thermal camera and gas sensors onto a mobile robot 
platform, and data collected by those can be used in 
combination with LiDAR-generated maps for safety. More 
research will certainly arise from applying the new object 
and change detection method developed for various 
industries. Construction is one business field that would 
certainly benefit from real-time 3D modelling and change 
detection. 
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Abstract—Swarm intelligence systems, wherein robotic devices 

encoded with collections of discrete abilities executed at 

individual levels to cause swarm level emergent behaviour are 

appealing to fields, such as nanotechnology. Such swarm 

intelligence systems are typically used to solve complex real-life 

problems at, often, minimal costs. For example, ant colony 

systems have been proposed for deriving solutions to tough 

problems by emulating the behaviours of natural ants. 

Solutions to complex optimisation problems such as the bridge 

crossing problem, vehicle routing problems, shortest path 

formation problem, and travelling salesman problem have 

been presented. This study takes inspiration from the various 

simulated ant colony systems, investigating the low-level 

actions and abilities of simulated ant-like robotic devices 

towards prescribing an ant-bots swarm intelligence ontology. 

In this context, an ant-bot is assumed to be a tiny naive 

autonomous robotic device built on the characteristics of 

simulated ants. On its own, an ant-bot would not achieve 

anything practical. However, as a swarm, ant-bots can create 

compelling emergent behaviour. We investigate the discrete 

aspects of simulated ant agents that cause emergent behaviour 

and explicitly cogitate them in the design of an ant-bots swarm 

intelligence ontology. Experimental tests connoted three such 

aspects as the building blocks of the desired swarm intelligence 

ontology. First, the swarm space captures metadata about the 

configuration of the simulated environments, targets, and any 

global swarm rules. On the other hand, ant-bot context 

emphasizes the individual abilities and activities of ant-bots. 

Last, the swarm interaction aspect apprehends the embraced 

communication mechanism, whether direct or indirect, local, 

or global, nature inspired, mathematical, biological, or 

otherwise. Commendably, the swarm intelligence ontology 

thereof is a mere formal ant-bot knowledge representation 

model. 

Keywords:  ant-bot; swarm intelligence; ant-bot ontology. 

I.  INTRODUCTION 

Swarm intelligence focuses on the design of intelligent 
multi-agent systems based on the collective natural 
behaviour of social colonies, such as ants, termites, birds, 
spiders, and bees [1]. It is a comparatively recent problem-
solving method that draws inspiration from nature [2]. 
However, the methods governing the behaviour of natural 
colonies remains unknown. Although cooperative colony 
behaviour emerges from relatively straightforward 
relationships between the colony members, what exactly 
does each member do to cause colony level behaviour? 

Ants are fascinating. Related ant systems have received 
much attention because of their practical application to 

combinatorial optimisation problems [4] such as shortest 
path formation [5]. However, what does each simulated ant 
agent do for swarm convergence? How do we formalize the 
representation of the knowledge insinuated in ant systems 
towards a more visible practical use in real life problem 
solving?  

An ontology is a philosophical branch that investigates 
the concepts of existence, being, becoming, and reality [6]. A 
swarm intelligence ontology, therefore, refers to a collection 
of the swarm knowledge related to swarm members 
behaviour, swarm member abilities, the environment in 
which the swarm is deployed, as well as all the other meta 
parameters of the swarm. This study seeks to understand the 
design of an ant systems inspired swarm intelligence 
ontology. 

A. Problem statement 

Creating an ant-bots ontology connotes coordination of 
homogeneous swarms. Pushing this agenda further to the 
coordination of heterogeneous swarms is an ambitious 
project which involves understanding various discrete swarm 
intelligence ontologies. For example, we would require 
independent ants, termites, bees, social spiders, fish, or birds 
ontologies before we build a generic swarm intelligence 
ontology that may tackle heterogeneity.  

Simulated ant systems are fascinating. What are the 
building blocks of an ant-bots ontology that may contribute 
to the development of heterogeneity in the swarm 
intelligence body of knowledge? 

Little has been said about ant-bots abilities to create 
emergent behaviour. Individual actions of ant-bots, 
communication, interaction strategies, decision-making, and 
the information they generate are blurred ingredients of 
swarm knowledge. Representation of this knowledge has not, 
yet, been formalized, which is the theme of this study. The 
article seeks to pinpoint and characterize the key aspects of 
simulated ant systems that define an ant-bots ontology. 
Achieving this involves conceptualization of the 
environment in which ant-bots operate, the design of the ant-
bots, and an understanding of the processes through which 
ant-bots interact, communicate, share, or create knowledge. 
In the end, we seek to demonstrate an informed 
understanding of the prospective vocabulary of ant-bots 
towards improved application and visibility of ant systems. 
To the best of our knowledge, formalized representation of 
ant systems in the form of an ontology is a creative 
intervention in the field. 
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B. Overview 

The article is structured as follows: Section II presents 
literature which identifies the predominant ant system 
aspects that may inspire the design of an ant-bots ontology. 
Section III goes on to characterize the identified aspects, 
taking us closer to pinpointing the component units of the 
envisioned ant-bots ontology. In Section IV, the actual ant-
bots ontology is proposed before we conclude the study in 
Section V, highlighting the contributions we make, as well as 
pointing the direction for future work. 

II. RELATED WORK 

Research intervention to represent knowledge 
substantively and methodologically is visible [8]. Although 
we note attempts in the literature to create swarm 
intelligence ontologies inspired by the functionalities of ant 
colony systems, bee colony optimisation models, particle 
swarm optimisation systems, and even heuristic particle 
swarm ant colony optimization models, such specificity and 
explicitness in the representation of ant-bots knowledge is 
still blurred. This study seeks to investigate specific aspects 
of simulated ant systems to then suggest an explicit ant-bots 
ontology. 

Closest in the literature are works that investigated the 
meaning or purpose of pheromones in directing ant-like 
agents moving between two points [2]. These works 
established pheromones as indirect guides towards agents’ 
targets. Pheromone mark the paths ant agents 
probabilistically follow. Directions are selected 
stochastically  based on the levels of pheromone around a 
decision-making ant agent. We refer to direction selection by 
ant-bots as orientation. This understanding of the meaning of 
pheromone as guides to ant agents has been modified and 
optimized many times [9]. Although all the hybrids yielded 
maintain the same concept of pheromone perception for 
orientation, heuristic information is required to bring about 
optimal solutions [10][23]. For example, defining swarm 
memory abstractly as held on the environment is a heuristic 
feature to merely reducing the cost of managing ant-bots.  

Most ant systems insinuate ant agents that also possess 
some internal state in which to keep the swarm goal [19]. 
Each ant agent is always aware of its target, implying 
knowledge of which levels of pheromone are attractive or 
repulsive at the time [19]. Therefore, flipping between 
different internal states is a reward that comes with an ant 
agent finding the target or successfully returning to the nest 
[19][21]. During the search for the target or nest, it is a 
standard that ant agents drop and update specific levels of 
pheromone depending on their internal state [10][22]. 
Pheromone updates are also heuristically administered 
through dissipation processes [19] to optimize swarm 
convergence quality and speed. Summarily, most ant systems 
achieve mission planning and execution through (a) 
pheromone management policies (detection of the levels of 
pheromone around, dropping new levels of pheromone at 
current location, updating the quantities of pheromone held 
at current location, and pheromone dissipation), (b) internal 
state transitions (heuristically managing context awareness, 

and ant agents flipping between internal states when it 
becomes necessary), as well as (c) local search procedures 
(orientation and movements).  

A survey of the theoretical meaning of ant colony 
optimisation [11] has also been presented. Emphasis has 
been on understanding the theoretical basis of swarm 
convergence on optimal solutions given that stochastic 
methods drive the processes. However, trust level 
computation demonstrated in [12] notably insinuated the 
value of similar swarm aspects for recommendation towards 
an ant-bots ontology [13]. The primary goal of this study is 
to explicitly elucidate the key aspects of ant systems that 
may inspire the design of ant-bots ontology for more visible 
application of related swarm intelligence systems in real life. 

III. METHODS 

This study is still in the infancy towards the creation of 
heterogeneous ontologies. It focuses on understanding a 
particular homogeneous ant-bot ontology that will be 
integrated with other homogeneous ontologies towards 
addressing heterogeneity in swarm intelligence models. 
Precisely, we conduct (a) a requirements elicitation exercise 
(seeking for what matters in the design of an ant-bots 
ontology), (b) requirements specification (looking at how 
each elicited aspect fits into the problem) and (c) administer 
the ontology modelling and proposing a methodology for 
integrating these aspects.  

Design science research is adopted when the main 
computational artifacts of the study are defined [14]. In 
proposing the ant-bots ontology, emphasis is invested on 
achieving scalability, reproducibility, and adaptability. A 
positivist school of thoughts drives the study towards 
understanding the veracity of the work [15] through 
deductive means [16][17] until an ant-bots ontology ensues. 
Hopefully, the results we yield should be transferable from 
views to theory [18]. The next sub-sections give detailed 
analyses of those aspects prevalently insinuated when ant 
systems are studied. 

A. Ant-bot architecture 

An ant-bot is designed with basic memory in which to 
hold four key pieces of information pertaining to its position, 
internal state, neighbourhood, and the available instruction 
set as shown in Figure 1. Awareness of the current position 
allows an ant-bot to retrieve the levels of pheromone held on 
that position. It allows the ant-bot to be able to update 
specific levels of pheromone at its location in specific 
quantities. Positional awareness is an individual ant-bot 
property. 

The internal state keeps the ant-bot’s purpose in the 
swarm. At any point, an ant-bot is either searching for the 
target or travelling back to the nest. In each mode, an ant-bot 
places a different type of pheromone on its current position, 
thus updating the swarm’s global information. Often, an ant-
bot places pheromones attractive to other ant-bots in the 
opposite internal state mode. For example, an ant-bot 
searching for the target places pheromones that are attractive 
to ant-bots that are travelling back to the nest. Those ant-bots 
travelling to the nest places pheromones that are attractive to  
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Figure 1. Ant-bot design 

 
ant-bots searching for the target. That way, trodden paths 
emerge at swarm levels.  

Also, every ant-bot is designed with the ability to 
perceive its neighbourhood. The neighbourhood comprises 
candidate locations an ant-bot may move to. Each location in 
the neighbourhood is assigned some weight based on its 
attractiveness or repulsiveness. Such attractiveness or 
repulsiveness of nearby locations is based on the amounts of 
specific levels of pheromone they hold. An ant-bot 
stochastically decides on where to go based on the 
attractiveness or repulsiveness of the locations around it. 

Last, ant-bots follow deterministic instructions to achieve 
their goals. They are designed with the ability to follow these 
instructions at individual level towards achieving swarm 
level emergent behaviour. A collection of these instructions 
and their parameters is described further in the next section 
on ant-bots actions. This work does not dwell on the 
engineering side of the design of ant-bots.  

 

B. Ant-bots actions 

It is apparent that ant-bots drop specific levels of 
pheromone as they navigate the environment. The action of 
dropping pheromone updates the quantities of this specific 
level of pheromone held on the ant-bot’s current location. 
The quantity of pheromone held on the environment creates 
a shared memory for the swarm. Holding these quantities on 
the environment has the advantage of freeing ant-bots from 
the need to have large memory capacity. It also separates the 
ant-bot’s life from the swarm solution. When an ant-bot 
drops and updates specific levels of pheromone at its current 
location, that action also updates the swarm level shared 
memory. Listing 1 presents the concept of dropping 
pheromone in computational terms.  

 
Listing 1: dropping levels of pheromone 

 

Drop (int x, int y, int Qty) 

{ 

  update(level,Qty + read (level, x, y))

  

} 

Precisely, an ant-bot reads the quantity of the levels of 
pheromone, at current location, that are repulsive at the time, 
and update the same levels by a prescribed quantity. 

The next step for an ant-bot would be to relocate, after 
dropping specific levels of pheromone at the current 
position. This requires an ant-bot to, first, orientate before 
following some direction. Orientation, in computation terms, 
refers to an ant-bot detecting the attractiveness or 
repulsiveness of neighbouring locations before choosing a 
direction. This is achieved by weighting neighbouring 
locations based of the levels of attractive and repulsive 
pheromone they hold. Locations that have more attractive 
than repulsive levels are favoured while those locations with 
more repulsive than attractive levels are penalized. Listing 2 
presents the concept of orientation algorithmically.  
 

Listing 2: ant-bot orientation 

 

Orientate (int x, int y) 

{ 

  for each nearbyLocation i 

  { 
  wiqtyAtt(x±[0,1];y±[0,1])–qtyRep(x±[0,1];y±[0,1]) 

  } 

    set a scaled roulette wheel for wi 

      direction  randPick (i,wi)  

} 

The equation in the loop in listing 2 shows how the 
weight of each location around an ant-bot is calculated. Once 
these weights are known, a stochastic roulette wheel is 
established where more attractive locations are allocated 
wider spans than repulsive locations. Random selection of a 
location in such a setup favour selection of attractive  rather 
than repulsive locations. Great in this approach is that even 
very repulsive locations can still be stochastically picked to 
bring about randomness in the movement. However, it would 
be rare that a repulsive location gets picked. 

Ant-bot movement follows successful orientation.  
Movement is about relocation in the orientation direction. 
The aspect of movement is interpreted in listing 3. 

 
Listing 3: ant-bot movement 

 

Move (int x, int y, direction i) 

{ 

   x  x + direction (ix) 

   y  y + direction (iy) 

} 

In this case, an ant-bot would move from its x coordinate 
towards the x direction of the direction of orientation. It 
would move from its y coordinate towards the y direction of 
the direction of orientation. 

Eventually and at some point, a moving ant-bot will hit 
its target. This achievement triggers the flip state action. An 
ant-bot that was searching for a food target would change its 
role in the swarm to start looking for the nest. It would 
change its perception of which pheromone is attractive and 
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repulsive. Also, it would flip the levels of pheromone it 
drops on visited locations, assuming opposite phenomena 
thereafter. Listing 4 describes flipping between different 
internal states. 

 
Listing 4: ant-bot flip state 

 

state Flip (int x, int y) 

{ 

   if (x ; y) has Target 

    return homing 

   if (x ; y) has Nest 

    return searching 

} 

Precisely, this aspect conditionally returns a particular 
internal state depending on the location of the ant-bot at the 
time. An ant-bot that finds itself at the target because it was 
searching for a target should change to homing, where it 
starts the journey back to the nest. An ant-bot that finds itself 
at the nest because it has been homing should flip to the 
searching mode and commence the search trips all over. This 
function will only have effects on these two targets. 
Otherwise, a searching ant – bot that has not found the target 
would continue searching. An ant-bot travelling the nest, that 
has not reached the nest, will continue homing until it finds 
the nest. A collection of all ant-bot actions from the ant-bots 
instruction set was shown in Figure 1 earlier on. 

C. Heuristic aspects 

The ant-bot systems utilize two key heuristic elements. 
These swarms of ant-bots operate in deterministic 
environments that include specific locations, pheromone 
levels, and the context in which the ant-bots exist or navigate 
as they solve problems. The environment serves as a shared 
memory for the swarm. Figure 2 shows an example of this 
environment, depicted as a grid of locations where the ant-
bots can move and leave pheromone behind. The parameters 
of this environment are set during the simulation process. 

 
 

Figure 2. Ant-bots environments 

 
Interesting is that the pheromone levels dropped on 

different locations of the environment may virtually dissipate 
through evaporation or diffusion. Pheromone dissipation is 
an elitist approach for smoothen the pheromone paths 
formed. It is also a mechanism with which old solutions may 
be forgotten in favour of new outcomes.  Although these 
aspects are not directly associated with the life of an ant-bot, 

they contribute to ant-bot behaviours, hence required in the 
design of an ant-bots ontology.   

 

IV. ANT-BOT ONTOLOGY 

Figure 3 visualizes the integration of ant-bots 
architecture, ant-bots actions, and the related heuristic 
aspects into an ant-bot ontology. The proposed ontology 
primarily shows the locations of different pieces of ant-bot 
knowledge. The centre or core of the ontology holds the  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

                                    
   
 
 
 
 
 
 
 

Figure 3. Ant-bots ontology 

 
widespread representation of swarm level knowledge which 
synchronizes knowledge from the supporting sub-domains. 
The heuristic aspects have to do with environmental designs 
and how the pheromone levels deposited on the environment 
are maintained and smoothened beyond ant-bot abilities. 
Also, the core is aided by the ant-bot architecture which 
captures positional knowledge, internal states details about 
each ant-bot recalling its goal in the swarm, its 
neighbourhood, and how each ant-bot uses the instructions 
held in the ant-bots actions knowledge domain. The 

Ant-bots  

Ontolog

y 

Ant-bot      

architec

ture 

Ant-

bot 

Actio

ns 

Internal state,  

Instruction set 

 

Neighbourhood, 

Position 

   

  -  

Flip state 

 

Flip state,   No action 

 

Drop pheromone, 

Orientate 

Move 

 

Environment 

design 

 Pheromone 

dissipation 

11Copyright (c) IARIA, 2023.     ISBN:  978-1-68558-053-7

ICAS 2023 : The Nineteenth International Conference on Autonomic and Autonomous Systems

                            21 / 63



instructions include actions such as drop pheromone, move, 
orientate, and flip state.   

It is pertinent to note that the survival of an ant-bots 
swarm depends on the strength of the shared memory 
defined by the levels of pheromone held on the environment. 
Low levels of pheromone on the environment connote lack 
of swarm level knowledge of the location of the target, hence 
random movements. On the other hand, excess levels of 
pheromone would saturate the environment and deplete the 
formed paths. A balance is struck through elitist heuristic 
means, including pheromone dissipation.  

In this study, we do not concentrate on detailing 
implementational concerns. Instead, we are concerned with 
the logic for emulating ant behaviour. We want to focus on 
figuring out what each ant-bot does at an individual level to 
achieve swarm level emergent behaviour. We are concerned 
with the understanding of homogeneous swarms of ant-bots 
where each is simple and autonomous. In this case, the 
ontology connotes only stigmergic communication indirectly 
mediated via the environment [19][20]. None of the ant-bots 
can pass direct messages to others. However, it is possible 
that an ant-bot may choose not to do anything when it 
becomes necessary, hence inclusion of a No action aspect in 
the ant-bot instruction set. 

V. CONCLUSION 

This article investigated those aspects of ant systems that 
cause emergent behaviour and interpreted each in 
computational perspectives. It went on to suggest a way of 
putting those aspects together into a knowledge 
representation framework which we referred to as an ant-
bots ontology. The ant-bots ontology is envisioned to capture 
all the key aspects for coordinating swarms of homogeneous 
ant-like robotic devices. Unfolding the elements of the ant-
bots ontology is essential to providing a detailed modelling 
scenario that can be applied to other swarm formations. 
Precisely, the clarity sought in the design of the ant-bots 
ontology can propel application-specific modelling of 
solutions to practical problems. The ant-bots ontology 
presented in this article comprises three knowledge domains 
which are interrelated to the core domain. These three 
aspects, together with their relational inferences form the 
ant-bots ontology. 

A. Contributions 

Three contributions emanate from this study as follows: 

• The article suggested a formal knowledge 
representation approach for defining ant inspired 
swarm intelligence systems. This literature extends 
content in the field. 

• Proposals aimed at formalizing knowledge 
representation in swarm intelligence models are 
upcoming. This work is one of many studies aimed 
at understanding the key knowledge domains of 
swarm intelligence systems, focusing on ant 
systems. Although this is a discrete case, it guides 
us towards generic views.  

• Although the focus was on understanding an 
ontology for a homogeneous swarm of ant-bots, the 

work creates a baseline upon which heterogeneity 
may be tackled.  

B. Future work 

Four ambitious directions for future work are 

envisioned from this study as follows: 

• Corroboration of ant-bot knowledge representation 
through practical experimentation is upcoming.  

• An ant-bot ontology could be enriched through 
incorporation of applicable aspects to cover a wider 
scope of use cases. It must be tested for 
completeness, optimality, applicability, and 
expandability. 

• Integration of the ant-bots ontology with other 
swarm intelligence ontologies may, eventually, 
bring about practical heterogeneous swarms. 

• It is worth pursuing the extensibility of the ant-bots 
ontology to deal with fuzzy situations, uncertainty, 
incompleteness, inaccuracies, vagueness, or 
impreciseness. 
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Abstract—Catheters are thin tubes or wires made of medical-
grade materials that are inserted through small incisions into
the human body. In order to have a safe and effective robot-
assisted radio frequency ablation, a real-time force estimator is
required to measure the applied forces at the tip of the catheter.
Finite element analysis can provide the real-time contact force
of the steerable catheter. To do so, a nonlinear planar finite
element model of the steerable catheter was first developed using
parametric material properties in ANSYS software. After that,
a series of finite element simulations based on each mechanical
property was performed, and the deformed shape of the catheter
was recorded. Next, the performance was validated by comparing
the outputs of the simulation with experimental results from
setup. In fact, the validation force was between the range 0
and 0.45 N that determined the material properties of the
catheter. The results of the proposed finite element model were in
fair agreement with reference values from the experiment. The
proposed method met the requirements for autonomous cardiac
ablation in terms of accuracy and speed.

Index Terms—Autonomous Catheterization; Finite Element
Analysis; Steerable Catheter; Radio Frequency Ablation; Paramet-
ric Simulation.

I. INTRODUCTION

In the elderly population, Atrial Fibrillation (AFib) is the
most common arrhythmia, in which the electrical activity
within the atria becomes chaotic [1]. Consequently, chaotic
contractions of the atrium may result in blood clots and
strokes [2]. As a treatment, in Radio Frequency Ablation
(RFA), the arrhythmogenic sites within the cardiac tissue are
partially burned off to reduce the undesired pulsation within
the cardiac tissue. Catheters are thin tubes made of medical-
grade materials that are inserted through small incisions into
the body. The majority of atrial ablation procedures are carried
out using manual catheters; however, robotic catheter inter-
vention systems have been introduced to enable more precise
mapping and ablation procedures [3][4]. It has been shown
that excessive contact force (greater than 0.45 N) increases
the incidence of tissue perforation, while inadequate force
(less than 0.1 N) results in ineffective ablation. Figure 1
shows a scheme of a cardiac steerable RFA catheter used for
AFib treatment. For RFA catheters, researchers have proposed

Fig. 1. Configuration of a typical ablation’s catheter during an RFA
procedure and a comparison of normal and arrhythmic cardiac electrical

activity. (3D Heart model from Zygote Media Group Inc.)

sensor-based [5][6], and model-based [3] shape estimation
schemes [7]. Even though sensor-based studies have shown
favorable accuracy [8][9][10], sensor-embedded catheters are
limited by their size, weight, compromised flexibility, and
high cost [11]. In the literature, sensor-free approaches for
estimating force have been proposed based on shape sensing
[12]. Typically, these methods use real-time images of a
deflected catheter to determine tip contact forces based on
a mechanistic model of the catheter. Among the mechanistic
methods to model the catheter is the Pseudo-Rigid-Body
(PRB) model, which showed low accuracy [13][14] to be used
in the medical applications. Also, the other models such as
interaction modeling [15], piecewise circular arcs [16], spatial
curves [17], Kirchhoff models [18], and Cosserat rod models
[19][20], are not suitable for estimating the shape of the
catheter in real-time because they are mainly computationally
expensive. On the other hand, learning-based methods have
been proposed to estimate the contact forces directly from the
images containing the deflection shapes of the distal shaft [21]
[22]. However, such approaches are in need to be fed by the
realistic data obtained from experimental setups. Compiling
a dataset that comprises all possible deflections with respect
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Fig. 2. Cross-section of the steerable catheter, Blazer II XP, Model
4770THK2, Boston Scientific [23].

to the eclectic catheter’s material is costly and cumbersome.
The scientific achievement of this study is the development of
a real-time force estimator for robot-assisted radio frequency
ablation using finite element analysis.

Given the reviewed limitations, this study proposes a para-
metric Finite Element Model (FEM) to simulate the deforma-
tion of a steerable catheter and estimate the tip contact force.
The main contribution of this study is to propose a shape-based
force estimation according to the finite element simulation.
Due to the availability of real-time X-ray images during RFA
procedures (fluoroscopy), the shape of the RFA catheter is
available intraoperatively. Given such a capability, the pro-
posed simulation can pave the way for leveraging the deep
learning potentiality in finding the relationship between the
parameters and their corresponding bending shape. This will
obviate the run-time issue in the simulation-based approaches.
Having a precise shape of the catheter along with the generated
contact force outputted by the proposed simulation, it will also
be possible to estimate the contact forces using the proposed
method by matching the authentic catheter’s deflection to the
simulation output. Section II describes the finite element model
used in this study. In Section III, validation of the simulation
using the experimental setup will be presented and the results
of the model are shown in Section IV. Finlay, the main
contributions of this study will be concluded in Section V.

II. FINITE ELEMENT SIMULATION

In this study, the catheter is modeled as a cantilever beam
with a length of L = 108 mm and diameter D = 2.33 mm
(this size is equivalent to the French size 7). These are the
dimensions of the available catheter (Blazer II XP, Model
4770THK2, total length 110 cm, Boston Scientific [23]). Only
the distal segment of the catheter was imported into the simu-
lation. Figure 2 shows the cross-section of the proximal section
and distal segment of the catheter. Since different materials are
used to prototype the catheter (e.g., kevlar wrap and steering
plate), the equivalent Young’s modulus, Poisson’s ratio and
density are considered as parameters in the finite element
simulations of the catheter. Then based on the deformation of
the catheter during the experimental setup, the values for these
parameters are tuned. During the simulation, the catheter’s tip
was squeezed on a rigid surface (e.g., the lumens or cardiac
tissues) for 40 mm, and the reaction force at the base was
recorded. Figure 3 shows the FE homogeneous Dirichlet and

Fig. 3. Cantilever condition for the distal shaft of the catheter.

Fig. 4. Deformed shape of the catheter under 40 mm tip displacement.

Neumann boundary conditions which were applied at the right-
most of the model to simulate the cantilever condition for the
distal shaft of the catheter. The model was discretized and
solved using 108 elements and the nonlinear geometry (large
deformation) assumption using ANSYS software (ANSYS
Inc., PA, USA). Figure 4 shows the representative deformed
shape of the catheter under 40 mm tip displacement. Next
section will provide more details of the simulations validation.

III. VALIDATION STUDY

To validate the parametric simulation and find the material
properties, a range for every three parameters is considered
as follows: Young’s modulus ranges from 120 to 200 MPa,
Poisson’s ratio from 0.3 to 0.4, and density from 7000 to
8000 kg/m3. The range specifies the minimum and maximum
of each parameter during the simulation. Table I shows the
experimental points for the range of each parameter and the
corresponding reaction force.

TABLE I
PARAMETRIC STUDY EXPERIMENT POINTS

Experiment Density Young’s Modulus Poisson Reaction Force
Points (kg/m3) (MPa) Ratio (N)

1 7500 160 0.35 0.4882
2 7000 160 0.35 0.4881
3 8000 160 0.35 0.4884
4 7500 120 0.35 0.3669
5 7500 200 0.35 0.6096
6 7500 160 0.3 0.4883
7 7500 160 0.4 0.4882
8 7093.48 127.47 0.31 0.3895
9 7906.51 127.47 0.31 0.3898

10 7093.48 192.52 0.31 0.5868
11 7906.51 192.52 0.31 0.5871
12 7093.48 127.47 0.39 0.3894
13 7906.51 127.47 0.39 0.3897
14 7093.48 192.52 0.39 0.5867
15 7906.51 192.52 0.39 0.5870
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Fig. 5. Experimental setup, (1) data acquisition unit [24] (2) power supply of sensor [24] (3) camera (4) ATI Industrial Automation, F/T Sensor: Mini40
[24] (5) tip of the catheter (6) holder (7) linear actuator (8) Nema 17 stepper motor (9) steerable catheter, Blazer II XP, Model 4770THK2, Boston Scientific

[23] (10) power supply (11) Arduino MEGA 2560 (12) microstep driver.

The experimental setup in Figure 5 mimics the catheter
simulation. Prior to the experiment, 108 mm length of the
catheter tip was measured and fixed in the holder of the linear
actuator. The linear actuator was rapidly prototyped using a
3D printer (Replicator+, MakerBot, NY, USA) so as to align
the center of the holder and 6-DoF force/torque sensor (ATI
Industrial Automation, F/T Sensor: Mini40) (Figure 5 (4))
[24]. The purpose of the 6-DoF force/torque sensor is to
measure the force applied to the clamped base by the tip
of the catheter. Next, a Nema 17 stepper motor (Figure 5
(8)) controlled by an Arduino MEGA 2560 (Figure 5 (11))
squeezed the catheter tip against the force sensor mounted
at the end of the linear actuator. It is the purpose of the
stepper motor to drive the linear actuator. Simultaneously, a
camera (Figure 5 (3)) perpendicular to the deflection plane
was used to record the deflection of the catheter. During the
experiment, the catheter tip’s bending angle was set to 0◦ by
using the catheter’s knob, and also the initial shape of the
catheter was straight. The wiring of the stepper motor in Figure
5 (8) is connected microstep driver Figure 5 (12). Figure 6
compares the result of the experiment and simulation when
the tip of the catheter was squeezed for 40 mm. Utilizing
ANSYS’s response surface optimization (RSO) module, the
candidate point is selected with the aim of minimizing the error
between the reaction force obtained from the force sensor and
the simulation. Figure 7 shows the recorded force during the
experiment. Next section provides the result and discussion of
the study.

IV. RESULT AND DISCUSSION

Table II shows the candidate values for the Young’s mod-
ulus, Poisson ratio and density of the catheter found using

Fig. 6. Comparison of FEM simulation and experimental deformation for
the tip of catheter when the catheter squeezed 40 mm to the force sensor.

Fig. 7. Recorded force during the experiment when the tip of the catheter
was squeezed for 40 mm.
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TABLE II
MECHANICAL PROPERTIES OF CATHETER FOUND USING THE RSO.

Young’s modulus Poisson ratio Density
(MPa) (kg/m3)

137.6 0.394 7736

Fig. 8. Variation of reaction force by changing the density in the range of
7000 to 8000 (kg/m3) while Young’s modulus and Poisson’s ratio are set to

candidate values.

the RSO. The candidate points are the selected values of
Young’s modulus, Poisson’s ratio, and density from I that
satisfied the 0.4 N reaction force with 40 mm tip displacement.
Figure 8 shows the variation of reaction force by changing
the density in the range of 7000 to 8000 (kg/m3) while
Young’s modulus and Poisson’s ratio are set to 137.6 MPa
and 0.394, respectively. Similarly, Figure 9 and Figure 10
show the variation of reaction force by changing the Young’s
modulus and Poisson ratio while other parameters are set to
the candidate values. The Figures showed the sensitivity of the
reaction force to the Young’s modulus and Poisson ratio.

As illustrated in Figures 8 and 10, the reaction force is
slightly changed by the variation of the density and Poisson’s
ratio. However, as shown in Figure 9 the reaction force
is highly dependent on the value of Young’s modulus. In
addition, igures 11 to 13 provide a 3D plot of the variation
in reaction force at the selected candidate points. The results
showed that the reaction force increased by incensing Young’s
modulus and density. The reason for this is that the capability

Fig. 9. Variation of reaction force by changing the Young’s modulus in the
range of 120 to 200 MPa while density and Poisson’s ratio are set to

candidate values.

Fig. 10. Variation of reaction force by changing the Poisson’s ratio in the
range of 0.3 to 0.4 while Young’s modulus and density are set to candidate

values.

Fig. 11. Variation of reaction force by changing the Young’s modulus and
density.

of transferring force is directly related to the material property,
and that by increasing the material property and having a
stiffer material, more force can be transferred. However, by
increasing the Poisson’s ratio, the reaction force decreased.
Moreover, as the catheter’s tip weight is small, density almost
has no impact on the reaction force, proving the validity of
the quasi-statistics assumption in the FEM modeling and in
the applications that the velocity of deformation is slow.

Fig. 12. Variation of reaction force by changing the Poisson’s ratio and
density.
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Fig. 13. Variation of reaction force by changing the Poisson’s ratio and
Young’s modulus.

V. CONCLUSION AND FUTURE WORK

A real-time force estimator is necessary for ensuring the
safety and effectiveness of robot-assisted radio frequency ab-
lation. The purpose of this study was to simulate a parametric
finite element model for a steerable catheter which will be used
for the estimation of force during radio frequency ablation
procedures. A setup experiment is conducted to determine the
design parameters of the catheter by comparing the deforma-
tion of the catheter between the experiment (by capturing the
deformation of the catheter) and the finite element simulations.
The results of the FE simulation were in fair agreement with
the reference values obtained from the experiment. Based
on the outcome of the current study, the proposed method
was able to meet both the accuracy and speed requirements
for procedures involving robot-assisted autonomous cardiac
ablation. In terms of simulation speed, the time required
for the ablation process to be completed can be measured
and compared against a desired time frame or benchmark.
For future work, a learning-from-simulation model will be
proposed to estimate the tip contact force without actually
running the simulation in real-time. This feature will enhance
the accuracy and precision of minimally invasive procedures
for robotic catheter intervention systems.
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Abstract—For autonomous actors, such as robots to achieve
their goals while operating adaptively in a dynamically changing
environment, they need to accurately recognize changing condi-
tions from moment to moment. Planning research for finding a
sequence of actions to achieve a goal has a long history, and
in recent years, machine learning has become the mainstream
method for finding the optimal sequence of actions. However, it is
difficult to deal with unexpected situations using this method, and
in such cases, the real-time performance is lost due to the blind
search for a sequence of actions that will achieve the goal. Living
organisms, such as ourselves, have learned how to avoid blind
search by perceiving environmental affordances. In this paper,
we propose a method for robots to use affordances to recognize
their situation accurately and to seek a sequence of actions to
achieve their goals efficiently. Affordances are common sense in
an individual situation, i.e., tacit knowledge, and conventionally
can only be constructed manually, which has the limitation that
they cannot be scaled. However, large-scale language models that
have recently emerged may contain tacit knowledge, and we have
developed a method for extracting this tacit knowledge. In this
study, we incorporated this method into a multi-agent planning
system that is highly adaptive to dynamic environmental changes.
We confirmed that a sequence of actions can be efficiently
obtained to achieve a goal by using affordances.

Keywords—multi-agent planning; action selection; affordance.

I. INTRODUCTION

Planning is an essential area of Artificial Intelligence (AI)
research and continues to be actively studied. In particular,
planning, which is highly adaptive to dynamic environments,
is a core technology for realizing next-generation AI with high
autonomy and versatility.

To realize this capability, it is necessary to distinguish
between immediate planning, which enables instantaneous
action selection in response to changes in the environment, and
deliberative planning, which outputs a highly optimal action
sequence even if it takes time to achieve a goal that requires
deliberation, given to a robot equipped with the planning
system.

A method to construct the planner as a multi-agent type has
been proposed to achieve immediacy and deliberateness. In
multi-agent planning, one agent is in charge of one operant in

Stanford Research Institute Problem Solver (STRIPS) [1], and
the agents cooperate to generate a sequence of operants that
transitions from the initial state to the goal state. Subsumption
Architecture (SA) proposed by Brooks [2] is well known as
an existing study. SA can hierarchically connect lower-level
reflective functional modules and higher-level deliberative
functional modules to use immediacy and deliberateness as
appropriate. However, SA exclusively selects between imme-
diate and deliberative planning, and the two cannot cooperate
or be more adaptive to the environment.

On the other hand, Agent Network Architecture (ANA)
proposed by Maes [3] [4] is an activation propagation-based
behavioral network architecture. This method allows more
fine-grained coordination between immediate response and
deliberation than SA by allowing agents to interact with each
other in the form of activation propagation.

However, in planning, a search is conducted to obtain
action sequences, and the more versatile the planning is, the
more the search for the optimal sequence that achieves the
objective from among a vast number of combinations of action
sequences becomes burdensome and real-time performance
declines. In planning, many methods have been proposed in
recent years to find the optimal action sequence by machine
learning. However, even with this method, unexpected situa-
tions are difficult to deal with. In such cases, blind search is
achieved for a sequence of actions that achieves the objective,
which results in a loss of real-time performance.

Living organisms, such as ourselves, can avoid blind search
by perceiving environmental affordances. Affordance is ‘the
opportunity for action that an organism receives from a par-
ticular object or environment’ [5]. For example, if a human
perceives a door with a handle, he/she can obtain the affor-
dance of pulling from this door to open it. Affordances are
common sense in an individual situation, i.e., tacit knowledge,
and conventionally can only be constructed manually, which
has the limitation that they cannot be scaled.

However, we believe large-scale language models that have
recently emerged may contain tacit knowledge. If this can
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Figure 1. Comparison of related works.

be automatically extracted, affordances can be easily used.
Our research aims to incorporate affordances into multi-agent
planning and use affordances to obtain a sequence of actions
to achieve a goal efficiently.

Naturally, robots cannot receive affordances from the envi-
ronment, so common sense and tacit knowledge have needed
to be manually set for each task given to the robot. Therefore,
the greater the generality of planning, the greater the amount
of tacit knowledge to be set, and the more difficult it becomes
to set by hand.

To address this issue, we focus on large-scale language
models such as Generative Pre-trained Transformer 3 (GPT-
3) [6] that have recently emerged. Since this model was
constructed by learning a huge amount of linguistic informa-
tion, it can be said to contain tacit knowledge and common
sense. In this study, we propose a method for automatically
extracting affordances from this large-scale language model
in accordance with the situation and using them for planning.
The proposed method enables the robot to understand the dy-
namically changing environment by understanding its situation
and to plan adaptively to achieve its goals while avoiding
unnecessary searches for sequences of actions.

In Section 2, we compare related works in planning, and
in Section 3, we introduce our proposed method. Section 4
describes the evaluation conducted to confirm the significance
of the proposed method, and Section 5 describes the results
and the discussion. Finally, Section 6 presents the conclusion
and future work.

II. RELATED WORK

In this section, we present related work in planning. Figure 1
plots each method based on the characteristics. The horizontal
axis in the figure represents immediacy and deliberateness, and
the vertical axis represents the ability to adapt to a dynamic
environment. The plotted symbols are marked ⃝ for methods
that take a long time but output an optimal action sequence
and △ for methods that output a suboptimal action sequence
within a limited time (i.e., with ”anytime” property).

The most typical method of classical planning is STRIPS
[1]. STRIPS outputs a sequence of actions to transform an

initial state into a goal state. Although STRIPS can output
an optimal action sequence, it is problematic because it
requires a significant amount of time for search. Research to
improve the efficiency of the search is still ongoing. Shen
et al. [7] introduced the concept of hypergraphs to output
a suboptimal action sequence in a limited amount of time.
Domshlak et al. [8] detected state symmetries within A* cost-
optimal planning, allowing them to prune a larger portion of
the search space. However, these methods are difficult to adapt
to dynamic environments because they require planning to be
redone from scratch when the environment changes, which is
computationally very expensive.

In recent years, machine learning has been actively used
to find optimal action sequences. Many methods have been
proposed in deep reinforcement learning based on DQN [14],
such as Rainbow [9], APE-X [10], R2D2 [11], and NGU [12].
In particular, Badia et al. [13] have outperformed standard
human performance on all Atari games. The advantages of
such machine learning-based methods are that they can au-
tomatically extract features from large amounts of observed
data and achieve high accuracy in the environment and task
for which they were trained. However, because learning is
based on observed data, they are not good at dealing with
dynamic environments, such as changing the priority of tasks
in accordance with changes in the environment when there are
multiple objectives. Therefore, learning priorities by consider-
ing the immediacy and deliberateness of multiple objectives
in every situation is not practical because the learning load is
too high.

A further method is to construct the planner as a multi-
agent type. In a Multi-Agent Planner (MAP), each agent
is responsible for an individual operant in STRIPS [1] and
generates a sequence of operants that transition from the
initial state to the target state through agent coordination. SA
[2] can connect lower-level reflective functional modules and
higher-level deliberative functional modules hierarchically to
use immediacy and deliberateness as appropriate. However,
SA exclusively selects between immediate and deliberative
planning, and the two cannot cooperate or be more adaptive
to the environment. Maes [3] [4] proposed an activation-
propagating Agent Network Architecture (ANA). In ANA,
an agent will attempt to act if the state of the environment
matches the conditions under which it will act. Each goal
of the robot tries to activate an agent to achieve it, and the
agent in turn tries to activate another agent to activate itself
further. Therefore, ANA can use immediacy and deliberateness
more flexibly than SA by allowing agents to interact in
activation propagation. However, ANA has the disadvantage
of requiring manually designed agents, making it difficult to
scale. MAP continues to be studied today, with research using
ANA to make conversational decisions with users [15] and
research combining state-based and action-based frameworks
to control dynamic behavior [16]. There are also studies using
multi-agents for natural disaster modeling [17] and inventory
modeling [18] to increase prediction accuracy while reducing
reliance on the experience of experts. Thus, although MAP is
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Figure 2. The network of ANA [3].

inferior to other methods in terms of optimality, it is superior
at responding to dynamic environments.

III. PROPOSED METHOD

We consider that using affordances can solve the disad-
vantage of the MAP. Humans similarly use affordances to
reduce the search space, reducing the brain’s load. This is
the inspiration for the proposed method. In this study, we
propose extending the MAP method that utilizes affordance
information. We also propose a method for extracting affor-
dance information from large-scale language models.

A. Agent Network Architecture (ANA)

In this paper, ANA [3] [4] is used as the baseline for MAP
because ANA can use immediacy and deliberateness flexibly.
This section describes the architecture of the ANA and the
algorithm for action selection.

ANA has agents equivalent to STRIPS [1] operants and
consists of a network connecting them. Each agent has a
condition list, add list, and delete list. The condition list
contains states necessary for execution, the add list contains
states to be added to the current environment after execution,
and the delete list contains states to be deleted from the current
environment.

Figure 2 shows the ANA network, consisting of a network
of agents connected to each other by three links: predecessor,
successor, and conflictor. A predecessor link is a link between
two agents when an agent satisfies the preconditions of an
agent (has a condition list state in the add-list). A successor
link is a link between two agents when there is an agent
that can be executed after the execution of an agent (has an
add list state in the condition list). A conflictor link is a link
between two agents when an agent becomes non-executable
(has a condition list state in the delete list) after an agent is
executed.

Through these links, activation propagation from the en-
vironment, goal, and protected goal (external spreading) and
activation propagation between agents (internal spreading) are
performed. The amount of stimulus accumulated by activa-
tion propagation is called the activation level. Each agent

has a threshold, the minimum activation level required for
activation. The agent is activated and executed when the
activation level exceeds the threshold. This sequence of events
is called selection. The agent that can be executed from the
current environment is selected and executed by repeating the
selection process. The following is a formula for the activation
level of agent y at time t.

α(y, t) = decay(α(y, t− 1)(1− active(y, t− 1))

+ input from state(y, t)

+ input from goals(y, t)

− taken away by protected goals(y, t)

+
∑
x,z

(spreads bw(x, y, t)

+ spreads fw(x, y, t)

− takes away(z, y, t)))

(1)

The decay() that runs throughout (1) is a function that
normalizes the activation level of all agents in the network.
α(y, t − 1)(1 − active(y, t − 1)) in the first line indicates
whether the activation level of agent y at time t − 1 is used
at time t. The agent active at time t − 1 is calculated with
active(y, t − 1) = 1, and the agent not active at time t is
calculated with active(y, t− 1) = 0.

The parameters used in the formulas after the second line
of (1) are shown below.

• ϕ, the amount of activation energy injected by the state
per true proposition

• γ, the amount of activation energy injected by the goals
per goal

• δ, the amount of activation energy taken away by the
protected goals per protected goal

• S(t), the set of states that are true at time t
• M(j), the set of agents with state j in condition list
• A(j), the set of agents with state j in add list
• U(j), the set of agents with state j in delete list
• cy , condition list of agent y
• ay , add list of agent y
• dy , delete list of agent y
The second line of (1) represents the amount of stimuli that

agent y receives from the environment, which is calculated by
the following equation. In (2), # represents the size of the set
or list.

input from state(y, t) =
∑
j

ϕ
1

#M(j)

1

#cy
(2)

The third line of (1) represents the amount of stimulus
that agent y receives from the goal and is calculated by the
following equation.

input from goals(y, t) =
∑
j

γ
1

#A(j)

1

#ay
(3)
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The fourth line of (1) represents the amount of stimuli that
agent y receives from the protected goal, which is calculated
by the following equation. Protected goal refers to a goal that
has already been achieved or should be protected.

taken away by protected goals(y, t)

=
∑
j

δ
1

#U(j)

1

#dy

(4)

The fifth line of (1) represents the amount of stimuli
sent from agent x to agent y via the predecessor link and
is calculated by the following equation. If agent x is not
executable at time t (the current environment does not satisfy
the condition list of agent x), the stimulus is sent to agent y.

spreads bw(x, y, t) =
∑
j

αx(t− 1)
1

#A(j)

1

#ay
(5)

The sixth line of (1) represents the amount of stimuli sent
from the successor link from agent x to agent y, which is
calculated by the following equation. If agent x is executable
at time t (the current environment satisfies the condition list
of agent x), then stimuli are sent to agent y.

spreads fw(x, y, t) =
∑
j

αx(t− 1)
ϕ

γ

1

#M(j)

1

#cy
(6)

The seventh line of (1) represents the amount of stimuli
sent from the conflictor link from agent z to agent y and is
calculated by the following equation. Stimuli are sent to agent
y when αx(t − 1) > αy(t − 1) ∨ (∃i /∈ S(t) ∩ cy ∩ dx) is
satisfied.

takes away(z, y, t)

= max(
∑
j

αx(t− 1)
δ

γ

1

#U(j)

1

#dy
, αy(t− 1))

where j ∈ cx ∩ dy ∩ S(t)

(7)

B. Use of Affordances

Agents are expressed as a combination of a verb and a noun,
as in “pick up cup”, but it is common to describe a noun as
a variable, as in “pick up X”. In the MAP we are building,
there are agents such as “wash X with Y (in right hand) in
Z” (where X is the object, Y is the way, and Z is the location
variable).

Since the noun “cup” affords verbs such as “drink”, “grab by
hand” and “wash” an agent such as “throw X” can be excluded
from activation candidates from the beginning. However, if it
does not use affordance, all verbs, including the object, must
be considered candidates for activation.

Thus, if an agent such as “X” is “cup” and “pick up cup (on
Z) with right hand” tries to activate it, it will have to consider
all possible candidates for activation of Z if it does not use
affordance. However, by using affordances, the agent can try

(a) Affordance Net-
work

(b) Variable Agent
Behavior Network

(c) Agent Behavior
Network

Figure 3. The architecture of the proposed method.

to activate only those Zs that are appropriate to the situation,
such as “table” or “rack”, thus avoiding unnecessary search.

As described above, an agent containing variables such
as X, Y, and Z is defined abstractly in advance, and actual
concrete objects are assigned to the variable parts by using
the affordance information described below. In this process, a
generic agent with variables dynamically generates an agent
representing each concrete action applicable to planning, and
then planning is executed.

Figure 3 shows the architecture of the proposed method.
Figure 3(a) shows Affordance Network, the network of objects
and agents afforded by those objects connected by edges.
Figure 3(b) shows Variable Agent Behavior Network, the MAP
network of agents and states with noun parts as variables.
Figure 3(c) shows Agent Behavior Network, MAP generated
by connecting (a) and (b).

C. Affordance Extraction Methods

The sentences output from a large-scale language model
such as GPT-3 express the knowledge contained in the large
number of sentences humans have spun. In other words,
outputting sentences related to a particular object is equivalent
to outputting knowledge. In this study, we analyzed the output
of the sentence by a large-scale language model grammatically.
We call this network the affordance network.

An affordance network is constructed from a large-scale
language model as follows.

1) Output sentences related to nouns using GPT-3.
2) Perform dependency parsing using CoreNLP [19] to

extract dependency relations between verbs and nouns.
3) Build an affordance network from the extracted depen-

dency relations.
In Step 1, GPT-3 outputs sentences using the following

template of imperative sentences (prompts). By assigning
the target nouns to {noun} in the prompt template, GPT-3
outputs a sentence containing knowledge about each noun.
For example, a prompt with “cake” assigned to {noun} would
produce a sentence like “He cut a cake with a knife.”� �

• Please come up with some story.
Keyword: {noun}

• Talk about your memories.
Keyword: {noun}

• Please write a diary with yourself as the subject.
Keyword: {noun}� �
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Figure 4. Affordance Network Structure.

In Step 2, the output of the sentence in Step 1 is subjected
to dependency parsing using CoreNLP. By performing the
dependency parsing, it is possible to identify the relationship
between the verb and its object noun and the relationship
between the verb and its way noun. For example, “cake” and
“knife” are identified as the object and way of the verb “cut,”
respectively.

In Step 3, the network is constructed on the basis of the
verb-noun affiliation relations identified in Step 2. Figure 4
shows the network.

IV. EVALUATION

This section evaluates the introduction of the concept of
affordance into MAP.

A. The Way to Use Affordance

Compared with SyntagNet [20], the proposed method better
handles affordances inherent in the combination of multiple
objects. For example, consider the output verb set VAB when
simultaneously observing object OA and object OB .

SyntagNet takes an object as input, outputs the verb set
recalled from that object alone and outputs the verb sets VA

and VB from OA and OB , respectively. On the other hand, the
combination of OA and OB cannot directly be used to output
a verb set, but only a union set VA ∪ VB or an intersection
set VA ∩ VB can be given as an approximation of VAB , for
example.

The proposed method better outputs the set of verbs recalled
when observing multiple objects simultaneously. The output
of GPT-3, which has acquired a vast amount of human
experience as knowledge, must include sentences that describe
the experience of performing actions on one object using
other objects as tools. In other words, GPT-3 also contains
knowledge about actions specific to combinations of objects.
Our proposed method is a networked output of GPT-3, which
can directly output a set of verbs VAB recalled for objects OA

and OB .
Assume that SyntagNet outputs “cut” and “eat” from “ap-

ple”, and “cut” and “stab” from “knife”. The affordances of
“apple” + “knife” would be defined as a union set (“cut”, “eat”,
“stab”) or an intersection set (“cut”). On the other hand, the
proposed method can derive cut directly from the combination
“apple” + “knife” rather than combining the affordances of
individual objects.

B. Evaluation of MAP Incorporating Affordances

In this section, we built an ANA with built-in affordances
and evaluated whether the proposed method can efficiently
obtain a sequence of actions to achieve the goal.

TABLE I. COMPARISON OF RESULTS.

With affordances Without affordances
agent 16 90
link 73 346
activation propagation 273 1315

For this reason, we conducted experiments on simulations
with and without the affordances extracted for ANA and
compared them in terms of (a) the number of agents, (b) the
number of links, and (c) the number of activation propagations
required to achieve the goal. In (a), the greater the number of
agents that do not contribute to activation for goal attainment,
the more sure we can be that useless agents are provided.
When useless agents are prepared, links are also prepared
to connect them. Thus, in (b), the greater the number of
links connecting the wasted agents, the more wasted activation
propagation may occur. In (c), we counted the number of
activation propagations until the goal set in the experiment
was achieved. The smaller this number is, the more sure we
can be that we can reduce the computational cost.

The experiment was conducted in a scenario that could
occur in daily life, and the goal was to keep the windows
clean. The scenario used two types of nouns (window, towel).
The parameters in (1) were set to ϕ = 20, γ = 70, δ = 50
described in the original paper [4].

V. DISCUSSION

a) The number of agents was 16 with affordances and
90 without affordances. In this experiment, only 6 agents
contributed to the activation to achieve the goal, and most
prepared agents were not used in the case of no affordances.
Therefore, the with-affordance case is more efficient without
unnecessarily activating many agents.

(b) The number of links was 73 with affordances and 346
without affordances. It can be seen that the number of links
increased as the number of wasted agents was prepared in (a).

(c) From Table I, the number of activation propagations
required to achieve the goal is clearly smaller in the case with
affordances, thus reducing the computational cost. This result
confirms that activation propagation is more compact and less
wasteful with affordance.

Figure 5 compares agent behavior networks consisting of
agents and links. The fact that the goal is achieved regardless
of affordances confirms that appropriate action sequences can
be obtained even with compact network configurations such
as those with affordances.

VI. CONCLUSION AND FUTURE WORK

In this paper, we proposed a method of automatically
extracting affordances from a large-scale language model in
accordance with the situation and using them in a MAP. The
experiments demonstrated the effectiveness of using affor-
dances, and we plan to address three points.

The first is to experiment in an unknown dynamic en-
vironment. This study conducted experiments in a known
environment on the simulation. To verify the effectiveness of
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(a) With affordances (b) Without affordances

Figure 5. Comparison of Agent Behavior Network.

the proposed MAP, its adaptability needs to be tested in a
real-world, dynamically changing environment. In the future,
we will test the MAP in a 3D simulation environment that
simulates the real world.

The second point is to verify the object’s affordance by
considering its attributes. The organisms are able to associate
the behavior of eating with red apples but not with brown
apples. Thus, even for objects labeled with the same name,
the fordable behavior should vary depending on attributes such
as color, size, weight, shape, and texture. By considering the
objects’ attributes, we believe we can generate agents that are
more appropriate to the situation.

The third point is to verify the results in several scenarios.
The experiments conducted in this study were conducted
under a single scenario. Experiments with several scenarios
are necessary to verify the efficiency of the proposed method.
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Abstract— We present a multi-modal AI approach for 

Automated Guided Vehicles (AGVs) to perform autonomous 

warehouse inventory monitoring. A vision module detects and 

tracks the goods and registers them to the inventory when the 

confidence score is high. Moreover, we use uncertain detections 

to direct the AGV to better viewpoints that could lead to new 

inventory counts. Navigation is done with a Reinforcement 

Learning (RL) agent trained to perform directed exploration in 

previously unseen warehouse settings. Because there is not a 

pre-defined route, we implement a robust way to merge detected 

items to avoid double counts. We also use speech as an easy way 

to provide instructions to the AGV. 

Keywords- AI based autonomous systems; Automated Guided 

Vehicles, multimodal AI; navigation; deep learning; neural 

networks; reinforcement learning; warehouse monitoring & 

management system; automated logistics & inventory  

I. INTRODUCTION 

Inventory is done manually by humans in many logistic and 
industrial warehouses, which is a slow and costly procedure. 
Automated inventory analysis is potentially faster, safer and 
more accurate [1]. To perform automated inventory 
monitoring, two main tasks need to be achieved: count the 
goods and move autonomously through the warehouse. 

Regarding the counting of goods, supervised AI vision 
techniques have proven good performance for detection of 
many types of objects [2]. However, accuracy depends on the 
amount and quality of training data, and often it is hard to 
reach very high accuracy values. For the inventory 
application, a requirement is to have as few labeled examples 
as possible. Otherwise, the implementation in a real setting 
would be infeasible if a lot of manual labeling is necessary 
each time a new product is introduced. 

To move autonomously through the warehouse, many 
industry settings use Automated Guided Vehicles (AGVs). 
Classic navigation pipelines typically need to construct a map 
by scanning the environment with sensors, such as lidars [3], 
while manually driving the AGV. Sometimes the usage of 
floor markings or fiducial landmarks (e.g., reflectors) are used 
as well. These approaches do not only require an updated map, 

but also require a different module to set destinations or 
missions with waypoints, meaning that a high set-up time for 
new or modified environments is needed. Because of the 
increasing variability in warehouses, it is common that rack 
configurations are modified after short periods of time. This 
exposes the need for an increased flexibility in the whole 
navigation approach. 

In this work, we show how multi-modal AI is leveraged to 
overcome current limitations and perform an inventory in a 
pure exploration manner without previously knowing the rack 
configuration. We demonstrate a proof of concept in a real-
time AGV forklift (Figure 1), which exploits spatial-temporal 
data to increase accuracy and robustness. 

 

 
Figure 1. AGV used for integration and experiments 

 

Regarding the detection of goods, by using the video 
stream, lidar data and the forklift position we avoid the need 
to detect all objects in all frames, and detecting at least once 
each object becomes sufficient. Moreover, it is important to 
reject false positive counts to avoid adding wrong detections 
to the inventory. We deal with this problem by setting a high 
confidence threshold, which increases the object count only 
when the model is certain about the existence of the object. 
However, the information in low confidence detections is still 
valuable, and we use it to direct the navigation module to 
uncertain areas. This allows to actively interact with the 
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environment and get better viewpoints. In many cases, this 
will lead to high confidence detections, and as a consequence 
to new counts in the inventory.  

In terms of robustness, the challenge is to avoid counting 
twice the same object, so we add tracking between frames. 
Furthermore, as exploration can lead to revisiting some places 
after a while, we implement a robust merging strategy to avoid 
counting again objects seen in the far past. This is an issue that 
existing navigation solutions do not face because they 
navigate on a mission with manually selected waypoints on a 
map. 

To explore an unseen environment, we use a 
Reinforcement Learning (RL) agent, which is trained through 
trial-and-error in simulation to explore a warehouse while 
being directed by an external module. 

Operators need a fast and easy way to interact with AGVs. 
We introduce a module that allows operators to give 
instructions via speech commands. This way, the cooperation 
between humans and machines becomes smoother 

In previous work [4], we focused on the multi-modality 
between speech and vision to detect objects given speech cues. 
The RL navigation modality was also present, but only 
available in simulation as a digital twin which was 
synchronized with the real-world vehicle. In this work, we 
have a higher focus on the vision modality and how it interacts 
with the RL navigation. Furthermore, we have implemented 
all the modules in a real platform, and we have switched from 
an autonomous off-highway vehicle into an AGV which 
performs warehouse inventory.  

In Section II, the related work is reviewed. Section III 
specifies the multi-modal AI solution used to solve the 
automated warehouse inventory use case. Section IV 
describes the experimental platform and the results on the real 
setup. Finally, Section V gives conclusions and talks about 
future work. 

II. RELATED WORK 

A. Object detection and tracking 

There are two main approaches to perform Multi-Object 
Tracking (MOT), “tracking by detection” and “detection by 
tracking”. “Tracking by detection” is a two-stage process: first 
an object detector [5] [6] [7] recognizes the objects of interest 
in a new frame, and then an object tracker uses the past 
detections to associate the new detections with the previous, 
creating tracks with consistent IDs across frames. CenterNet 
[8] is used in many trackers [9] [10] [11], as it is simple and 
efficient. The YOLO family of detectors [12] [13] are used in 
various trackers [14] [15] [16] due to the good trade-off 
between speed and accuracy. MOT tracking in 3D [17] [18] 
[19] follows the “tracking by detection” approach. One of the 
advantages of “tracking by detection” is that there are two 
modules, which can be easily combined, e.g., the same tracker 
can be fused with different detectors. In “detection by 
tracking”, the tracking information is also used to improve the 
accuracy of the detector. In some cases [20] [21], a Kalman 
filter [22] is used to predict the tracks in the next frame. 
Transformer-based detectors can also be used in tracking [23] 
[24] to propagate boxes between frames.  

Most methods keep only high confidence score detection 
boxes to perform data association, as detections with low 
confidences can be unrelated background objects. 
BYTETrack [16] implements a strategy with a second 
association round for low score detections, as an additional 
step, to filter potentially occluded objects. Generally, all 
methods use a similarity metric followed by a matching 
strategy for data association. SORT [25] uses location and 
motion cues to compute the Intersection over Union (IoU). 
Some methods [24] [26] [8] are robustified w.r.t. the camera 
movement by having motion specific parameters. Appearance 
similarity of Re-ID features is used in a standalone way in 
DeepSORT [27] and in a joint way with detections in other 
methods [15] [28]. 

Few works focus on re-tracking objects once they are lost 
and allow for re-tracking [29] only in a short future horizon. 

B. Navigation 

Currently, navigation with an AGV throughout a 
warehouse mostly relies on SLAM-based approaches in 
which the agent constructs a map, and simultaneously tries to 
localize itself within this map. Alternatively, beacons, floor 
markings or guiding rails might be placed in the environment 
in order to allow the AGV to navigate efficiently [30]. 

These approaches, however, have two main drawbacks. 
The first is that they are often not very flexible and require a 
lot of manual tuning and setup in order to operate. The second 
drawback is that navigation tasks are currently mostly limited 
to positioning the AGV to a specific point in space, through 
providing the coordinates of the location. Semantic tasks such 
as directly searching for a specific item, without knowing its 
location would require visiting the entire environment in a 
greedy fashion. 

Reinforcement Learning (RL) is an alternative approach 
which is able to learn control policies in sequential decision-
making processes through trial-and-error learning. In an RL 
setting, the agent executes actions in order to figure out the 
effect they have on the environment. An RL agent learns about 
the quality of its performed actions through feedback from a 
reward function. 

RL has been applied successfully in navigation settings, 
e.g., in operating stratospheric balloons [31], or controlling 
robotic platforms [32]. However, RL is still facing an issue of 
sample efficiency. An RL-based approach generally requires 
a large amount of interactions with its environment in order to 
learn a successful policy. While there is a lot of research being 
conducted on making RL more sample efficient in navigation 
settings [33] it is still very impractical and unsafe to train an 
RL agent in the real-world [34] [35]. For this reason, RL is 
usually trained in simulation, where multiple environment 
instances can be parallelly run at a faster rate.  

While training in simulation can generally alleviate the 
problem of sample inefficiency, a new issue arises due to the 
fact that the observations coming from a simulated sensor, and 
those coming from a real-world sensor are often very 
different. Real-world sensors are often noisier and are utilized 
in a larger variety of setups (such as weather conditions or 
lighting). A few different methods have been proposed before 
in order to solve this sim2real gap. Attempts have been made 
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Figure 2. Multi-modal software architecture

 
at making the simulators more realistic [36]. This however 
resulted in the agent overfitting to aspects of the simulator [37] 
[38]. 

An additional benefit of RL based approaches over classic 
navigation approaches, is that they are able to solve 
semantically defined tasks. As classical navigation 
approaches are typically limited to navigation to coordinates. 
RL-based navigation approaches have outperformed such 
classic agents in specific settings in coordination-based 
navigation [39], and have been able to also handle tasks such 
as finding objects through only specifying the type of object, 
or exploring the environment in an intelligent and an efficient 
manner [40]. 

The usage of RL navigation to improve the confidence of 
detections in a map has also been addressed [41], but only in 
simulation. 

III. CASE STUDY: AGV FOR WAREHOUSE INVENTORY 

A. Multi-Modal AI architecture 

Figure 2 an overview of the software architecture and 

interface between the platform and the different AI modules. 

Apart from the data that comes from the AGV (RGB image, 

point cloud and position) a voice instruction is the input that 

serves as user interface. The overall output are the control 

commands to the AGV and the map with the inventory 

counts. 

B. Spoken Language Understanding 

If the operator wants to give a speech command, he/she 
can either press a button and then start talking, or enable the 
open microphone feature and say a pre-defined keyword to 
indicate that an instruction will be given. 

We have reused the user interface and AI model from a 
previous work [4] and retrained it to work in English for a new 
set of tasks. First, a command is available to start a new 
inventory session (“count” Figure 2). Then, there are 3 options 
available: steer the AGV manually, trigger the RL 
autonomous exploration (“explore” in Figure 2), or further 
give speech instructions to control the movement of the AGV 
(“move” in Figure 2), such as “forward”, “a little bit to the 
left”, or “stop”. 

C. Reinforcement Learning Navigation 

We address the sim-2-real gap in the sensing part by using 
lidars, which are more robust to sensor noise. While lidar-
based simulations are often very compute-intensive, our 
approach allows fast simulations by rendering obstacles into 
top-down images containing the lidar data, without any need 
for ray casting. Rack locations are similarly added as a second 
image channel, and a third channel contains past vehicle 
positions. This 3-channel image in the ego view (see Figure 3) 
determines the only input of the RL agent. The same 3-
channel image is created in the real setup: 

• The obstacles channel comes from a projection of the 
3D lidar point cloud to the plane parallel to the floor. 

• The second channel contains the areas to direct the 
exploration, which come from the detection module. 
A 3D point cloud is projected as in the first channel. 

• The third channel contains the past trajectory, which 
is obtained by concatenating the last positions given 
by the AGV positioning system. 

 

 
Figure 3. Input image to the RL agent. Blue are obstacles, green represents 

uncertain areas and red is the past trajectory 
 

Simulations use a kinematic model of the AGV to bridge 
the sim-2-real gap in the acting part. The RL policy utilizes a 
discrete set of 15 actions, that map to specific steering angles 
and forward speeds. At a low speed (0.3 m/s) the vehicle can 
turn at 3 different angles (small, medium and large) to the left, 
and 3 to the right. The vehicle can also go straight. This makes 
a total of 7 actions, which are also available for backward 
moving. The 15th action allows to go forward straight at a 
higher speed (0.5 m/s). The simulation environments are 
randomly generated to create several rack configurations and 
generalize to any warehouse setting. We use Proximal Policy 
Optimization (PPO) [42] to train the agent. 
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D. Object Detection and tracking 

The detector uses an RGB image as input and produces 

bounding boxes with associated confidence scores. We do not 

use depth sensors or lidar. The reason is that training models 

which use these sensors would require 3D annotations, 

generally not available in industrial datasets. An alternative 

is to label point clouds, which is prohibitive, and therefore we 

opt only for 2D object detection applied on RGB images.  

We use the 3D lidar sensor, available in the navigation 

module, to obtain depth information which is pixel-by-pixel 

aligned with the RGB images. This approach provides better 

depth accuracy than depth cameras. The point cloud from the 

lidar is projected on the camera plane, with some inflation 

proportional to the depth value, leading to higher inflation for 

closer points. This provides a richer depth image, as 

illustrated in Figure 4. The projection of a point cloud into a 

camera plane only works well only if the two sensors are 

mounted close enough, which is the case for our platform. 
 

 
Figure 4. Depth image from the point cloud without inflation (left) and with 

inflation (right) 
 

We choose the Yolov7 detector [12], as it is one of the 

latest open-source detectors with a better trade-off between 

accuracy and real time performance. Starting from a pre-

trained version on COCO dataset [43], 4 videos recorded in 

the test warehouse have been annotated, making a total of 

around 1500 frames. The detector is trained to detect only one 

class, which is the cardboard box. 

We select BYTETrack [16] as an object tracker, because 

it can be easily coupled with any other detector and yields to 

good accuracy in the MOT20 [44] benchmark. The main 

building block is a Kalman filter [22] with a constant speed 

model for the bounding box position and size of the 

detections. In most cases, trackers are employed in 

applications with a static camera and moving objects, while 

we use a moving camera with static objects. We have slightly 

modified the default version to be able to tune the covariance 

matrices Q and R of the Kalman filter in order to put a higher 

confidence on the detections (measurements) than in the 

model (constant speed motion). Especially when the camera 

is turning, the model will be less reliable, so we want to give 

higher importance to the new detections. Tracking provides 

unique IDs across frames, but does not solve the problem of 

tracking objects when they re-enter the camera FOV after 

some time. This will be addressed in the 3D map creator. 

E. 3D map creator 

The individual 2D detections, the generated depth image 

and the AGV location in the warehouse are inputs to the 3D 

map creator, which is responsible to merge new detections to 

the ones in the map. This way, it keeps an updated version of 

the counted items locations, which are represented as cuboids 

with an ID, confidence score, internal point cloud, center, 

width, height and depth. The 3D map also keeps track of the 

uncertain areas, which are represented in the same way but 

with a negative value for the ID. Algorithm 1 shows the 

pseudo-code of the map creator, including also the object 

detector and tracker. 
 

Algorithm 1: Pseudo-code of the inventory monitoring 

 Input: sequence S with image I, lidar point cloud L and vehicle 

position P ; threshold for tracking Tt ; detection confidence threshold 

for counting Td ; position confidence threshold for counting Tp 

 Output: goods map M (list of objects with ID, confidence score, 

point cloud and 3D cuboid)  
1 Initialization: M  0 
2 for I, L, P in S do 
3  Dets = detector(I) 
4  Tracks = tracker(Dets, Tt) % Tracks contain an ID, confidence 

score and bounding box 
5  Depth = project_pointcloud(L) 
6  for Track in Tracks do 
7   Depthfiltered = filter_depth(Depth, Track) % Depth with padding 
8   Otrack = to_pointcloud_object(Depthfiltered, Td)  % object with 

point cloud, ID (<0 for uncertain) and confidence fields 
9   Ofiltered = filter_poitcloud(Otrack, Tp)  % SOR, passthrough, SAC 

filters + ID becomes <0 if uncertain position 
10   Oworld = to_world(Ofiltered, P) % transform from ego view 
11   Ocurrent = compute_cuboid(Oworld) % add 3D box to object 
12   Test = overlap_test(Ocurrent, M) % compare to all map objects 
13   if Test then 
14    M = merge_to_map(Ocurrent, M) % discard new ID & merge 
15   else 
16    M = add_to_map(Ocurrent, M) % new detection added to map 
17   end 
18   M = voxel_grid_filter(M) 
19   M = delete_uncertain_areas(M) 
20  end 
21 end 
22 Return M 

Figure 5. Algorithm for inventory monitoring 

 

For each new frame the algorithm iterates over the 

bounding boxes from the tracker. For each track, the 

corresponding depth pixel values are retrieved with a padding 

to discard pixels that may belong to the background. Then, 

depth values are converted back to a point cloud per 

detection. This point cloud goes through a filtering process 

that includes a Statistical Outlier Removal (SOR), a 

passthrough filter to remove far points and a SAmple 

Consensus (SAC) test: using the domain knowledge that 

boxes have flat surfaces and that they are never seen from 

above, we fit a plane and require it to be vertical in the world 

coordinate system.  

At this point, we have for each detected object a point 

cloud, which generally contains points on the main surface of 

the box. There are two reasons to consider it uncertain: 

• Uncertainty in the detector output: If the confidence 

score provided by the detector is below a certain 
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threshold, then the corresponding object is marked 

as uncertain in detection. 

• Uncertainty in the object location: In case the SAC 

plane is too far away, has a low number of inliers, or 

is not seen frontally (the boxes are too much at the 

side of the image), then the corresponding object is 

marked as uncertain in position. 

The point cloud is finally transformed using the vehicle 

location into world coordinates, and a 3D cuboid that 

encloses the point cloud is computed. 

Then, all the detections are merged with the map. There 

are two possibilities: 

• The ID of the current detection is already in the map. 

In that case, the default option is to merge it with the 

map’s object with the same ID. However, it could 

be the case that the 2D tracker fails, so an 

overlapping volume comparison is done with all the 

other detections already in the map, and if there is 

enough overlapping, the current detection is merged 

with the map object with more overlapping volume. 

• The current detection is not in the map. The same 

overlapping test is done as in the case above. If there 

is not enough overlapping, it is a new detection, and 

a new object is initialized in the map. Otherwise, the 

new detection is merged into the matched object in 

the map. 

When a detection is merged to one in the map, the point 

clouds are concatenated and then reduced using a voxel grid 

filter. The confidence is updated to the maximum of the ones 

being merged, and the centroid and vertex locations are 

updated fitting a cuboid to the point cloud. Since only one 

surface per box is considered, the cuboid corners are 

extended so each dimension is bigger than a user defined 

minimum object size. The current vehicle position and 

relative viewpoint respect the detection are used to know the 

direction of the extension. 

Uncertain detections are merged in a similar way as 

certain ones. Certain and uncertain detections are never 

merged between them. When an uncertain detection with a 

particular ID becomes certain, all the uncertain data is 

deleted. Moreover, whenever there is a certain detection 

being added or merged to the map, nearby uncertain 

detections are deleted. Finally, in case that the AGV gets 

close enough to an uncertain detection and it remains 

uncertain, the object is completely discarded, since after 

having a good viewpoint the certainty did not increase 

enough, so it is assumed to be a detection false positive. 

IV. EVALUATION 

A. AGV forklift platform 

An open experimental platform has been built on top of an 
AGV, automating a standard pallet forklift [45]. Localization 
is provided by a commercial system with reflector landmarks 
with known positions across the warehouse. Triangulation 
allows to get the AGV position with an accuracy of the order 
of few centimeters.  

Two Ouster OS1 lidar with 64 vertical layers have been 
used. They have a vertical field of view of 45° and a maximum 
range of 120 m. They are placed in the front and the back of 
the AGV, and they are merged into a single point cloud that 
has a full 360-degree coverage. A camera (Zed mini) is used 
for inventory detection and is placed at the front of the forklift.  

Figure 6 illustrates the hardware architecture and principal 
communications in the AGV. Robot Operating System (ROS) 
is used as a middleware to provide communication between 
the different perception modules. Then, control commands are 
sent to a motion module via ethernet, which is responsible for 
executing the actions on the AGV. There is a safety system 
mainly based on safety scanners that stops the forklift in case 
of an expected imminent collision. 

The dynamics of the forklift can be summarized in the 

kinematic bicycle model [46]. This model is used in the RL 

training bridge the sim2real gap in the actuation. In Figure 7 

the vehicle model can be seen. 

 The kinematics for a forklift AGV are defined by the 

following equations  [47]: 

 

𝑥̇ = 𝑉(𝑡) 𝑐𝑜𝑠 𝜃(𝑡) 

𝑦̇ = 𝑉(𝑡) 𝑠𝑖𝑛 𝜃(𝑡) 

𝜃̇ =
𝑉(𝑡) 𝑡𝑎𝑛 𝛿(𝑡)

𝑙 − 𝑎 𝑡𝑎𝑛 𝛿(𝑡)
 

 

The following values apply for this work AGV:  l = 1.5m, 

a = 0:15m The forward velocity is denoted as V and 𝛿 is the 

steering angle in radians. 

 

 
Figure 6. Hardware architecture 
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Figure 7. Bicycle kinematic model for AGV 

B. Experimental Results 

We have integrated all the algorithms in the forklift AGV 
platform and performed several online real-time experiments. 
Figure 8 shows the available inventory visualization in an 
experiment sequence. The locations of the racks are provided 
by the user and are only employed to improve the 
visualization, as they are not part of the algorithm. In the 
Figure 8 top image it is seen how several boxes in the middle 
rack have already been detected while in another rack there 
are uncertain detections. White points denote areas with low 
detection certainty, while grey points correspond to low 
certainty in location. Those areas direct the navigation to 
move closer, and once better viewpoints are obtained, they 
become certain detections that are added to the inventory, as 
seen in the middle image. Finally, in the bottom image it is 
seen how after performing a loop around the middle rack, the 
previous 2 racks are seen again, but only new objects are 
added to the inventory count. Detections that are assigned to 
an object already in the map are merged, and the object 
location is slightly adjusted accordingly if necessary. 

TABLE 1 contains the results for object detection. We 
have used a test subset of 188 frames of around 30 seconds 
where the vehicle goes towards a rack and then performs a 
turn. The “Detector alone” row contains the results of the 
detector without any tracking or merging on the map. Then, 
the following rows represent the results for different ablations 
on the map creator, where the thresholds to track (Tt) and to 
count (Td, Tp) are modified. H represents a version where the 
several thresholds for the position certainty are high, while L 
is for low values. We denote as Tt=0 the case where the 2D 
tracker is not used. The results include the precision and recall 
values, as well as the number of detected uncertain objects 
that are remaining in the map at the end of the sequence. A 
distinction is done between remaining uncertain objects that 
would become true and false positives if added to the count. 

Although accuracy values in the “Detector alone” are 
high, all versions with the 3D map creator have a higher 
precision and similar or higher recall. Depending on the 
thresholds to track the objects and to count them in the 
inventory, the trade-off between precision and recall changes. 
In our application a high precision would be desired, while 
we expect to improve the recall by the active navigation. 
Results show there is still room for improvement in the 
directed exploration, since there are several true positive 
uncertain detections that were not yet included in the map. 
Alternatively, counting and position thresholds could be 

further reduced to count those uncertain detections and 
increase the recall, but that would reduce precision. Results 
show how the usage of a 2D tracker (Tt ≠ 0) helps to avoid 
false positives, as seen in the TABLE 1 uncertain detections. 

 

   
Figure 8. Sequence of the forklift around some racks in a warehouse. 

 
TABLE 1. RESULTS OF THE OBJECT DETECTION 

 Precision Recall Uncertain (T/F) 

Detector alone 0.89 0.85 - 

Tt=0.3, Td=0.9, Tp=H 1 0.76 9/0 

Tt=0.3, Td=0.5, Tp=H 1 0.81 7/0 

Tt=0, Td=0.5, Tp=H 1 0.81 7/7 

Tt=0.3, Td=0.9, Tp=L 0.96 0.86 5/0 

Tt=0.3, Td=0.5, Tp=L 0.97 0.89 3/0 

Tt=0, Td=0.5, Tp=L 0.94 0.86 3/8 
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Results show how, by using spatial-temporal information 
of the same object while actively navigating to obtain better 
viewpoints, we can rely in a less accurate detector and achieve 
higher accuracy results on the high-level task of inventory 
count. This directly translates into a faster set up of the 
detector (less required labeled data, less time doing 
hyperparameter tuning, etc.), which is critical to reduce the 
implementation time of the solution in a new or modified 
warehouse. In this direction, the usage of an instance 
segmentation detector would have provided pixel level 
detections, which could be better matched to depth 
information leading to better position accuracy in the map. 
However, this would have increased the inference rate and the 
labeling effort. Our results show, how by post-processing the 
lidar data and registering to the inventory only detections with 
high position accuracy, a bounding box detector is enough 
instead of a more advanced pixel level instance segmentation 
detector.  

V. CONCLUSIONS 

The multi-modal approach presented in this work showed 

how uncertain detections in the vision module can be used in 

a navigation module, in our case based on RL, to improve the 

accuracy of the high-level task of warehouse inventory 

monitoring. If navigation can get better viewpoints directed 

by the detection module, the accuracy of the object detector 

is highly increased when applied to a time sequence. For a 

feasible industrial implementation, the set-up time in new 

environments should be minimal, and this work has proven 

how by considering uncertainty in the detections, a fast 

detector that is not accurate enough at frame level can achieve 

high accuracy at a task level. 

The merging approach used to create the 3D map ensures 

that the same object is not counted twice. This is necessary in 

case of exploration which might re-visit the same areas. 

However, the current approach assumes that in each 

inventory session no objects are moved or removed. This is a 

limitation that needs to be addressed in future research. 

This work also showed how the sim-2-real gap in RL can 

be addressed to successfully navigate in an unknown 

environment. Moreover, the navigation and the inventory 

modules are loosely coupled, which extends flexibility. The 

navigation module could be combined with other types of 

tasks where directed exploration is needed, such as finding an 

object or as intelligent patrolling. Beside the warehouse 

management application, the presented approach could also 

be used in other domains such as AGVs in agriculture or 

construction applications. We foresee future work on the RL 

navigation module with extended evaluation of the directed 

exploration navigation. We expect a performance 

comparison both in the simulation and real world setups 

between agents trained with different reward functions (e.g., 

general coverage vs directed exploration). 
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Abstract — Collaborative robots (cobot) open up many 
opportunities for industrial automation where interactions 
with Operators are required. These machines focus more on 
repetitive tasks, such as picking, to help workers focusing more 
on tasks that require problem-solving skills. Parts handling & 
manipulation, in production floor, logistics centers, etc. often 
require the combination of these two skills. In this paper, we 
present different architectures where cobots can cooperate 
with Operators to handle & manipulate moderate loads 
between 10kg-60kg and where the manipulation reach is 
further than 2 meters. Performing these loads repetitively only 
by Operators are the leading causes of injury and 
musculoskeletal disorders in production workplaces. The 
paper describes innovative methods for Operators-cobots 
interactions that require the minimal efforts for the Operator 
to successfully perform a load handling & manipulation task 
and leading to improved ergonomics in a workplace. 

Keywords – Cobots, Operator’s ergonomics, load handling & 
manipulation, Gravity compensation, AMRs 

I. INTRODUCTION

Collaborative robots, or cobots, can improve the working 
conditions of humans by decreasing the workload of human 
workers and by reducing the risk of workplace injuries such 
as Musculoskeletal Disorders (MSDs) [1]. Unlike the 
current traditional industrial robots, cobots are designed to 
provide more flexibility on the work floor and work safely 
alongside humans. In the human-robot collaboration 
paradigm, repetitive and precise tasks can be shifted to the 
robot while tasks that require more dexterity or problem 
solving ability can be assigned to the human [2]. An 
application where collaborative robots are useful, is the 
assembly task and more specifically the assembly of small 
batch size products with high variability. Currently available 
collaborative systems can be roughly categorized in two 
groups. The first group consists of light and compact cobots 
with a limited payload and reach, for example the UR3-5-
10, KUKA LBR iiwa, ABB YuMi, Rethink Robotics 
Baxter/Sawyer, while the second group is formed by heavy 
and bulky devices with moderate payload and reach, like the 
Fanuc CR-35iA and Comau Aura. In between these two 
groups, there is a gap in the current commercial offers, for 

payloads ranging between 10 kg and 60 kg, and a large 
reach (> 2 meters) while retaining a compact solution. 
Market studies indeed confirm the largest growth potential 
for collaborative payloads to lie in the > 10kg payload 
range. 

In a recent project [3], a research team represented by the 
authors of this paper, explored different innovative 
architectures to extend cobots payloads and spatial reach, 
while keeping a compact solution in an industrial floor. This 
paper summarizes these architectures, their implementations 
and achieved results.  

The innovative contribution of this paper relies on 
extending a standard cobot’ s payload and spatial reach by 
presenting different architectures to augment the cobots, 
both hardware and software wise, to make them compatible 
for moderate loads handling applications where operators 
stay strongly in the loop. A decision tree is also elaborated 
to facilitate the selection of one or a combination of 
architectures for a custom handling application with specific 
technical and safety requirements.  

In Section II, studied architectures to increase cobots 
payload are described. In Section III, studied architectures 
to increase cobots spatial reach are summarized. Section IV 
discusses the experimental validation and achieved results. 
In Section V, a Decision Tree to facilitate the choice of one 
or combined architectures for moderate loads handling 
problems is presented and discussed. Conclusions are made 
in Section VI. 

II. COBOTS ARCHITECTURES FOR INCREASED PAYLOADS 

In this section, two architectures to increase cobot’ s 
payloads beyond the specified payload of the cobot are 
discussed. Both architectures allow to augment the cobot 
with an extra system that shares the payload handling 
together with the cobot. 

A. Increased COBOT payload by gravity 
compensation  

In order to increase the payload of a cobot without 
changing its design, one solution consists of assisting the 
cobot with an additional structure that will handle most of 
the static torque due to the payload. A popular trend in 
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robotics are gravity compensators which are either passive 
[4] or active [5]. These mechanisms can be placed directly 
on the joint and compensate for a payload (generally fixed if 
passive and variable if active). When placed on a joint 
directly, they have a torque-angle characteristic only 
function of the joint angle which is their main weakness as 
only few robot configurations (especially for robots with 
several degrees of freedom) have a static torque only 
dependent on one joint angle. More complex compensators 
can be used but they will generally require a change in the 
structure of the robot and are thus not discussed. Another 
option, close to what is already done for human Operators, 
is to combine a lifting platform with a cobot such as jib 
crane or a hoist. This interestingly creates a parallel 
structure (and not an open chain anymore) with a part of the 
system which can be fully actuated or under-actuated (jib 
crane) and another part actuated or even over-actuated 
(when 7 degrees of freedom are present in the cobot). Most 
of the work-space of the cobot is still available by using 
these platforms although this can cause a reduction of the 
number of degrees of freedom at the end-effector. A 
commercial solution based on this idea (CobotLift) already 
exists and increases the payload from 16kg (of a UR-16 
cobot) to 30kg. The lifting system is a pneumatic one that 
has limitations in terms of kinematics. The first concept in 
our research proposes a passive lifting platforms using 
gravity compensators with improved kinematics [6]. A 
conceptual sketch of the combination of the proposed 
gravity compensation system and a cobot to increase the 
payload is show in Figure 1.  

This compensation system acts as an advanced cantilever 
that compensates for the excessive weight above the cobot 
payload. 

Figure 1. Sketch illustrating the proposed gravity compensation 
system to increase cobot payload 

B. Increased COBOT payload by industrial hoist 

The second concept of our research consists of combining 
the cobot with an industrial passive hoist system. The load 
is fully handled by the hoist while the cobot / robot acts as a 
guiding system. A conceptual sketch is illustrated in Figure 
2. While the hoist compensates gravity, a robot with reduced 
payload guides a heavy load to a precise target position and 
orientation, for example during a transfer motion or an 
assembly process. A gantry supports the hoist, providing 
one or two degrees of freedom that are either passive or 
actuated. The robot could be replaced by a cobot. For 
extending its reach, the robot could be placed on a mobile 
platform (see Section III).  

Different levels of integration between the motion 
controllers of the subsystems (gantry, hoist, robot, platform) 
are possible, resulting in different implementations for the 
overall task controller. A major concern is to protect the 
robot end effector against the occurrence of high forces due 
to modelling errors or disturbances (e.g., due to 
synchronization errors) in the overall motion control system. 
To this end, the robot end effector (red box in Figure 2) 
includes, besides a gripper, a 6D force/torque sensor and a 
6D passive compliance. 

III.COBOTS ARCHITECTURES FOR EXTENDED REACH

In this section, two architectures to increase cobot’ s 
reach are discussed. Both architectures are based on setting 
cobots in a wheeled unit that allows unlimited reach. 

A. Extended Cobot Reach by instructable AMR  

Autonomous Mobile Robots (AMRs) enable flexible and 
changeable small series production where 87% of the 
production time is going in transporting parts and 
components [7]. For parts transportation and handling in 
production floor, AMRs enable automation of these tasks, as 
they benefit of both, a flexible moving platform to 
automatically move, and a flexible manipulator, typically 
through a high degree of freedom cobot.  

While in theory, the autonomous mobile system of the 
AMR would allow an unlimited reach of the manipulator 
system, synchronizing these two high-tech systems to deal 
with complex handling of various tasks, parts & 
environments, as well as having intuitive interactions with 
Operators remain a challenge in practice. 
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Figure 2. Schematic layout of robot-hoist co-manipulation

Our research platform consist of configuring a standard 
AMR by controlling individually or in synchro different 
parts of the AMR (i.e., manipulator / mobile platform) to 
physical support Operators, such that the AMR performs 
basic manipulation tasks (e.g., actively handling a part) 
while the Operators concentrate into precise actions (e.g., 
screwing parts to each other’s). The first concept (Figure 3 - 
Left)  

consists of configuring an AMR to act as a 3rd hand 
supporting Operators to assemble parts (±10kg) in difficult 
poses. While the second concept (Figure 3 - Right) consists 
of configuring an AMR as a ‘joystick’ allowing Operators 
to organically interact with the full system in order to 
transport parts with moderate loads (±20kg) in an extended 
reach within a production environment.  

Figure 3. (Left) AMR configuration as a 3rd hand to support Operators, (Right) AMR configuration as a ‘joystick’ for part’s transportation 
and handling with extended reach 

The first case challenge consists of programing the 
manipulator to achieve difficult reach while smoothly 
collaborating with Operators, while the second case 
challenge deals with accurate control to synchronize 
between the manipulator & the mobile platform while 
interacting with Operators. 

B. Extended Cobot Reach by Double Controlled AMR 

Commercial AMRs (like the ones proposed in Section 
III.A) are provided with integrated mobile platform and 
manipulator and all safety around them. However, an AMR 
can also be achieved by combining a standard robot 
manipulator with a Wheeled Mobile Manipulator (WMM), 
designed from existing motorized wheels. On one hand, 
these WMM systems should be able to handle high 
payloads. On the other hand, they need to be able to move in 
a workspace only constrained by the environment. In case of 
shared control with a human Operator in order to carry 
heavy loads, this also requires that the platform can 
instantaneously move in all directions ("holonomic") and 

that the platform is able to quickly react to inputs of the 
human while jointly carrying a load. A typical solution is to 
use a highly powered, precise, holonomic platform, e.g., 
equipped with Mecanum wheels [8],[9]. These are however 
expensive, costly to maintain, and still limited with respect 
to the load they can carry. To avoid wheel slip, they also 
impose significant requirements on the floor on which the 
robot travels. Below, we present a control architecture that 
lessens the requirements imposed on the mobile platform 
such that a lower-dynamic platform with steered wheels can 
be used and wheel-slip can be tolerated, as long as an 
accurate pose estimate of the platform is available, even in 
cases where the platform needs to carry a heavy load. A 
control framework is proposed [10] that exploits the 
difference in the dynamics between the mobile platform and 
the robot manipulator in order to improve the accuracy and 
the bandwidth of the whole WMM. This framework uses 
two velocity-resolved constraint-based controllers using 
eTaSL [11], as shown in  
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Figure 4.  
Both controllers use the same kinematic model of 

platform and manipulator and the same model of the human-
robot interaction for jointly carrying load. The first 
controller ('platform eTaSL') however can only adapt the 
platform control input, i.e., desired velocity set-points for 
the mobile platform. It is not assumed that the mobile 
platform can execute these desired velocity set-points 
perfectly. It is however assumed that we can obtain a good 
estimate of the mobile platform pose and velocity via 
proprioceptive or exteroceptive sensors. The second 
controller ('arm eTaSL') determines the control input for all 
of the degrees of freedom of the manipulator, taking into 
account the measured mobile platform pose and velocity. 

The above results in a control architecture with two 
constrained-based controllers, one for the platform, one for 
the manipulator, where both controllers use the complete 
model of the robot system and task. For example, the 
platform eTaSL controller will also anticipate joint limits of 
the manipulator degrees of freedom by avoiding to move the 
platform in directions that will necessitate violating these 
limits. The manipulator controller will use its knowledge of 
the platform motion to compensate the errors of the platform 
eTaSL controller. Compared to a single constraint-based 
controller, this approach does not require additional 
modeling effort for the application developer since the same 
robot and task model is used for both controller. 

Figure 4. Control architecture for Wheeled Mobile Manipulator 

IV.VALIDATION CASES AND ACHIEVED RESULTS

In this section, validation cases of all 4 architectures 
described in Section II & Section III are presented. 

A. Gravity Compensation increases Cobot payload by x2 
for light loads (<8kg) 

The architecture presented in Section II.A, is 
implemented in Kuka Franka Emika Panda (payload 3kg). 
Using a jib crane, on which our gravity compensator is 

placed (Figure 5), the payload has been increased to 5,8kg. 
In this scenario, the gravity compensator can statically 

balance payloads between 0.8kg and 8.7kg over a stroke of 
800mm which allows covering a large amount of the 

workspace of the cobot. Although the compensator can 

statically balance 8.7kg, due to internal friction, this is 
limited to 3kg dynamically as shown in Figure 6. This 

limitation is discussed in details in [6] and can be improved 
in future designs. By changing the level of compensation, 
the payload felt by the cobot can be kept minimal 

potentially allowing lower energy consumption for the 
cobot. 

Scaling up the presented concept to deal with higher 
loads would require the redesign of the gravity 

compensators and use of more powerful motion 
components. 
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Figure 5. Jib crane with a gravity compensator (left – red dash line) coupled to a Franka Emika Panda Cobot (right). The payload of the 
cobot is initially 3kg (the gripper weighting already 0,8kg) and the manipulated load (black cylinder – green dash line) weighs 5kg 

B. Industrial hoist + robot increases payload by x2 
for moderate loads (>15kg) 

The architecture discussed in Section II.B is implemented 

for heavy spools handling. As illustrated in Figure 2, the set-
up includes a world reference frame XYZ and a robot end 
effector frame xyz. The robot is a 6 degrees-of-freedom 

(dof) KUKA KR16, with a payload of 16kg. The hoist is 
custom-made with one passive dof (along Y). The robot is 

equipped with an ATI/Schunk FTN-GAMMA force/torque 
sensor, a custom-made 6D passive compliance and a 

custom-made magnetic gripper which provided extra safety 
for the experiments (Figure 7). Both robot and hoist 
controllers are interfaced to a control pc on which the task 

controller is implemented in the eTaSL software framework 
for task specification and control of sensor-based robot tasks 

[11]. The interface to the robot reads its joint positions and 
sends desired joint velocities at 250 Hz with negligible 
delay. The interface to the hoist can only send on/off 

commands for up/down motions to the hoist controller. 
Hence, controlling the hoist from the pc is completely open 

loop. Moreover, the executed motion of the hoist is not 
completely deterministic, showing varying velocities and a 
considerable time delay which is also variable (~80ms). The 

poor-quality hoist interface and the high 
acceleration/deceleration of the hoist (up to 2.5 m/s2) 

necessitated the use of the passive compliance in the 
gripper. We investigated three separate scenarios as reported 

below. 

Figure 6. balanced weights versus gear ratio of the researched 
gravity compensation system 

a) Changing height of payload (Z)
The main challenge for joint robot/hoist motion in the 
vertical direction was the synchronization between both 
motions. Our approach consisted of: 1) experimentally 

identifying the motion profile of the hoist and the 
variation of its time delay, and 2) controlling the end 

effector forces and torques to zero, while feeding 
forward the expected vertical hoist velocity profile to the 

robot. The measured vertical force for a payload of 11 kg 
and a change in height of 150 mm remains limited, both 
in executions where the open loop synchronization 

worked well (< 1N) or not (< 4N). 

b) Fast transfer motion along passive dof of hoist (Y)
The main challenges were: 1) applying a suitably smooth 
motion profile for the payload to avoid oscillatory 
behavior (due to the dynamics of the passive hoist trolley 

subjected to a varying horizontal component of the cable 
force), and 2) avoiding large moments acting on the 

robot end effector. Accordingly, our approach consisted 
of: 1) applying a desired motion profile in translation 
that was continuous up to and including the derivative of 
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acceleration, and 2) adding a desired orientation profile 
of the end effector about its y (i.e., nearly vertical) axis 

to bring the main direction of the end effector (z) more 

in line with the acceleration/deceleration force (in the 
world’s Y-direction.

Figure 7. (Left) Experimental set-up with annotated components, (Right) QR code of a video with the realizations 

This was inspired by how humans would ‘pull’ the 

payload while limiting the moment applied to their arm. 
The orientation profile was made proportional to the 
desired payload acceleration. The scaling factor 

determines the amplitude of the rotation. In the 
experiments we started and ended the trajectory with the 

end effector oriented perpendicularly to the translation 
direction Y, and allowed a rotation amplitude of Θ=30° 
during the motion, which reduced the moment by a 

factor (1-cosΘ), hence by 13%. The traveled distance 
was 1.5 m in 10 seconds, resulting in a peak acceleration 

of 0.11 m/s2. We used payloads up to 25kg, producing 
acceleration forces up to 28N for the payload only, but 
the moment on the end effector remained limited (< 2.1 

Nm) thanks to this approach. No significant oscillatory 
behavior was observed. 

c) Force-controlled placement into a container 
This scenario assumes the payload has been transferred 

along Y and lowered to a ‘sub-target’ position that 
represents an appropriate approach position for the final 
placement (below gantry) in a ‘target’ position (not 

below gantry) that is subject to uncertainty (Figure 2). 
This final placement consists of two force-controlled 

motions (in X- and Y-directions, respectively) towards a 
wall of the container, followed by a brief activation of  

the hoist to deposit the payload while staying in contact 

with the two walls. This scenario did not pose any 
further challenge.

To summarize, even though this case considered a simple 

set-up (passive DOFs of the hoist, poor-quality interface of 
the hoist controller with the overall task controller), it was 

shown that a robot, in combination with a hoist, was able to 
manipulate a payload that exceeded its own capacity in 
industrially relevant scenarios. 

C. Instructable AMR allows an easy to operate mobile 
3rd hand for Operators 

The architecture described in Section III.A., allows a 
modular configuration of a standard AMR to an organic 
mobile 3rd hand for Operators in assembly stations. The 
realizations of the two concepts described above are 
illustrated in Figure 8. Both realizations have been achieved 
by the following main steps, (i) programing the AMR in a 
compliance mode for a smooth collaboration with Operators 
(ii) modular configuration using pre-programmed modules 
for basic tasks (e.g., parts pick-up & drop-off) and 
programming new modules to make the process as intuitive 
as possible (e.g., automated gripping, active load 
estimation), (iii) easy interactions and instructions with / by 
Operators such as using interactive HMI (e.g., tablet) or 
hands-free control through natural speech interaction. 
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Figure 8. (Left) AMR in a 3rd hand configuration, (Middle) AMR in Joystick configuration,  
(Right) QR code of a video with the 2 realizations 

D. Independent wheels control for illimited reach for 
heavy payloads 

A mobile platform capable of carrying heavy payloads 
was designed using four wheel units. Two wheel units 
manufactured by KELO [12] were differentially actuated 
and two wheel units were passive caster wheels (cf. Figure 
9-a). Each KELO unit has a payload of 125kg, which 
translates to a mobile platform evenly distributed payload of 
500kg. Although this kinematic configuration is 
theoretically holonomic, significantly high wheel velocities 
can be necessary to move in directions perpendicular to the 
wheel axes of the drive units. These higher velocities can 
exceed actuator capability and can cause wheel slip, 
especially on uneven or dirty floors. 

The architecture explained in section III.B can overcome 
the disadvantages of this kinematic design while at the same 
time being less expensive than e.g., Mecanum wheels and 
can handle uneven or dirty floors. To demonstrate this using 
an application where a load is shared between a wheeled 
mobile manipulator and a human Operator, a small Franka 

Panda 7-dof manipulator was mounted on top of this 
platform and two experimental cases were executed with 
good performance: one involving a pure positioning task 
and another involving a human-robot interaction on task. 

Figure 9-b shows the results a motion of the platform 
where a significant disturbance occurs due to wheel 
reversal. It can be seen that the accuracy of the proposed 
dual controller architecture is significantly improved 
compared to a single constrained-based controller (85% in 
the motion direction and 57% in the other direction). 

In a second case, an insertion under shared human-robot 
interaction has been performed (Figure 9-c) with 
significantly reduced interaction forces due to the imperfect 
motion of the mobile platform. Compared to a single 
constraint-based controller, the interaction forces in the 
vertical direction where dominated by the insertion forces 
and remained approximately the same, while there was a 
reduction of disturbance force of 50% in the motion 
direction and 25% in the direction perpendicular to the 
motion. 

Figure 9. a) Wheeled Mobile Manipulator (WMM) set-up, b) Results for null space motion, c) Human robot interaction task.
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V.DECISION TREE FOR COBOT BASED HANDLING 

ARCHITECTURE

Depending on the handling application, a specific cobot-
based architecture can be chosen. A decision tree to 
facilitate this choice is illustrated in Figure 10.  

The decisions are made based on 3 main criteria: (i) the 
spatial distance where the load to be handled should travel 
versus the spatial reach of the cobot, (ii) the weight of the 
load to be handled versus the cobot maximum payload, (iii) 
the level of interactions with the Operators. 

If the spatial traveling distance (reach) is below 2m 
(standard cobot reach), a standard cobot can be used if the 
weight of the part to be handled is lower than the cobot 
payload. Otherwise, gravity compensation architectures 
(section IIA / IIB) can be used to augment the cobot 
payload. Selection between architecture (IIA) or (IIB) can 
be made based on the number of degree of freedoms needed 
during the handling of the load versus the design budget / 
maturity of the solution. Architecture presented in Section 
IIA can offer high degree of freedoms but requires more 
design efforts and dimensioning of the system for moderate 
loads. While the architecture presented in Section IIB offers 
a high industrial maturity but with limited degrees of 
freedom to handle the parts. 

If the spatial reach is higher than the standard cobots 
reach, a motion system will be needed to extend the reach. 
Standard AMRs can offer a direct solution if one looks for a 
plug & play solution without changing system’s control and 
where enough budget is available (typically > 50k€).  

If more flexibility is needed with regards the motion 
control of a cobot system, the architecture in Section IIIB 
presents a good decision. The mobile system can be 
configured and controlled in a custom way, with yet cost-
effective components. 

If more flexibility is needed for interacting with Operators, 
the architecture presented in Section IIIA presents 
innovative techniques to interact with a mobile cobot in 
terms of organic control and intuitive interaction. 

Finally, the presented architectures can be combined to 
generate advanced custom handling systems driven by 
specific technical requirements, as well as by safety 
requirements with Operators in the loop. 

VI.CONCLUSIONS 

In this paper, we presented different architectures where 
cobots can cooperate with Operators to handle & manipulate 
moderate loads between 10kg-60kg and where the 
manipulation reach is further than 2 meters.  

We explored different configurations that can be scaled-up 
for industrial usage starting from standard robots, cobots 
and mobile platforms. A summary of these configurations & 
how to select relevant one is given in the decision tree in 
Figure 10. 

The paper describes different configurations illustrating 
how to make a standard Cobot and / or an AMR, flexible & 
smart handling systems that provide systematic and relevant 
assistance to Operators. Depending on the load to handle, 
the desired reach and the level of interactions with 
Operators, one single configuration or a combination of 
different configurations would be needed. 

Future research will tackle limitations of current concepts 
and implementations to make them more suitable for large 
variety of loads & reaches, more modular in their control 
architectures to facilitate more interactions between multi-
agents (cobot, mobile platform, Operator, etc.), as well as to 
make them more robust to deal with complex assembly 
parts, tasks and missions.  
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Figure 10. decision tree summarizing selection of relevant configuration for handling industrial parts based on desired load (weight), reach 
and interaction with Operator’s 
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Abstract— The land transport sector has passed through 

multiple phases of evolution in design, development, 

manufacturing of vehicles. In particular, the construction site 

continues to progress towards the autonomous vehicles (also 

called self-driving), which were one of its big trends and have 

become a hot topic in the industrial and academic world. By 

now, with this new technology of autonomous driving, we can 

ensure the safety by reducing the number of road accident, also 

the environmental impact and energy consumption is lessened. 

The modeling and simulation phases had become a mandatory 

step to design, characterize and simulate vehicle dynamics while 

reducing the cost of development. As they provide suitable test 

beds for the design and evaluation, the impetus of this study is 

to implement a model of a METALLIANCE’s industrial 

Electric Vehicle based on Matlab/Simulink, that will be close to 

the reality. The model is implemented based on electrical 

equations associated with the power supply circuit. The model 

defines for real time the evaluation of various electric 

parameters in safe vehicle operation for these vehicles. This 

work will be completed by the design of a full simulator, which 

reproduces reliably the dynamic behavior of Métalliance 

construction vehicles. 

Keywords- Electric system modeling; Vehicle dynamics; 

Construction Machinery; Traction and Suspension control. 

I.  INTRODUCTION  

The automotive and transportation industry are in 
perpetual evolution towards autonomous and electric vehicle 
(AEV), also known as automated car. It is seen as the 
important future technologies that will change the paradigm 
of mobility and facilities construction industry operations [1]. 
The Connected Autonomous Vehicle (CAV) is a system 
concept that can do driving maneuvers and tasks by itself, 
without human intervention, and communicate with its 
occupants and with external elements. The realization of this 
type of vehicle release humans from the driving task, reduce 
energy consumption, CO2 and pollutant emissions, and 
environmental impact. In addition, the autonomous car can 
improve safety by minimizing and preventing as possible the 

number of road accidents caused by the driver carelessness 
(most accidents are caused by human errors). But until now, 
replacing human driver with an autonomous driver is not 
guaranteed to avoid all problems. As the automated driving 
can impact positively the road traffic, it can also have a 
negative impact. Many works can be taken in order to 
minimize the negative externalities arising from automated 
driving [2]. 

The future of autonomous vehicle is in progress to be 
electric in order to have a complete vehicle which take the 
advantages of both autonomous vehicle and electric vehicle 
(EV) such as environmental benefits (C02 emissions and 
environmental pollution) and energy efficiency [3]. The 
combination of the EV and AV could facilitate automatically 
the charging when the Stage of charge is in short supply and 
prove the best scan and analysis of the environment by its 
artificial intelligence system to avoid any kind of collision 
with static or dynamic objects. 

The wider application of AEV requires various real time 
vehicle operating tests under certain driving scenarios in order 
to determine if requirements are met for design. This process 
of development justifies the high cost and the long time taken 
to produce the final product. For that reason, modeling and 
simulation are becoming an important tool in solving this kind 
of problem and are considered as the best solution to 
dimension all components and achieve the best energy control 
strategy. 

Vehicle modeling was invented to facilitate every kind of 
parameter change and analyze several powertrain 
configurations in a computer model before building the 
vehicle prototype. Thus, it can allow the final product to be 
well built and faster while reducing cost. Also, it is easy to 
engineers to examine the performance and energy aspects of 
vehicle powertrain configuration from a computer-based 
model than swapping motors in a real vehicle prototype.  

This research is part of the Simulation of Autonomous 
Vehicle “SIMVA-2 “project funded by the French « France 
relaunch » plan. It is a bipartite link between the DRIVE 
laboratory and the METALLIANCE, company, which is 
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intended to develop a simulator for an autonomous vehicle 
with an application to the confined industrial environment, in 
which the company's construction machinery operates. The 
objectives of this research project are to provide solutions for 
partial or total driving delegation   of a construction vehicle in 
a controlled indoor environment, predict the physical behavior 
(electrical, thermal, etc.) of the various parts of the vehicle 
(engine, battery, perception/vision systems, etc.) and Train 
driver of this new mode of material transport. 

Métalliance, a company specialized in the design of 
mobile machinery required for tunnel construction, designs, 
industrializes, manufactures, and markets mobile machinery 
used for the construction and renovation of tunnels. It has 
recently turned its attention to make its machines totally 
autonomous. Therefore, both modeling and simulation are 
obligatory required to design, characterize, and simulate the 
behavior of its mobile machinery on an industrial construction 
site, while reducing costs in the development phase. The aim 
of this study is to implement a METALLIANCE's electric 
vehicle model based on Matlab/Simulink that will be used to 
create a complete vehicle model. Create a vehicle model is 
then followed by simulation, an autonomous vehicle simulator 
will be built, which constitutes an easily accessible tool that 
represents artificially the real operation of Métalliance self-
driving cars. This simulator allows reproducing in a more 
reliable way the dynamic behavior of these machines in their 
real environment with a huge number of scenarios, system 
configurations and driver characteristics.  

This paper is divided into five parts. Section II outlines a 
brief introduction of electric vehicles and several electrical 
models existing in the literature. Section III presents the 
industrial environment of our case study: the characteristics of 
Métalliance mobile machinery and their ODDs (Operational 
Design Domain). Section IV constitutes a literature review of 
all steps followed to describe the dynamic behavior of a 
system in the form of a model. Whilst, the Section V 
introduces the vehicle system modeling based on Matlab/ 
Simulink, the validation on a real profile and the behavioral 
analysis. The present work ends with conclusion and Outlook. 

 

II.  LITERATURE ON ELECTRIC VEHICLE MODELS 

A wide waste of energy and air pollution was resulted 
using construction machinery and influenced the health of 
humans and other human beings. Thus, to solve this problem, 
it is required increasing fuel efficiency and minimizing fuel 
consumption. The novel technology “Electric vehicle (EV)” 
allows both reducing air polluting and noisy mobility.  The 
control of the torque and the speed through motor control was 
achieved by several electronics components such as transistor. 

In the literature, several electrical construction vehicle 
models have been proposed to evaluate the vehicle energy 
consumption, examine the impact of different factors 
influencing the energy consumption and enhance the vehicle 
efficiency [4].  Most of these models was numerical models 
which are used most of the time in the first stages of the design 
process. The aim of these stages design of an energy efficient 
vehicle is to evaluate all parameters affecting the energy 
requirement based on a sensitivity analysis. 

In [5], a Model-based optimization of an electric vehicle 
has been developed in Simulink environment. It was used to 
determine an optimization driving strategy aimed at reducing 
energy consumption while driving (prototype electric car that 
has been designed for the Shell Eco-marathon). In this case, 
genetic optimization algorithm was used. The model includes 
the vehicle, the electric motor, and the motor controller, the 
simulation was compared to the real measurements and the 
results has shown the similar optimized model to the real 
world. In this wise, a full efficiency of electro-mechanical 
power system is treated. Nevertheless, each change, like way 
of the route modeling or the driving conditions modeling, 
applied in on of electro-mechanical power subsystems must 
be experimentally evaluated. Also, the driver control system 
is considered in this model which has as inputs the reference 
vehicle speed or the accelerator activation. 

In [6], a model optimization of the powertrain design has 
been developed. The system was applicated for the 
development of fuel cell electric vehicles which were vehicles 
with three wheels use a carbon-fiber monocoque pushed by a 
hydrogen fuel cell with a DC electric motor. In the model, the 
vehicle, and its subsystems (fuel cell, uphill climbing, electric 
motor, tires rolling resistances, aerodynamic drag, etc.) are 
simulated in AMESim and the dynamic behavior of the 
vehicle was analyzed. An optimization algorithm was 
employed to find the optimal driving strategy leading to least 
fuel consumption. The model was validated by the 
comparison of simulation results to results obtained on the 
track during the competition (Shell Eco Marathon 
competition). 

In [7] The paper describes a numerical modeling of the 
vehicle powertrain; a vehicle takes part in the Shell Eco-
marathon competition. The model includes the vehicle motion 
and the fuel consumption, it was validated using real 
measurements.  An optimization strategy was employed 
leading to low fuel consumption. 

A Multiphysics dynamical model of a fuel cell vehicle-
based power train (urban-concept vehicle used for energetic 
races) has been developed in [8]. The modeling encompassed 
several vehicle behaviors such as the losses and consumptions 
of the power in each train devices, mechanical requirement, 
thermal behavior of fuel cell, etc… A global optimization 
algorithm has been integrated to the model in order to find out 
the best driving optimization according to the road constraints. 
The simulation results are compared and validated with 
experimental measurements (real results obtained at the Shell 
Eco-Marathon competition). 

In the view of the METALLIANCE’s machines 
complexity (two or three vehicle module), no previous 
modeling of industrial electric vehicles has been done before. 
Also, none previous established results in modeling defined 
the validation of all inputs/outputs is made of electrical 
modeling vehicle before. 

 

III. MODEL DEVELOPMENT STEPS 

Models are usually primarily defined in the scientific 
literature as a simplified representation of a real-world 
phenomenon. The model is highly close to the real-world 
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vehicle system but it is simpler than the system it represents. 
The purpose of producing model is to enable the analyst to 
predict the dynamic behavior of any kind of   system, to be a 
close approximation to the real world and incorporate most of 
its salient features. The steps involved in developing a model, 
used to design a powerful simulation are [9]: 

• Identify the problem: Before proceeding with the 
modeling of a proposed vehicle system, it is necessary 
to define the inputs, the corresponding outputs, the 
temporal and spatial constraints, the traffic 
conditions, the stochastic elements, the study 
objectives, etc. 

• Formulate the problem: Select the bounds of the 
system, the traffic conditions, the environment 
conditions, the control rules, and the security 
constraints. The purpose of this step is to define 
performance measures and quantitative criteria based 
on different system configurations. At this stage, 
formulate briefly hypotheses about system 
performance. Hence, Problems must be formulated as 
precisely as possible and specific outputs are defined 
for each problem. 

• Collect and process real system data: Collect data 
on system specifications inputs variables. Generally, 
sensors are installed on the system and permanently 
record information about its environment, perception 
and data fusion algorithms are then used to extract 
useful information. 

• Formulate and develop a model: Develop network 
diagram of the system based on the relationships that 
connect the different outputs to the different inputs. 

• Simulate and validate model:   Once the previous 
steps are checked and validated, all that remains is the 
simulation of the model from the real data and ensures 
that the model achieves the expected results. At this 
level, it is required to vary different input parameters 
over their acceptable range and checking the output in 
order to verify that the simulation model executes as 
intended by comparing its performance with the 
performance of the real system. 

 
In the physical sciences, models are defined from 

mathematical tools (differential equations, recurrent 
equations, or partial differential equations), physical tools 
(generally used for vehicle systems) or computer tools (tools 
derived formalisms of AI (Artificial Intelligence)). In the case 
of our study, the electrical model was developed with extreme 
accuracy for every element based on different physical tools 
(mechanical block, thermal block, power electronic, 
electrochemical block, electric energy storage.  
 

IV. INDUSTRIAL ENVIRONMENT AND OPERATIONAL 

DESIGN DOMAIN SYSTEM 

 In this paper, electrical modeling was applied to an 
industrial environment: vehicles developed by the company 
Métalliance. These latter designs two types of vehicles: the 
Multi Service Vehicles (MSV) or Train on Wheels vehicles, 

that meet specific specifications These vehicles are used to 
transport the concrete elements required for the construction 
of tunnel. The Train on Wheels vehicle has a leading vehicle 
and a trailing vehicle each with a driver cabin to facilitate the 
reversible operation without having to make a U-turn in small 
space. Both the leading and the trailing vehicles are of self-
propelled type and can be used according to the required 
direction of travel at the same time. However, The Multi-
Service Vehicle is a non-articulated vehicle with only one 
vehicle. Like the train on wheels vehicle the MSV is also 
designed to facilitate reversible operation. The vehicles 
currently used by METALLIANCE are available in three 
variants with respect to the power source used by the vehicles. 
The vehicles can operate on a diesel engine, a hybrid between 
diesel and an electrical engine or a completely electrical 
engine. They, primarily used to supply logistics to and from 
the Tunnel Boring Machine (TBM), so they have wheels, 
which allow them to traverse on flat grounds and even on 
concave surfaces inside the tunnels without the construction 
of rails inside the tunnel. 

To date, METALLIANCE is developing Automated 
Guided Vehicles (AGV) to assist the driver in driving 
operation of the vehicle, facilitate logistics and storage 
operation in indoor and outdoor environment. The figure 
below depicts the MEATLLAINCE’S Multi Service Vehicle 
(MSV) design and its dimension. 

 
 

 
 
 
 

V. SIMULATION, RESULTS, AND VALIDATION ON A REAL 

ROAD PROFILE (RENNES TUNNEL) 

Electrical modeling vehicle allows to define the evaluation 
of all different electric parameters acting on the system at a 
time t in order to determine the electrical power needed for 
moving the vehicle forward. It constitutes the system of 
electrical equations associated with the power supply circuit. 
The electrical vehicle environment is modeled through the 
resistive torque applied to the electric motor. Therefore, the 
proposed electric model receives as input the drive cycle that 
the vehicle should execute (the given speed and road profile). 
This reference is given to a pilot model that gives as output a 
signal representative of torque request. 

The followed figure (Figure2) depicts the overall diagram 
of the electric model vehicle based on the physical description 
of all forces acting on moving the vehicle [10]. This objective 
defines the first and second step of model development. 

 
 

Figure 1.  METALLIANCE's Vehicle (MSV). 
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Based on the third model development step, specifications 

system (road profile and constraint speed vehicle) is recording 

from Rennes tunnel France and the value of these forces is 

leaning on the limit conditions that influence the vehicle. 

To formulate the model and achieve the fourth model 

development step, the relationship that connect the different 

outputs to the different inputs is required. Thus, resistant 

wheel torque depends on the sum of these forces (rolling 

friction force, aerodynamic force, acceleration force, and the 

downhill-slope force) multiplied by the wheel radius. In fact, 

the rolling friction force is defined by the following equation. 

𝐹𝑟 = 𝐶𝑟 ∗ 𝑚 ∗ 𝑔 (1) 

Where  Cr , m   and 𝐠  represent respectively the rolling 

resistance coefficient, vehicle mass (loaded and unloaded 

vehicle) and gravitational acceleration. The law states that the 

acceleration force is given by the multiplication of the 

acceleration a by the mass of the vehicle m. 

Facc = m ∗ a (2) 

The force exerted by the air on the vehicle constitutes the 

aerodynamic force. 

Faero = 0.5 ∗ Svehicle ∗ Cx ∗ ρ ∗ [V2] (3) 

 

Where  ρ   represents  the air density,  Svehicle  constitutes 

the section area of the vehicle, Cx  is the aerodynamic 

coefficient and V is defined as the vehicle speed in m/s. Given 

that the maximum speed is 18 km/h, the vehicle is moving at 

low speed so we can neglect the aerodynamic force. 

Therefore, the resultant force down the slope (downhill-slope 

force) is given by this equation. 

𝐹𝑠𝑙𝑜𝑝𝑒 = 𝑚 ∗ 𝑔 ∗ 𝑠𝑖𝑛(𝛼) (4) 

Where 𝛂  is the slope angle. The sum of all these forces 

multiplied by the wheel radius results the resistant wheel 

torque, which is given by this equation 

𝑇𝑤ℎ𝑒𝑒𝑙 = ∑Forces ∗ Rr (5) 

By the value of the resistant wheel torque and the 

reduction wheel ration, the motor torque is defined. 
 

𝑇𝑚𝑜𝑡𝑜𝑟 = Twheel ∗ 𝑅𝑟𝑎𝑡𝑖𝑜  (6) 

The motor speed is defined by from the vehicle speed. 

𝑆𝑚𝑜𝑡𝑜𝑟 = V ∗
60

2 ∗ 𝜋 ∗ 𝑅𝑟

(7) 

And finally, the mechanical power is calculated by this 
followed equation. 

𝑃 = Smotor ∗ Tmotor (8) 
 

All the vehicle parameters used for the simulation 

are defined in Table I. 
 

TABLE I.   REFERENCE VEHICLE DATA 

Parameter Symbol Value 

Maximum vehicle 

speed 

𝑉𝑚𝑎𝑥 18 km/h 

Wheel radius  𝑅𝑟 599 mm 

Rolling resistance 

coefficient  

𝐶𝑟 0,02 

 

Unlaoded vehicle mass 𝑚 15000 Kg 

Laoded vehicle mass 𝑚 40000 Kg 

Aerodynamic 

Coefficient 

𝐶𝑥 1 

 

Air Density ρ 1.2 kg/m3  

Section area of the 

vehicle  

𝑆𝑣𝑒ℎ𝑖𝑐𝑙𝑒  6 m2  

Gravitational 

acceleration  

g 0.9419.81 

m/s2  

Reduction Wheel ratio 𝑅𝑟𝑎𝑡𝑖𝑜 53 

 
Until now, the last step model development is still to 

validate. An overview of electric vehicle model implemented 
in Simulink is presented in Figure 3.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
From a given speed and road profile, the system model 

estimates all forces applied to the machine, the resistant wheel 
and motor torque and passes through the relevant motor speed 
to evaluate the mechanical power needed to move the vehicle 

Figure 3- Simulink model of electric METALLINACE’ s 

vehicle. 

 

Figure 2- Electrical environment vehicle. 
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forward. The speed profile has a maximum speed of 18 kmph 
with two phases: the first where the vehicle is loaded and the 
second where the vehicle is empty. The modeling is applied to 

a Multi-Service Vehicle (VMS) vehicle. 
In order to determine the level of fidelity model to the real 

world, the model should be compared to real data recorded for 
each real data of vehicle´s electrical system the driving 
operation vehicle. Indeed, an actual data has been recorded 
from driving task of the Métalliance Multi-Service Vehicle 
(VMS) in Rennes tunnel (France) (data of all electric 
parameters recording from vehicle operation inside Rennes 
tunnel during 238 minutes). Therefore, each real data of 
vehicle’s electrical is compared to the corresponding in the 
simulation model in order to evaluate the performance and the 
accurate model development as is shown in Figures 4 and 5. 

The model input (given speed) is divided into two phases: 
loaded (from 0 to 107 minutes) and unloaded vehicle (from 
122 to 238 minutes). The first plot shows the comparison of 
the results simulation to their corresponding signals that were 
recorded during the measurement: vehicle’s acceleration from 
the given speed input, the simulated rotational engine speed, 
the rolling friction force, and their corresponding signals that 
were recorded during the measurement. Moreover, the second 
plot shows the corresponding curves of the acceleration force, 
resistant wheel torque, motor torque and the mechanical 
power. 

 
   

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

This simulation demonstrates approximately the 
overlapping curves of each parameter profile.  As it shown by 
the simulation results, the diagrams resulting from the 
simulation and that of real data are substantially identical. This 
allows us to conclude that our model is faithfully close to the 
real world. Even, this work focus is made on the 
METALLIANCE’s industrial vehicles, it could be used for 
other types of electrical vehicles. Just it must choose the road 
profile and speed and define the vehicle parameters. 

 

VI. CONCLUSION   

This paper presents the suitable process to implement an 
electrical model of a Métalliance Multi-Service Vehicle 
(VMS) in Matlab/Simulink environment, using the model 
development steps proposed throughout the literature. It falls 
within the framework of an autonomous vehicle, which can 
do driving maneuvers and tasks by itself. Therefore, methods 
and steps for modeling development have been exposed. The 
third model development step remains to study the operational 
design domain of the used system: environmental 
information, vehicle system characteristic and operation. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 4-Vehicle speed, simulation results of electric model for vehicle acceleration, motor speed and rolling friction force. 
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Hence, an electric model vehicle has been developed 

based on the electrical equations associated with the power 
sup-ply circuit. It defines for real time the evaluation of 
various electric vehicle parameters. It has been validated by 
real world environment. We conducted its simulation by real 
data in order to validate its performance and achieve high 
accuracy in comparison with the actual world. The simulation 
result showed that the model is highly close to the real world. 
Some perspectives are considered in order to develop a 
simulator, which represents a virtual prototype of the real 
world that could be fast, efficient, and valuable. 

The future work will focus on the development of the 
hydraulic and thermal vehicle model, then combining these 
models with the present work constitutes the step that achieves 
a complete Métalliance Multi-Service Vehicle (VMS) model. 
Thereby, the work will be completed by the design of a full 
simulator, which reproduces reliably the dynamic behavior of 
Métalliance construction vehicles. 
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Abstract—Continuous Kernels have been a recent development
in convolutional neural networks. Such kernels are used to
process data sampled at different resolutions as well as irregularly
and inconsistently sampled data. Convolutional neural networks
have the property of translational invariance (e.g., features
are detected regardless of their position in the measurement
domain), which is unsuitable for certain types of data, where the
position of detected features is relevant. However, the capabilities
of continuous kernels to process irregularly sampled data are
still desired. This article introduces a novel method utilizing
continuous kernels for detecting global features at absolute
positions in the data domain. Through a use case in processing
multiple spatially resolved reflection spectroscopy data, which is
sampled irregularly and inconsistently, we show that the proposed
method is capable of processing such data natively without
additional preprocessing as is needed using comparable methods.
In addition, we show that the proposed method is able to achieve
a higher prediction accuracy than a comparable network on a
dataset with position-dependent features. Furthermore, a higher
robustness to missing data compared to a benchmark network
using data interpolation is observed, which allows the network to
adapt to sensors with individual failed components without the
need for retraining.

Index Terms—machine learning; neural nets; continuous ker-
nel; irregularly sampled data; reflection spectroscopy

I. INTRODUCTION

Common machine learning methods assume that data is
sampled consistently. That is, each instance of sampled data
has the same shape and each data point always represents the
same value. However, in real-world applications, data might
often be sampled inconsistently due to factors like production
inaccuracies of sensors measuring the data. In some cases,
certain data points may be missing from a measurement as
well. To facilitate this type of data, imputation of missing
data points can be used to reconstruct the data [1]. Some
methods also employ neural networks to reconstruct or correct
data [2]. For certain types of network architectures, such as
convolutional neural networks [3], continuous kernels have
been utilized to circumvent these assumptions and to handle
irregularly and inconsistently sampled data natively instead
of needing special preprocessing [4] [5] [6]. Convolutional

neural networks have the property of translational invariance,
which is ill-suited to data expected to exhibit features at
consistent absolute positions within the data sampling domain.
Common examples of this type of data include spectral data,
both optical and acoustic, where the relevant features may be
intensity peaks at specific, consistent wavelengths rather than
a wavelength-invariant feature of the intensity curve’s shape.

To process data with position-dependent features natively
when sampled irregularly and inconsistently, a novel method is
proposed in this paper. It has been shown that neural networks,
such as sinusoidal representation networks (SIRENs) [7] can
be used as functions parametrized through their learnable pa-
rameters, making them suitable for use as continuous kernels.
These kernels are shown to be capable of modeling global,
long-term dependencies [4]. By utilizing such continuous ker-
nels outside of the context of convolutional neural networks,
our method is capable of natively processing irregularly and
inconsistently sampled data with position-dependent features.

The rest of the article is organized as follows. Section 2
details the current state-of-the-art regarding continuous ker-
nels. Section 3 discusses the definition of a continuous kernel.
Section 4 introduces the new methodology utilizing continuous
kernels. Section 5 shows the efficacy of the proposed method
for processing spectroscopy data. Section 6 discusses potential
future research into using continuous kernels for explainable
AI. The conclusion closes the article.

II. RELATED WORK

Previous work on continuous kernels focuses primarily
on applications in convolutional neural networks (CNNs) to
handle irregularly sampled data. In [4], continuous kernels are
utilized to process various types of sequential data, includ-
ing irregularly sampled sequences. The article also performs
an in-depth analysis of different types of continuous kernel
parametrizations. [5] uses continuous kernels for convolutional
neural networks to process non-grid bound data, such as
representations of atoms in chemistry. In [6], continuous
kernels are used to perform three-dimensional convolution
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on point clouds. However, as these articles all discuss the
usage of continuous kernels for convolution in typical CNN
architectures which all feature certain degrees of translational
invariance, the methods discussed are not well suited for use
with data containing position-dependent features.

Utilizing neural networks to represent a continuous function
parametrized through the learnable parameters of the network,
called implicit neural representation, has been previously ana-
lyzed by [8] [9] to model signed distance functions which are
required for shape representation of 3D geometry. In [7], a
network architecture called SIREN is proposed as an implicit
neural representation for generic data, including audio, images,
and signed distance functions.

III. DEFINITION OF CONTINUOUS KERNELS

At its core, a continuous kernel is a function that assigns
a weight to a data point at any given position [5]. Unlike in
previous applications in CNNs, however, the position supplied
to the kernel in our methods is an absolute position in the
domain rather than a relative position to a convolution point.

To be able to represent continuous variants of typical weight
kernels, the kernel function needs to be parametrizable with
learnable parameters in such a way that the kernel function can
ideally approximate any arbitrary function. It has been shown,
that multi-layer perceptrons using sine nonlinearities, such as
SIREN networks [7] can be used for such purposes.

Formalities

Small letters denote scalars, and small bold letters denote
vectors. Capital letter variants of the former denote a set of the
respective type. Subscripts on values indicate an index of the
value within a containing set, superscripts indicate an index
to the element of a vector.

Definition

Let pi ∈ P ⊂ Rn be the position of the value di ∈ D ⊂
R of the i-th data point of the set of data points D in an
n-dimensional domain. A continuous kernel in the proposed
architecture is now defined as a function

ψ : Rn 7→ R (1)

assigning a weight value to any position pi in the do-
main. As shown in [4], such functions can be modeled and
parameterized using implicit neural representations, such as
Multi-Layer Perceptrons (MLP) using sine nonlinearities like
SIREN [7]. In the proposed method, such an MLP serves as the
function ψ. The MLP has n input neurons to input the absolute
position pi ∈ R of a data point in the domain and one output
neuron representing the assigned weight for the data point.
The remaining model parameters of the kernel are the number
and size of hidden layers in the MLP which can be adjusted
to the problem to be learned. The MLP serving as the weight
function ψ of a continuous kernel is not trained separately, but
rather as part of the final network that the continuous kernel
is used in.

IV. APPLICATION OF CONTINUOUS KERNELS IN MLPS

Figure 1 shows the general structure of the proposed archi-
tecture. I shows the set of input data points to the model,
each representing a value at a specific position within the
measurement domain. In the proposed method, the first layer
of the architecture, called the continuous feature layer, contains
multiple independent continuous kernels (see II in Figure 1).
For each of the independent kernels, the input consisting of an
arbitrary number of data points is weighed using the kernel.
Additionally, the input data might be sampled unevenly. To
compensate for an uneven distribution of samples the local
density of the sampled data points in the measurement domain
is calculated (omitted in Figure 1). In the proposed method,
kernel density estimation where the kernel size is a learnable
parameter was used, but other methods for point density
estimation can be used as well. Each data point is weighted
by the inverse local density of data points at its position as
proposed in [6]. The data points weighted by both the kernel
and the inverse point density are shown in III in Figure 1 and
are formally expressed in Equation 2. For each kernel, the
weighted data points are reduced to a single value as defined
in Equations 3 and 4 and as shown in IV of Figure 1. In the
proposed method, a sum is used as the reduction operation, but
other reductions, such as calculating the mean of the values
are also considerable. Combining the reduced value of each
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Fig. 1. Overview of a continuous feature network.
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kernel into a vector results in an output feature vector of a
fixed size depending on the number of independent kernels in
the continuous feature layer. Since the continuous feature layer
has reduced the input of arbitrary size to a latent vector of a
fixed and predetermined size, the continuous feature layer can
be followed with a typical neural network architecture, such
as a multi-layer feed-forward network (see V in Figure 1).
The output of this MLP then serves as the output of the entire
network as depicted in VI of Figure 1. We call the proposed
combination of a continuous feature layer followed by a multi-
layer feed-forward network a continuous feature network. The
continuous feature layer as described has three main model
parameters: The number of kernels and the two parameters
defining the shape of the kernels, being the number and the
size of its hidden layers.

Formal Definition

Let the set Ψ be the set of multiple, independent continuous
kernels ψk used in the continuous feature layer. In this set,
each ψk represents one feature possibly present in the sampled
data. Let di ∈ D be the i-th data point in the input data with
the position pi ∈ P in the measurement domain. Let ρ(pi)
denote the local density of sampled data at position pi in the
domain. Then we define the weighted data points for each
kernel as follows:

wi,k := di · ψk(pi) ·
1

ρ(pi)
(2)

The components of the resulting fixed-size latent feature vector
v are defined as follows:

vk(D,P ) :=
∑
i

(wi,k) (3)

=
∑
i

(
di · ψk(pi) ·

1

ρ(pi)

)
(4)

As the fixed size feature vector v is a function of the data
points and their position, the feature vector can be expressed
as a function of the following type:

v : Ri,Ri×n 7→ Rk (5)

v describes the feature vector with a fixed size k as a reduction
of an input of arbitrary size i for the data and i × n for the
data’s position for any i. Since the size of the feature vector
v is fixed and does not depend on the input size i, the feature
vector can be used as the input to a classical neural network
architecture, such as a multi-layer feed-forward network, for
an arbitrary input size i without the need to retrain the network.

V. EXPERIMENTS

The method is tested with a dataset from a sensor based on
multiple spatially resolved reflection spectroscopy (MSRRS,
[10]). The data was measured in vivo, alongside a reference
measurement of the carotenoid concentration in the skin on a
scale ranging from 0 to 12. The measuring system, similar to
the one described in [10], consists of several light emitters of
different wavelengths, as well as several light detectors. The

datasets for training and testing are entirely distinct, having
measured a different group of test subjects using a different
set of MSRRS-based sensors.

The measured spectroscopic data is well suited for the
use of continuous kernels and continuous feature networks as
proposed in section IV. This is because the MSRRS-based
optical data is yielded in the shape of a relative brightness
given for certain discrete wavelengths and certain discrete
distances between light-emitter-detector pairs. These discrete
wavelengths and distances are neither sampled at regular
intervals nor always at the same exact wavelengths. Due
to production inaccuracies for the sensors, slight differences
in the wavelength of the emitters exist. However, the peak
wavelengths are known for each sensor’s emitters, and can thus
be accurately supplied as the position data for the continuous
feature layer. In addition, in this kind of spectral data, it is
expected that the relevant data is encoded not in the shape
of features to be detected, but in the position of the features
(here the absorption wavelengths of the carotenoids), making
the proposed method suitable.

To evaluate the method, a continuous feature network with
a continuous feature layer containing 64 continuous kernels is
used. Each kernel is made up of a SIREN network, containing
three hidden layers of 48 nodes with sine nonlinearities each.
The continuous feature layer is followed by a hidden feed-
forward layer with 64 nodes, followed by an output layer with
one output for the predicted carotenoid concentration. This
network has approximately 320k parameters.

For a comparison network, we use a multi-layer feed-
forward neural network using a similar amount of parameters.
This feed-forward network is supplied each emitter-detector
pair as one node in the input layer, followed by a hidden layer
of 256 nodes, followed by another hidden layer of 128 nodes,
followed by an output layer with one output for the predicted
carotenoid concentration, for a total of approximately 375k
parameters.

A convolution-based model was also investigated but it
has proved unable to produce meaningful predictions of the
carotenoid concentration in human skin and is thus omitted
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network at different numbers of light detectors whose data was withheld.

from further analysis in this article.
Both networks were trained using the ADAM optimizer [11]

and implemented using the LibTorch framework.
Figure 2 shows the accuracy of the proposed method

compared to the accuracy of the comparison network. To
show the ability of the continuous feature network to handle
inconsistently sampled data, the prediction accuracy of the
network was measured with the data of certain detectors
withheld during inference. For each sample of data in the
test set the detectors whose data was withheld were randomly
picked, according to the number of detectors disabled. For the
continuous feature layer, the missing data points were simply
removed from the input vector. Due to the nature of the contin-
uous feature network, it is capable of processing the shorter
input vector without the need to retrain the model. For the
multi-layer feed-forward network, the data was interpolated
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Fig. 4. A histogram of the prediction error of the multi-layer feed-forward
network at different numbers of light detectors whose data was withheld.

from the data of other detectors with a similar wavelength
and emitter-detector distance. This is needed as the multi-
layer feed-forward network is incapable of handling the shorter
input vector without retraining. If no other data was available
with a similar wavelength and distance, the value was set to 0
for the multi-layer feed-forward network. The results show that
the continuous feature network outperforms the similarly-sized
multi-layer feed-forward network for all investigated numbers
of detectors whose data was withheld. The continuous feature
network is able to achieve a mean square error of 19% lower
compared to the multi-layer feed-forward network for the full
set of input data. The improved prediction accuracy can be
explained both by the high suitability of continuous feature
networks for MSRRS data allowing an improved abstraction
of the relationship between optical data and the reference
carotenoid concentration in human skin, as well as because the
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continuous feature network is able to incorporate the actual
measured wavelengths of the light emitters for each sensor
as the position of the input data points. In addition, we see
that the continuous feature network is able to give a stable
prediction with more data missing compared to the multi-
layer feed-forward network. This can also be seen in Figures 3
and 4. Figure 3 shows a histogram of the prediction error of the
continuous feature network. In the different graphs, a different
number of random light detectors were picked whose data was
withheld from the continuous feature network. As the graph
shows, while the amount of highly accurate precision lowers
with more data being withheld, the amount of predictions with
a large error (> 2.4) is not increasing significantly. This shows
that the continuous feature network is capable of adapting to a
lower amount of data being available to base its predictions on
without the need for retraining. Figure 4 shows a histogram of
the prediction error of the multi-layer feed-forward network.
Similarly, the different graphs show the prediction error at
different amounts of detectors whose data was withheld. In
addition to a reduction in highly accurate predictions with
more data withheld, the multi-layer feed-forward network
quickly encounters an increase in predictions with a large
error (> 2.4) once the amount of withheld data from disabled
detectors increases to or above 25%. The slight increase of
predictions with a large error occurring for the continuous
feature network when no data is withheld is presumed to be
due to an inaccurate input data point density estimation and
will be subject to further investigation.

VI. POTENTIAL FOR EXPLAINABLE AI

A side effect of the continuous feature layer is the resulting
potential for explainable AI. As continuous kernels represent
weights for each position in the measurement domain, we
can deduct levels of importance of certain regions within the
measurement domain from the encoded weights. The average
of the absolute value of the weights over all kernels might
be used as a measure of the importance of the data at certain
points in the measurement domain. This may allow the use
of the learned continuous kernels as an interpretable model
[12]. However, as the magnitude of the input data at different
positions in the measurement domain is not guaranteed to
the normalized, any inferred importance from the kernel can
be biased which will need to be accounted for. Similarly,
the MLP being fed the latent feature vector will need to be
considered when comparing the importance of the different
kernels. Nonetheless, the usage of continuous feature layers
as a tool for explainable AI is an interesting topic for further
research.

VII. CONCLUSION AND FUTURE WORK

This paper proposes the continuous feature network, a novel
method to process irregularly and inconsistently sampled data
with position-dependent features, such as optical or acoustic
spectra. In addition, the continuous feature network is shown
to outperform a comparable multi-layer feed-forward network
with a 19% lower mean square error on predicting carotenoid

concentration in human skin from optical multiple spatially
resolved reflection spectroscopy data. This shows that the
continuous feature network performed better at abstracting the
relationship between the optical MSRRS data and the refer-
ence carotenoid concentration. Furthermore, this paper shows
that the continuous feature network is capable of making stable
predictions of carotenoid concentration in human skin with
up to 50% of the data from the optical detectors withheld,
while a comparable multi-layer feed-forward network exhibits
a significant increase in predictions with a large error from
25% of the data withheld. Other potential use cases include
similar types of data where samples may be irregular and
features are position-dependent in the measurement domain,
including other types of spectra, such as audio. Continuous
feature networks also show potential for use as explainable
AI and are worth studying further in this regard.
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