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ICIW 2012

Forward

The Seventh International Conference on Internet and Web Applications and Services
(ICIW 2012) held on May 27 - June 1, 2012 - Stuttgart, Germany, continued a series of

co-located events that covered the complementary aspects related to designing and
deploying of applications based on IP&Web techniques and mechanisms.

Internet and Web-based technologies led to new frameworks, languages, mechanisms
and protocols for Web applications design and development. Interaction between web-
based applications and classical applications requires special interfaces and exposes
various performance parameters.

Web Services and applications are supported by a myriad of platforms, technologies,
and mechanisms for syntax (mostly XML-based) and semantics (Ontology, Semantic
Web). Special Web Services based applications such as e-Commerce, e-Business, P2P,
multimedia, and GRID enterprise-related, allow design flexibility and easy to develop
new services. The challenges consist of service discovery, announcing, monitoring and
management; on the other hand, trust, security, performance and scalability are
desirable metrics under exploration when designing such applications.

ICIW 2012 comprised five complementary tracks. They focused on Web technologies,
design and development of Web-based applications, and interactions of these
applications with other types of systems. Management aspects related to these
applications and challenges on specialized domains were aided at too. Evaluation
techniques and standard position on different aspects were part of the expected
agenda.

We take this opportunity to thank all the members of the ICIW 2012 Technical Program
Committee as well as the numerous reviewers. The creation of such a broad and high-
quality conference program would not have been possible without their involvement.
We also kindly thank all the authors who dedicated much of their time and efforts to
contribute to the ICIW 2012. We truly believe that, thanks to all these efforts, the final
conference program consists of top quality contributions.

This event could also not have been a reality without the support of many individuals,
organizations, and sponsors. We are grateful to the members of the ICIW 2012
organizing committee for their help in handling the logistics and for their work to make
this professional meeting a success.
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We hope that ICIW 2012 was a successful international forum for the exchange of ideas
and results between academia and industry and for the promotion of progress in Web
Services.

We are convinced that the participants found the event useful and communications very
open. The beautiful city of Stuttgart surely provided a pleasant environment during the
conference and we hope you had a chance to visit the surroundings.

ICIW 2012 Chairs
Steffen Fries, Siemens AG, Corporate Technology - Munich, Germany
Mihhail Matskin, NTNU, Norway
Vagan Terziyan, University of Jyvaskyla, Finland
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Abstract—In the service-oriented software systems, the 
services composition process is modeled using the service 
orchestration languages whose fault-handling and 
compensation mechanisms are crucial to guarantee the process 
running successfully. In this paper we propose to extend the 
syntax of BPEL to improve these two mechanisms. In order to 
validate their correctness, the composition is transformed to 
the planning graph. Then the validation of the fault-handling 
mechanism is regarded as a problem of seeking solution from 
the solution sets gained from the planning graph. We analyze 
the services composition structures and construct a 
relationship matrix to complete the validation of the 
compensation mechanism. A validation framework is 
proposed and an experiment is implemented to show our 
method effectiveness. 

Keywords - graph planning; BPEL; service orchestration; 
fault handling; compensation mechanism 

I. INTRODUCTION 
Service-oriented paradigm is capturing a growing 

interest as a mean for business to business integration. To 
realize the composition of the web services, researchers and 
industrial practitioners have proposed several web service 
orchestration languages such as BPEL4WS [1], WSFL [2], 
XLANG [3] and StAC [4]. And BPEL4WS is the de facto 
standard. Compare to the other languages, BPEL4WS 
supports this problem with a programmable and scope-based 
fault-handling and compensation mechanisms. Fault-
handling mechanism guarantees the composition continues 
to achieve the goal. The function of compensation 
mechanism is to maintain the consistency of the whole 
process by eliminates the effects of everything executed 
from the failed service. But, it is a time-consuming and 
error-prone task to design these strategies and it is difficult 
to validate the correctness by the designers completely. 

In order to solve the above problem, we propose to make 
use of graph planning technology focusing on the   
correctness validation of the business process during the 
design phase. The contribution of this paper includes: 

• Syntax of the BPEL is proposed to extend with two 
operators corresponding to the fault-handling and 
compensation-handling mechanisms and their 
semantics are presented. A planning graph is 
constructed by means of analyzing the business 
process. 

• For the fault-handling mechanism, it is transformed 
to seek a solution from the solution set of graph. 

• Analyze the structural relationship of services and 
build a relationship matrix to facilitate the validation 
of the compensation-handling mechanism. 

This paper is organized as follows. In the next section, 
we place the related work. Section Ⅲ introduces the 
extension of BPEL and the graph planning technology. The 
Section Ⅳ details the validation framework including the 
validate algorithms. The experiment is implemented and 
analyzed in Section Ⅴ. The conclusion of this paper and 
future work are  discussed in the Section Ⅵ. 

II. RELATED WORK 
To guarantee the correctness of the business process, 

many researchers consider the semantic model. A simplified 
version of the WS-BPEL is defined in [5]. Compensation 
closure and context are proposed to capture the execution 
structure and form a good framework to the semantics of 
implementation of BPEL4WS. In [6], Chenguang, 
Shengchao and Zongyan verify the process using the Hoare-
logic. In [7], Huibiao, Jifeng, Jing and Bowen focus on 
deriving the operational semantics and denotational 
semantics from algebraic semantics. Algebraic laws for 
BPEL programs are considered. Comparing with these 
methods, our approach is more intuitive. 

A logic model specifies the semantics of workflows and 
composite tasks are given in [8]. A set of inference rules are 
presented to deduce the strongest post condition and weakest 
precondition and automatic workflow verification is 
demonstrated. The interactions of composite web services 
are modeled as conversations in [9]. The guarded automaton 
augmented with unbounded queues for incoming messages 
is used to be the intermediate representation and the model 
checker SPIN verifies synchronous communication. But, it 
is a challenge to translate the BPEL to the Promela program 
which is the input of SPIN for the designers. A Petri-net 
based formalization to construct composition process is 
proposed in [10]. And the interface dependency, 
compensation dependency and sequence triggered in nesting 
scopes are discussed.  These preceding methods focus on the 
validation of the fault-handling and compensation-handling 
during the running phrase. From a transactional perspective 
of the compositions, many works introduce their approaches 
[11-13], e.g., a heuristic-based analysis of the process 
definition is proposed in [11]. The analysis result is a set of 
nonrepairable activities, whose impacts are evaluated by a 
repairability reasoner. Then a combination of the fault and 
the branching probabilities associated with an activity is 
given to gain a relevance index, which is used to remind the 
designer of knowing that to improve the repairability of the 

1Copyright (c) IARIA, 2012.     ISBN:  978-1-61208-200-4
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process. A transactional service patterns are used in [12] to 
specify the transactional composite service (CS) using Event 
Calculus. The CS transactional behavior is specified initially 
by the designers. Then the patterns and transactional flow 
are rewritten using EC predicates. Last, the behavior 
consistency is checked according to the predefined 
transactional consistency rules. Similar to our work, a 
planning graph is also used in [14], which only considers the 
repair technique for the composition adaptation rather than 
validating the correctness of the composition. A testing tool 
for web services composition is proposed in [15]. This tool 
focuses on conformance testing and unit testing considering 
the timing constraints and synchronous time delay. But, the 
activities of a flow activity are processed as sequence 
activities instead of processing in parallel in this tool. A web 
services translation tool is proposed in [16].  This tool is 
used to design and verify a web services system with time 
restrictions during the design phase. UML is used in the 
design phase to model the system to provide sequence 
diagram, which is transformed to choreography description 
by WS-CDL. Last, the UPPAAL tool is used for validation 
and verification purpose. An on-line approach is introduced 
in [17] to test an orchestration of  web service composition 
and a passive testing verifies a timed trace with respect to a 
set of constraints. But, it does not pay close attention to the 
fault-handling and compensation-handling mechanisms.  

III. EXTENSION OF BPEL AND GRAPH PLANNING 

A. Syntax and Semantic of the Extended BPEL(ex-BPEL 
for short) 
  ex-BPEL builds on the base of the BPEL by extending 

the original fault handling mechanism. A business process 
(BP) includes four components: an activity P, a basic 
activity A, a fault handler F and a compensation handler C. 
The detailed syntax is as follows: 

 
 
 
 
 
 
 
 
 

 
 
 
 
 
The operational semantics of P and A are same as the 

semantics of [6]. For example, sequence “P1; P2” presents an 
order of these two activities, i.e., P2 starts running only after 
P1 completes.  

The extension of the fault mechanism includes two new 
operators: retry and substitute. The operator retry :P N  
means activity P makes N repetitions and substitute 1 2:P P  
means 1P substitutes 2P if 2P fails. Actually, the two 

operators can be combined to describe complex handling 
strategy. 

A work-through scenario is an e-travel example. To plan 
to travel from place A to B, a train ticket should be ordered 
first and another choice is to book a flight ticket if no train 
ticket. Then a hotel should be booked. In case of hotel 
booking failure, we can re-order the ticket or cancel the plan. 

More details of the fault handling and compensation 
handling syntax of BPEL is referred to [1]. 

B. Extension of Fault-handling Mechanism 
We distinguish two types of faults: temporary faults and 

permanent faults. For example, a temporary fault may be a 
network interruption in a short time. After the fault is thrown 
from the business process, firstly we analyze the type of the 
fault, and then we choose the handling mechanism for it. 
Retry is used to cope with the temporary faults, and 
substitute handles the permanent faults. So, the modified 
fault handler is as follows: 

   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 “[N]” specifies the number of repetitions in retry 

operation. 
 

C. Introduction to Graph Planning 
A planning graph is a directed, leveled graph with nodes 

and edges, denoting as ,V E [18]. ,V Prop Action= , 
Prop is a set of all proposition levels 
{ }0 1 2 nProp , Prop , Prop ...Prop , Action is a set of all action 
levels { }0 1 2 nAction , Action , Action ...Action  where an action 
is described as: ( )( ), , ,Action name Params Pre Add Del= , 
where Pre specifies the preconditions of this action and 
Add  specifies its positive effects. While the Del specifies 

its negative effects. The proposition levels and the action 
levels occur alternately. So, the planning graph is: 
{ }0 0 1 1 nProp ,Action ,Prop ,Action ...Prop shown in Fig. 1, 
where 0Prop specifies the initial proposition level and 

nProp specifies the goals proposition level. If one 
proposition  Prop0i exists in Pre  of one action A, then there 
is an edge between Prop0i and A. Similarly, if one 
proposition Prop0j exists in Add of one action B, then there 
is an edge between Prop0j and B.  

<faultHandlers>  
<catch faultName="FailofTrainTicket"? 
faultVariable="ncname"? > 
<retry><invoke partnerLink=”TrainSupplier” 
portType=”Trainsup:OrderInterface”  
Operation=”submitOrder” inputVariable = “OrderInfo”    
outputVariable= “OrderConfirmation”>[N] 
</retry> 
<substitute> <invoke partnerLink=”FlySupplier” 
portType=“Flysup:OrderInterface”  
Operation=”submitOrder”  inputVariable = “OrderInfo”    
outputVariable= “OrderConfirmation”> 
</invoke> </substitute></catch> </faultHandlers> 

BP:= 【P: F】 
P:= A        (basic activities) 
 | skip             (do nothing) 
 |P; P              ( sequence) 
 |P || P             (flow) 
 | if b then P else P   (conditional) 
 |n: {P?C:F}        (scope) 
A:= e             (assignment) 
 | rec p y          (receive) 
 | inv p x y         (invoke) 
 | rep p x           (reply) 
 | throw           ( throw a fault) 

C, F := ↤n   ( compensation)  |  retry P: N | substitute P: P’
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In Fig. 1, the black circle is a proposition node and the    
rectangle is an action node. The dotted line means every 
proposition that appears in proposition-level i may also 
appear in proposition level i+1, allowed by “no-op actions”.  
Because of this trait, action-level i may contain all the 
possible  actions whose preconditions all exist in 

proposition-level i [18]. So, for the retry operation, we     
can determine the maximum occurs times according to the 
N of a service when it fails. As shown in Fig. 1, the grey 
rectangle means the services ws1 and wsi should be updated 
in that level. We will not distinguish the action from service 
from here.

  
 
 
 
 
 
 
 
 
 
 

Figure 1. a planning graph 

IV. VALIDATION FRAMEWORK 
There are three modules in our validation framework as 

shown in Fig. 2.  The Parsing module includes BPEL Parser 
and WSDL Parser. The former parses the BPEL documents 
and gets the service structure relationship matrix which is 

stored in the database. The latter parses the WSDL 
documents to get the corresponding actions. The Graph 
Planner is used to gain the solutions.   

 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 

 
Figure 2. the validation framework 

 

A. Parsing Modules 
The parsing modules are responsible for generating the 

original input data. 
1)  WSDL Parser 

WSDL is an XML format for describing web services as 
a set of endpoints operating on messages containing either 
document-oriented or procedure-oriented information. 
WSDL Parser transforms the services description to the 
actions presented by STRIPS, the algorithm is as follows: 

 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 

2)  BPEL Parser 

ws1 

wsi 

ws1 

wsi 

input: WSDL documents:{Wsdl1,Wsdl2……} 
output: a set of actions of planning: {Action1,Action2……}
procedure: 
(a) name = the names appear in label:
<wsdl:service></wsdl:service>  of Wsdli 
(b) Params = the list of all the names of the labels: 
<wsdl:message></wsdl:message>of Wsdli. 
(c) Pre = the conjunction of all <wsdl:input></wsdl:input> 
as defined  in label<wsdl:binding></wsdl:binding> of Wsdli.
(d)Add = the conjunction of all 
<wsdl:output></wsdl:output> as defined in label
<wsdl:binding></wsdl:binding> of Wsdli. 
(e) return Actioni = (name(Params, Pre, Add)). 

BPEL 
WSDL 

documents 

 
DB 

 
planner 

UDDI 
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? 

 
end 

 
information 
and advice 
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parser 
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There are two ways in which two actions are marked to 
be exclusive of each other: (1) interference: if either of the 
actions deletes a precondition or add-effect of the other; (2) 
competing needs: if there is a precondition of action A and a 
precondition of action B that are marked as mutually 
exclusive of each other in the previous proposition level [18]. 

We treat the compensation information as the del 
information corresponding to the attribute “del” of the 
original STRIPS representation. Suppose ws is a service in 
business process, the set of services in its fault handler is 
defined { }1 2, ...Wsf wsf wsf=  and the set of services in its 
compensation handler is { }1 2, ....Wsc wsc wsc= . So, its mutual 
exclusion set is Mes Wsc= .  All this information is stored in 
database and used in graph planning. 

B. Implements of Validation 
1) Construction  of  Planning  Graph 

It is simple to transform the business process to a 
planning graph. The actions of every level correspond to the 
services of one step of the process.  

2) Definitions of Validation Properties 
The validations of the fault and compensation handling 

mechanisms require all the satisfied solution i.e.,  the actions 
sequence: { }1 2 3, , ...S S S S= . We give some definitions on the 
validation properties. 

a) fault-amendable service: for every service ws, if 
ws′ exists and satisfies: ws Wsf′∈  and ws S′∈ , we say this 
service fault-amendable. 

b) fault-amendable process: if all the services of a 
process are fault-amendable, we say the process is fault-
amendable. 

c) compensation-amendable service: for every service 
ws, if ws′ exists and ws Wsc′∈  can bring the process to a 
consistent state, we say this service compensation- 
amendable. 

d) compensation-amendable process: if all the services 
of a process are compensation-amendable, we say the 
process is compensation-amendable. 

e) reliable process: if the process is fault-amendable 
and compensation-amendable, we say the process is reliable. 

3) Validation  Algorithm  of  Fault-handling 
 
 
 
 
 
 
 
 
If the definition (a) is satisfied, the result is true, else a 

fault service is returned, and a handling suggestion will be 
given to the designers. 

4) Validation  of  the  Compensation-handling 
According to the structures of the BPEL, we define the 

structure relationship as follows: 

a) Sequence structure: in Fig. 3, 1ws  is a directly prior 
of 2ws , denoted: 1 2ws wsp . And 2ws  is a directly 
successor of 1ws , denoted: 2 1ws wsf . If a compensation of 

2ws is invoked, the compensation of 1ws should be invoked. 
b) Xor structure: in Fig. 4, 1ws  is a directly xor-split 

prior of 2ws  denoted： 1 2xsws wsp . And 2ws  is a directly 
xor-split successor of 1ws , denoted: 2 1xsws wsf . 2ws  is a 
directly xor-join prior of 4ws , denoted : 2 4xjws wsp , 4ws  
is a directly xor-join successor of 2ws , denoted: 

4 2xjws wsf .  
c) And structure: in Fig. 5, 1ws  is a directly and-split 

prior of 2ws  denoted: 1 2asws wsp .And 2ws  is a directly 
xor-split successor of 1ws , denoted: 2 1asws wsf . 2ws  is a 
directly and-join prior of 4ws , denoted: 2 4ajws wsp , 4ws  
is a directly and-join successor of 2ws ,denoted 4 2ajws wsf .  

d) Parallel-or structure: in Fig. 4, 2ws  and 3ws  are 
parallel in xor structure, denoted 2 3|| orws ws . The pair of 
services will not affect each other while any of them throws 
a fault. In this case, if the compensation of 2ws  is invoked 
and ws3 runs normally, the compensation of ws1 can not be 
invoked. 

e) Parallel-and structure: in Fig. 5, 2ws and 3ws  are 
parallel in and structure, denoted: 2 3|| andws ws . If 2ws  is 
compensated, 3ws must be compensated, and the 
compensation of ws1 will be invoked. 

 
 
                                       

Figure 3. Sequence structure 
 
 
 
 
 
 
 

Figure 4. Xor structure 
 
 
 
 
 
 
 

Figure 5. "and" structure 

1 2 3 4

1
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4
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xs or xj

xs or xj
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−
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Figure 6. Relationship  matrix 
All the structure relationship of the services will be  

ws1 ws2 

ws1 xor

ws2 

ws3 

ws4xor-join

ws1 and

ws2 

ws3 

ws4and-join

begin 
for  each iws BPEL∈  Process 
   if  ws Wsf ws S∃ ∈ ∧ ∈  

   return true 
else return iws  

end 
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stored in a matrix, which can be automatically generated in 
the parsing of BPEL documents. The corresponding matrix 
of Fig. 4 is the Fig. 6, where the symbol "-" means no 
relationship between services.  

Suppose the compensated service is ws and the service 
relationship matrix is ws-matrix. The algorithm to validate 
the compensation-handling mechanism is as follows: 

a) Step 1: Look for a set of the services which is 
related to ws until a xor-split service ws-xs or the first 
service is found, and the path is recorded, denoted ws-path. 

b) Step 2:  Locate the directly successor ws-post of ws. 
c) Step 3: Make sure whether there is a path from ws-

post to ws-xs and the path exists in solution sets, if so, the 
validation of compensation-handling ends. 

d) Step 4: if not, take the del information of the 
compensation services on the ws-path as the goal 
propositions and do the planning. If the solution can be 
found, the process is reliable, else the faulty service is 
located and advice is given. 

For example, if 2ws  is compensated, its directly 
successor is 4ws . Because there are two path from 4ws  to 

1ws , i.e., 4 2 1ws ws ws→ →  and 4 3 1ws ws ws→ → .  So, 
if the compensation handling of 2ws is defective 
nevertheless 3ws  is available, the process can run 
successfully.  

5) Analysis of the Algorithms: 
a) For the faults-handling, the complexity is O(n), n is 

the number of the services which is semantic or functionally 
equivalent to the faulty service in the same level. 

b) For the compensation-handling, the complexity is 
O(n2), which is the time needed to look for a path between 
given two nodes in a graph. If the path does not exist, we 
should do a new planning process, which is at least 
PSPACE-hard. In spite of this,  the planning graph 
analysis can provide a quite substantial improvement in 
running time [18].  

V. EXPERIMENT 
The goals of the experiments are: (1) To validate the 

soundness and completeness. Soundness is that if there is a 
problem in the fault-handling and compensation-handling, 
the system is able to find it. Completeness is that if the fault 
information is returned, it is related to the designing. (2) To 
validate the efficiency of the algorithms. Because in our 
framework, wsdl4j is used to parse the WSDL documents, 
and dom4j is used to parse BPEL documents. So, we now 
focus on the validation efficiency of our proposed 
algorithms. The validation program is completed with Java 
on the platform Eclipse. 

We adopt the dataset from [14]. There are 351 available 
services which use 2891 parameters in their input and 
output messages. This dataset has four groups, where Group 
1 and Group 2 are chosen in our experiment. Group 1 
contains solutions with 9 levels and Group 2 contains 
solutions with 18 levels. In our experiments, a random 
service of every level is presumed to be failed. At each 
experiment, we run the validation algorithms and running 

time is recorded. At Last, each data point is obtained from 
the average of three runs for the different failed service.  

For the validation of fault-handling shown in Fig. 7, we 
change the size of the set Wsf  of the failed service. Overall,  
the maximum running time  is less than three milliseconds 
even though we set the size 100. Comparing the Group 1 
with Group 2,  there is not quite a difference in the running 
time in spite the fact that the levels of Group 2 is twice as 
many as the levels of Group 1. The main source of this 
conclusion is that the running time does not depend on the 
level of the service but the size of the set Wsf of the failed 
service. For designers, the running efficiency is quite 
acceptable.  

validation of fault-handling
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Figure 8.  Validation of compensation-handling 
     
For the validation of compensation-handling, because of 

their different levels, we place the running results of Group 
1 and Group 2 into two figures, i.e., Fig. 8.a and Fig. 8.b. 
respectively. In the case of several paths existence from the 
faulty service to a consistent service, the running efficiency 
is very excellent. For example, the running time is only 
about 10 milliseconds even though the faulty service is in 
the tenth layer in the Fig. 8.b. But, it is very time-
consuming to find a solution according to the del 
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information of the faulty service. For example, the running 
time reaches 164 milliseconds in the thirteenth layer. At the 
same time, we can observe that it will take more time to 
make the validation when the faulty service is in the later 
layer under the same conditions. For example, the time 
taken in the thirteenth layer is longer than the tenth layer. 

From the above analysis, it is feasible to take use of our 
method and it is acceptable for the designers. 

VI. CONCLUSION 
In this paper, we focused on the validation of the 

correctness of the service composition process during 
design phase. To improve the fault-handling mechanism, 
we extend the BPEL with two operators, whose semantics 
are presented. Then the graph planning technology is 
introduced to validate the fault-handling and compensation-
handling mechanisms. The algorithms are detailed 
respectively and the validation framework is described. The 
experiment is implemented and the results show that our 
proposed approach is effective. 

For the operator retry, we only consider that one service 
is replaced with another. But, in actual application, one 
service may be replaced by several services which are 
combined to satisfy the functional requirement. The loop 
structure is also not considered in our current solution. 
Theses will be discussed in our further study. It is limited to 
guarantee the composition running successfully only with 
the validation during the design phase in the dynamic 
environment. So, another part of our future work is to 
integrate our approach into a self-adaptive framework 
which can monitor the process execution. 
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Abstract—The major Web search engines are useful tools to
find information from the Web but their commercial nature,
coupled with some other factors, makes it difficult to find
scholarly pages on a specific topic. Many users prefer browsing
to searching because it is easier. Even though browsing subject
directories is an important method to retrieve information
from the Web, such directories are not suitable for specific
scientific retrieval tasks. In this paper, we present a Web
browsing system focused on scholarly pages related to a
specific topic. The first implementation is dedicated to the topic
climate  change,  but  the  method  to  construct  the  system  is  a
general method that can be applied to any reasonable topic.
The climate change browsing system provides access through
links to the thematic Web pages of scientific organizations
engaged in climate change research, as well as to the pages of
organizations that are linked to them. Each link in the system
is categorized under a given index term based on the
occurrences of phrases related to climate change (keyphrases)
on the target pages of the links. In browsing, the user clicks the
desired index term and the system returns a list of links to the
pages associated with the index term. This paper also presents
the crawler used to fetch pages for the browsing system and a
keyphrase dictionary used in indexing the pages included in
the system.

Keywords - browsing; climate change; focused crawling;
information retrieval; scientific organizations

I. INTRODUCTION

The Web contains tens or even hundreds of billions of
documents (pages). Access to its huge content is dominated
by commercial search engines, and a concern has been raised
about the commercially biased search results. Common
experience shows that the pages of companies and other
commercial organizations often populate the top ranks of the
search results while, for example, many highly informative
pages of scientific organizations do not appear in the results.
Obviously, this bias is caused by the commercial nature of
the search engines and specifically by the search engine
optimization (SEO), which means that Web page publishers
can promote the ranking of their Web pages in the search
results. Commercial organizations are willing and have
resources to invest in SEO whereas in the scientific
organizations such practice seems not to be common. It has
also been discussed where to draw a line between ethical and
unethical SEO. The above facts suggest that there is need for
such  retrieval  systems  that  satisfy  the  information  needs  of

users who search for scholarly information rather than
products or online shops.

The major Web search engines are query-based retrieval
systems.  Querying  is  an  effective  method  when  the
information need can be expressed using a relatively simple
query and the search term is clear, e.g., when the searcher
looks for information on the disease whose name he or she
knows. However, it is common that the searchers do not
know or remember the appropriate search terms. Complex
information needs are also difficult to formulate as a query.
In situations such as complex work tasks the information
need itself may be vague and ill defined [1]. Browsing
subject directories (e.g., Open Access Directory) is an
alternative way to retrieve information from the Web, and it
is preferred by many users because it is easier, requiring less
mental work than formulating a query. Such directories are
created manually and usually in (more or less) unsystematic
fashion. Their target pages may be both commercial and
informative pages. Even though the subject directories are
helpful tools, these features make them unsuitable for
specific scientific retrieval tasks. Automatically constructed
and systematically organized browsing systems focused on
scholarly pages are missing from the Web. In this paper, we
present a method to construct such a system.

Using the proposed method we implemented a browsing
system (a pilot system) for the topic climate change. We
present the existing climate change browsing system in this
paper, but the proposed method is a general method and can
be applied to any reasonable topic.  The climate change
browsing system contains links to the Web pages of
universities, research organizations, and their units (e.g.,
departments, centers, and institutes) investigating climate
change, as well as to the pages of organizations that are
linked to them. The system provides information that is
difficult or impossible to obtain by the major Web search
engines and not included in scientific publications, such as
information on current and completed research projects,
observational field data and new, not (yet) published
research findings. The system allows exploring
systematically different aspects of climate change research.
In goal-oriented browsing the system provides answers to the
questions such as: What organizations conduct research in
the field of climate change and what is the specific research
area of each organization. Where can I find information
related to a specific research area of climate change
research? There are also numerous more specific questions
where the system may be helpful.
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The rest of this paper is organized as follows. Section II
presents the main features of the climate change browsing
system. The method to construct the browsing system is
presented in Section III. Section IV describes the tools
needed to construct the system: a focused Web crawler and a
keyphrase dictionary of climate change. Section V contains
the conclusions.

II. CLIMATE CHANGE BROWSING SYSTEM

In this section, we present the main features of the
climate change browsing system. The system provides
access to the thematic pages of universities, research
organizations, and their units, as well as to the thematic
pages of organizations that are linked to them (e.g., online
journals). Non-thematic pages, such as about us and contact
are pruned out by applying a stop-word list for the URLs of
the pages (Section III). We differentiate between two types
of thematic pages: project pages that describe the research
areas of the organizations, or present ongoing or completed
research projects, or include some information related to the
research projects, and findings pages that describe recent
research findings (from the present back a few years).

The following simple example illustrates the structure of
the browsing system:

melting glaciers 11.7
                   

Link to page A  
Link to page B    project pages  A-C
Link to page C  

Link to page D  
Link to page E    findings pages D-F
Link to page F  

Page titles serve as links, and they are categorized
under index terms, such as melting glaciers, climate models,

or sea level rise based on the occurrences of the phrases
related to climate change (keyphrases) on the pages.

The index terms describe the research areas of the
organizations in the field of climate change research, and
their source is the climate change keyphrase dictionary
(Section IV B). Each index term has an importance score,
which reflects the significance of the term in the context of
climate change research. As shown in the example above,
the index term melting glaciers has an importance score of
11.7. The first set of the links (A-C in the example) point to
the project pages while the second set (D-F) point to the
findings pages. In browsing, the user clicks the desired
index term and the system returns the second page through
which the user can access the pages discussing the issue
represented by the index term.

The first implementation of the browsing system (the
pilot system) will be published at [2] in the spring 2012. This
site also contains a climate change search system and the
keyphrase dictionary, both of which were developed in our
earlier project. The search system is described in [3] and the
keyphrase identification and extraction method in [4].

III. METHOD

Fig. 1 depicts the crawling and page processing stages
involved in constructing the pilot browsing system. In the
first stage, relevant pages were crawled for the search system
from the scientific Web sites using a focused crawler
developed in our earlier project. The crawler is described in
Section IV A. Focused crawlers are programs aiming to fetch
Web pages that are relevant to a pre-defined domain or topic
[5, 6, 7]. The crawled pages were indexed using the Apache
Lucene programming library (http://lucene.apache.org/). The
constructed search system covers 95 819 (public version 73
194) Web pages.

Figure 1. The crawling and page processing when constructing the browsing system.

A set of keyphrases contained in the keyphrase dictionary
were run as queries in the search system. The purpose of this
stage was to retrieve pages dealing the issues represented by
the keyphrases. For findings pages, the keyphrases were
required to appear in the titles or URLs of pages. In other
words, if the title or URL contains the keyphrase, the page is
regarded as a findings page. These restrictions were not
applied for project pages because their titles and URLs may
only be loosely descriptive. If the keyphrase appears in the

title or URL we can be highly confident that the page deals
with the issue represented by the keyphrase. A drawback of
this method is that it excludes part of relevant documents.
However, it includes highly relevant documents, which
usually are the most important for the user.

The search results were processed to separate the
thematic pages from non-thematic pages and to separate the
two  types  of  the  thematic  pages  from  each  other.  The
identification of the thematic pages is  based on the fact  that

Index the
pages and
compile the
system

Identify and
fetch pages on
climate change

Scient.
Web
sites

Index the pages
for the search
system

Focused
crawling

Extract thematic
pages from the
search results

Run dictionary
keyphrases in
the search system
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different organizations apply descriptive and similar names
for similar items in URLs. Specifically, the URLs of the
project pages typically contain the word research, project, or
science, e.g., research-highlights, current_projects, or
research.php. The URLs of the finding pages in turn often
contain the word news, sometimes press (e.g.,
press_release). We also applied a stop-list of some 50 words
indicating non-thematic content (such as student, course,
contact, and grant) for the URLs to exclude such pages as
www.university.edu/research_grants.

In the next stage in constructing the browsing system, the
URLs of the thematic pages were extracted from the search
results, and each page was indexed under the query
keyphrase that returned the page (now the keyphrases are
called index terms). Finally, the browsing system was
compiled by creating appropriate links.

In the keyphrase dictionary, different variant forms of the
phrase are grouped together into the same synonym set
(Section IV B). Synonymy was taken into account, so that
pages containing synonymous keyphrases are under the same
index term in the browsing system (i.e.,  the keyphrase with
the highest IS among the synonyms).

IV. THE CRAWLER AND THE KEYPHRASE DICTIONARY

 This section presents the crawler used to collect pages
for  the  search  system  and  for  source  data  for  the  climate
change keyphrase dictionary, and describes the dictionary.

A. Crawler
We developed a focused crawler that is used to fetch

pages dealing with climate change and that can be easily
tuned to fetch pages on other topics. The crawler determines
the relevance of the pages during crawling by matching a
topic-defining query against the retrieved pages using a
search engine. It uses the Lemur search engine
(http://www.lemurproject.org/) for this purpose. The pages
on climate change were crawled using the following search
terms in the topic-defining query: climate change, global
warming, climatic change, research. We used the core
journals in the field to find relevant start URLs. When pages
on some other topic are fetched only the search terms and the
start URL set need to be changed. So, applying the crawler to
a new topic is easy.

To ensure that the crawler fetches mainly scholarly
documents its crawling scope is limited, so that it is only
allowed to visit the pages on the start URL sites and their
subdomains (for example, research.university.edu is a
subdomain of www.university.edu), as well as sites that are
one link apart from the start domain. If needed, this
restriction can be relaxed so that the crawling scope is not
limited to these sites.

A focused crawler does not follow all links on a page but
it will assess which links to follow to find relevant pages.
Our crawler assigns the probability of relevance to an unseen
page v using the following formula, which gave the best
results in an experiment where we compared four different
methods [3]:

Pr(T|v) =  (  * rel(u) * (1/log(Nu))) + ((1 – ) * rel(<u,v>)),  = 0.3

where Pr(T|v) is the probability of relevance of the
unseen page v to the topic T,  is a weighting parameter (0 <

 < 1), rel(u) is the relevance of the seen page u, calculated
by Lemur, Nu the number of links on page u, and rel(<u,v>)
the relevance of the link between u and the unseen page v.
The relevance of the link is calculated by matching the
context of the link against the topic query. The context is the
anchor text, and the text immediately surrounding the
anchor.  The context is defined with the help of the
Document Object Model (DOM): all text that is within five
DOM tree nodes of the link node is considered belonging to
the context. The Document Object Model is a convention for
representing and interacting with objects in HTML, XHTML
and XML documents (http://en.wikipedia.org/wiki/
Document_Object_Model).

 As can be seen, Pr(T|v) is a sum that consists of two
terms: one that depends on the relevance of the page, and one
that depends on the relevance of the link. The relative
importance of the two terms is determined by the weight .
Based on our crawling experiment we apply for the 
parameter the value of  = 0.3. Also, the number of links on
page u inversely influences the probability. If rel(u) is high,
we can think that the page “recommends” page v. However,
if  the  page  also  recommends  lots  of  other  pages  (i.e.,  Nu is
high), we can rely less on the recommendation.

B. Keyphrase Dictionary
To be able to systematically explore a given scientific

topic, a necessary requirement is to have a terminology
assistance (e.g., ontology, dictionary, thesaurus) that is used
to divide the topic into meaningful subtopics or concepts.
We constructed the keyphrase dictionary of climate change,
which is used to index the organizations for the browsing
system. Originally, the dictionary was developed for use as a
search assistance to support query formulation in Web
searching, but it can be used in document indexing as well.
The dictionary contains some 5 500 phrases related to
climate change. Most of the phrases represent different
aspects or research areas of the climate change research,
some are more technical in nature. The phrases were
extracted from the Web pages of scientific organizations
discussing climate change issues fetched by the crawler
described in Section IV A.

Each phrase is assigned a frequency-based importance
score, which reflects the significance of the phrase in the
context of climate change research. Different variant forms
of the same phrase, such as sea level rise, sea level rising,
and rising sea level, are grouped together into the same entry
(synonym set) using approximate string matching.

When devising the dictionary the first challenge was to
determine which sequences of words are phrases in the
crawled pages. Here we applied the phrase identification
method by Jaene and Seelbach [8]. The main point of the
technique is that a sequence of two or more consecutive
words constitutes a phrase if it is surrounded by small words
(such as the, on, if) but do not include a small word (except
for of).

The other main challenge besides phrase identification
was to develop a method to identify the keyphrases among
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all phrases in the relevant pages and prune out out-of-topic
phrases. To address this problem, we calculated the
importance scores (ISs) for phrases as described below. The
most obvious out-of-topic phrases receive a low score and
are not accepted in the dictionary. The remaining phrases are
regarded as keyphrases and are included in the dictionary.

The IS is calculated on the basis of the frequencies of the
phrases in the corpora of various densities of relevant text,
and in a non-relevant corpus. We determined the IS using
four different corpora. The relevant corpora are built on the
basis of the occurrences of the topic title phrase (i.e., climate
change) and a few known keyphrases related to climate
change in the original corpus crawled from the Web.
Assumedly, a phrase which has a high frequency in the
relevant corpora and a low frequency in the non-relevant
corpus deserves a high score. Therefore, the importance
score is calculated as follows:

IS(Pi) = ln(FDC(1)( Pi) * FDC(2)(Pi) * FDC(3)(Pi) / FDC(4)(Pi));  (FDC > 0)

FDC(1)(Pi)... FDC(4)(Pi) = the frequencies of the phrase Pi in the four
corpora.
DC(1) = Highly dense corpus
DC(2) = Very dense corpus
DC(3) = Dense corpus
DC(4) = non-relevant corpus

The presented method allows us to indicate the
importance of the phrase in the Web texts discussing the
topic in question, and separate between the keyphrases and
out-of-topic phrases based on the fact that the relative
frequencies of keyphrases decrease as the density decreases.

Synonyms were identified using the digram approximate
matching technique. Phrases were first decomposed into
digrams, i.e., substrings of two adjacent characters in the
phrase (for n-gram matching see [9]). The digrams of the
phrase were matched against the digrams of the other phrases
in the list of the relevant phrases generated in the phrase
identification phase. Similarity between phrases was
computed using the Dice formula, and the phrase pairs that
had the similarity value higher than the threshold
(SIM=0.75) were regarded as synonyms.

Table 1 presents three example entries in the dictionary.
The dictionary is organized alphabetically, and each phrase
acts as a head phrase in its turn.

V. CONCLUSIONS

In this study, we developed a method to construct a
scholarly Web browsing system. The system allows a
systematic exploration of a particular scientific topic through
browsing the pages of the scientific organizations, and is also
a helpful tool in goal-oriented browsing.

Our plan is to extend the existing (but not yet published)
pilot browsing system and construct similar systems for new

topics.  We  also  want  to  evaluate  the  browsing  system  in  a
user study. Naturally, many important pages cannot be
included in the browsing system if pages are only collected
using a crawler. We therefore also plan to implement an
upload option for the system, so that the users can suggest
and upload URLs to be added to the system.

TABLE I. THREE EXAMPLE ENTRIES IN THE KEYPHRASE DICTIONARY

Head phrase IS Synonyms IS

permafrost thaw 7.3 thawing permafrost 7.9

satellite observation 6.3 satellite observations 11.0

greenhouse gas 25.3 green house gases 7.8
 greenhouse gases 23.9
 greenhouse gasses 13.7
 greenhouses gases 8.1
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Abstract— Due to the lack of funding and expertise, small and 

medium enterprises (SMEs) have largely been excluded from 

benefiting the spill-over effect of web services-based supply 

chain systems. Theoretical and empirical researches are at a 

dearth in that the unmet needs of SMEs have not yet been 

promoted soundly. This paper assists in filling this gap by 

contributing to the literature through proposing an integrated 

model-driven service oriented supply chain framework that 

makes supply chain for SMEs affordable, easily accessible and 

free from technical ‘hurdles’. The proposed services oriented 

supply chain system uses a novel framework with five core 

services coupled with a mathematical optimization model to 

achieve cost minimization, inventory optimization and 

reasonable lead time. Simulation results show that our 

proposed solution is better than the traditional supply chain 

systems without optimization. Furthermore, it is dynamic and 

flexible in normal business operation environments. Several 

simulation run-time examples are used to illustrate the 

proposed solution.  

Keywords - Optimal model-driven framework; Web Services-

based Management Services;  supply chain management. 

I.  INTRODUCTION  

Small and Medium Enterprises (SMEs) comprise the 
largest business segment worldwide. For example, in Europe 
it is estimated that over 20.7 million SMEs make up 99.8% 
of all enterprises [1]. Similarly in Australia, they account for 
99% of all businesses and are the engine room of the 
economy. According to the Australian Bureau of Statistics 
[2], these business entities comprise less than 200 employees 
and contribute to over 60% of the national employment, 
innovation, research and development (R&D) and industry 
value-added [3].   

Globally, SMEs generate a huge share of the GDP and 
are a key resource for new jobs and ongoing employment. 
They are also a breeding ground for entrepreneurship and 
new business ideas. As of July 2006, nearly 140 million 
SMEs around the world employed 65% of the total work 
force. Apparently, SMEs have been contributed to boosting 
economic and social development worldwide [4]. Recently, 
with the advent of online trading, businesses have been able 
to reach new markets and shorten their supply chains to 
greatly improve their business connections. 

Although there is significant SME participation 
contributing to the global economy, SMEs are relatively 
under-represented in the global economy, performing only 
between one quarter and one third of all manufactured 
exports, and accounting for less than 10% of Foreign Direct 
Investment (FDI) [5]. The main barriers that prevent SMEs 
from being globally active are related to: (1) high cost of 
hardware and software systems; (2) poor business 
infrastructure; and (3) inexperienced users of sophisticated 
software solutions.  

As the theoretical and practical literatures of cost-effective 
and feasible supply chain solutions to SMEs are still sparse 
[6] [7], this research investigates a service oriented supply 
chain system. In this, services management operations are 
integrated with a formal approach in order to address some 
of the above issues concerning SMEs. The paper is 
structured as follows. The next section briefly reviewed the 
literature and our research goal. In Section 3, a supply chain 
services-based integration framework is proposed and an 
optimal model is developed for the system, furthermore, 
solution process associated is provided. Thereafter Section 4 
figures out the proposed system architecture and gives out 
the random simulation example and related results. The last 
section concludes with the discussions of the limitations and 
the potential future directions. 

II. LITERATURE REVIEW AND RESEARCH GOAL 

In contrast to SMEs, the number and scope of successful 
applications of supply chain operation systems in large 
companies has grown significantly in recent years. As an 
illustration, Procter & Gamble drove out non value-adding 
supply chain costs to save the company over $200 million by 
using an optimization model with an interactive approach 
[8]. United Parcel Services (UPS) implemented an 
optimization modeling system that simultaneously 
determined aircraft routs, fleet assignments, and package 
route to ensure overnight delivery at minimal cost. Changes 
based on a modeling system saved UPS over $87 million 
between 2000 and 2002 [9].  

  To tackle the limitations of SME business engagements 
with its trading partners using the available e-business 
infrastructure and resources, Supply Chain Management 
(SCM) has been studied. SCM is about active management 
of supply chain activities and relationships to maximize 
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customer value and achieve a sustainable competitive 
advantage [10]. It coordinates all the activities including the 
materials‟ physical transformation and information flow 
from suppliers to the end users. SCM represents a conscious 
effort by a firm or group of firms to develop and run supply 
chains in the most effective and efficient ways [11].  NAS 
defined an integrated supply chain as an association of 
customers and suppliers who work together to optimize their 
collective performance in the creation, distribution, and 
support of an end product (NAS 2000). Zaremba [12] stated 
that the supply chain aims to be able to link different 
functions and entities within and outside the company from 
raw materials to manufacturing, distribution, transportation, 
warehousing, and product sales. Along the supply chain, a 
potentially large number of trading partners such as 
manufacturers, parts suppliers, logistics suppliers, 
wholesalers and retailers work cooperatively [12]. 
Furthermore, Charleworth assumed that SMEs are not only 
seeking ways to integrate the disparate systems within the 
organization, they also intend to extend the whole domain 
beyond the boundaries of the organization to include their 
trading partners and customers [13]. 

E-business and supply chain applications often involve 
heterogeneous information resources that may take different 
standards, protocols and forms and operate in different 
environments with various complexities. Services-based 
system platform has advantages in meeting all these potential 
challenges. Momentum is gathering to apply services system 
solutions to supply chain problems and proves to be effective 
[14]. In 2008, Bose, Pal and Ye [15] introduced integration 
of ERP and SCM systems using the case of a valve 
manufacturer in China. The improved system successfully 
reduced lead time and up-grated inventory accuracy. Very 
recently, To achieve the environmental dynamics, Pan et al. 
[16] proposed Petri-net-based task model and achieved the 
connection of low level task with high level system services 
effectively through the task-to-service mapping algorithm. 
The research aims to establish a bridge between the arising 
tasks and potential services to achieve seamless tasks 
migrations among different application environments. Whilst 
considering the dynamic cooperation between services 
system and task framework from Pan et al. [16], our research 
focuses on the integration of services system and optimal 
modeling based on the Service Oriented Architecture (SOA). 
More recently, Choi and Wacker‟s paper [17] discussed the 
main theoretical research in the operation management and 
supply chain management at the aspect of theory building 
over a period of recent 10 years.  

On the other side, in order to help resolve the systematic 
problems arising in the supply chain process substantially, 
many researchers are dedicated in the improvement and 
integration of mathematical models. Huang and Zhen [18] 
proposed the essential models of the processing in supply 
chain. In his research, by using the supply chain production 
strategies with symmetry information, the difference of 
production strategies under diverse information conditions 
was analyzed through simulation. However, the reality of 
producer and consumer determining the production strategies 
under the asymmetric information condition would cost more 

at storage and production processing stages. Moreover, for 
current global network system, not only the producers and 
stock-keepers relationship as addressed in this research but 
also the whole supply chain process partners need to be 
considered. Chang, Wang and Huang [19] studied the cost 
structure in supply chain. In his research, having the 
minimum Economic Order Quantity (EOQ) and minimum 
net profit requirements, the static cost optimization model for 
distributor was established, with the adjustable parts of 
customer order quantities as the control variables. Still, the 
research only discussed some parts of the supply chain 
operations. In the area of the responsive capacity planning 
and scheduling, Agrawal, Sephan, and Tsay [20] described a 
methodology for managing capacity, inventory, and 
shipments for an assortment of retail products produced by 
multiple vendors to maximize the retailer‟s expected gross 
profit with varied capabilities and demand uncertainty. By 
systematic examination of the models in SCM research, 
Narasimban [21] illustrates the five supply chain decision 
models that demonstrate the importance of integrating the 
decisions across the SC with their application in global SCM 
and potential areas. The global economic network also led to 
the researchers work on global or integrated supply chain 
models, such as Huang [22], Miller [23].   

Though there have been well developed researches on the 
service management and operations optimizations 
respectively to support SCM, there is few system that 
successfully combined service management with optimal 
modeling seamlessly to achieve the real-time integration. To 
fill this gap, this article illustrates a model-driven based 
integrated supply chain service framework so that the 
participants can implement their roles and engagements for 
efficiency and profitability 

III. SOLUTION APPROACH 

A. The Proposed Model-driven Integrated Supply Chain 

Services-based Framework 

The main reason behind the SOA adoption is its support 
for flexible resources allocation, selection and management 
for SMEs. The model driven approach is to enable a dynamic 
solution model to match the nature of the tasks. This is to be 
incorporated into the proposed SOA architecture. The 
alternatives would be a grid or cloud-based model where the 
proposed solution model for SMEs would be generated.  

Our proposed system incorporates the optimal 
mathematical modeling into the practical supply chain 
services management framework through combining both 
theoretical foundations and business functions within a web 
services-based system. Further to the research work of Dai 
and Uden [24], the integrated supply chain service system 
designed in this paper aims to address the entry barriers of 
SMEs through the development and provision of core system 
services that are dynamically integrated with business 
services to facilitate business operations among trading 
partners (i.e., consumers and suppliers) in the supply chain. 
This will require a novel infrastructure in the aspect of 
integrating formal modeling with supply chain management 
processes among trading partners for SMEs. To ensure the 
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effectively using of available trading network resources and 
delivering practical benefits to SME users, our system help 
SMEs interacting with each other more easily and 
economically. This is achieved through the integration of 
global market resources and the real-time communication 
and interaction support by the proposed service system. 
The proposed services oriented supply chain integration has 
a specialized centre service that coordinates all the 
businesses including consumer and provider participants 
within its landscape. The system integrates all the resources 
within a defined landscape to achieve the goal of optimizing 
the whole supply chain management through five core 
services in SOA. These five core services are in the 
following categories: Knowledge Management Services, 
Data Management Services, Task Management Services, 
Information Services and Communication Management 
Services [24]. With the help of the core services, the higher-
level services such as Goal Directed Inference (GDI) service 
and Event Driven Inference (EDI) service are developed. 
GDI and EDI services respond to SME users‟ needs in 
different ways, e.g. event-driven by triggering purchase order 
issuing when sales or inventory reaches to a certain level, 
and goal driven by focusing on user specific request such as 
fulfilling a specific purchasing request. GDI is particularly 
supported by two services that are plan generation and plan 
execution that is supported by the mathematical 
programming in the next section. GDI provides a model-
driven solution in the proposed system. Figure 1 t as attached 
to this paper shows the technical configuration of the 
services system.  

The participants are supposed to be SME users, who can 
access the market information in relation to their objectives 
including low cost and timely delivery through highly 
optimized and dynamically integrated supply chain channels. 
The requirements on SME users are to make their consumers 
requirements for certain product and service in standardized 
format. The system is to ensure the requirements are 
transparent to services providers. The process of running the 
supply chain is executed by the Knowledge Manager (as 
shown in the Figure 1), which will be improved by the 
optimization model mentioned in the next section.  

 

B. Optimal Model-driven Development in the System  

One important contribution towards services oriented 
supply chain system is to incorporate an optimization model 
into the service system that includes GDI service. . In order 
to achieve maximum benefits among the SMEs within the 
objective supply chain system, a nonlinear optimization 
model is introduced and described as below. 
The annotations for the model are listed as follows. 
Sets: 

Q :  Quantity of the primitive order 

Functions or variables in the objective function: 

:  Functions for the final integrated supply chains profit; 

:    Each sub- supply chain profit; 

:  The total income; 

 :  The material cost; 

:  The inventory expense; 

:  The transportation fare; 

Parameters: 
:     The time the whole proposed supply chain process in 

our system will take; 

: Requirement of the time spending; 

:   Presents the quantity of each independent supply chain. 

 
Optimal Model: 

 
 
 
 
 
 
 
 
 
 
 
 where Objective function defines the maximum function 

which including the objective function for the system profits. 

The part of constraint (1)  

 is the quadratic penalty function to limit the expectation 

minimum profit.  is the penalty factor,  is set to be 
company‟s minimal profit requirement. The second 

constraint  minimizes the fee of all 

expenditure therefore to control the cost of the whole supply 

chain process. The third constraint  is set to meet 

time requirement from order. Last,  presents the quantity 

of each independent supply chain. The objective is to 
maximize profit, or reciprocally minimize cost.  
    To simplify the understanding and usage of the optimal 
model, we supposed the incoming order with certain price of 
the productions including unit cost for the inventory, and 
transportation fare. However, it could certainly be extended 
to sub-functions for each supply chain processes. For 

example, the material cost function  could be 
calculated depending on the different proportions of 
ingredients.  

Comparing to the previous supply chain models being 
used practically, we introduce a penalty function into our 
optimal system to keep track of the control of the system 
profit. We also set time constraint to ensure the implement 
procedure complying with certain required delay time.  

 

C. Solution Process  

The algorithm of our proposed optimized supply chain is 
depicted in Figure 2. 

Once order requirement comes in, it will trigger the real-
time response procedure of our service oriented supply chain 
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system. The basic rules for the system considering the 
optimal model are, „first come first serve‟, „simultaneous 
processing of multi-services under time and capacity 
constraints‟, and „check the stock inventory before  
manufacturing‟.  Figure 2 describes the main process of the 
plan generator processing the orders under optimal rules. 
This algorithm follows up the optimal model described 
earlier in Section III B.  

When the primitive order task entered into the system 
shown as „Demand‟, the procedure is activated. The system 
will check the inventory based on the „check the stock 
inventory before manufacturing‟ rule. The system then 
calculates the cost involved and generating production order 
under the constraints of the model discussed in Section III B.   

 

 
Figure 2 Optimized Model-driven Supply Chain System 

 

IV. SIMULATION AND APPLICATION 

The optimization process adopts a multiple objectives, 
multiple agents approach [25]. The global optimal solution is 
obtained by mathematical programming. Scenario analysis 
approach is adopted to illustrate how the proposed system 
works and compare the performance of the proposed system 
with the other alternatives. 

The processes of one scenario as an example which is 
simulated by our model-driven based supply chain services 
system are listed as below. This system is currently under 
experiment with twelve business entities across four sectors, 
i.e., retail, distribution, manufacturing and material supply. 
For run-time simulation, retailers issued purchase orders that 
trigger dynamic supply chain channels formation. The initial 
status of simulation in our system is conducted by randomly 
generated purchase orders from retailers, , e.g., retailer 1 
ordered 670 items in figure 3. Secondly, these figures are 
screen shots that were dynamically taken during the running 
of our experimental system. Since the initial situation for 
order is produced randomly by the system, the scenarios 
could be different when every time you run the experimental 
system. Last, to help understand our example, it needs to 
emphasize that our system is working on integrating all the 
participants‟ resources of the supply chain and endeavoring 
to optimize the allocations and chains arrangement.  
Therefore, the optimization process of our system is trying to 
work out optimal supply chain solutions for all the 
participants to save time and cost.   

Briefly introducing, the processes for the simulation are 
divided into: set up the model (including the request, 

available resources, manufacturing and inventory capability, 
etc.), e.g., figure 3; calculate the scenario with traditional 
approach which is not using combination of services 
management and optimal model-driven, e.g., figure 4; give 
out our proposed optimal supply chain services management 
solution, e.g., figure 5.  

 

Figure 3 Setting Up the Model 

 

Figure 4 Traditional Approach to this Scenario 

 

Figure 5 Proposed optimal supply chain services management solution 

The result shows that for the scenario absent of supply 
chain integration, the three different supply chains‟ total cost 
adds up to $35016 and the lead time is 57 days.  While 
through using our proposed model in this paper, the total cost 
is reduced to $16995, which saves more than 50% overall. 
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Though the savings in the costs are disproportionately 
distributed, it is apparently that all the SMEs are better off. 
The lead-time reduced to 0, which is consistent with the 
“just-in-time” approach. 

SME users can conveniently access our new integrated 
model-driven service through a Web browser or hand-held 
devices such as mobile phones from any corner of the world. 
An operational system configuration can be found in Figure 
6.  

 

 
 

Figure 6 The PHOENIX Services System Architecture 

 

V. CONCLUSIONS AND FUTURE WORK 

  The research proposed a feasible and cost-effective way 
to enable SMEs to access supply chain management tools, 
which used to be the privilege of large corporations. The 
marriage between supply chain integration and mathematical 
optimization techniques is a critical contribution to 
innovation by this research. The simulation results show that 
our proposed framework significantly improves SMEs‟ 
situation by saving costs and reducing the lead time. 

  This paper is subjected to the following limitations: (1) 
the simulation is not robust enough to produce any general 
conclusions; (2) minutes of all the details within the supply 
chain has yet to be specified; (3) the input and output 
communication among all the parties have not been 
considered. 

  Future research will focus on applying the proposed 
framework to the real world situations. In addition, a mobile 
set- based model can also be designed to free users from all 
the details of supply chain and arduous supply chain 
management activities. 

 

ACKNOWLEDGMENT 

We would like to gratefully acknowledge the support from 

the Centre for Strategic Economic Studies in Victoria 

University and School of Engineering and Information of 

Beihang University (BUAA). Particularly give our sincerely 

appreciate to Professor Qishan Zhang in Beihang University 

(BUAA), who gave us indelible guidance. Thanks Mr. Paul 

Moynahan, who developed a prototype Web service 

demonstration system at Victoria University, and Mr. 

Yongqiang Li in discussion and helping polish up this 

article. 

 

REFERENCES 

[1] W. Paul, S. Viera, D. James, and A. Barke, “Are EU SMEs 
Recovering?”, Annual Report on EU SMEs. European 
Commission, 2010/2011. 

[2] ABS,  “Small business in Australia,” Cat. no. 1321.0. 2002. 

[3] A. Armstrong, A. Clarke, Y. Li, and K. Heenetigala, 
“Developing a Responsive Regulatory System for Small 
Business: Governance in Small Business,”  ISBN 978-1-
8628-72-692-5. Melbourne, Victoria University, 2011. 

[4] European Commission (2003 a), “The New SME Definition: 
User Guide and Model Declaration,” 

http://ec.europa.eu/enterprise/policies/sme/files/sme_definitio
n/sme_user_guide_en.pdf, [retrieved: April, 2012]  

[5] C. Hall, “Profile of SMEs and SME Issues in APEC,” for the 
APEC Small and Medium Enterprises Working Group in 
Cooperation with PECC (Pacific Economic Cooperation 
Council), 1990-2000. 

[6] J. Campbell and J. Sankaran, “An Inductive Framework for 
Enhancing Supply Chain Integration,” International Journal of 
Production Research, 43(16): 3321-3351, 2005. 

[7] X. Lou and W. Dai, “Supply Chain Integration and 
Optimization Model for Small and Medium Enterprises 
(SMEs),” Recent Achievement on Merging Supply Chain and 
E-Commerce in China: 258-265. 2009. 

[8] J. Camm, T. Chormna, F. Dill, J. Evans, D. Sweeney, and G.  
Wegryn, “Blending OR/MS Judgment and GIS: Restructuring 
P&G‟s Supply Chain,” Interfaces, Vol. 27, 1997, pp. 128-142. 

[9] A. Armacost, P.C. Barnhart, K.A. Ware, and A.M. Wilson, 
“UPS Optimizes Its Air Network,” Interfaces, Vol. 34, 2004, 
pp. 15-25. 

[10] Robert B. Handfield and Ernest L. Nichols, “Introduction to 
Supply Chain Management,” Prentice Hall, Upper Saddle 
River, NJ, 1992. 

[11] Cecil C. Bozarth and Robert B. Handfield, “Introduction to 
Operations and Supply Chain Management,” second edition, 
Pearson Education, 2008. 

[12] M. Zaremba, S. Zaleski, B. Wall, and J. Browne, “Internet 
Enabled Supply Chain Integration for SMEs,” 2003. 

http://csrc.lse.ac.uk/asp/aspecis/20030182.pdf, [retrieved: 
April,  

2012] 

[13] I. Charleworth, J. Hamilton, M. Holden, E. Holt, T. Jagger, T.  
Jennings, and T. Jones, “EAI and Web Services: Cutting the 
Cost of Enterprise Integration,” in Technology, 2002. 

[14] S. Kumar, V. Dakshinamoorthy, and M.S. Krishnan, “Does 
SOA Improve the Supply Chain? An Empirical Analysis of 
the Impact of SOA Adoption on Electronic Supply Chain 
Performance,” Proceedings of the 40th Hawaii International 
Conference on System Sciences, IEEE Computer Society 
Press, 2007. 

[15] Bose Indranil, Pal Raktim, and Ye Alex, “ERP and SCM 
Sytems Integration: The Case of a Valve Manufacturer in 
China,”  Information & Management, Vol. 45, 2008, pp. 233 - 
241. 

[16] G. Pan, Y. Xu, Z. Wu, S. Li, L.T. Yang, M. Lin, and Z. Liu, 
“Task Shadow: Toward Seamless Task Migration across 
Smart Environments,” IEEE Intelligent Systems, May/June 
Issue, IEEE Computer Society Press, 2011, pp. 50 -57.  

15Copyright (c) IARIA, 2012.     ISBN:  978-1-61208-200-4

ICIW 2012 : The Seventh International Conference on Internet and Web Applications and Services

                           27 / 307



[17] Thomas Y. Choi and John G. Wacker,  “Theory Building in 
the OM/SCM Field: Pointing to the Future by Looking at the 
Past,” Journal of Supply Chain Management, Vol. 47, No. 2, 
2011, pp. 8-11. 

[18] X. Huang and L. Zhen, “Production Strategy in Supply Chain 
under Asymmetric Information,” Chinese Journal of 
Management Science, Vol. 10, No. 2, Apr. 2002:35-40 

[19] L. Chang, J. Wang, and X. Huang, “The Cost Model and Its 
Optimization in Supply Chain,” System Engineering, Vol. 20,  
No. 6, 2002. 

[20] Narendra Agrawal, Stephan A. Smith, and Andy A. Tsay,  
“Multi-vendor Sourcing in a Retail Supply Chain,” 
Production and Operations Management, Vol. 11, No. 2, 
2002, pp. 157-82. 

[21] R. Narasimhan and S. Mahapatra, “Decision Models in 
Global Supply Chain Management,” Industrial Marketing 
Management, Vol. 33, No. 1, 2004, pp. 21-7. 

[22] George Q. Huang, X.Y. Zhang, and L. Liang, “Towards 
Integrated Optimal Configuration of Platform Products, 
Manufacturing Processes, and Supply Chains,” Journals of 
Operations Management, Vol. 23, 2005, pp. 267-290. 

[23] Miller Tan and Matta Renato de, “A Global Supply Chain 
Profit Maximization and Transfer Pricing Model,” Journal of 
Business Logistics, Vol. 29, No.1, 2008. 

[24] W. Dai and L. Uden, “Empowering SME Users through 
Technology Innovation: A Services Computing Approach,” 
Journal of Information and Knowledge Management. World 
Scientific Publishing, Vol. 7, No. 4, 2008, pp. 267-278. 

[25] R.B. Chase and F.R. Jacobs, "Operations Management for 
Competitive Advantage," McGraw-Hill/Irwin Series,  
Operations and Decision Sciences 11th, 2006. 

 

 

 

ATTACHMENT 

 

 

Figure 1  Services Oriented System Architecture 

 

 

16Copyright (c) IARIA, 2012.     ISBN:  978-1-61208-200-4

ICIW 2012 : The Seventh International Conference on Internet and Web Applications and Services

                           28 / 307



Reliability and Message Security for Distributed Web Service Handlers 
 

Beytullah Yildiz 
Department of Computer Engineering 

TOBB Economics and Technology University 
Ankara, Turkey 

E-mail: byildiz@etu.edu.tr 
 
 

Abstract—Web Service handlers are supportive functionalities 
and capabilities to the service endpoint such as security, 
reliability and logging. In the common usage, they perform 
their executions in a single memory space with the service 
endpoint. However, by a suitable structure, they can be 
distributed to increase availability, scalability and 
performance. On the other hand, the distribution necessitates 
additional mechanisms to provide essential service quality. In 
this paper, reliability and message security for the distributed 
Web Service handler will be investigated. The benchmark 
results are provided to illustrate that the utilized reliability and 
security mechanisms of the messaging for the handler 
distribution are reasonable. With the fair cost, Web Service 
handlers are reliably and securely distributed. 

Keywords-Web Service; distributed computing; replication;  
reliability; security 

I.  INTRODUCTION  

Web Service is a technology providing seamless and 
loosely coupled interactions, which help to build platform 
independent distributed systems. Web Service is considered 
to be an ideal technology to provide new IT architectures. It 
is claimed that the age of proprietary information systems 
has come to an end and the age of shared services is already 
on its way [1]. In this new era, companies obtain or 
outsource their IT capabilities in order to reduce the cost, 
deploy solutions faster, and create new opportunities.  

Software standards and communication protocols 
providing the common languages are at the foundation of 
Web Service. Information is easily exchanged between 
different applications via these standards and protocols. In 
short, Web Service provides opportunities so that diverse 
and distributed applications can communicate with each 
other in a standard way. 

Web Service integrates an endpoint and handlers in a 
common framework. It employs supportive functionalities 
and capabilities, called as Web Service handlers, to provide 
a full-fledged service. These capabilities might be related to 
security, reliability, orchestration, logging as well as any 
necessary capabilities for a distributed system. A Web 
Service may employ several handlers in a single interaction. 
In other words, a chain of handlers can contribute to a 
service execution. With these additive functionalities, Web 
Services aim to offer better environment. On the other hand, 
overloading a service with required supportive 

functionalities, inevitable for many cases, may cause 
degradation in the service quality. A service endpoint with 
many handlers may suffocate in a single memory space. 
Hence, it is wise to use additional computing power. This 
brings the idea of distribution. There are different 
reasonable approaches for the Web Service handlers for the 
distribution. Some suggest that they can be distributed as 
services; others create a specific distributed environment for 
them. By creating a specific environment, a distributed 
handler operating system provides a better environment, 
especially, when the concern is performance. However, the 
distribution requires additional mechanisms to provide the 
suitable environment.  

Security and reliability are among the most important 
criteria that need to be considered when a distributed system 
is being evaluated. This paper investigates reliability and 
message security for the distributed Web Service handlers 
and their effect over the system performance. The rest of 
this paper is organized as follows. Section II provides 
information about the related works of reliability and 
security. Distributed Web Service handler execution is 
briefly explained in Section III. Section IV investigates 
reliability. Section V gives details about the message 
security. Finally, the paper will be concluded in Section VI. 

II. RELATED WORKS 

Reliability and security are very important for the 
distributed applications. Many researches on security and 
reliability have been conducted for the distributed 
applications in [2] [3] [4] [5].  

For Web Services, several standards are provided for the 
security and reliability purpose: WS-Security [6], WS-
ReliableMessaging [7]. WS-Security addresses security by 
leveraging existing standards and provides a framework to 
imbue these mechanisms into a SOAP message. This 
happens in a transport-neutral fashion. WS-Security defines 
a SOAP header element to carry security related data. This 
header element contains the information defined by XML 
signature that conveys how the message was signed, the key 
that was used, and the resulting signature value. Likewise, 
the encryption information can be inserted to the SOAP 
header. In short, WS-Security presents an end-to-end 
solution for Web Service security by keeping all security 
information in the related SOAP header element. 
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The WS-ReliableMessaging specification offers an 
outline to ensure reliable message delivery between the 
sender and receiver. The specification provides an 
acknowledgement based scheme to guarantee that data are 
transferred between the communicating entities. Although it 
is for the point-to-point communication, the specification 
also supports service composition and transactional 
interaction.  

III.  DISTRIBUTION 

Web Service handlers are executable in the distributed 
environment to meet necessary requirements and to provide 
enough computing power for Web Services. Distribution 
improves scalability, availability and performance of the 
overall system. On the other hand, it brings challenges. A 
manager for the distributed Web Service handlers must be 
employed to organize the execution which contains an 
orchestration mechanism, explained in [8]. The manager 
also requires a decent execution engine to meet the 
performance requirements. The details of the manager are 
provided in [9]. The distribution overhead must be 
acceptable, which is investigated in [10]. 

 

Figure 1.  Executing the messages in the distributed Web Service 
handlers. 

The execution of the messages is shown in the Figure 1. 
Messages, stored in a processing queue, are executed 
concurrently. Manager ensures that each message is 
executed without being interrupted by the remaining 
messages in the queue. Every message execution contains 
stages, which host the distributed handlers.  

A message in the processing queue is instantly sent to all 
handlers of a stage. The handlers in a stage are executed in a 
parallel manner. The manager waits the completion of the 
handler executions before starting the delivery of the 
message to the next stage. This procedure continues until all 
stages of a message are completed. In this process, since 
handlers are deployed to the remote machines, the security 
and reliability of the messaging become important. The 
reliability of a handler itself is also essential for the 
successful execution. 

IV.  RELIABILITY 

Software reliability is described as the probability that the 
software functions without failures under given conditions 
during a specified period of time [11].  Reliability is also 
measured in terms of percentage of failure circumstances in 
a given number of attempts to compensate for variations in 
usage over time [12]. For Web Services, although reliability 
is viewed by some researchers as a non-functional 
characteristic [13], Zhang and Zhang describes one of the 
more comprehensive definitions of Web Services reliability, 
which is defined as a combination of correctness, fault 
tolerance, availability, performance, and interoperability, 
where both functional and non-functional components are 
considered [14].  

In this paper, the reliability will be investigated in two 
sections: the reliability originating from the handler 
replication and the reliability coming from the utilization of 
a reliable messaging system.  

A. Replicating handlers 

Replication is critical to reliability, mobility, availability, 
and performance of a computing system. We benefit from 
the replication in our daily life too. Even our body benefits 
from the replications; we have two legs, hands, eyes and 
ears. We keep a spare tire in our car to replace a flat one in 
an emergency. The important files are backed up to reduce 
the probability of lost. Software systems also utilize the 
same strategy by replicating the data and the computing 
nodes. 

There are basically three replications: data, process and 
message. These concepts are extensively explored in [15]. 
Data replication is the most heavily investigated one. 
However, the other replications are also very important in 
the distributed systems, especially for Service Oriented 
Architecture. 

The process replication is particularly main interest in 
this paper because the intention is to investigate the 
replication of the handlers. There exist two main approaches 
in this area. The first one is modular redundancy [16]. The 
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second approach is called primary/standby [17]. Modular 
redundancy has the replicated components that perform the 
same functionalities. All the replicas are active. On the other 
hand, primary/standby approach utilizes a primary replica to 
perform the execution. The remaining replicas wait in their 
standby state. They become active when the primary replica 
fails. 

The processes can be classified in two categories; no 
consistency and consistency. The fist category is the 
simplest one; the processes are stateless. They do not keep 
any information for the processed data. Therefore, the 
consistency is not an issue between the processes. 
Replicated instances can be allowed running concurrently. 
On the other hand, replicas may enter in an inconsistent 
state if the process is not atomic and statefull. Inconsistency 
have been extensively investigated in [18]. 

Replication is a very important capability where a 
handler is inadequate. Sometimes, a handler may not be 
sufficient to answer the incoming requests. The tasks may 
line up so that the overall performance degrades. This is 
similar to a shopping center where the customers are waiting 
in the line to be served. The solution is to add one more 
person to serve when it is necessary. Similarly, adding a 
handler to help the execution contributes the overall 
performance. 

In addition to the performance, a replica can be leveraged 
for fault tolerance. It is possible that a handler crashes. The 
replication contributes to the continuity of the execution and 
improves availability and reliability of the service. Without 
using handler replication in the case of an error, the whole 
computation cannot continue. The computation becomes 
more resilient with the handler replication. The execution 
continues while at least one replica of every handler has not 
failed.  

For N handlers with the replication factor of R, the 
execution can be successful for R-1 failures per handler. 
The maximum allowable number of error is: 

��� − 1

�

���

																																												(1) 
where N is the number of handlers, �� is the replication 

number of ith handler. The system cannot continue its 
execution even in a single handler fault where∀� ∈ �:	�� =

1. 

 
Figure 2.  Replicated handler execution; only one of the handlers can be 

executed. 

In the distributed Web Service handler execution 
environment, a variation of primary/standby approach is 
utilized. The replicas are prioritized. The handler having 
highest priority is assigned to execute a message. The other 
replicas wait until their priorities become highest. The 
system is able to change the priority during the execution. 
When a fault occurs, the handler priority is minimized. The 
replicas are never allowed to be executed concurrently 
unless they are the instance of the stateless handlers. Even 
though they are allowed to run in parallel manner, they 
cannot join the processing of the same message. The 
messages have to be different so that the parallel execution 
does not cause inconsistency. 

When only one of the several replicated handlers is 
executed, shown in Figure 2, the following formula works 
for the reliability: 

��� = ���	��

�

���

																																									(2) 
where ��� is the reliability of the replicated handlers' 

execution, ��  is the execution probability of the handler i 
and ∑ �� = 1�

���  
The reliability of parallel handlers with AND junction 

and the reliability of serial handlers can be formulated as: 

�� = ��� 																																														(3)
�

���

 

where ��is the reliability of the handlers’ execution and 
��	is the reliability of the handler i. 

By using Formulas 2 and 3, the reliability of handlers' 
execution in Figure 3 can be formulated as: 

 

�� = ���




���

∗ � ������	



����

	∗ ��																	(4) 
 

�� = ���

�

���

∗ � ��� 	���




����

																									(5) 
 
where ��  is the reliability of  handlers’ execution. �� is 

the ith replica and ��� = 1 for only one replicated handler, 
which is executed, and the value is 0 for the remainders. 
 

 
Figure 3.  A sample configuration  for the handlers' excution  
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B. Reliable messaging 

The distributed handler mechanism benefits from two 
different sources for the reliability of the message delivery: 
a messaging broker, and its own mechanism. 

The messaging system, NaradaBrokering, provides a 
message level reliability. It also offers supportive 
functionalities for the messaging and grants very reasonable 
performance [19]. The messages can be queued up to 
several thousands and are gradually delivered to their 
destinations to provide a flow control for the messaging. 
Additionally, it has Reliable Delivery Service (RDS) 
component that delivers payload even if a node fails [20]. 

RDS stores all the published events that match up with 
any one of its managed templates, which contain the set of 
headers and content descriptors. This archival operation is 
the initiator for any error correction, which is caused by the 
events being lost in transit to their targeted destinations and 
also by the entities recovering either from disconnect or a 
failure. For every managed template, RDS also maintains a 
list of entities for which it facilitates reliable delivery. RDS 
may also manage information regarding access controls, 
authorizations and credentials of the entities that generate or 
consume events, which are targeted to this managed 
template. 

When an entity is ready to start publishing events on a 
given template, it issues a discovery request to find out the 
availability of RDS that provides archival environment for 
the generated template events. The publisher will not 
circulate template events until such time that it receives a 
confirmation that RDS is available. 

The publisher ensures that the events are stored by RDS 
for every template event that it produces. After successful 
delivery of the event to RDS, it is archived and a message is 
sent to the publisher to verify that the message is received 
by RDS successfully. Otherwise, a message of failure with 
the related event id is sent back to the publisher. After 
having the verification, the suitable matching engine is 
utilized to compute the destinations associated with the 
template event.  

A subscriber registers with RDS. A sequence number 
linked with the archival of this interaction is recorded. The 
number can be also described as epoch, which signifies the 
point from which the registered entity is authorized to 
receive events conforming to the template. Once a template 
event has been archived, RDS issues a notification. The 
notifications allow a subscribing entity to keep track of the 
template events while facilitating error detection and 
correction. Upon receipt of the notification, the subscribing 
entity confirms the reception of the corresponding template 
event.  

When an entity reconnects to the broker network after 
failures, the entity retrieves the template events that were 
issued and those that were in transit before the entity 
leaving. After the receipt of the recovery request, RDS scans 
the dissemination table starting at the sync related with the 
entity and then generates an acknowledgment-response 

invoice event outlining the archival sequences, which the 
entity did not previously receive. Accordingly, the missing 
events are provided to the receiver. 

In addition to this, a reliable mechanism for Web Service 
handler execution environment is built on the top of the 
reliable messaging that NaradaBrokering provides. The 
distributed Web Service handler mechanism is able to repeat 
the execution of a specific handler in the situation of a 
failure. The decision of a failure is made when the response 
is not received from a distributed handler. There can be 
several reasons behind being unsuccessful to get a response. 
The communication link may be broken as well as the 
handler may not successfully process the message because 
of either an error or crash. The distributed Web Service 
handler mechanism checks the possibilities by sending the 
message several times to its destination. In each attempt, it 
waits for a specific amount of time. This duration is either 
assigned or calculated by the system. After having several 
unsuccessful attempts, the message processing may switch 
to a replica if it exists. As it is discussed previously, 
handlers can populate their replicas to improve availability 
and reliability. 

For the reliable messaging benchmark, two HP DL 380 
G7, 2 x Xeon Six Core, 2.93 GHz, and 48 GB memory 
physical machines are utilized. The machines are virtualized 
to create four 4-core and 16 GB memory machines and one 
8-core 32 GB memory machine. These machines are 
connected to each other via LAN and share a common 
storage system. Virtual machines use Windows Server 2008 
R2 64-bit operating systems. The cost of reliable mechanism 
of the messaging for the distributed handlers is shown in 
Figure 4. The cost contains the time of reliability procedures 
to send the tasks to the distributed Web Service handlers or 
receive the responses back. The time for the handlers’ 
executions and the time for the messaging are excluded to 
illustrate only the reliability cost for varying message sizes. 
The figure shows that the message size does not affect the 
cost of the reliability of the messaging very much. The cost 
is very reasonable when the reliability is a necessity for the 
distribution. 

 

 
Figure 4.  The cost of reliability mechanism of the messaging for the 

distributed handlers 
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V. MESSAGE SECURITY  

Security is one of the important issues for the computing 
systems. The very critical data can be seen or altered by an 
unauthorized person. This is increasingly important if the 
data is transferred through the network, which is more 
vulnerable environment. 

The local computing is not exposing its data to the 
outside world very much. In contrast, this is not the case for 
the distributed computing. The computation is shared 
between the nodes which may physically disperse in the 
distributed environment. The transmission of the data 
among the nodes may expose the critical information to the 
dangerous vulnerabilities. Hence, the transportation 
channels must be secured in addition to the security of the 
computing entities.   

NaradaBrokering, which is utilized for messaging, has a 
security framework that is able to support secure 
interactions between the distributed handlers [21]. The 
security infrastructure consists of Key Management Center 
(KMC), which provides a host of functions specific to the 
management of keys in the system. At the same time, KMC 
incorporates with an authorization module to manage the 
usage of the messaging. KMC also stores the entities public 
keys.  

NaradaBrokering has an authentication mechanism for 
the publishers and subscribers, which are the computing 
nodes for the distributed handler execution. For the 
authentication, publisher or subscriber sends its signed 
request by using private key. Every topic has access control 
list which authorizes the subscriber. Similarly, an access 
control list exists for the publishers. After verification of 
signature, entity is permitted to be accessed by the publisher 
or subscriber according to the relevant access control lists. 

The message traveling between the computing nodes is 
described in Figure 5. It contains a unique id, properties and 
a payload. Unique message id is a distinctive name for a 
message. The handler execution mechanism may host many 
messages being executed in a moment. Hence, an identifier 
is a necessity to achieve the correct executions; a 
Universally Unique Identifier (UUID) generated id is 
assigned to every message. The generator assures that there 
won’t be the same id in the system.  Thus, the design gives 
enough guarantees that the message executions are not 
blended. 
<context> 
  <id>4099d6dc-0b0e-4aaa-95ff-2e758722a959</id> 
    <properties> 
     <encKey>abcdef</encKey > 
      …. 
  </properties> 
  <payload> 
     …. 
  </payload> 
</context> 

Figure 5.  The message format for distributed Web Service handlers 

The second important part of the message format is the 
properties section. This part conveys the required additional 
information for the computing nodes. The information can 
be specific to a handler as well as generic for all handlers. 
There is a property that contains a key for the encryption. It 
is a session key which is created for a single message. 
However, the session key can be utilized to send a group of 
messages to a distributed handler for a period of time. The 
payload containing the original message is encrypted by this 
key before sending to its destination to keep the message 
integrity intact.  

In many distributed design, secure data transmission is 
not discussed, the models rely on the existing security 
technology such as Secure Socket Layer (SSL). Kemathy at 
al. investigates component base solution for XML 
messaging [22]. Ammari at al. provides architecture 
securing XML messages by encrypting flagged XML parts 
each with different type of encryption depending on data 
sensitivity and importance level defined [23],  Figure 6 
demonstrates the secure messaging for the distributed 
handlers. The XML based message of the distributed 
handlers is partially encrypted, only the payload. Since 
encryption via asymmetric key performance is worse than 
the symmetric key encryption [24], Advanced Encryption 
Standard (AES) symmetric key encryption algorithm is used 
to encrypt the payload. A 256 bit session key is created for 
each message and passed within the message to the other 
computing node for decryption. The sender encrypts the 
session key with the 2048-bit public key of the receiver to 
present the confidentiality. The related public key is 
provided by the KMC. RSA algorithm is used for the key 
encryption. Hence the only node, which has the correct 
private key, can decrypt the session key to get the payload. 

When the subscriber receives the message, first of all, it 
decrypts the session key carried within “encKey” tag with 
its private key. Then, the session key is used to decrypt the 
payload to get the original message. 

 
Figure 6.  Security mechanism for a distributed handler 
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Figure 7.  The cost of the security mechanism of the messaging for the 

distributed handlers  

The benchmark showing the cost of the aforementioned 
security mechanism for the messaging is performed in the 
same environment with the reliability benchmark, discussed 
Section IV.B. Figure 7 shows the cost for varying payload 
sizes. The usage of the symmetric key encryption provides 
reasonable execution time. Even though the reliability offers 
better results, the cost of security does not grow 
exponentially for the increasing message size. 

VI.  CONCLUSION 

While the distribution of Web Service handlers provides 
many advantages in terms of scalability, availability and 
performance, the environment necessitates reliability and 
secure messaging. The instruments, explained in this paper, 
for the secure and reliable handler distribution and the 
support tools of the utilized messaging broker grant the 
necessary reliability and messaging security for this 
environment. The benchmark results show that the costs 
originating from the utilized instruments are acceptable. The 
replication of the handlers contributes the execution during 
failures. In short, the design of the distributed execution 
with the security and reliability offers a satisfactory 
environment for Web Service handlers. 
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Abstract—It is well-known that Web service technologies
provide an easy way to integrate the applications within and
across organizational boundaries. Web services are usually
overlapping in functionality and how to make a choice based
on non-functional factors becomes a problem that needs to
be solved. This paper, argues that the selection of component
services should be considered in a global manner based on
the Web services availability and the users QoS preferences.
Indeed, QoS becomes one of the most important factors for
Web service selection. However, for a composition, we can
have different combinations and execution paths. Particularly,
a composite service can generate different schemes that give
various QoS scores. This paper presents a framework which
deals with the selection of composite Web services on the base
of Multi-Agents negotiation and CBR (Case Based Reasoning)
method. The objective of the agents is to find out the best
Composite QoS (CQoS) based on Web services availability and
elementary Web services QoS. By using CBR method, agents
can memorize QoS scores. This framework supports different
combinations and execution paths. The proposed Multi-Agents
framework is compared to an existing approach in terms
of execution time. Experiments have demonstrated that our
framework provides reliable results in comparison with the
existing one.

Keywords-Web service; QoS; Multi-Agent System; Contract-
Net Protocol; execution paths; availability; CBR technique.

I. INTRODUCTION

Economical context impacts companies and their Informa-
tion Systems (IS). Companies acquire other competitors or
develop new business skills, delocalize whole or part of their
organization. Their IS are faced to these complex evolutions
and have to overcome these changes. In this context, Service
Oriented Architecture (SOA) offers a great flexibility to
IS. Applications are seen as black boxes independently
connected to an application as Enterprise Application In-
tegration bus (EAI) with its connectors. However, this in-
tegration solution does not allow connecting heterogeneous
applications or infrastructures. Web services (WS) are based
on standards and they are the cheaper and simplest solution
to resolve this problem.

Service-Oriented Architecture (SOA) consists of a set
of design principles which enable defining and composing

interoperable services in a loosely coupled way. The value of
SOA lies in assuring that such compositions are easily and
rapidly possible with low costs. Thus, service composition
is a key to SOA [22].

Yet, with the explosion of Web services available through
out the Internet, it’s not easy for the end users to composite
the Web services manually to meet their specific preferences.

Quality of Web Service (QoS) has become a central
criterion for differentiating competing service providers con-
sidering the increasing number of services with similar
functionalities. The current service optimization paradigm
assumes that precise QoS values are available for selecting
the competing service providers [6], [22].

Moreover, a composite service can be represented by a
statechart which has multiple execution paths when contain-
ing conditional branchings. Each execution path represents a
sequence of tasks to complete a composite service execution.
Furthermore, for a composite Web service, we notice that we
can have different possible combinations.

Our work aims at advancing the current state of art in
technologies for Web service composition by first, taking
into account the user’s preferences, second, by using agents
to negotiate the execution path and combination offering the
best QoS value, finally, by adding to agents the capability to
memorize the QoS and the availability of each Web service.

By negotiating only with available Web services providers
fulfilling the QoS user requirements, we obtain a better
Central Processing Unit (CPU) time. The information about
the QoS is memorized in a cases base. This framework
improves the existing approaches [17] [16] in terms of
CPU time when the agents can memorize the Web service
availability and QoS.

Our contributions are revealed when negotiating only with
available Web services providers and fulfilling the QoS
requirements. We are able to memorize the QoS information
by using CBR (Case Based Reasoning) method. This con-
tribution gives a better Central Processing Unit (CPU) time
and also supports different execution paths and combinations
for a composition. The combination concept has never been
addressed by any approach.
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The structure of this paper is as follows: The coming
section presents the major related works in the area of
Web service composition based on QoS. Section 3 proposes
the framework prototype based on Multi-Agent System and
using CBR technique. Section 4 explains the implementation
of this framework using a case study. Accordingly, Section 5
presents the experimentation results. After that, the approach
is discussed in Section 6 by presenting existing approach
limitations and detailing our contributions. Finally, we con-
clude the whole paper.

II. RELATED WORKS

Query optimization, taking into account QoS requirements,
on Web services have received considerable attention in the
service computing community [3] [14] [11]. In this section,
we review selected works based on their relevance for our
approach.

Zeng et al. [23] have presented a solution for the compo-
sition problem by analyzing multiple execution paths of a
composite service which are specified using UML (Unified
Modeling Language) statecharts. They have modeled the
composition problem using different approaches, including
a local optimization approach and global planning approach
using linear programming.

Guan et al. [7] are the first who propose a framework
for QoS-guided service compositions which uses constraint
hierarchies as a formalism for specifying QoS. They use
a branch and bound algorithm that is only capable of
solving sequential compositions. The authors do not present
any empirical evaluation to demonstrate the optimization
performance of their approach.

Rosenberg et al. [15] have used constraint programming
and integer programming approach for optimizing QoS by
leveraging constraints hierarchies as a formalism to rep-
resent user constraints (specified with a Domain-Specific
Language) of different importances.

Canfora et al. [4] have proposed an approach based on
genetic algorithms. To determine the optimal set of con-
cretizations, the approach needs to estimate the composite
service QoS. This is done using some aggregation formulas.

Hong and Hu [8] have used an ordinary utility function
as a numerical scale of ordering local services and a multi-
dimension QoS based local service selection model is pro-
posed to provide important grounds to choose a superior
service and shift an inferior one. Secondly, subjective weight
mode, objective weight mode, and subject-objective weight
mode are constructed to determine the weight coefficient of
each QoS criterion, and to show the users’ partiality and the
service quality’s objectivity.

Alrifai and Risse [1] have employed Mixed Integer Pro-
gramming (MIP) to find the optimal decomposition of global
QoS constraints into local constraints. They have used
distributed local selection to find the best Web services that
satisfy these local constraints.

Yan et al. [20] have presented a framework in which
the service consumer is represented by a set of agents
who negotiate QoS constraints specified using SLA (Service
Level Agreement), with the service providers for various
services in the composition applying the Contract-Net pro-
tocol. Their idea of using Multi-Agents System and the
Contract-Net protocol is in line with the work presented in
this paper. However, the authors do not deal with the the
Web dynamism (the availability concept) so their approach
takes a large CPU time. Moreover, their framework does not
support the different execution paths and combinations.

Most of these approaches does not take into account that
for a composite service we can have an execution plan that
generates different execution paths. These approaches deal
only with the optimization problem itself (finding the best
CQoS) without giving prominence for this aspect. Some
approaches deal with this aspect but repeating each time the
generation of all the elementary Web services. Moreover, all
these approaches do not take into consideration that for a
composite Web service we can have different combinations.
This concept has never been addressed by any approach. By
using Multi-Agents System, we generate all the execution
paths and combinations in parallel and select the best
execution path or combination, so we gain in terms of CPU
time.

We also take into consideration the importance of the
Web services’ availability since the Web is a dynamic
environment. By considering only available Web services we
also improve the CPU time. This CPU time improvement is
also due to using CBR method. In fact, agents memorize
QoS scores for further user.

Our approach allows to find the CQoS that fulfill the user
requirements by considering different execution paths and
combinations and by also taking into account the dynamical
aspect of the Web (the Web service availability and QoS
scores changes). Our framework takes a largely better CPU
time than the existing approaches.

III. THE PROPOSED FRAMEWORK

The first step toward autonomously establishing QoS
value for a service composition is to have a supporting
framework. This framework should be able to address the
special requirements for establishing QoS value for a ser-
vice composition. For the composition process, we use the
technique described in [12] based on CBR method.

Our goal is to propose an approach to the Web services
composition that guarantees non functional properties (QoS).
This approach must also support different execution paths
and combinations. Our framework allows to select the best
elementary Web services in terms of QoS using CBR method
and based on Web services availability and supports different
execution paths and combinations.

Several motivations lead to use Multi-Agent Systems
(MAS) [2]. In fact, a Web service suffers from 3 main
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deficiencies : it acknowledges only itself, passive until it is
invoked, has only a knowledge of itself and neither adaptable
nor able to benefit of new capabilities of the environment
[5]. We propose to represent each service by an agent. In
the MAS field, negotiation is a fundamental aspect of agents
interactions. Indeed, since agents are autonomous, there is no
imposed solution in advance, but agents must reach solutions
dynamically while solving problems. The basic assumption
of this approach is that each elementary Web service has
an agent responsible to it. The objective of these agents
is to find out the best CQoS. They recognize the available
providers which are also represented with agents and the
QoS associated to each of them using CBR technique.

We proposed in [17] a first framework, named Multi-
Agent Availability (MAA), which optimizes the QoS cri-
teria for a composite service provision and improves an
existing approach [20] in terms of CPU time based on
Web service availability. We have also proposed in [16]
a second framework , named Multi-Agent Availability by
exploring multiple execution Paths (MAAP) which improves
the first one by considering different execution paths and
combinations for a given statechart.

We compare our proposed frameworks with Yan et al.’s
one [20]. To the best of our knowledge, their work is the sole
which uses agent technology. Maamar et al. [13] have used
MASs for Web service composition but they don’t consider
the QoS.

The MAA framework improves the work of [20] in terms
of CPU time. In fact, we decrease the number of negotiations
(we alleviate the network) by using a variant of the Contract-
Net protocol, called the directed award and sending the CFP
only to the available Web Service Agents. This contribution
gains on CPU time.

On the other hand, the MAAP framework improves the
work of [20] and the MAA framework in terms of QoS
by supporting multiple execution paths and combinations
for a composition. The MAAP framework takes more CPU
time but we demonstrated that the difference of CPU time is
negligible compared to the improvement of QoS. Supporting
different combinations for a composition is a novel idea
introduced by our work.

The MAA framework optimizes the QoS at the local level
and verifies after that if it ensures the QoS at the global
level (CQoS). On the other side, the MAAP framework, by
considering different execution paths and combinations, has
more chances to ensure the QoS at the global level.

In this context, we propose a new framework named
Multi-Agent Availability by exploring multiple execution
Paths based on QoS (MAAPQ). Experiments are conducted
to prove the effectiveness of our approach when the agents
well also known the QoS (using CBR method) of each Web
service with their availability.

A. MAAPQ : An agent based Framework
To better explain our approach, we present in Fig 1

the framework (MAAPQ). This framework consists of an
Interface Agent (IA), a Combination Coordinator Agent
(CCA) and a set of Negotiator Agents (NAs) that negotiate
with a set of Web Service Agents (WSAs).

Figure 1. MAAPQ’s Framework.

In the MAAP the negotiation process is as follows: First,
the user specifies the desired composite Web service and
the associated requirements. Then, The IA charges each
CCA for an execution path or combination of the statechart.
The CCA associates an NA for each elementary service
in the composition. These NAs negotiate via the Contract-
Net (CNET) protocol with WSAs (the providers) to find
the best elementary Web service and send the response
to the IA which evaluates the results and either confirms
the acceptance or repeat the negotiation. Second, the IA
negotiates via the CNET protocol for the best execution
path. Finally, the IA returns to the user the best Web service
composition.

We propose MAAPQ as an improvement of this framework
when each NA posteriori knowns the WSA’s QoS. So,
we gain in terms of CPU time since the NA will not
negotiate via the Contract-Net (CNET) protocol with WSAs
(the providers) to find the best elementary Web service but
prepare this information by a negotiation that takes place
before this process. The NAs will only verify if this WSA
fulfill the same QoS and respecting the user requirements
and send the response to the IA which evaluates the results
and either confirms the acceptance or repeat the negotiation.

We explain in the following the role of each agent.
1) The Interface Agent: The Interface Agent (IA) rep-

resents the interface that allows the user to access the
framework for specify the desired service and QoS criteria.
In fact, the user can specify each criterion with a weight
since different users may have different requirements and
preferences regarding QoS. For example, a user may require
to minimize the execution time, while another user may give
more importance to the price than to the execution time.
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The selection process is based on the weight assigned by
the user to each criterion. The IA computes the CQoS score
using a formula proposed by [23]. The IA will then, provide
the expected service with the required QoS criteria.

2) The Combination Coordinator Agent: The Combina-
tion Coordinator Agent (CCA) interacts with the IA to
receive an execution path or combination of the statechart
for the service composition and the user requirements. Each
CCA is responsible for an execution path or combination of
a composition. This agent attributes a NA for each Web
services and computes the CQoS score using a formula
proposed by [23] when it receives their responses. Finally,
the CCA negotiates with the IA using the CNET protocol
to provide its proposal.

3) The Negotiator Agent: A Negotiator Agent (NA) is
responsible of a Web services set offering the same function-
ality. The NA uses CBR to have information about WSAs
that check user’s preferences.

If there is no case in the CBR that fulfill the user’s require-
ments, the NA is in charge of negotiating with providers for
a service from the composition in order to optimize the QoS.
We use a variant of the CNET protocol, the directed award
where the critical information which must be aware by the
NA is the availability. So, the NA’s acquaintances are the
available Web service providers. For a negotiation, the NA
must consult its list containing available Web services. This
negotiation takes place before beginning the negotiation with
the user. Each NA has its cases base for fulfillment with the
QoS value associated with each QoS criterion.

4) The Web Service Agent: A Service Level Agreement
(SLA) defines the terms and conditions of service quality
that a Web service delivers to service requesters. The major
constituent of an SLA is the QoS information. There are a
number of criteria (e.g., execution time, availability) that
contribute to a QoS in an SLA. Web service providers
publish QoS information in SLAs.

Each Web Service Agent (WSA) represents a Web service.
This Web service belongs to a Web services class where an
NA is responsible. For example, a travel service provider
may specify that it supports the Trip-planning service and
belongs to the service class FlightTicketBooking. Service
class describes the capabilities of Web services and how to
access them.

The NA has a list that he consult whenever he begins a
negotiation. In this list there is the available WSAs. By this
method, we also take into account the failure cases. We note
that in Fig 1, there are unavailable Web services represented
by agents that will not negotiate with the NA.

B. How to apply CBR in MAAPQ ?

Using CBR by the NA consists of three steps the case
representation, the case research and the case update.

1) Case representation: In case-based reasoning, an ex-
isting solution should have some similarity with the problem

that is being solved in order to be reused. The MAAPQ
considers properties associated to the available WSAs when
matching it with existing instances of plans. These properties
are the QoS’ scores associated to each criterion of QoS
(table I). Hence, to match with a Web service that fulfill
a user requirements, an existing WSA must have the same
or better value. Thus, checking that two WSAs are the same
is to check whether they have the same QoS’ scores. To
make the matching of the WSAs efficient, a function defined
in [21] is used to generate the digest of the BPEL file
describing the workflow of a composite service. Thus, by
comparing the digests of scores of two Web services, we can
decide whether the Web service fulfill the user requirements.
The NA will computes the QoS score based on the value
associated to each criterion and the user preferences.

The instances of QoS scores stored in the CBR repository
comply with Kolodner’s work [10]. Each instance consists
of three elements:

• Problem: A Web service;
• Solution: A selected WSA;
• Evaluation: the QoS score.

Table I
CASE REPRESENTATION.

QoS1 QoS2 ... QoSn
WSAi value1 value2 ... valuen

2) Case research: When a NA wants to select a WSA, it
first checks the CBR repository to find out the WSAs that
fulfill the user’s requirements. The NA searches the request
in the table I). If there are matching WSAs the NA computes
its associated QoS fulfilling he user’s preferences. The NA
chooses the best provider (that fulfill the QoS requirements)
and verifies its availability and if it fulfills the same values of
QoS. In this case, The NA returns the result to the CCA. The
NA considers 10 percent of the cases. Otherwise, if there are
no cases that satisfy the user’s request in the CBR, the NA
negotiates with the WSAs via the contract-Net protocol.

3) Case update: After each negotiation between the NA
and the WSAs, the NA updates the CBR with the new case
for possible future use.

C. The Negotiation

1) Negotiation Protocol: The negotiation protocol is the
way and manner the negotiating parties interact and ex-
change information. It includes the way in which the offers
and messages are sent to opponents. There are various
negotiation protocols available in the research community. In
this paper, we propose to use the CNET Protocol, designed
by [19], and especially a variant named directed award where
the manager must have a table of acquaintances that contains
knowledge about other agents (eg, skills, knowledge, value
judgments about these agents). In this protocol, one agent
(the initiator) takes the role of manager which wishes to have
a task performed by the other agents (the participants) and
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further wishes to optimize a function that characterizes this
task. We use the function proposed by [23]. For a given task,
any number of participants may respond with a proposal,
the rest (agents that cannot respect QOS requirements) must
refuse.

2) Negotiation Coordination: The IA coordinates multi-
ple negotiations for various services in the composition. The
purpose of the coordination is to ensure that the results of
these multiple negotiation can collectively fulfill the end-to-
end QoS. The first task that the IA performs is to attribute
a combination or an execution path of a composite Web
service with its QoS weights to the CCAs. The second task
that the IA performs is to confirm negotiation results. As the
extended negotiation protocol suggests, when various CCAs
get the best deals, they consult the IA for confirmation. The
IA evaluates the results and either confirms the acceptance
or amends the reserve values to continue the negotiation.
The QoS aggregation refers to the QoS model proposed in
[23]. Each CCA charges the NAs to find the best elementary
Web services.

If the NAa does not find in the cases base WSAs that
fulfill the user requirements, it sends a CFP message only to
the available Web Service Agents. When The proposals and
counter proposals are then communicated iteratively between
the NAs and the service providers (WSAs), following the
standard FIPA protocol, until the best deal is reached (i.e.
the proposals offered by one or more providers can satisfy
the negotiation objectives) or the timeout occurs. The NA
blocks the selected WSA. At this time, the best deal is sent
to the IA. If the overall QoS requirements are satisfied, the
IA confirms to each CCA that the current deal is acceptable.
Subsequently, the CCA acknowledges the acceptance of the
proposal to the NAs that must inform the selected providers
(WSAs). When the user finishes using Web services, the IA
informs the NA to unlock the selected WSA.

In case the overall QoS requirements are not satisfied
based on the current best deals, the user should modify
the requirements and the IA amends the reserve values for
the CCA to re-start negotiation. Each corresponding NA
then sends the modified CFP to WSAs and begins a new
negotiation process

This research refers to the QoS model presented in [23]
which proposes a formula to compute the overall QoS score
for each Web service.

For a given task, the NA will choose the Web service
which satisfies all the user preferences for that task and
which has the maximal score. If there are several services
with maximal score, one of them is selected randomly. If
no service satisfies the user preferences for a given task, an
execution exception will be raised and the IA will propose
the user to change his preferences.

IV. IMPLEMENTATION AND CASE STUDY

To show the key ideas presented in this paper, a prototype
has been implemented for the proof-of-concept purpose
using the FIPA compliant JADE (Java Agent Development
Framework) [9] which is a middleware that implements
an agent platform and a development framework. This
framework supports CBR and agents’ negotiations through
an Agent Communication Language (ACL).

During the negotiation, the IA, the CCAs, the NAs and
the WSAs exchange a number of messages.

We explain our approach through a case study. A simpli-
fied statechart specifying a scenario in the tourism industry
composite Web service is depicted in Fig 2.

Figure 2. Example of a statechart.

In this scenario, a tourist who holds a mobile device can
request the full description of the route information from
his/her current position to a selected attraction. We have
height different services, that will be invoked. A Phone
Location Service (SPL), a Route Calculation Service (SRL),
a Route Description Service (SRD), a Traffic Service (ST ),
a Car Service (SC), a Bus Service (SB), a Metro Service
(SM) and a Metro Service (SP). The tourist can also specify
some QoS requirements when making his/her request. For
example, the tourist can request that the score of CQoS is
delivered with a value above 70. Obviously, the tourist can
also require the QoS score for the elementary Web services
such SV , SB, SM , etc.

The tourist should also indicate the weight associated
to each QoS attribute. These weights will be used for the
computation of the QoS score of each elementary Web
services using a formula proposed in [23]. If the user does
not specify weights, the system will consider a weight value
= 0.25 for each criterion.

For a user’s request, each IA sends at the same time a
CFP to the CCAs for an execution path or combination in
the statechart of the composition. In our case, we have three
execution paths. Each NA (height NAs) associated to an
elementary Web service checks the QoS’ user requirements
with the WSAs existing in its cases base. For example, if
the user specifies the following weights values : price=0.15,
duration=0.35, success rate=0.40 and reputation=0.10. The
NA will apply the formula proposed by [23] to choose the
best WSA. This formula is based on the QoS scores and
their associated weights. Table II represents an example of
different values offered by various WSAs associated to SPL.

After that, each NA verifies if these providers are again
available and fulfill the user requirements in term of QoS.
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If this verification is true, the NA returns the result to the
CCA. The NA considers 10 percent of the cases. Else, (if
there is no cases that satisfy the user’s request in the CBR
or the WSAs are not available), the NA negotiates with the
WSA via the Contract Net protocol. In this case we use the
MAAP process [16].

Table II
EXAMPLE OF CASE REPRESENTATION.

WSA, QoS price duration success reputation
SPL1 40 55 70 80
SPL2 60 65 69 73
SPL3 70 68 64 71

Negotiation is as follows: Each NA communicates with
providers simultaneously. The negotiation results for each
service are summarized in Table III. In all cases, after the
reception of offers from available WSAs, the height NAs
select the best offer, block the WSAs associated to the
selected Web services and return their best offers to the
CCAs. Each CCA (three CCAs) calculates its CQoS score.
Supposing that we have these results after the negotiation,
EP1= 65; EP2 = 84 and EP3=40. The IA will choose
the EP2 that has the best CQoS. The whole process is
comprehensively simulated using the prototype.
The following results are confirmed: SPL: 66, SRL : 98, SRD
: 80, ST : 79, SC:87, SB : 73, SM : 85 and SP : 92.

These results are associated to the best QoS of each
elementary Web service. Finally, the IA checks if the best
offers can jointly fulfill the user’s request (the desired value
of CQoS is 75) using a formula also proposed by [23].

When the tourist finishes using the Web service, the IA
informs the NA to unlock the selected (reserved) WSA.

Table III
QOS VALUES (NEGOTIATION RESULTS) FOR EACH WSA.

SPL SRL SRD ST SC SB SM SP
1 65 46 80 25 35 73 85 92
2 33 39 40 48 28 54 77 45
3 66 24 50 38 66 49 76 22
4 40 45 26 79 32 46 80 21
5 22 98 44 75 87 24 37 64

V. EXPERIMENTATION

The series of tests were conducted to compare the CPU time
of MAAPQ framework with MAA.

In the experimentation, we have calculated the CPU time
for each approach by varying the number of elementary
services in a composition from 5 to 50 with steps of 5
and varying the number of service providers from 10 to
50 with steps of 10. We have calculated the CPU time 10
times for each case and we have considered the average.
We present via a 3D chart in Figure 3 the results of these
experiments. The results of MAA are represented in blue
and the result of MAAPQ approach are represented in green.
These experiments show that the MAAPQ takes a far better

result than MAA. For example, if the number of Web services
providers is equal to 50 and the number of elementary
services in a composition is equal to 30, the MAAPQ takes
2300 ms but MAA takes 3035 ms. We gain in terms of CPU
time.

Figure 3. Comparison of CPU time.

We show through Figure 4 the gain percentage of the
MAAPQ compared to the MAAP framework (using formula
1).

Gain =
CPUtime(MAA)−CPUtime(MAAPQ)

CPUtime(MAA)
∗100 (1)

Figure 4. Gain Percentage.

VI. DISCUSSION

The MAA framework optimizes the QoS at the local level
and verify after that if it ensures the QoS at the global
level (CQoS). On the other side, the MAAP framework, by
considering different execution paths and combinations, has
more chances to ensure the QoS at the global level. By using
CBR method, agents memorize QoS scores for further user.
this technique allows us to gain in term of CPU time. It is
a method to limit the research space.

By using the CBR method, NAs have knowledge about the
WSAs. So, we gain the time of conversation. The MAAPQ
not only offers a QoS that fulfill the user requirements but
also takes a largely lower CPU time than these frameworks.

Note that our approach supports as more attributes of QoS
(price, duration, reputation, success rate, availability, etc.) as
we want.
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VII. CONCLUSION

This paper exploited the agent technology to select com-
posite Web service using CBR method. This technique
allows agents to memorize the QoS scores for further use.
The system reduces the amount of time spent on solving a
service composition problem by reusing previous selected
Web services. The experiment shows that, when there are
sufficient amount of Web services in the CBR repository, the
proposed system can outperform the existing approaches.

Our approach advances the current state of the art by
taking into account the Web services availability and sup-
porting different execution paths and combinations for a
composition. By using CBR method we gain in terms of
CPU time.

The greatest limitation of this framework is its lack of
scalability. Therefore, we present in [18] a new scalable
framework using Case Based Reasoning.

In the future work, we will propose a new approach which
improves again the execution time by discharging the NAs
of many tasks and by adding horizontal communications.
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Abstract—Due to the increasing number of available web
APIs and services, mashups have become a prominent ap-
proach for building situational web applications. Still, current
mashup tooling is not suitable for end users lacking detailed
understanding of technical terms or development knowledge.
A promising approach to ease mashup development is end user
guidance utilizing recommendations on composition knowledge
gained from experienced, similar users and semantic compo-
nent annotations. In this paper, we present a novel hybrid
recommendation approach suggesting suitable advice for the
application development and adaptation to the end user. Com-
position knowledge in terms of common composition patterns
is applied. Pattern instances are generalized by determining
semantic exchangeablity of components to allow for context-
sensitive recommendations. In addition, they are automatically
integrated with the running application.

Keywords-Mashup; End User Development; Hybrid Recom-
mendation; Runtime Composition.

I. INTRODUCTION

While the amount of available application programming
interfaces (APIs) and third party resources in the Web
is steadily increasing, the emerging mashup paradigm en-
ables loosely coupled application components to be reused
in several scenarios by simply combining them. Besides
conventional mashup tools focussing on aggregation and
processing of data from heterogeneous sources, there are
proposals for the universal composition of mashups such
as [1]. It includes the uniform composition and integration
of distributed web resources. The latter are encapsulated
in uniformly described components spanning all application
layers including the user interface.

End User Development (EUD) aims at supporting the
construction of individual applications addressing situational
user needs. To this end, mashups are in principle a promising
approach due to the reuse of building blocks and lower
development efforts. We address domain experts, not ne-
cessarily with programming or technical knowledge, as end
users. For those, early mashup platforms, e. g., Yahoo! Pipes,
are unsuitable since they usually require an understanding
of underlying technologies or programming skills. Further-
more, given the increasing amount of web resources and
services, finding the right components or compositions is
a challenging task, especially if there are only technical
interface descriptions like WSDL. To overcome this and to

foster EUD, recommendations for meaningful composition
steps are of increasing importance [2], and gain momentum
in the mashups domain as well. Our approach of universal
composition by the given target group of end users at the
application’s runtime leads to several challenges:

C1 Besides the classic cold start problem, taking context-
sensitivity and QoS into account is a main challenge in
the domain of web services [3]. Given universal com-
position, this is of particular importance since we apply
binding and instantiation of components in the runtime
environment and support different target platforms.
Compositions should also be restorable on different
platforms later on. In such a setting, the components’
suitability to the current context, especially device and
software capabilities, has to be guaranteed.

C2 Since mashups claim to fulfil long-tail user needs, not
only the “most popular” components and composition
steps should be considered.

C3 The reason for and origin of recommendations should
be presented to the end user [4]. Additionally, we argue
that recommending functionality based on composition
knowledge should be applied to hide technical details.

C4 The ad-hoc reconfiguration of the mashup at runtime
necessitates the actual integration of recommended
composition parts and should be highly automated. In
addition, interface heterogeneity of semantically com-
patible components should be resolved automatically.

We propose a novel hybrid recommendation approach
presenting suitable advice for composition steps to the end
user. Therefore, we leverage composition knowledge in
terms of patterns, either mined statically from existing ap-
plications or dynamically based on the lightweight semantic
component annotations. By reasoning on composition pat-
terns’ functionality, determining semantic exchangeablity of
components and integrating patterns in running applications,
we aim to overcome the limitations of prevalent solutions.

The remaining paper is structured as follows. Related
approaches for recommending components or composition
knowledge and the conceptual foundation of our work are
briefly discussed in Section II. Next, our hybrid recom-
mendation approach is presented in Section III. Section IV,
finally, summarizes the vision and outlines work in progress.
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II. RELATED WORK AND FOUNDATION

In the following, we discuss related approaches and define
our conceptual basis in more detail.

A. Related Work

In general, recommender systems can be classified as
collaborative filtering, content-based, and hybrid [5]. While
collaborative filtering approaches utilize preferences of users
similar to the active user, content-based ones recommend
items similar to the active user’s preferences.

There are a number of approaches using semantic sim-
ilarity of component interfaces, e. g., [6]. Such matching
approaches work well for the determination of alternative
and possible follow-up components including their coupling.
Additionally, rather “uncommon” solutions are recommend-
able and cold start can be avoided. On the other hand, se-
mantic component descriptors are required, which have to be
sufficiently expressive and, thus, complex to calculate whole
compositions. However, the proposals mentioned above do
not consider context information, collective knowledge, and
the integration of recommendations.

Other approaches build up on previously defined composi-
tions of other similar users. [7] utilizes collective knowledge
by reuse of mashlets and glue patterns to suggest missing
components and connections. [8] extends this approach by
ranking compositions with regard to multiple QoS and con-
text criteria. Based on semantic component descriptors, se-
mantic matching and AI planning, MashupAdvisor calculates
compositions probably fitting user goals (desired outputs of
the mashup) [9]. Thereby, the statistical (co-)occurrence of
input and output concepts are derived from existing com-
positions. In wisdom-aware computing [10], composition
knowledge is provided as advices associated with patterns
comprising the actual knowledge; triggers state the condition
under which the advices are offered. The proposal relies on
implicit semantics gathered by different mining techniques
and statistical data analysis on existing compositions. This
work covers the integration of recommendations in mashups.
These approaches suffer from cold start, prefer popular
solutions, and lack awareness of device or user context.

Other work focusses on the derivation of composition
recommendations, which can, for instance, be achieved by
mining frequent web service sequences [11] or matching the
composition context (a composition fragment of connected
services around a certain service) [12]. However, they suffer
from cold start and context-aware substitution of services or
their integration with the mashup are not addressed.

Hybrid recommender systems for web services are pro-
posed in [13] and [3]. Although they overcome cold starts,
both recommend single web services only and dynamic
service integration is not considered.

In summary, none of the solutions fulfils the requirements
identified in Section I. The next sections present the prere-
quisites and the overall concepts of our envisioned approach.

B. Universal Composition in CRUISe

Universal composition is in our case provided by CRUISe,
which allows for platform and technology independent
composition of arbitrary web resources and services [1].
Components encapsulating these resources are uniformly de-
scribed using the Semantic Mashup Component Description
Language (SMCDL) [14]. SMCDL covers non-functional
properties and the public component interface including
functional and data semantics of operations, events, and
properties by means of ontology concepts. A declarative
composition model describes the mashup application includ-
ing the components, their state, event-based communication,
and layout [1]. Templates as part of composition models
allow for the context-aware selection of semantically com-
patible components suitable for the target runtime environ-
ment and user preferences. To this end, templates are equally
characterized by a component interface, but additionally
include non-functional requirements for ranking candidates.

III. RECOMMENDATION APPROACH

In this section, we outline our novel concept for an
EUD mashup platform utilizing hybrid recommendation. We
extend the basic concepts of related proposals in several
directions due to the challenges (C1–C4) sketched above.

The overall approach is shown in Figure 1 and has
similarities to an adaptation loop, which, separated from the
application, includes continuous monitoring of the context
and the application, analyzing (i. e., evaluation of trigger
conditions and calculating recommendations in terms of
patterns), planing (i. e., deriving an action specification),
and adapting the application by executing the plan (i. e.,
realization of the action specification). Details on the main
steps and concepts are provided next.

ASHUP PPLICATION

DAPTATION UBSYSTEM

UNTIME NVIRONMENT

Composition 
Models

Context Monitor

ATTERN
NSTANCES

Action 
Specification

Adaptation Action

rigger

rigger

rigger

ILTER
ATCH

ENERALIZE
ANK
ATTERNS

User Feedback

SER ELECTION

RECOMMENDATION
MANAGER

Figure 1. Overview of the recommendation approach
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A. Triggering the Recommendation Process

We propose a unified trigger concept to cover the whole
composition process starting from an empty application
canvas to the interactive development at runtime. As an
extension of [10], we distinguish explicit and implicit trig-
gers. The former, colored blue in Figure 1, require the user’s
intention to ask for recommendations. The latter can be dis-
tinguished in reactive (colored green) and proactive (colored
orange) and are generated by the platform based on context
information. Reactive triggers respond to context changes,
while proactive ones require the platform to continuously
request and analyze additional information that might lead
to recommendations. The following list provides examples:

• The user enters a brief description of his / her current
task to be solved in a text field (explicit).

• Compared to compositions of similar users, a certain
component is not part of the mashup (proactive).

• An event fired by a map component is not yet connected
to any component (reactive).

• Entering a meeting room, a new service offered by a
digital whiteboard becomes available (reactive).

• The underlying web service of a component has been
unavailable for several requests (reactive).

Triggers model conditions setting them off, e. g., a user
action and an affected component in case of an explicit
trigger. Further, triggers are associated with a defined set
of pattern classes, which are outlined in the next section.

Implicit, reactive triggers continuously receive notification
of context changes. Those notifications are generated by
the runtime environment’s adaptation subsystem [15] that
monitors context, like the user’s position or device state. The
Recommendation Manager interprets trigger events to sug-
gest helpful composition fragments. As further data sources,
it has access to the current composition model, a repository
of composition models, and the user’s context model.

B. Modelling and Querying the Composition Knowledge

Composition knowledge is represented by patterns de-
scribing common composition fragments, e. g., components
and their connections. Pattern classes and pattern instances
can by distinguished. In addition to the pattern classes co-
occurence, coupling, configuration, and complex identified
by [10], we introduce occlusion, exchangeability, and layout.
While exchangeable components provide the same function-
ality, an occluding component offers additional functionality.
Layout represents a typical arrangement of components.

Besides a characteristic composition fragment described
by the composition model mentioned in Section II-B, each
pattern has a rating and an origin to create trust and enable
traceability. The origin describes whether the pattern was de-
tected by semantic reasoning or from collective knowledge.
A further attribute is the functionality, which can be derived
from the components’ semantic annotations. This allows

for a user-appropriate visualization of the recommendations
primarily showing what will happen and, secondarily, which
composition fragments will be involved.

Pattern instances are decoupled from their mode of detec-
tion. Annotation-based semantic reasoning on exchangeable
and connectible components takes place either statically or
upon request. This way, the cold start problem is avoided
and “niche requirements” can be met (C2). On the other
hand, statistical analysis and data mining of existing com-
positions, for example, as proposed by [13] and [3], allow for
utilization of (complex) collective composition knowledge.

Based on a trigger, a preselection of suitable patterns
utilizing the mapping from trigger to pattern classes is
conducted. Then, pattern instances are matched against the
current composition and the conditions modelled by a trig-
ger. To allow for context-sensitive recommendations (C1),
we abstract pattern instances using templates.

Example: A mashup contains the component “Calendar”,
which is, as identified from collective knowledge, frequently
connected with “Facebook Contacts” (coupling). The context
model states that the user has no Facebook account, but is
registered at Google+. A second component, “Google Con-
tactor”, is recognized as a semantic substitute for “Facebook
Contacts” in relation to the coupling with “Calendar”. There-
fore, the coupling with “Google Contactor” is recommended.

Those equivalence classes of exchangeable components
can be determined by semantic matching of component
interfaces [14]. This way, we are able to generalize pattern
instances by identifying the occurrence of abstract compo-
nent classes, represented by templates, instead of concrete
components. The selection of a concrete component for a
template utilizes context information and non-functional an-
notations. Thus, the suitability of components for satisfying
the user’s preferences and their compatibility with a certain
runtime platform and device are considered.

Collaborative filtering takes place to rank the patterns
with respect to their popularity, ratings and relevance for
the current user. Existing solutions can be leveraged for this
task, e. g., clustering of users as proposed by [3].

Finally, the declarative action specification is derived. It
represents the changes in the composition model and, thus,
states all necessary steps to integrate a particular pattern
instance with the current mashup.

C. Presenting and Integrating the Composition Knowledge

When visualizing suitable patterns for a trigger, the addi-
tional functionality provided to the user is emphasized (C3).

Example: The user requests the extension of the mashup
containing the “Calendar”. The functionality Invite persons
to your appointment is offered. After the user agrees, a se-
lection of appropriate pattern instances, containing amongst
others the coupling with “Google Contactor”, is shown.

One important requirement is the dynamic integration of
the recommended composition knowledge with the mashup
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under development (C4). For this purpose, the defined action
specification for the pattern instance selected by the user is
the main input and interpreted by the runtime environment.
Again, we utilize and extend the adaptation subsystem of the
runtime environment since it provides the necessary means
to realize adaptations at the component and the composition
layer, cf. Figure 1. Amongst others, declarative adaptation
actions for adding, exchanging, and reconfiguring compo-
nents, adapting the layout, as well as creating communi-
cation channels, and registering publishers and subscribers
are supported. This allows for a seamless integration of
our concepts with the underlying infrastructure. The correct
order of adaptation actions and their transaction-oriented
execution are guaranteed by the adaptation subsystem.

Example: The action specification for the coupling pat-
tern from the previous example comprises adding “Google
Contactor”, creating a communication channel between
“Calendar” and “Google Contactor”, and registering the
components as publisher or subscriber with this channel.

The user’s feedback on a pattern instance’s suitability is
collected, both explicitly by ratings and implicitly depending
on whether the pattern instance has been applied or not.

IV. CONCLUSION AND FUTURE WORK

In this paper, we have given a brief overview of our ap-
proach to recommend composition knowledge. The latter is
derived from existing compositions of similar users (collab-
orative filtering) or from semantic component descriptions
(content-based) and weaved it into running mashups. Based
on a unified notion of recommendation triggers and com-
position patterns as well as an adaptation-enabled runtime,
we provide continuous development support for end users
during the usage of a mashup application. To allow for
context-sensitive recommendations, patterns are generalized
by semantically reasoned exchangeability of components.

The envisioned concepts are still early work in progress
requiring further elaboration, e. g., detection mechanisms for
implicit triggers as well as aggregation and processing of
trigger events. We continuously work on prototypes within
the CRUISe architecture to study practicability and feasibil-
ity in different application domains. One of the next steps
is to incorporate and extend means for mediation resulting
from our previous work [14]. Further, a user study is planned
to evaluate the recommendation approach.
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Abstract—Researchers and graduate students spend a great
deal of time on searching and reading papers. However, they
may usually lack of experience on using proper keywords and
finding the relevant papers can be challenging. To keep track
on the newest activities of key authors and venues is important
as well. In addition, some researcher present publication list
on his/her home pages. To maintain the up-to-date information
of the publication list for the web pages (i.e., citation number)
is labor-intensive. In this paper, we incorporate our previous
work and construct a Web 2.0 platform, namely Digital
Library Connector (DLC). DLC provides services to facilitate
the tedious research processes. Researchers can easily search
relevant papers and subscribe other author’s academic activity.
Moreover, researchers can easily construct their Web 2.0 web
pages to present their profile, publication list, and recent
academic activity by using the service on DLC. The users show
highly satisfactory feedback on using DLC.

Keywords-Key Paper Searching; Key Author Recommendation;
Expertise Extraction; Web 2.0 Scholarly Platform;

I. INTRODUCTION

A serious literature survey of a new research topic for a
beginning graduate student is an essential work. However,
students may have limited experience on his/her research
topic, and usually spend much time on searching and reading
academic papers. This process, namely Research Cycle [21],
is described as follow: Using keywords to digital library,
Reading papers from the returned results, Focus on key
papers, Keeping track on important authors and venues,
and Focus on research society. One of the scenarios is
that a student submits a list of queries to scholarly search
engines to retrieve relevant papers. However, using proper
keywords can be challenging, especially for beginners who
are lack of experience and domain knowledge. To find
relevant papers from huge returned results is time-consuming
which may lead to much wasted effort to make determination
of importance of the papers. Furthermore, it is necessary to
keep track of the latest research, activities from the academic
society.

In addition, experienced scholars usually need to maintain
the self-owned publications for sharing the latest achieve-
ments and describing their research contributions. The most
common way is to make a home-page or use the template
provided by their institute. These web pages may usually

not provide academic information for audience, i.e., citation
number that partly represents the impact of the research
topic.

In this paper, we incorporate with our recent [1], [2],
[3], [4], [5] and some of previous work [6], [7], [8], [9],
[10], [11] to develop a platform for scholarly use, namely
Digital Library Connector (DLC), to facilitate the process
(research cycle). The DLC provides researchers services as
follows: (i) Key paper searching: searching the publishing
lecture about the target conceptual entity; (ii) Key author
recommendation: recommending the authors with the closely
relevance with the given topic; (iii) Expertise extraction:
extracting expertise by analyzing publications; (iv) Web 2.0
platform construction: providing services for researchers
sharing and maintaining the publication data, users subscribe
researchers and papers. The remainder of this paper is orga-
nized as follows. In Section 2, we review the state-of-the-
art research, related work, and our previous research results.
We first formulate a topic model for multiscale dynamics,
and describe its online inference procedures. In Section 3,
the platform Digital Library Connector is proposed, we
elaborate the system architecture and components. In Section
4, we demonstrate the effectiveness of the proposed method
by analyzing the dynamics of real document collections.
Finally, discussion and conclusion are presented.

II. RELATED WORK

To develop an academic platform to support the research
cycle requires to keep track on (1) Relevant papers retrieval.
Researchers need focus on not only the newest papers but
also the classic papers of a topic (2) Key authors and venues
localization; Key authors usually present advanced research
on famous conference/journals (3) A platform that provides
these services.

A. Key Paper Searching

Chen et al. [4] proposed a citation-network-based method-
ology, namely Citation Authority Diffusion (CAD), to
rapidly mine the limited key papers of a topic, and measure
the novelty on literature survey. A defined Authority Matrix
(AM ) is used to standardize duplication rate of authors and
to describe the authority relation between the citing and
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the cited papers. Based on AM , our CAD methodology
leverages the Belief Propagation to diffuse the authority
among the citation network. Therefore, CAD transforms
the citation network to a novelty paper list to researchers.
The experimental results show CAD can mine more novelty
papers by using real-world cases.

B. Key Author Localization

Wu et al. [3] presented an approach applying Web Mining
to recommend key authors of a topic. The authors designed
a measure, namely p-index, for the ranking of researchers.
Users can use academic keywords such as ”Data Mining”,
the service returned a list of ranked authors.

C. Expertise Extraction

Lu et al. [2] and Yang et al. [8] analyzed researcher’s
publication list and turned out their expertise. They both
adopt Wikipedia as ontology which contains many fashion
terms such as ”Cloud Computing” which has not yet been
recorded in current existing ontology (e.g., Wordnet).

D. Related Service and Platform

There have been numerous developments in references
management tools makes a great assistance in building
personal library. Zotero [33] covers thousands of sites that
senses content automatically to allow users have a personal
library. CiteULike [32] and Connotea [30] provide online
service for managing and discovering scholarly references as
well as personal library building. Several desktop softwares,
including Biblioscape, EndNote, Mendeley and BibDesk
with the similar abilities.

Hoang et al. [13] proposed a bowser extension and web
service called Scholarometer for academic impact analysis.
Also an alternative named Publish or Perish [34] that is a
software to retrieve and analyze citation information from
Google Scholar to present several academic statistics. Their
common characteristic is that the individuals of which they
utilize the academic citations from Google Scholar to present
a fast way to obtain the impact analysis in many aspects.
However, users without the rights to make modification to
these presented data such as remove the publications which
not belonging to self permanently.

Some systems such as Arnetminer [27] and Microsoft
Academic Search [26], are committed to provide extensive
search and mining services for scholarly communities and
network. Both of them make efforts in aggregating academic
data from multiple sources and automatically build profiles.
In addition, Odysci [28] pays attention to contribute a place
where can express opinions on articles. Moreover, Google
Scholar Citations [29] provides an easy way for researchers
to realize the citation number of the publications.

Based on the analysis of existing state-of-the-art work, it
appears that a sophisticated platform with services, such as
Key paper searching, Key author localization, is important.

In the next chapter, we propose a Web 2.0 platform, DLC,
which provides several essential services for the scholarly
use. There are several distinctions of DLCfirstly offers a
simply way to users to create their own citation repository;
DLC recommends key papers and impact scholars by ana-
lyzing user’s expertise. We also adopt crowdsourcing to take
responsibility to maintain the correctness of publications and
profiles as well as Wikipedia, all the registered users are
allowed to edit the publication records on the system.

III. DLC: DIGITAL LIBRARY CONNECTOR

In this section, we describe the main features of pro-
posed DLC platform, which is currently accessible at
http://dlc.iis.sinica.edu.tw. The framework of DLC is com-
posed of three conceptual modules: data integration, scholar
recommendation and expertise exploration. Figure 1 presents
the architecture of DLC. The back-end database is integrated
of existing online scholarly repositories which are Google
Scholar, DBLP, and user-provided data, such as, researcher’s
personal publication web page. Digital libraries such as
DBLP and CiteSeerX have provided web-services to provide
data and metadata, they dump the database into XML format
and is compliant with the Open Archives Initiative Protocol.
We aggregate attributes (i.e., metadata) from different data
sources for different uses. In the DLC interface, DLC offers
various information of author, expertise, publication list, co-
author, related venue, and citation number. To provide the
information, several components are designed to fulfill the
needs. We elaborate the main components “Data Collection”,
“Object Aggregation”, and “Object Recommendation” in the
subsections.
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Object 
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Figure 1. System Architecture

A. Data Collection

In order to improve the satisfactory coverage, DLC inte-
grates Google Scholar, DBLP, and Citeseer. The integrated
data are refined and integrated to provide further imple-
mentation and services, such as direct answer. We apply
the object schema presented by Nie et al. [19]. We also
employ entity-attribute-value data model to refer the real
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world entities and relationship among objects based on
connectivity. This part is considered the following aspects,
including publication data collection, object aggregation, and
maintenance scheme. These components and their usage are
described below.

This phase commences establishing publications for each
scholar by conducting an import task of DBLP XML
records, which is formatted and organized bibliographic
entries on major computer science venues and available
online [23]. DLC periodically synchronizes the data from the
original data sources, these data includes publication list and
citation number. So far we have construct a skeleton struc-
ture of our repositories. Each entity extends the metadata
(i.e., abstract, reference) from CiteSeerX [25] and Google
Scholar [24].

However, in our own observation, the coverage of pub-
lications among those scholarly repositories is not perfect.
Even though Google Scholar has satisfactory coverage of
disciplines and citation information, but name ambiguous
problem has not yet been solved. Furthermore, the abbrevi-
ation policy of publication in DBLP database causes parsing
problem. Previous studies [7], [17], [18] show that the
citation records are usually using almost the same sequence
of HTML tags and under one parent node. We use our
previous work for the extraction of citation records [7].
Furthermore, DLC provides function to import personal
publication list which is described by well-organized BibTEX
file.

The DLC also applied Citation Record Extractor
(CRE) [7] for users to provide their personal publication list
web page. CRE identifies candidate citation patterns within
pages in the DOM tree structure, and then filters out irrev-
erent patterns by using a length-distribution-based classifier.
Before returning to client, the BibPro [1] is responsible for
citation parsing process. It is a sequence-alignment based
citation parser designed to extract components of citations
in arbitrary formats.

IV. OBJECT AGGREGATION

A. Object Aggregation

The aggregation of attributes among those physical schol-
arly repositories has been performed by using the similarity
measure on title field of each citation string. DLC regards
well-known DBLP dataset as our authorized publication
material which contains more than 1.7 million publication
records and is easy to be stored with tabular format in a
DBMS. DLC employs Edit Distance to locate the corre-
sponding data which is under a given threshold and the year
value must be the same. Hence, DLC harvests abstract value
from CiteSeerX and citation number from Google Scholar
respectively. Note that the aggregation procedure requires
time DLC establishes multiple query strategies to achieve
the satisfactory coverage.

Table I
QUERY STRATEGIES FOR RETRIEVING THE CORRESPONDING

CANDIDATES FROM GOOGLE SCHOLAR

Strategy Query Composition Mode

Author author: <name> (with quotes) Online
Title allintitle: <title> (without quotes) Queue

B. Query Strategies

DLC regards Google Scholar as the metadata source
because the coverage of Google is satisfactory on scholarly
lecture. However, several constrains make it difficult to
access easily, such as the limited number of queries for a
single client and the lack of convenient application program-
ming accessing interface. In practice, DLC employs Web
proxy technology for cross-domain XMLHttpRequest calls
in JavaScript to access the external resources. To guarantee
a short response time and save the query number, we have
proposed the following query strategies as shown in Table I.

In this scheme, system will not raise the whole update
procedure for each client’s visit but update those authors who
have not yet been updated. According to the observation,
we find that the most fluctuations of citation number are
centralized in top-k cited papers. Therefore, for a specific
author without updating over our defined threshold, the
author strategy will be triggered immediately for obtaining
the approximately citation number. The number of queries
range between 1 and 10 according to the name alphabet
order. The similar results with [14] show the authors with
unusual names have effective and precise return results.
However, those who have the overlap part of names are
insufficient for corresponding records and are accompanying
with the ambiguous problem. Consequently, totally matched
is not guaranteed that merely by using name strategy.

The remaining unmatched publications will be delivered
to the title queue for next query. The title strategy just
take the whole title without quotes as keyword send to the
search engine. Each query will perform the Edit Distance
measurement to the title of the first returned snippet. In the
end, we mark these data to remind the clients to check if
any typo exists.

V. OBJECT RECOMMENDATION

A. Key Paper Recommendation

For a graduate student, to survey and study papers is
important. To realize a details of a topic, it is required to
read classic papers and recent presented papers. However,
the students may not have experience on knowing which the
important papers are? So, one of the component of Object
Recommendation is key paper survey which returns a list of
classic and new papers for a specific domain [4].

Searching and identifying the key papers can be regarded
as a recursive process. Users usually run the process for
couple times so that they can have part of important papers.
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They usually use some possible keywords, review the re-
turned results, modify the keywords, and use a new query
in each iteration. As long as one most relevant paper has
been focused. Paper-to-paper can be applied to obtain a key
paper by using the perspective on link to focus on more key
papers. Briefly reviewing a paper can obtain information,
including the authors, keywords, and references. We obtain
a series of papers of a research topic from the same authors.
The information of a paper contains categories and subject
description, general terms, keywords, references and context,
these information can be processed for the future search.
Moreover, cross validating the references from these candi-
date papers can discover other interesting topic and related
technologies. The process usually repeats several time so
that user can focus on the research topic.

However, scholarly search engines have developed their
ranking mechanisms by processing the user-input. The most
common way is to use keyword matching method and to cal-
culate the citation number. Based on the results from search
engine, user mostly focuses on the top-k highly cited papers
as their survey materials. This ranking algorithm brings the
challenge of how to skip the well-known papers which we
have already learned, to identify the novel papers becomes
necessary. Generally, the novel papers are usually lack of
enough exposure opportunities [4], which means that they
usually receive few citations. Our previous work Citation
Authority Diffusion (CAD in short)is deployed [4], CAD
is a citation-network-based method to discover potential
co-relations to reveal the critical papers. Hence, this unit
recommends classic papers and avoids cold start problem.

The whole procedure is triggered by a target research
paper tr which was provided by the user. The informa-
tion collection module then analyzes the title, abstract,
and keywords of the input paper, and generates the key
phrases. The key phrases are extracted by using part-of-
speech tagging, linguistic filtering, and C-value [15] method.
The key phrases are regarded as the input for the scholarly
search engine in order to collect the related survey materials
sm. In order to retrieve the potential papers and to construct
the citation network of sm, the authority propagator and
believe propagation method are applied. The most relevant
bibliographies could easily be estimated by using the fol-
lowing Equation (1).

rel(s, d) =
InDeg(s | d)
InDeg(d)

(1)

where d ∈ sm, current paper of survey material, s is one of
the siblings (i.e., references) belongs to d. InDeg(d) repre-
sents the amount of citation number of d, and InDeg(s | d)
means the paper s is cited by d’s citer. Moreover, the
harmonic mean is calculated and is regarded as the threshold
to filter the irrelevant candidates, the detailed equation is

described as follows,

f(d) =
|sib(d)|∑

s∈sib(d) rel(s, d)
−1

(2)

where sib(d) is the reference set of d, and |sib(d)| is the
size of sib(d). Only the rel(s, d) greater than the threshold
will be added into the citation network. The main idea is
that the more common references they shared, the higher
correlation they gained. Citation network is regarded as
the input of the authority propagator to identify the key
publication list. We leverage the belief propagation [16]
with our potential function named authority matrix. The
belief propagation focuses on initial weight setting and state
transition to diffuse the authority as the belief. The belief
propagation is based on the Equation (3) and Equation (4)
used to infer the probabilities about maximum likelihood
state from each paper in citation network.

mij =
∑

σ′
Ψ(σ′, σ)

∏

n∈N(i)\j
mni(σ

′) (3)

bi(σ) = k
∏

j∈N(i)

mji(σ) (4)

In the above formulas, mij is the message vector sent by
the paper i to j and N(i) is the set of papers citing i, and k
is a normalization constant. An authority matrix Ψ(σ ′, σ) is
exploited on prior state assignment for each citation pair to
standardize author duplication rate in citation network from
0 to 1. Generally, a paper holds higher authority if it is
cited by another paper who is also having high authority. So,
authority propagator regards Ψ(σ ′, σ) as a diffusion factor
and dynamically updates the authority for each pair. Finally,
a converged network with certain authority is expected, i.e.,
the key paper list in novelty aspect.

B. Expertise Extraction

Locating a specific researcher’s expertise is always an
important and essential task among scholar repositories. This
information may facilitate people search which addressed on
similar research domains. The expertise extraction procedure
composed of two stages, including key term extraction and
Wikipedia ontology inference. We incorporate our previous
results [2] and [8] to extract researcher’s expertise by
analyzing their publication list.

VI. CROWDSOURCING

In order to guarantee a satisfactory coverage and to collect
more author-publication records, DLC uses crowdsourcing
mechanism to let registered users to edit. As long as more
users join the editing task, the less typos and omissions can
be avoided. Registered users are allowed to upload their own
publications, we also allow their co-authors and registered
users to edit the records. This mechanism is as same as
in Wikipedia. Therefore, part of meta-data management in
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our proposal framework is delegated to the public. Some
unique social identifier such as OpenID, Facebook ID are
recognized to apply for the ownership of a specific or
an interested scholar in system to entitle an applicant the
right to maintain the records, including author’s profile and
publication list. We express more details in publication
maintenances in the following.

We propose an additional verification bit mechanism in
each articles whether they be created by crawlers in advance
or those be established recently by volunteers. Those users
with authorities for management can perform the lock and
unlock operation to the verification bit. A unlocked publica-
tion means that every registered user is allowed to modify.
As long as a publication list has been verified, the authorized
user can lock this citation to avoid the destruction with evil
intension. This manner makes it easier on the management
task to have the information with the interested publications,
statistics of contributors and the number of the uncertified
records.

VII. CONCLUSION

In this paper, we incorporate our previous work and de-
velop a Web 2.0 platform, namely Digital Library Connector
(DLC). DLC provides services to facilitate the tedious re-
search processes. Researchers can easily search key papers,
key authors and subscribe key author’s academic activity.
Moreover, researchers can easily construct their Web 2.0
web pages to present their profile, publication list ,and recent
academic activity by using the service on DLC. The users
show their high satisfactory on using DLC.
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Abstract—Interoperability has become a key factor in mod-
ern automation systems. In this context, the OPC (Open Pro-
ductivity and Connectivity) standards are most prominent. The
OPC Unified Architecture (UA) provides platform independent
industrial communication using Web-based technologies. It
also includes a meta-model guaranteeing interoperability not
only at the protocol level but also regarding the semantics
of exchanged data. The resulting increased complexity of
its specification is an entry barrier for small and medium
enterprises. It is challenging to decide which parts of OPC UA
a specific company needs to implement. This paper proposes a
mechanism for determining the most relevant OPC UA profiles
in a specific application domain.

Keywords-Automation; OPC UA; Profiles; Decision support;
Survey; Software tool.

I. INTRODUCTION

In the last 10 years, industrial communication has become
a key technology in modern industry. A continually growing
number of manufacturing companies desire, even require,
totally integrated systems. This integration should cover
electronic automation devices such as Programmable Logic
Controllers (PLCs) and microcontrollers as well as Human
Machine Interfaces (HMI) and supervision, trending, and
alarm software applications, e.g., Supervisory Control and
Data Acquisition (SCADA) and Manufacturing Execution
Systems (MES). Industrial communication encompasses the
whole range from field management to process management
and Enterprise Resource Planning (ERP) applications (busi-
ness management).

Likewise, the past decade has seen a push towards the
integration of building services and building management.
Total integration in this field should not only encompass
Direct Digital Control (DDC) and SCADA/Building Man-
agement Systems (BMS), but also Computer Aided Facility
Management (CAFM) applications and HMI ranging from
dedicated panels to Web-pads and visitor guidance systems.

The OPC Foundation started in the nineties to promote
cross-vendor interoperability for automation projects. Ini-
tially, the OPC specifications focused on the Microsoft’s
proprietary DCOM communication technology. The more
recent standard family, OPC Unified Architecture (UA),
is designed to be more generic, abstract, technology in-
dependent and platform agnostic [1], [2]. However, the

resulting increased complexity of OPC UA is an entry
barrier for Small and Medium Enterprises (SMEs) that
integrate automation systems or provide UA software. The
scalability of OPC UA enables interoperability in various
fields of application, but it is challenging for SMEs to decide
which parts of OPC UA they should implement. The typical
activities of SMEs target a specific market niche. In contrast,
OPC UA has an almost unlimited field of application. This
research project wants to facilitate the process of identifying
subsets of the enhanced OPC UA standard for specific
targets. Currently, the choice of UA profiles is pragmatically
made according to the implementor’s knowledge of the
OPC UA specifications and the perceived requirements of
the application. New concepts of OPC UA, for example
information modeling, redundancy or events tend to be
skipped due to a lack of awareness of these profiles. Its
ultimate goal is a software tool that converts a company’s
needs to a list of recommended OPC UA profiles, ordered
according to the benefits for their business.

This paper gives a short overview on OPC UA and
its profiles, then focuses on two major issues concerning
OPC UA. First, stakeholders claim that there is a lack
of documentation. Second, the generic, abstract concepts
of OPC UA result in complex specifications. To discover
the most popular environments and technologies and relate
the abstract specifications to applications, we performed a
worldwide survey. The results of this survey are discussed.
In addition, a strategy and tool to improve the choice of
profiles are introduced.

The research presented was accomplished within the
project “Web-based Communication in Automation” (We-
bCom), a Consortium Type Project within the EraSME
funding program uniting representatives of Research and
Technology Organizations and several local SMEs (vendors,
system integrators, system developers, consultants). To pro-
vide first hand knowledge and expertise on the upcoming
OPC UA specifications, the OPC Foundation also agreed to
actively support the project and thus serves as an additional
partner.
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Figure 1. OPC UA transport (Source: OPC Foundation)

II. OPC UNIFIED ARCHITECTURE AND PROFILES

Web-based technology is the key to taking interoperability
to a new level. Web Services (WS) are totally platform inde-
pendent – they can be implemented using any programming
language and run on any hardware platform or operating
system. Easier than ever before, components can flexibly be
arranged into applications, collaborating over the Internet as
well as corporate Intranets.

OPC UA is considered one of the most promising in-
carnations of WS technology for automation [3], [4], [5].
From the very beginning, OPC UA was intended as an
interface between systems, aggregating and propagating data
through different application domains. Its design, thus, takes
into account that the field of application for industrial com-
munication differs from regular IT communication: embed-
ded automation devices such as PLCs, Distributed Control
Systems (DCSs) or DDCs provide another environment for
Web-based communication than standard PCs.

The fundamental components of OPC UA are various
transport mechanisms and unified data modeling. The trans-
port mechanisms tackle platform independent communica-
tion while still allowing optimization with regard to the
involved systems. While communication between industrial
controllers or embedded systems may require high speed,
business management applications may need high data vol-
ume and firewall friendly transport. As a consequence, two
data encoding schemes are defined, named OPC UA Binary
and OPC UA XML. Different compromises are possible
to find a good balance between security and performance,
depending on the application (Figure 1).

Data modeling defines the rules and basic building blocks
necessary to expose an information model with OPC UA.
Rather than supporting data communication, it facilitates the
conversion of data to information. Rather than introducing
unnecessary new formalisms, the OPC Foundation encour-
ages definitions of complex data based on related industrial
standards. Examples are FDI (Field Device Integration),
EDDL (Electronic Device Description Language [6]), IEC
61131-3 (PLC programming languages [7]) and ISA 88
(batch control [8], [9]). Basically, an OPC UA informa-

tion model is made up of nodes and references between
nodes. Nodes can contain both online data (instances) and
meta data (classes). OPC UA clients can browse through
the nodes of an OPC UA server via the references, and
gather semantic information about the underlying industrial
standards. For clients, it is very convenient to program
against these complex data types. They also bring a potential
of code re-use. Note that the OPC Foundation provides
dedicated OPC UA information models to structure the
legacy OPC specifications (Figure 2). These information
models facilitate the migration of legacy OPC interfaces to
OPC UA interfaces [10].

OPC UA is designed in a way that individual imple-
mentations do not need to support all features, but can be
downscaled to a limited scope if desired. At the same time,
advanced products which allow a high degree of freedom
will require the support of more sophisticated features. A
service based OPC UA implementation can be tailored to
be just as complex as needed for the underlying application.

Hence, what is needed is a way to describe (and test)
which features are supported by an OPC UA compliant
product. This is where the OPC UA terms ConformanceUnit
and Profile come into play [11]. A specific set of features
(e.g., a set of services or a part of an information model) that
can be tested as a single entity is referred to as a Confor-
manceUnit. An example of a ConformanceUnit is the Call
service. This service is used to call a method on an OPC UA
server. ConformanceUnits are further combined into Profiles.
An application (client or server) shall implement all of the
ConformanceUnits in a Profile to be compliant with it. Some
Profiles may contain optional ConformanceUnits which in
turn may exist in more than one Profile (Figure 3). The
term facet is used to refer to Profiles which are expected to
be part of another larger Profile or which concern a specific
part of OPC UA. Software certificates contain information
about the supported Profiles. OPC UA Clients and Servers
can exchange these certificates via services [12].

Up to now, more than 60 OPC UA Profiles have been
released [13]. However, it is expected that the list will be
extended over time – even by other organizations than the

Figure 2. OPC UA Information Modeling (Source: OPC Foundation)
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OPC Foundation. At this moment, OPC Foundation working
groups are working on new, upcoming profiles.

III. SURVEY

We assume that complaints about OPC UA not being
documented well and excessively complex originate mainly
from the conflict between the wide range of features and
possibilities of the standard on one hand and the strongly
focused, niche-oriented business needs of SMEs on the other.
Therefore, our goal was to identify which specific sets of
profiles add the most value for SMEs. We anticipated that
OPC UA implementations for SMEs could be significantly
facilitated if the documentation to be provided could be
narrowed according to their particular field of application.
Consequently, our intent was to determine recommended
sets of OPC UA profiles according to the industry sector
a business is active in.

This approach follows the assumption that each industry
sector requires specific automation applications, resulting in
a typical set of automation technologies being used and,
likewise, having typical requirements on data communica-
tion within and between these technologies. Knowing which
OPC UA profile (or combination thereof) is designed to fulfil
given communication requirements, it should in this case
be possible to recommend a set of profiles based on the
industry sector. For example, the redundancy profiles can
be recommended for sectors like chemical industry, where
high availability is important. Traceability is important for
the pharmaceutical sector so the Auditing profiles will be
included in the recommended profiles list.

We designed a survey to validate this assumption. The
survey did not assume any detailed knowledge of OPC UA
profiles on the part of the respondents, but focused on gener-
alized questions regarding communication requirements that
would allow drawing conclusions about required profiles.
To make sure that these questions reflect the capabilities
of the available OPC UA profiles well, we consulted one
of the lead authors of the Profiles part of the OPC UA
specifications for expert advice. To address a representative
number and kind of stakeholders, the survey was distributed
to OPC Foundation members as well as companies that

Figure 3. OPC UA Profiles and ConformanceUnits

Table I
INDUSTRY SECTORS MOST RELEVANT TO RESPONDENTS

Oil & Gas Production 18%
Oil & Gas Distribution 15%
Chemical 18%
Food & Beverage 16%
Power Distribution 16%
Power Generation 20%
Building Automation 19%
Automotive Industry 16%
Industrial Automation 38%
Process Automation 30%
IT 19%

Table II
TECHNOLOGIES IN USE BY RESPONDENTS

ERP MES SCADA PLC PAC DCS TFM BMS DDC
30% 24% 66% 72% 29% 43% 9% 18% 13%

figure on the Foundation’s regular mailing list and several
other industry specific mailing lists containing a wide variety
of respondents in addition.

About 25,000 questionnaires were sent out, and a total of
719 responses were collected. The geographical distribution
of all respondents is shown in Figure 4. It largely matches
the geographical distribution of the OPC Foundation mem-
bers. The most important industrial sectors of respondents
(15% or more of responses) are listed in Table I. Multiple
answers to this question were allowed. We observed that
a significant number (10–15%) of respondents is active in
up to 8 different industrial sectors, and still 5–10% are
represented in up to 5 areas.

From the results, some conclusions can be drawn as to
which parts of the standard are currently of greatest interest
and therefore should receive particular attention in general.
In particular, we see PLC and SCADA dominating the
list of automation technologies in use by the respondents
(Table II; PAC = Programmable Automation Controller,
TFM = Technical Facility Management). Also, quite general
management tasks such as alarm, event and user logging
received high importance rankings among respondents.

Figure 4. OPC Foundation members and respondents by region
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Thus, while there is apparently the need for support of
a wide range of different systems, initial implementation
effort can be significantly reduced by focusing on these tech-
nologies. Considering that many applications follow a very
basic pattern, many implementers will only need to provide
the so called Core Server facet profile, in combination with
one Transport facet. So an implementation with the same
functionality as available with the former DCOM OPC DA,
but in a platform independent way. To further reduce the
programming effort, wrappers and proxies are available [10].

We found some key trends and assumptions behind the
OPC UA technology that can be confirmed by the survey
results. For example, 432 interviewees stated to be manu-
facturer of systems or products that use a communication
network. 59% use a field device network, and 37% use the
control network in a shared network set-up with the standard
computer network. This illustrates the high importance of
industrial data communications in general as well as the
drive towards combined communication networks and totally
integrated systems.

As far as the speed of communication is concerned,
communication within less than one second is required by
the majority (165/355) of PLC/PAC/DCS users. Also, the
time frame for delivering data in the control network is
typically short (15% say less than 1 ms; 55% say less
than one second). However, a substantial percentage of
PLC/PAC/DCS users (81/355) are satisfied with a delivery
of data/messages within less than one minute.

This shows that on one hand, demand for fast and efficient
transport as provided by UA Binary transport is significant.
On the other hand, a large market segment exists where
speed does not matter as much as other qualities of service.
Also, lower speed may well be acceptable if compensated
by other desirable properties such as firewall friendly com-
munication, which would for example be a key property of
the SOAP-HTTP WS-SC XML transport facet.

There is also a strong demand for security and robustness.
The top three security related issues among respondents
are authentication, restricted access and confidentiality of
transferred data; for availability, utilizing redundant servers
is seen as more relevant than deploying redundant clients.

Regarding operating systems and programming languages
in use by the respondents, a technology shift begins to
show. Though Windows is still the leading operating system
being deployed, a trend towards Linux can be observed.
Relevant programming languages are, in decreasing order of
importance, C/C++, C#.NET, VB.NET, and Java. The rise of
.NET indicates that DCOM is becoming a legacy technology.
The use of C#.NET and C/C++ is significantly higher than
the other languages (p < 0.001). Differences concerning
the use of the programming languages in different regions
are not significant (at a p-value of 0.05), which leads us to
conclude that the technology shift is happening worldwide.

To confirm the suspected dependencies between indus-
try sectors, automation technologies and communication
requirements, we applied logistic regression analysis [14] to
the survey results. In such an analysis, the estimates of the
weight of variables with regards to a specific use provides
an idea of the relevance of these variables.

We found the use of MES to be very high in the
food and beverage industry. PLC systems are being used
nearly everywhere except in power distribution and IT (with
negative estimates of -0.54 and -0.89, respectively). The
use of DCS systems is also very diverse, except in the
automotive industry, which instead shows a significant use
of PAC (at an estimate of 0.70). SCADA is present in
power generation, industrial automation, food/beverage and
oil production, with a negative estimate for the IT sector (-
0.64). Overall, PLC and SCADA are quite correlated (0.55).

Again, using logistic regression analysis, we found differ-
ences of preferences of programming languages with regard
to the type of automation technology in use. The majority
of Java users can be found among ERP, MES, SCADA and
TFM users (as confirmed by the Hosmer and Lemeshow
Goodness-of-Fit test). The majority of C#.NET users work,
in decreasing order, with MES, SCADA and ERP systems.
The majority of C users focus on SCADA, DDC and BMS
systems. The diversity of VB users is the biggest, they
work with PLC, SCADA, MES, DCS and ERP systems.
The selection of these technologies is based on the analysis
of maximum likelihood estimates of a simplified model with
an entry cutoff value of 0.15 and a stay cutoff value of 0.15.

Concerning the most common security issues, we found
a good fitting logistic regression model showing that ERP
users value rogue system detection, auditability of actions,
confidentiality of proprietary data and network intrusion
avoidance. PLC users have different priorities, with a focus
on auditability of actions, availability of systems, restricted
external access to proprietary data and network intrusion
avoidance. PAC users place a similar (but lower) priority
on network intrusion avoidance, availability of systems and
restricted external access. MES users assign high importance
to preventing the alteration of proprietary data, auditability
of actions, network intrusion detection and authentication of
users.

The users who need a very short time frame (less than
1 ms) for delivering data/messages via the control network
are mostly MES and PLC users. Those who need the fastest
message exchange via the computer network (less than one
second) are mostly PLC, MES and SCADA users.

We however did not find a straightforward correlation
between industry sectors, target technologies and commu-
nication requirements that could have been translated into a
simple, static set of profile recommendations. We therefore
chose to design an agile decision support tool.
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IV. ROLE-BASED OPTIMIZATION STRATEGY AND TOOL

The logistic regression analysis of the survey results
showed that a large number of parameters would be nec-
essary to determine a recommended profile. This makes
the regression models too complicated for practical use.
In fact, it implies that the correlation between a “typical
implementor” (as defined by a naive classification according
to target industry sector or automation technology) and any
set of recommended profiles is low. It is therefore infeasible
to stick to one single set of questions to deal with all
stakeholders’ needs. Arriving at this conclusion, we opted
for another approach: an online tool to dynamically produce
recommended sets of profiles on an individual, user-by-
user basis. The tool is based on the generalized questions
regarding communication requirements which reflect the
capabilities of the various OPC UA profiles that were created
for the survey. It is designed to easily accept new or updated
questions to reflect newly released profiles. This agility is an
additional advantage, as the definition of OPC UA profiles
by the OPC Foundation working groups is an ongoing
process.

Considering our initial goal of identifying which specific
sets of profiles would add the most value for a SME, we
wanted to have the tool take into consideration the economic
dimension in addition to the technical one. Each vendor
has its own target market, with a diverse set of customers
and specific fields of application. While many profiles might
make sense from a technical point of view (and thus may
well all be requested by customers), implementing some
profiles will provide more commercial benefits than imple-
menting others. Vendors must meet the challenge to find
the balance between satisfying customer requirements and
return on investment for implementing these profiles.

To best support this decision, our tool should therefore as-
sign a priority to each recommended profile. Also, it should
be capable of linking an estimate of commercial benefits
based on development time and budget to this prioritized list
of recommended profiles. With this information, end-users
of the tool can more accurately envision the development
planning of a product even without detailed knowledge
of OPC UA technologies, as this knowledge is embedded
in the tool. Thus, for getting the most relevant results
the implementation of the decision support tool takes into
account normative constraints (i.e., it shall produce output
that is consistent with the OPC UA specifications), budget
constraints and maximum commercial benefit (Figure 5).

The decision support tool takes its input from three
sources, each representing a particular competence or role.
These inputs provide the functional parameters for the
decision support tool. When the experts have entered these
parameters, the end-user who typically has little knowledge
of OPC UA profiles, can use the tool to help determine

the list of recommended profiles for their company and
application.

The first role is that of an OPC UA expert who is
determining the normative constraints. The main task of
the UA expert is to input a set of survey questions and
possible answers. Each answer is then linked to one or
more profiles. Using these relations a profile is produced
according to the answer given by a respondent to the
respective question. Besides, what we call static normative
constraints have been hardcoded into the software. Some
examples of these static normative constraints are that no
product can be built with only one profile and that an
application must at least support one of the core facets,
one security facet and one transport facet. Another example
of a static normative constraint relates to nested profiles:
the basic profile must be implemented before an enhanced
profile can be implemented (e.g., Core Server can only be
implemented when SecurityPolicy - None has already been
implemented).

The second role is that of a software architect who
provides input regarding the development time required for
implementing a specific profile. The software architect must
have detailed knowledge of OPC UA profiles to do this. The
development time is put into the tool once per profile. The
end-user has to provide some additional parameters like the
cost of programming labour in their company, the preferred
programming language and an indication of the complexity
of the application behind the OPC UA interface to get the
total cost of implementation of a specific profile.

Third, the role of technical-commercial manager (sales /
business) is to estimate the commercial benefit of imple-
menting a specific profile. This commercial benefit can
be estimated and used as a parameter to manage the de-
velopment priority. Some of the commercial benefits can
be estimated by the results of our technology survey. As
mentioned, it should be noted that typically the technical-
commercial role does not have enough OPC UA knowledge
to estimate the benefit of a profile directly, which means that
they especially profit from decision support as described in
this section.

A survey is restricted to a static, limited set of questions
and can never anticipate all upcoming changes and new
profiles. In contrast, the decision support software handles
every profile, cost and benefit as an abstract parameter. This

Figure 5. Role-based decision support
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allows dealing with diversity and upcoming changes dynam-
ically. New profile cost information and benefit parameters
can easily be added.

The online tool is based on CakePHP [15], an open source
web development framework. CakePHP follows the Model-
View-Controller (MVC) design pattern, which greatly fa-
cilitates the creation of database-driven applications such
as this. The decision support tool is agile because of the
relational database being designed in a way to enable the
straightforward addition of:

• New users with a specific role
• Newly released profiles, including their nesting rela-

tionship with existing profiles
• New questions and their answers, with an appropriate

link to a profile
• New programming languages
• Cost parameters

V. CONCLUSION AND OUTLOOK

Thanks to its technology-independence and scalability,
OPC UA has a high success potential provided that imple-
menters can reduce the overall complexity by focusing on
their specific field of application.

In comparison with the legacy (“classic”) OPC specifica-
tions, implementing OPC UA is in no way more complex
as long as implementers do not attempt to provide more
functionality than they need to. On the contrary, it can even
be expected that many OPC UA implementations require
less effort thanks to the increased development flexibility
offered. Formerly, a server implementation had to support
all mandatory interfaces, while OPC UA only requires the
Core Server facet and a transport facet.

As the conducted survey did not yield a conclusive set of
profiles associated with an application field, it was decided
that a more personalized result on a user-by-user basis could
be more valuable to implementers of OPC UA technology.
The agile role-based decision support tool for OPC UA
profiles has the goal to deliver a clear cut list of functionality
that these implementors need to develop for their products.
This will hopefully lead to faster adoption of the OPC UA
technology, despite it being generally perceived as involving
a very complex set of specifications.

Currently, the framework for the decision support tool is
being tested and a working group of OPC UA experts is
being assembled to synthesize the questions and answers.
By using the input of these experts, a prioritized list of
recommended profiles can be produced which is the main
feature of the tool and is already implemented. Calculating
the cost and commercial benefit is a complex matter and fur-
ther research will determine the feasibility of these features.
When the tool is released after beta testing it will be made
freely available to the public in cooperation with the OPC
Foundation.
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Abstract— Both scientific and industrial applications are 

becoming more and more complex and need important 

computing and storage resources to be executed in an accepted 

time. Workflows associated to service-oriented grids allow to 

users the specification and the management of their most 

demanding and interdependent applications. In this paper, we 

propose a user-friendly framework JASMIN based on a 

refinement of UML to specify workflow models and on BPEL 

to generate and compose web and grid services. 
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composition. 

I. INTRODUCTION  

Grids are able to aggregate a very big number of 
distributed and dispersed storage and computing nodes. They 
support huge databases and execute very demanding 
applications [1]. However, the most requiring applications in 
terms of storage and/or computing resources are, in the same 
time, composed of a set of sub-processes which are 
interdependent, share the same workspace and have to 
respect a particular execution scheme to achieve one same 
objective. Thus, new environments must be able not only to 
provide all needed resources but also specify, in an efficient 
way, the internal complexity of users’ applications. 

As service-oriented technology gains in popularity [2], it 
is normal that researchers try to design large scale solutions 
that incorporate web services. Current grids are mainly based 
on service-oriented architectures developed using grid 
service infrastructures enabling the invocation of services 
remotely across Internet [3]. The ability to define, deploy 
and invoke grid services remotely represents an important 
barrier for job submission and monitoring, staging, file 
transfer and data portal services [4]. Indeed, users are 
involved in many steps of the execution process of their 
respective applications. Also, in addition to fundamentals 
and tools of their exercising area, users are constrained to 
deal with formal languages and complex protocols requiring 
a very good master of grid technology, web and grid services 
composition and deployment. This can be noticed by 
observing the submission process in Globus Toolkit 
described in the programmer’s tutorial of Borja Sotomayor 
[5].  

We consider that it is increasingly necessary to reduce 
the complexity of the management of service-oriented grids. 
It is now necessary to associate user-oriented interfaces to 
large-scale and service-oriented systems in order to hide their 
complexity and make it easy to handle the services.  

The goal of our work is to make grids more efficient and 
more transparent to individual users by making easy 
interaction between them and the grid execution 
environment. In this paper, we propose an approach which 
links efficiency of service-oriented grids and conviviality of 
user-friendly composition tools like workflows [6]. We 
define a workflow and service-based framework JASMIN 
responsible for submitting and visualizing user applications 
to a grid system. JASMIN is UML-based for the workflow 
specifications and BPEL-based for the service composition. 

The remainder of the paper is organized as follows. 
Section II presents some related works and highlights the 
main contributions of our approach. Section III presents our 
framework, describes in details its architecture and the 
functionalities of its components. Section IV concludes the 
paper and outlines our future work. 

II. RELATED WORKS 

Workflow has emerged as a useful paradigm to describe, 
manage and share complex scientific analysis and business 
processes [7]. Workflows represent, declaratively, the 
components or codes that need to be executed in a complex 
application, as well as the data dependencies among those 
components [6]. Workflow systems address reproducibility 
by automatically managing the execution of the applications 
in distributed environments, and by assisting scientists to 
assemble the workflows and customize them to their 
particular data. Many researchers are interested, in their 
projects, to the field of grid computing and workflow [8]. 
These projects achieved to a variety of management systems 
for grid workflows, each dedicated to a particular application 
domain and based on concepts and specific models such as:  

 Askalon [9] is a grid application development and 
computing environment which provides services for 
composing, scheduling and executing scientific 
workflows in the grid. Grid workflow applications can be 
composed using a UML-based workflow composition 
with Teuta workflow environment [10] or using the 
XML-based Abstract Grid Workflow Language (AGWL) 
[11]. 

 Kepler [12] is one of the most popular workflow systems 
with advanced features for composing scientific 
applications. Kepler allows Drag-Drop creation and 
execution of workflows for distributed applications. 
Workflows are modelled in MoML (Modeling Markup 
Language) [13]. 
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 Taverna [14] is a collaboration between the European 
Bioinformatics Institute (EBI), IT Innovation and the 
Human Genome Mapping Project Resource Centre 
(HGMP). In Taverna, data models can be represented in 
XML based language called Simple Conceptual Unified 
Flow Language (SCUFL) [15].  

 Triana [16] is a workflow-based graphical problem 
solving environment for data mining applications 
developed at Cardiff University. Triana provides a visual 
programming interface with functionalities represented 
by units. 
Compared to these related works, our proposal has 

essentially 3 main characteristics. First, our framework’s 
architecture is not related to any specific application domain 
contrarily to others like Triana which is dedicated to 
distributed data mining on grids or Taverna and Kepler 
which are both oriented to bioinformatics. Second, many 
frameworks like Triana are based on self defined notations to 
compose their workflow models. These notations require a 
learning phase to be mastered and generate models which are 
difficult to verify and to validate since corresponding toolkits 
do not provide any verification tool. We avoided these two 
above disadvantages by using standard tools such as: UML 
for workflow specification and BPEL for service and 
workflow composition. We also were widely inspired by the 
Workflow Management Coalition (WfMC) [6]. Third, our 
framework is mainly user-oriented. Users interact with our 
framework through a friendly graphical interface not 
requiring any specific expertise on formal languages. This 
can significantly increase the number of grid users. 
Workflow and UML make our tool much easier to handle 
than other frameworks that use exclusively XML-based 
languages as Taverna. 

III. THE JASMIN FRAMEWORK 

We propose a grid workflow graphical framework 
composed of two major components. Each component is 
responsible for one or more specific task in the whole 
process of management of the distributed application. Our 
framework JASMIN is the user front-end of the distributed 
system. It interacts with other service-based and workflow 
enactment engines in order to accomplish the execution of 
users' applications. We aim to make grids more efficient and 
more transparent for different users by making easy 
interaction between the grid execution environment and the 
user. Figure 1 describes the architecture of JASMIN and 
presents its main interactions with the whole system. 

 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

Figure 1.  The architecture of JASMIN and its interactions 

 In order to gain in both efficiency and transparency, we 
separate between two main steps while composing and 
deploying processes: the generation of models and the 
generation of instances. Our framework is workflow-oriented 
in the first part and service-oriented in the second one. Our 
architecture is characterized by its capability to separate the 
specification of applications and their execution. This 
separation can help to: 

 Easy rewriting of repetitive processes. Multiple 

uses of abstract models for a given process are 

possible without having to redefine it whenever users 

want to submit the repetitive actions to the grid. Users 

do not specify conditions on the physical nodes of the 

grid. This introduces a  high degree of transparency. 

 Ease of communication with users. Users submit 

their applications in form of diagrams made through a 

graphical interface easy to handle. This will 

undoubtedly increase the number of users of grids. 

 Time saving. Users do not submit sequentially every 

unit of work separately but realize a global model 

corresponding to the whole process composed of a set 

of interdependent activities.  

 Following the evolution of the submitted 

applications. Thanks to the graphical interface of the 

Workflow Model Editor, both submission and 

visualization of the applications are possible. 

In the following, we describe the components of our 

architecture and their functionalities. 
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A. Workflow Definition: The Workflow Model Editor 

The Workflow Model Editor is based on UML activity 
diagrams. Several editors of UML diagrams exist such as 
ArgoUML [17]. Our main contribution over these editors is 
that we focused on both workflow and services. Workflow 
concepts allow us to see applications through the flow of 
performed actions. Each application is defined as a set of 
interdependent activities. The routing rules describe the 
interdependencies as a control flow of a workflow model and 
define a formal view of a coordinated set of activities to 
accomplish the same goal. Besides, our proposal takes into 
account both the physical constraints of the execution 
platform and the users’ skills. We consider that the execution 
environment is service-oriented and we suppose that users 
are not necessary expert and need to be assisted during the 
submission and the execution of their complex applications.  

 

1) The WfMC-UML Library 

 The Workflow Definition tools of JASMIN support the 

main routing rules defined by the Workflow Management 

Coalition (WfMC) such as [6]: the parallel routing, the 

sequential routing, the AND-split, the OR-split, the AND-

join, the OR-join and the iterative routing.  

Figure 2, Figure 3, Figure 4 and Figure 5 show the most 

recurrent WFMC routings and their corresponding models 

in UML activity diagrams. 

 

 

 

 

 

Figure 2.  The sequential routing 

 

 

 

 

Figure 3.  The parallel routing 

 

 

 

 

Figure 4.  The selective routing 

 

 

 

Figure 5.  The iterative routing 

2) The UML-Based GUI  
JASMIN interacts with users through the graphical 

interface of the Workflow Model Editor. Standard UML 
formalism does not cover service-oriented applications. We 
decided to refine UML activity diagrams in order to support 
two main characteristics of new complex applications which 
are service-oriented and represent scientific workflow 
processes [18].  

While composing new kind of applications, the 
importance of workflow concepts (rules, routes and roles) 
presented by the WfMC changes. In scientific workflows, 
rules expressing constraints and tasks’ characteristics are 
more important than they are in business workflows. 
Contrary to rules, roles almost lose sense within  new 
scientific processes since the complexity of applications is no 
more fixed by the human interactions  during the process as 
in business management but by the interdependencies and 
the requirements of the activities. In addition, activities of 
grid workflows are often related to stateful services. Users 
have to compose a workflow of grid services unlike common 
workflows of business processes where a workflow of web 
stateless services is composed [19]. Also, UML-based user 
interfaces provide, usually, information about activities like 
name, shared objects, routing rules, dependencies, etc. In 
order to specify grid workflow applications, our interface 
provides additional information like activity type, activity 
communication ports with other activities, etc. Figure 6 
shows the main window of the Workflow Model Editor. 

 

 
Figure 6.  The Workflow Model Editor 

 Beside the usual patterns, additional toolbars are 
provided in JASMIN (as shown in figure 6). These ones 
represent the main refinements that we made on the UML 
notations.  While refining UML, the most important 
challenge that faced us was: (i) to consider users’ skills and 
provide a convivial interface, and (ii) to consider the service 
composition language which is BPEL and try to automate the 
translation of UML models into BPEL documents.  

a) Users’ skills related refinements: The first type of 

refinements on UML activity diagrams are related to users’ 

skills. They are defined to ease the work of users and 

minimize their intervention while submitting and deploying 

their applications. We consider two different classes of users: 
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users who are familiar with workflow languages for process 

management (expert users) and those who have no expertise 

on UML and workflow (non-expert users). 
Expert users represent the class of users from scientific or 

business fields who already deal with workflow technology 
and UML formalism. For these users, only standard patterns 
of UML activity diagrams are requested with no additional 
patterns or specifications. A tool bar gives access to the main 
patterns to compose a workflow such as: activity, transition, 
condition edge, synchronization bar, begin and end nodes, 
etc. A user can drag any node and drop it to compose a 
workflow by matching these different patterns together. 

Non-expert users are those coming from different 
application areas and do not necessary have expertise about 
workflow and UML. However, they need important 
resources to execute their complex and demanding 
applications. For this kind of users, we propose a set of 
predefined prototypes and some dialog boxes to guide them 
while editing their UML model through JASMIN without 
forcing them to get a deep knowledge on UML. Users from 
this class are able to identify the different activities 
composing the whole process and their interdependencies. 
Users can use the predefined sub-workflows corresponding 
to different types of interdependencies to build their whole 
workflow. Since transparency is being our primary concern, 
we provide a set of "prototypes" corresponding to the most 
recurrent routings. These routings include, for example, 
sequential routing, parallel routing (Fork, Join) and selective 
routing (Switch), as shown in figure 7. 

 

 
Figure 7.  UML prototypes for non-expert users 

b) BPEL related refinements: The second type of 

refinements are related to BPEL notations. Once made, 

UML activity diagrams have to be managed by service 

tools. This is possible by enhancing UML notations such as 

activities, transitions and routing rules with some other 

patterns like activity properties including, for example, 

types, variables, port types and partner links. These new 

patterns are introduced in the UML models in order to make 

easy the generation of BPEL instances. 
Many BPEL patterns are generated automatically, for 
example, variables and port types in order to reduce users’ 
intervention.  However, users still have some informations to 

indicate like the activity type. While creating any activity, 
users have to select among a set of activities the type of the 
activity they wish to insert in the UML activity diagram (see 
Figure 8). The activity type can be invoke, reply, assign, etc. 

 

 
 

Figure 8.  BPEL activity types 

B. The Service Definition 

The workflow model editor helps to generate the UML 
models corresponding to a given process. However, even by 
refining UML diagrams, the execution of the workflow 
models is impossible, unless we translate these models into 
services.  Service composition tools are responsible for the 
extraction of the executable jobs of workflow instances in 
form of services from the initial graphical models. In other 
words, these tools generate from the UML activities flow a 
set services written in a formal language.  There are many 
workflow formal languages, but BPEL is the standard for 
describing the service composition. BPEL contains 
constraints for control flow and data manipulation as well as 
interaction activities which model the interaction with web 
services that implement tasks in a workflow [20]. 

1) The UML2BPEL Library 
This library is a set of programs able to generate BPEL 

tags corresponding to any UML notation in the workflow 
model. For a portability purpose, the BPEL generation from 
UML diagrams was divided into two steps.  

The first step consists on mapping UML diagrams into 
Java codes while the second one consists on mapping the 
obtained Java codes into BPEL documents. This 
intermediate java code corresponding to the behaviour of the 
sub-processes and their interdependencies may facilitate a 
future mapping of UML models into another formal 
language or creating BPEL documents from other 
semiformal notation when these ones are coded in java.  The 
second part of the mapping process is from Java code to 
BPEL document. Each class of the mapping program 
generates a BPEL activity. 

Thanks to the UML2BPEL library and the informations 
introduced by users while editing UML diagrams, BPEL 
documents corresponding to both the so-called basic 
activities and the complex activities are generated.  The basic 
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activities include, for example, invoke activity, receive 
activity and reply activity.  The complex activities represent 
a set of basic activities grouped by workflow routing rules 
such as the switch and the flow. 

 

2) The Workflow Instance Generator 
In BPEL notation, both activities and interdependencies 

are supported. Comparing to UML, more notions are present 
in a BPEL definition. As examples, we can mention partner 
links, port types, variables and activity types [20]. 

The Workflow Instance Generator is responsible for 
generating the BPEL documents corresponding to UML 
models, in coordination with the UML2BPEL library. When 
users define a new activity or introduce a new pattern related 
to any activity, the Workflow Instance Generator produces 
the corresponding code in BPEL. A BPEL document is filled 
gradually while editing UML diagrams. 

Each time a user starts editing a UML activity diagram, a 
new java file is created. This file is filled while the workflow 
model is created (when activities are inserted in the diagram 
or their interdependencies are defined). At the end of the 
modelling step a Java code corresponding to the whole 
process is obtained. This mapping from UML to java is 
invisible to the user. 

Beside the generation of BPEL patterns related to basic 
activities, we also made the generation of BPEL routings 
automatic.  At this level, we proceeded as we did in the 
generation of the UML models. We implemented some rules 
to map workflow routing from UML activity diagrams into 
the so called control flows in BPEL documents. Our grid 
workflow framework provides a transparent manner to 
generate the BPEL tags corresponding to the most important  
WfMC routing rules already presented in the above sections 
(Sequential routing, parallel routing, selective routing and 
iterative routing). 

3) An example of a sequential  routing in JASMIN 
The workflow definition and the service composition 

tools of JASMIN allow to generate, respectively, the UML 
activity diagram and the BPEL document corresponding to a 
a given application. In Figure 9, we show the UML model of 
a sequence of three activities: receive1, invoke1 and invoke2 
and a simplified syntax of its corresponding BPEL document 
as they are produced by JASMIN. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 9.  An example of  the sequential  routing  

C. The Service enactment 

In order to deploy the workflow as a service in a grid 
environment, the behaviour description given by BPEL is not 
enough. It has to be completed by a static description of each 
activity (service) given in a WSDL file. In fact, the BPEL 
document shows, for example, which service interacts with 
which other services and when a given service is invoked. 
Two kinds of services need to be deployed: 

 The web services representing the static description 
of the workflow and the grid services which are 
usually deployed on a grid service container, and, 

  the workflow services related to BPEL which need a 
BPEL based workflow engine to be deployed such 
as ActiveBPEL [21] based on the “Apache  Tomcat 
container”. 

We believe that it is possible if both kinds of services are 
deployed on the same service container. We chose to deploy 
web/grid services on Tomcat instead of the grid container 
and launch the ActiveBPEL services on Tomcat to allow the 
deployment of the final workflow services. At this level of 
our research, we consider that the WSDL documents 
corresponding to every single involved service available. 

IV. CONCLUSION AND FUTURE WORK 

Service-oriented grids provide environments to deploy 
and execute complex applications on distributed and 
heterogeneous nodes. Despite their performance, Grids stay 
underweight in terms of ease of use and conviviality. 
Currently, with the large use of service-oriented technology, 
workflow tools and languages of service composition are 
more and more converging. In this paper, we proposed a 
visual framework for managing applications in service-
oriented grids. Our main objective is to take advantage of 

<process xmlns="http://schemas.xmlsoap.org/ws/2003/03/business-process/" 

         name="example" 

         … 

<sequence>  
<receive partnerLink="PartnerLink" portType="tns:PortType" 

operation="OPR1" variable="VR1" name="receive1"> 

</receive> 

 <invoke partnerLink="PartnerLink1" portType="tns:PortType1" 

operation="OPI1"  inputVariable="VI1in"  

 outputVariable="VI1out" name="invoke1"> 

 </invoke> 

<invoke partnerLink="PartnerLink2" portType="tns:PortType2"  

operation="OPI2" inputVariable="VI2in" 

  outputVariable="VI2out" name="invoke2"> 

 </invoke> 

 </sequence> 

</process> 

(a) Sequence in UML  

(B) Sequence in BPEL  
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workflow techniques, service composition tools and grid 
infrastructures in an easy and transparent way for the user.   
Our framework JASMIN is based on UML activity diagrams 
to generate abstract workflow models and on BPEL to 
generate associated web and grid services to be deployed on 
a grid environment. 

We intend to integrate our framework JASMIN in a 
service-oriented environment to test physical performances 
on systems like caGrid [22], Knowledge Grid [23] or 
Taverna. 
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Abstract—Local Context Anchoring is one of mechanisms
supporting the modern Web service retrieval model. Its aim
is to provide users with support in the retrieval of data on
Web service operations that are beyond boundaries of their
Suborganisational Units. Due to the fact that user operates
outside his regular environment a mechanism is necessary to
make up for the lack of certainty on the structure and content
of queried resources. In order to present the mechanism in
a satisfactory manner a description of the key concepts that
are motivation for modern Web service retrieval is given. Their
scope and focus is different from the one presented in majority
of publications concerning the Web service domain. The model
itself is also introduced along with details on its structure and
features important to targeted users.

Keywords-Local Context Anchoring; Web service descrip-
tion; functionality description; knowledge representation; In-
formation Retrieval

I. INTRODUCTION

In order to satisfy a constant need for up to date data on
available resources a novel model for Web service descrip-
tion is proposed. It takes into account a number of initiatives
addressing Web service description and retrieval based both
on solutions relying on semantic enhancements ( [1]–[5])
and those that mainly employ standard Information Retrieval
based techniques ( [6]–[10] ). The critical analysis coupled
with feedback gathered from the Information Technology
professionals led to the definition of five key aspects of the
desired solution which later became a ground work for the
definition of the proposed model.

The description of the key aspects is given below.
• Effectiveness - is perceived as the ability to cater

for a need expressed by a user in a format provided
by the available solution. When IR-based solution is
taken into account, standard measures of precision
and recall should provide the answer to how effective
a given solution is. On the other hand, in the case
of semantic based solutions, precision and recall are
deceiving because when an ontology is being queried it
should always provide a complete set of answers. Thus,
a single measure cannot be applied and a description
of effectiveness in terms of solution specification must
be available.

• Cost - is an effort that should be spent on a proper
description of a desired artifact with an envisioned tech-
nology, time spent on learning necessary description

techniques and a prognosis on a timewise performance
of analyzed solution. This set of properties penalizes
solutions that require a lot of effort in preparation for
production and use and, in addition, a long time of
query matching. Such bias leads to the promotion of
solutions with a low level of complication as perceived
by the end users.

• Scalability - describes how soon and to what degree
a performance shall drop along with an increase in a
number of handled Web service operations. This mea-
sure shall promote solutions that can handle thousands
of Web services with tens of thousands operations.

• Scope - involves any important additions to a baseline
of a Web service description by Web Service Definition
Language (WSDL) documents in terms of an identi-
fication of a vital, not previously addressed areas of
importance to a user, any extension of description be-
sides functional description of Web service operations,
such as business key performance indicators [11] and
a perspective on Web services different than that of a
developer.

• Purpose statement - determines whether an initiative
allows stating the purpose of a Web service along with
its operations. It is understood as a possibility to express
a goal of an artifact in question so that it is clear what
it does for all the parties involved.

In order to address all of the enlisted aspects, one could
not longer work with the traditionally developed models
as proved incapable of delivering satisfying results in the
majority of the enlisted aspects. A broader discussion is
given in the Related Works section.

Thus, the presented model is not a monolithic in the sense
of common ontology that had to be designed, produced
and deployed by a relatively small and extremely well
coordinated team in order to be successful. What is more, it
does away with the idea of indexing and extending WSDL
documents in order to treat them as a set of regular textual
data with specific metadata.

The postulated model aims for a federation of interlocking
term networks ordering terms used in the description of Web
services and their operations. These terms are gathered on
a small scale, in order to make it possible for a relatively
small Suborganization Unit (hereafter refereed to as SU)
to exhaustively describe their Web service assets with the
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vocabulary of their choice that is perfectly understood in
SU’s context.

The document is organised as follows: first, an overview
of the model is given with a special highlight of the
mechanism of phrased-based description and its usability
for different groups of users; next, a more detailed overview
of mechanisms is discussed; following that, a presentation
of Local Context Anchoring is given along with validation
subsection presenting the experiments’ results; summary
section is preceded by the Related Works section.

II. MODERN WEB SERVICE DESCRIPTION MODEL

The first premise of the presented model is to make a
Web service an asset available to a wider range of users in
an organization. Thus, its usability is not only based on the
mastery of details desired by technology-oriented personnel
but also on various features deemed important by business
and executive users. The stakeholder environment is depicted
in Figure 1. While the three given groups share some needs

Figure 1. Different interest groups which can benefit from a different
approach to a Web service description

one has to explicitly emphasize that business users are more
interested in Non Functional Parameters (NFPs) and an
actual usage of any given Web service operation in projects
of interest to them. They should also be more interested in
the purpose of an entity that is crucial for their business
processes. This is contrasted with the emphasis given by
Information Technology professionals on technical details,
such as Inputs, Outputs, Preconditions and Effects, Quality
of Services and actual service-providing systems. Executive
users might be interested in general costs of invocation,
compliance with Service Level Agreements (SLAs) and
overall involvement of any given Web service operation
across an organisation.

The model itself is build around the notion of phrase-
based Web service operation description aided by the above-
mentioned NFPs to cater for business-oriented queries. The
general phrase-based description is structured as follows:

Web service operation: 〈(α, β, γ),nfp〉
• α – action

• β – object
• γ – action-object supplement
• nfp – vector of NFP and its values
The decision to mold it in this particular way is derived

from the prevalent lack of purpose statement in the majority
of the surveyed initiatives. The purpose statement should be
understood as a method of answering the question of what a
given Web service operation does in a given context. One can
argue that a Web service operation name shall convey this
information, or even that a definition of Input and Output
values in an ontology used throughout the organisation is
sufficient.

Unfortunately, one cannot agree with this due to the fact
that names ar often poorly defined and that the connection
between the purpose of a Web service operation and its input
and output parameters is somewhat remote. Even if when the
Web service purpose is stated as a goal encrypted as a series
of references to an ontology one can easily check that such
definition is unfathomable to an average business user [12].

Instead, the phrase-based description builds on the feder-
ated effort of SUs that should possess sufficient knowledge
to catalogue their Web service assets with terms and phrases
deemed most suitable in their context. The process of
cataloguing is semi-automated as the model is able to foresee
tools that should accept a number of documents which are
to be treated as a reference material to obtain an initial list
of important terms that might be included at a later phase.

When accomplished, Local Controlled Vocabulary (LCV)
serves as a master list of terms and phrases in a given SU.
Web service operations are described with terms originating
from LCV. It is very important as there is no guarantee that,
when any given SU is preparing its LCV, a number of terms
or compound terms used in descriptions will not be repeated.
In addition, namespaces allow for customizing the results
of Web service retrieval and mapping of terms across an
organization.

A syntax of the phrase-query language is given below in
the form of Antlr [13] grammar, where actual terms used
to denominate phrases and namespaces were substituted by
exemplary ones in order to make the syntax brief:

grammar phrase_query_grammar;
phrase_query: (a b g) nfp*;
a : ’a:’ namespace compound_term;
b : ’b:’ namespace compound_term;
g : (’g:’ namespace compound_term)+;
namespace : ’#’ (’aaa’|’bbb’|’ccc’);
compound_term : term+;
term : ’aaa’ | ’bbb’ | ’ccc’ | ’ddd’;
nfp : nfp_el ’:’ val;
nfp_el : ’nfp1’ | ’nfp2’ | ’nfp3’;
val : sign number;
sign : ’+’ | ’-’ |;
number : digits ’.’ digits;
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digits : (’0’..’9’)+;

III. LOCAL CONTEXT ANCHORING

Thanks to the design decisions reported in the previous
section, a user faces three possible ways of interaction with
the repository built upon the postulated model:

• query based on phrases,
• Web service operation name lookup,
• free query.

The most complicated case is the free query as system
has no control over what a user inputs thereinto. What is
more, due to the federated nature of the model this is the
key scenario when various LCV become integrated.

When querying for a term, a list of matching resources,
ordered by one of the phrases, is given. When there is no
match, a set of hints is presented based on term references
with the employed knowledge representation structure.

The mechanism for Local Context Anchoring (LCA)
depends on open data repositories or assorted organisation
corpora. In its essence, LCA can be viewed as a specialised
Query Expansion algorithm [14] that takes into account
organisation specific data.

There is a wide choice of data resources that can be
adopted by the individual SUs and organisations as a whole
[15].

An organization can possess vast resources on some topics
that are key to its objectives and cannot be matched by those
available in the open repositories.

The key concept of Local Context Anchoring is probing
the available repositories (of open access type or propriety)
for terms that coincide with those unmatched with terms
used in the descriptions of the Web service operations. These
are not to be understood as traditional measures used by
Information Retrieval based on statistics of direct neighbour
co-occurrence. The unmatched term is queried across the
available resources. When matched, its context is probed for
terms present in a set of all defined terms across all possible
namespaces in addition to a check of the actual descriptions
of Web service operations. The context of a search term
is understood as a frame that spans for n terms before
and after the matched term. The actual number of terms
is dependent upon experiments, yet the research performed
demonstrates that the frame which matches the length of an
average paragraph in English texts is a good choice (100 to
150 terms).

The terms that fall into the frame are normalized and stop
words are removed. The mechanism yields best results when
multiple matches are found and an the occurrence ranking
of coinciding terms can be prepared at a later stage of this
algorithm. The retrieval of coinciding terms makes sense
only in a situation, where resources responsible for providing
the context are rich enough.

A. Auxiliary elements of LCA
The above described mechanism is made more adaptable

by the inclusion of local resources that are invulnerable to
network latency problems or other access issues.

Best example of the desired kind is Wordnet [16]. More-
over, the ability to include terms more specialised, less
specialised and a variety of synonyms enriches the set of
possible hints. More, the terms resulting from coinciding
term search obtain a higher score if they are matched by
the terms obtained from resources such as Wordnet and the
like (The Suggested Upper Merged Ontology - SUMO [17]
which is integrated with Wordnet or ResearchCYC [18]).

At the time of preparation, a prototype uses the most
important open repositories, Web search engine, Wordnet
and SUMO version integrated with Wordnet along with a
number of resources compiled in such a way that specific
domains are better represented.

All of these auxiliary measures are introduced to make
the model respond to a user’s needs to the furthest possible
extent. The model is built upon a presumption that failure to
present an answer is the worst case scenario which should
be avoided at all costs.

Thus, the mapping across functionalities described in
various SUs is used. As discussed above, a SU has a perfect
freedom of choice when it comes to a set of terms related
to its needs and its particular business environment. Yet,
many a time, a situation can occur in which some aspect of
functionality was described with a term that had many used
synonyms in other LCVs. LCA uses this as an opportunity
to draw a set of mappings across various SUs in order to
come up with yet another data source that could be used
when a free query is to be answered.

As there is no guarantee that entities described with
similar terms have similar functionality due to the above
emphasized reasons, a decision on similarity has to be made
by a query issuing user.

LCA and its auxiliary submechanisms can generate a
lot of new possibilities, therefore some restrictions had to
be introduced. Throughout the experiments with randomly
generated descriptions it became apparent that the search
for coinciding or similar terms should be restricted to the
first two phrases (α and β). One has to remember that each
possibility for α is checked with every possibility for β
phrase, which results in quadratic complexity of the whole
pass.

The decision was made to avoid exponential expansion of
the problem space, especially that γ phrase had no limit on
the number of the used terms (although a close inspection
of the available Web services can provide grounds for a
reasonable arbitrary limit). An attempt to match a term
that is unknown a priori and arrives for processing as an
outcome of the Local Context Anchoring mechanism re-
sembles efforts of the automatic matching of Semantic Web
services. Service composition was proved to be feasible, yet
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the performance of this procedure drops significantly with
the increase in the number of Web services [19]. Hence, the
above constraints.

The whole mechanism can be outlined in the following
steps:

• A query is issued by a user;
• The operation is handled by Local Context Anchoring:

– each term is submitted as a query to open re-
sources;

– each term is submitted as a query to the available
term networks;

– each item is consulted with the available mappings
for Local Controlled Vocabularies;

• The LCA computes preliminary lists of hits from
queried resources;

• A List is ranked with the frequencies of hits in given
resources;

• A List is modified to satisfy the predefined trust levels
associated with resources;

• Matching of ranked terms with the available Web
service operation descriptions is performed;

• A List is rectified by the reordering of Web services
depending on a level of match (where compound terms
are scrutinized);

• A final output is presented to a user.
As a feature of user interface, results can be displayed

as a flat list or grouped by a variety of criteria, such as a
project to which the matched Web service operations pertain,
a namespace of home LCV or a Web service with which it
was deployed.

B. Compound term decomposition

In order to balance flexibility and expressivity of the
solution, the transformation of singular terms into compound
ones was allowed. This is clearly visible in the previously
presented syntax of a phrase query.

Compound terms were introduced to prevent the unwanted
decrease of the solution’s performance as terms built with
other terms could be easily implemented. It is only an
addition of extra layer of abstraction that allows for storing
base terms that does not negatively affect the benefits of the
Local Context Anchoring.

Hence, all the compound terms must be built with a
tool that stores data on atomic terms used to produce a
compound.

Having accomplished this, a reconstruction of terms is
a simple procedure that looks a compound term up in a
designated register. Users benefit from this feature as they
can easily forge new description phrases with terms that
suit the character of their SU best. On the other hand, the
solution does not lose effectiveness in situations, where a
direct match is not present in the repository. Thanks to
the discussed features of LCA the Web service operations

described even with the most complicated compound terms
can still be matched.

C. Result caching

Query caching in Information Retrieval has a very im-
portant role as a feature that boosts effectiveness of any IR
system [20].

The proposed model also includes mechanisms that allow
for the results of queries to be cached. This is mainly dictated
by the need of further efficiency gains in terms of execution
time. The novelty of the caching mechanisms proposed
here is based on the retention of cache data throughout
the system’s lifecycle. It can be achieved mainly due to a
relatively small amount of data concerning Web services.
This is to be contrasted with astronomic amounts of data
concerning documents in the process of being indexed by
common purpose Web search engines.

The essence of this mechanism lies in the fact that every
description of a Web service operation is retained in the
solution implementing the model and the terms used in
the phrases are easily traceable to the previously issued
queries. Therefore, once a query has been issued and a set
of operations has been retrieved, it should be constantly
updated so that the subsequent queries referring to the initial
result set could bypass the initial mechanism. This short-
circuits the whole process, cutting drastically the number of
operations required in order to present the answer to a user.

In order to prevent memory exhaustion, a set of supporting
mechanisms is implemented. Such auxiliary mechanisms
allow for the coordination of the caching mechanism with
the frequency of a particular query. When some previously
defined threshold is met, a query result set is cached.

The introduced modification of caching mechanisms sat-
isfies not only the effectiveness, but also a the cost and
the scalability. Given that data in cache always cover the
complete set of the matching Web service operations, one
does not risk a lapse originating from the fact that some
important operation was omitted.

The scalability aspect is reinforced by decreasing the size
of the search space by the introduction of mapping between
frequently issued queries and their constantly updated result
sets. What is more, there is no penalty from using cache as
there is no possibility of having it outdated.

D. Validation

In order to ensure that the postulated solutions yield
desired results a number of experiments was performed.
A quality that might be crucial to many, is the validation
of effectiveness measured in terms of execution speed of
the algorithm responsible for matching user-issued queries
against the available descriptions. The experiments were
conducted in a moderately fast test bed consisting of a
workstation equipped in Pentium Core 2 Duo (Allendale -
2.4 Ghz) processor with 3 GB of RAM. The algorithm was
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implemented in the Python programming language (tests run
with PyPy implementation version 1.7).

The test scenario was centered on a repetitive retrieval of
Web service operation descriptions matching the prepared
query. The initial analysis of the solution proposed in the
model indicates that the matching process has the worst
complexity of O(n ∗m), where n and m are the numbers
of elements from the matched sets.

The Web service operation descriptions used were gener-
ated in an automated manner. All of the tests started with as
few Web service operation descriptions as 100 and gradually
increased up to one million and finally to 10 millions. The
upper bound was dictated by the amount of the available
memory in the test environment. Every matching operation
was performed 100 times with different queries. The initial
experiments with the first version of the matching algorithm
proved that it was feasible to apply it to the general task.
The summary thereof is given in Table I.

Table I
RESULTS FROM EFFECTIVENESS EXPERIMENT MEASURING EXECUTION

TIME OF QUERY MATCHING ALGORITHM

Number of descriptions Average time after ten runs (seconds)

100 0.000053912401
1000 0.000157743692
10000 0.001043230295
100000 0.007972598076
1000000 0.103747159243

Table II
RESULTS FROM EFFECTIVENESS EXPERIMENT MEASURING EXECUTION

TIME OF IMPROVED QUERY MATCHING ALGORITHM AGAINST TEST
DATA REFLECTING THE NEW STRUCTURE OF WEB SERVICE OPERATION

DESCRIPTION

Number of descriptions Average time after ten runs (seconds)

100 0.000038175809
1000 0.000092013316
10000 0.000257968902
100000 0.001834869384
1000000 0.021018028259
10000000 0.441106071472

The test programme was implemented as a single threaded
application. The original run included the following test
scenario data:

• 90 α phrase elements to chose from,
• 90 β phrase elements to chose from,
• 90 γ phrase elements to chose from,
• 190 nfp elements to chose from.

As an additional constraint a query had at most 1 alpha
phrase element, 1 beta phrase element, from 3 to 7 gamma
phrase elements and up to 5 nfp elements. As one can seen,
the initial version performed well until a certain number

of Web service operation descriptions was to be handled.
Since results deviated from the initial assumptions, the
code was scrutinized, optimized and extended in order to
accommodate additional features.

What is more a hypothesis that Web service operation
names should not convey so many phrases was formulated.
In order to validate it a survey was conducted with the
help of data gathered in the course of the research activities
(a corpus of over 50000 WSDL documents). The WSDL
documents selected as a means of hypothesis verification
were characterized by the highest number of operations.
Of course, service architects responsible for the analyzed
Web services did not use the function denomination method
presented in this work. Fortunately, a number of scrutinized
Web services had an easy-to-follow scheme of names, where
one could easily distinguish between functional objectives
of the terms used for the description. The outcome of the
verification can be summarised by the following structure (it
is approximated from the eligible WSDLs).

• 50 α phrase elements to choose from,
• 90 β phrase elements to choose from,
• 110 γ phrase elements to choose from.

What is more, one had to arbitrarily establish a number
of validated NFPs that should be taken into account. The
rationale for this is the fact that every organization is
interested in providing of the minimal common set of Key
Performance Indicators that makes it possible to compare
results globally. The minimal set of 5 enlisted NFPs was
used, namely Cost, Availability, Reliability, Performance and
Security [21].

It is important to notice, that it is difficult to clearly
distinguish between β and γ phrase elements outside the
model presented here, where it is tracked throughout the
whole process, even if it happens that one term can be
used in both phrases, while being a member of different
namespaces. Therefore, the above given structure conveys
some possible redundancy of terms used in the discussed
sets of phrases – their intersection is not empty.

Table II summarizes the results. One can see that the
effectiveness was greatly improved in comparison to the
initial experiment. The presented implementation handles
queries on the body of 10 million descriptions easily and
it was measured that it could maintain its effectiveness for
a larger corpus by parallelization of the whole procedure.
Thanks to the low cost of merging individual sets (an
operation of adding a set to another set has a complexity
of O(n+m), where n and m are the numbers of elements
from summated sets) and cheap partition of corpora into
smaller chunks the overhead on the parallelization is very
low.

The obtained result data allow one to conclude that the
proposed method is effective in terms of execution speed and
it scales well up to 100 million descriptions (there were no
additional experiments above that number). As mentioned
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previously, the additional features were introduced in the
improved version. While matching the query against the Web
service operation description not only full matches are given,
but also those that use the desired terms originating from
other namespaces.

IV. RELATED WORK

The model and mechanisms presented here are an answer
to various issues and challenges raised in the literature on
the Web service description [22]–[25]. Historically, the two
most important approaches were the Information Retrieval
and semantic annotations. If one is to compare the two, it
can observed that they are not mutually exclusive as to their
global goals but they differ significantly when it comes to
the means to present a user with the desired functionality.

In general, the IR-based methods treat WSDLs as text
documents, where the desired terms either exist or not. The
actual implementation can differ significantly from the com-
mon border line by the deployment of various techniques
that try to avoid simple term presence verification by virtue
of thesauri or other similar means. Nevertheless, the success
of a user query is strictly connected to one’s choice of query
terms. The most important works representing this approach
are [6]–[10] .

On the other hand, the semantic-based solutions focus
on functionality description with advanced description lan-
guages that can perfectly describe user needs in terms of
common ontology of concepts. This results in a perfect
match of descriptions against user queries with a number
of important side effects. This approach is best represented
in [1]–[5]. Of importance is the fact that the most precise
semantic mechanisms are prone to deficiencies of the cost
nature [26].

Apart from the two most important approaches mentioned
above, there are solutions that try to leverage their best traits.
The means by which the hybrid solutions try to achieve
their goals are very different for each case and cannot be
summarised successfully for the whole population. The most
influential initiatives include [25], [27], [28].

It was decided that each group of the solutions should
be ranked against the five key aspects mentioned in the
introductory section of this work. The result is available
in Table III. The referenced works are only a fraction of
those used for the comparison presented below. The total
body used was composed of 44 positions (from over twice
the number initially considered). All the aspect except Cost
should be read as the higher percentage the better, whereas
Cost should be understood conversely. The percentage is cal-
culated on the basis of the individual evaluation of the works
classified according to the above-mentioned approaches.
There were 12 works classified as a pure IR-based approach,
22 classified as the semantic-based approach and 12 were
classified as the hybrid approach.

Table III
QUANTIFICATION OF KEY ASPECT CONFORMANCE ACCORDING TO

DOMAIN LITERATURE

IR based Semantic Hybrid
effectiveness ≈ 50% > 75% ≈ 50%

cost > 50% < 25% ≈ 50%

scalability ≈ 50% > 25% ≈ 25%

scope < 25% < 25% ≈ 50%

purpose < 25% ≈ 25% ≈ 50%

V. CONCLUSSIONS

The work presented introduces a flexible and effective
Web service description model that, thanks to its structure
and features, minimizes the cost of Web service description
and allows for a better scalability of the solution. The
cost is decreased by the simplification of the description
process aided with compartmentalisation of an organisation
into sufficiently small units with a clearly defined context
used with reference to its Web service assets. The scalability
is achieved by resigning from the fully-fledged semantic
description that relies on reasoning subsystems characterised
by superb precision, yet suffering from low timewise effi-
ciency.

The most important mechanisms were implemented as a
prototype in order to measure the effectiveness of various
mechanisms. The gathered data demonstrated that query
matching with phrased queries was feasible for tens of
millions of Web service operations in much less than one
second. It was achieved thanks to the structure of query and
ability to effectively filter off the unnecessary Web service
operations. Local Context Anchoring was initially tested and
proved to fetch results in more than 90% of test cases. Yet,
the results must be tested manually by users in order to
measure their satisfaction with the provided answers.
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Abstract— A widespread approach of the design and 

development of heterogeneous distributed software systems is 

the use of an interacting group of services. This approach uses 

the concepts of Service-oriented architectures to realize a 

dynamic adaptive communication system among service 

provider, service consumer and service broker. Today, the 

Internet, as the largest heterogeneous distributed software 

system, uses the ideas of service orientation more and more, 

thus it is extended to the Internet of Services. In the Internet of 

Services, autonomous services can be deployed by different 

service providers on service platforms; thereby they are 

available via the Internet for a large number of service 

consumers. Service providers can change their service 

implementation at any time without notifying the service’s 

consumers; therefore, no guarantees can be made about the 

adherence of these services to the specification the consumers 

expect. In order to ensure the compliance of the services to 

their specifications and provide a certain level of quality 

assurance for service consumers and platform providers, a 

service platform needs to provide comprehensive testing 

mechanisms which support the quality needs of all actors on 

the platform. In this paper, we propose a generic testing 

framework which can be used during design and run-time for 

the automated verification of distributed services. 

Keywords- SOA; Internet of Service; run-time testing; black-

box testing;  verification 

I. INTRODUCTION 

The quality of large software systems is one of the most 

important goals of software development. Balzert [8] 

defines software quality as the sum of the following 

characteristics: functionality, usability, reliability, 

performance, maintainability. All these characteristics 

define the degree to which a software product fulfills its 

functional and non-functional requirements. 

One fundamental prerequisite for software quality is the 

software’s robustness to possible faults. This can, for 

example, be achieved through early identification and 

correction of failures [12]. In general, a failure in a system 

means that a wanted behavior is not achievable (i.e., a 

behavior which does not conform to the requirements has 

occurred. In order to detect such a system behavior, 

different testing strategies can be performed. A fundamental 

classification divides testing strategies into black-box and 

white-box testing. 

The complexity of software testing reaches a new level 

with the need to test heterogeneous distributed software 

systems. A widespread approach for the design and 

development of heterogeneous distributed software systems 

is the use of an interacting group of services. This concept is 

based on the architectural principle “separation of 

concerns”, which focuses on one simple, well-known idea: a 

large problem is more effectively solved if it can be broken 

down into a set of smaller problems [11]. Service-oriented 

architectures (SOAs) solve complex concerns using service 

orientation. It is important to have loosely coupled services 

so that failures or changes in one service do not cause 

failures in other services. Service-oriented architectures 

realize a dynamic-adaptive communication system among 

service providers, service consumers, and service brokers. 

In the Internet of Services (IoS) [9], loosely coupled, 

reusable, autonomous services can be deployed by different 

service providers on service platforms. These services are 

distributed by the platform provider and, as such, are 

reachable over the Internet by a huge number of service 

consumers. Since services are offered by different service 

providers, no guarantees can be made about the functional 

adherence of these services’ implementations to their 

previously defined specifications. Providers can change 

their service implementations and introduce new bugs at any 

time without notifying the service consumers [14]. 

Additionally, platform providers cannot be sure about the 

performance of their services. In order to test the services’ 

compliance to their specifications and provide a certain 

level of quality assurance for service consumers and 

platform providers, service platforms need to provide 

comprehensive testing mechanisms which support the 

quality needs of all actors on the platform.  

Unfortunately, platform providers typically do not have 

access to the services’ source code as a standard service 

design principle, abstraction, is that no information about 

the internal realization of a service has to be published for 

other actors of the distributed system. Hence, the 

implementation of a service is unknown for a service 

consumer and platform provider. This fundamental 

characteristic along with the need for service providers and 

platform providers to ensure the quality of their services 

forces service testing to focus on black-box testing 

approaches in the Internet of Services. The service tester, 
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independent of his role on the platform, should be able to 

invoke a service with a specific test case to check the 

response of the service. If the service output doesn’t 

conform to the expected value, then the service does not 

meet the expected quality for that test case. 

To ensure the conformity of a service implementation 

with its service specification during its complete lifetime, a 

service must be tested not only during development but also 

at run-time. We propose a generic testing framework which 

can be used for the automated verification of services during 

their complete life cycle. The proposed solution is based on 

black-box testing. An evaluation of the concept is provided 

by a prototype implementation of the framework in an 

existing SOA-based infrastructure. The framework takes as 

input user-defined valid test cases and generates test clients, 

which are executed to try out the desired service 

functionalities for suitable parameters. Analysis of the test 

results and notification of affected actors are also important 

requirements to address the challenges of a testing 

framework for the Internet of Services.  

In order to address the quality requirements of all 

relevant stakeholders at any time in the service lifetime, the 

framework supports stress tests, scalability tests and parallel 

tests. To be able to support the testing of the potentially 

large number of resources offered on a service platform and 

the dynamic number of testing requests coming from 

consumers, the proposed solution considers asynchronous 

and synchronous communication models. 

The paper is structured as follows. In the next section, we 

present some related work. In Section III, we explain the 

basics needed for understanding the work. Section IV 

describes the challenges for testing in the context of Internet 

of Services in more detail. Section V presents the 

architecture of the testing framework proposed as a solution 

addressing these challenges followed by an implementation 

approach. Section VI concludes the paper and discusses 

identified future work.  

II. RELATED WORK 

In this section, we give an overview regarding the 

different solution proposals from other researchers for 

testing service-based distributed systems. The approach of 

Looker, Munro and Xu [1] concentrates on measurement 

techniques to test the robustness of  Web services using 

network level fault injection to manipulate the expected 

parameters of a service at run-time. This approach has the 

disadvantage of requiring the service’s source code in order 

to make required modifications. A service tester who does 

not have access to the service’s implementation cannot use 

this approach to test a service. Our framework uses a black-

box technique, thus it enables testing of a service for each 

stakeholder involved in the life cycle of a service. Frantzen, 

Tretmans, and Vries [2] apply a model-based testing 

technique to experiment with a Web service, which aims at 

either finding faults or gaining confidence in the service. 

Model-based techniques have been developed for reactive 

systems. In order to apply techniques for MBT (Model-

Based Testing) of reactive systems in SOA-based systems, 

some additional requirements must be satisfied. These 

additional requirements can increase the complexity of the 

realization of the proposed approach.  

Most of the solutions for testing of service-based distributed 

software systems have experimented with SOAP-RPC based 

Web Services. Chakrabarti and Kumar [3] have developed a 

black-box approach for testing RESTful Web Services 

which uses a test specification language for better 

automation in test execution. This approach is limited to 

testing RESTfull services. 
To the best of our knowledge, the only works which 

address issues close to ours are [4] and [5].  Martin, Basu, 
Xie [4] presents a unit testing framework for Web services 
based on JUnit. This framework uses the test generation tool 
JCrasher in order to generate corresponding JUnit tests. WS-
TAXI [5] is a WSDL-based testing tool for Web Services, 
which is obtained by soapUI [6], an industrial testing tool, 
and TAXI [7], which automatically generates XML-based 
test cases from a corresponding XML schema. This 
framework is based on the idea of automatic generation of 
SOAP envelopes by using data instances from WSDL 
descriptions, which are used for service invocation. Our 
framework does not use any external tools for the generation 
of test cases. With only minimal amount of input data, which 
are given by service testers in XML-format, and with use of 
WSDL descriptions, the test clients will be automatically 
generated and executed at run time. We concentrate on the 
quality of the testing process and developing an efficient and 
dependable framework, which is highly performant and 
supports service testers during the whole testing process. 
Finally, the testers will be notified about analyzed test 
results.  In next section, we go into details and present some 
basic terms and strategies for testing. 

III. TESTING BASICS 

In this section we will first define some of the terms that 

are commonly used when discussing testing. Then we will 

discuss the details of the two basic testing approaches - 

white-box and black-box testing, which were mentioned 

above. 

A. Error, Fault, and Failure 

There is considerable confusion regarding definitions of 

error, fault, and failure in the literature. We use the 

definitions from Jalote for these terms [14]. The term error 

is used to refer to any activity of a programmer which 

results in software containing a defect or fault. A fault is a 

condition that causes a system to fail in performing its 

required function. A failure is the inability of a system or 

component to perform a required function according to its 

specification. 

B. Validation and Verification 

In general, there are two important evaluation methods 

to check software against its specification: verification and 

60Copyright (c) IARIA, 2012.     ISBN:  978-1-61208-200-4

ICIW 2012 : The Seventh International Conference on Internet and Web Applications and Services

                           72 / 307



validation. As defined by the IEEE [16], verification is a 

process of evaluating a system or component to determine 

whether the products of a given development phase satisfy 

the conditions imposed at the start of that phase; validation 

is the process of evaluating a system or component during 

or at the end of the development process to determine 

whether it satisfies specified requirements. Using these 

definitions, validation is a process to demonstrate that the 

software implements each of the functional requirements 

correctly and completely; verification is the process to 

ensure the software product of a given phase fully 

implements the inputs to that phase. The framework 

proposed in this work can be used in any service life cycle 

stage and therefore supports both the verification and 

validation of services. 

C. Software testing approaches     

Software testing approaches traditionally divide into 

black-box and white-box testing.  

White-box testing approaches consider the internal data 

flow and logic of the system under test. This approach is 

also known as glass-box testing or structural testing. The 

internal working of the software is visible for the tester. 

Because the implementation of the software product is 

known, white-box-testing enables a tester to design test 

cases that exercise the independent paths within a module or 

unit, check logical decisions on both their true and false 

side, execute loops at their boundaries and test the 

validation of the internal data structure [13]. White-box 

testing gives a tester a certain amount of control during the 

testing process. If a fault is detected, the tester knows which 

lines of code to look at based on the corresponding test case. 

Because of this control, defining and removing faults in the 

tested object is more economical and successful than with 

other testing approaches. The internal data and logic flow of 

a service is known only to the service developer in the 

context of Internet of Services. A service provider is not 

necessarily a service developer and therefore will have no 

knowledge of the details needed for specifying white-box 

test cases. This is also the case for consumers of these 

services. 

Black-box testing approaches, also called behavioral 

testing, consider the tested system as a whole and ignore 

internal structure details. In contrast to white-box testing, 

black-box testing is usually used when the implementation 

of the software is not known to the tester. Black-box testing 

uses the functional requirements and specifications of the 

software to define test cases that should fully exercise all the 

functional requirements [14]. These resources are available 

for platform actors in IoS: each service has to provide a 

specification of its functionality which an interested actor 

can use to define a desirable test case. After generation of 

the test cases from a specification, some valid and invalid 

input data are provided for test execution, and then the 

testing method calls the corresponding software to verify 

whether the test results are compatible with the expected 

outputs. Black-box testing terminates when all test cases are 

executed. According to Pressman [13], black-box testing 

techniques are applied to find errors in the following 

categories: incorrect or missing functions, interface errors, 

errors in data structures or external database access, 

behavior or performance errors, and initialization and 

termination errors. An important disadvantage of black-box 

testing is that it does not help in finding the reason of the 

failure. Testing the code (implementation) quality is not 

possible. 

Another well known problem of black-box testing is the 

selection of test cases. In order to deal with this problem, 

some black-box strategies were defined; they differ 

according to test case selection criteria [12]. The first 

strategy is Equivalence Class Partitioning. The idea behind 

this strategy is to reduce the complexity of selecting test 

cases by dividing the set of all possible inputs for a function 

into a set of equivalence classes so that if any test in an 

equivalence class succeeds, then every test in that class will 

succeed [14]. Experience shows that faults often occur on 

the boundaries of equivalent classes [12]. Boundary Value 

Analysis is based on the experiences gained through 

Equivalence Class Partitioning and selects test cases which 

lie on the boundaries of equivalence classes. The goal is to 

reach a maximal number of tests with as few test cases as 

possible. Thus the complexity of the testing process can be 

reduced. Another strategy for black-box testing is Cause-

Effect Graphing [14]. This strategy attempts to combine 

inputs from different input classes through the use of the 

Boolean operators “and”, “or”, and “not” in order to 

exercise some special test cases. The disadvantage of this 

approach is that it can result in a large number of test cases, 

many of which will not be useful for detecting new faults.  

The prototype implementation of the proposed testing 

framework uses a randomized algorithm which gets random 

service relevant test cases from a database and executes 

them. As part of our future work we will specify algorithms 

based on the Boundary Value Analysis strategy.            

In conclusion, black-box testing is not an alternative to 

white-box techniques. It can be considered as a 

complementary approach that returns a different class of 

errors than white-box testing [13]. It means we can also 

combine both strategies to test a software system, if the 

corresponding requirements (i.e., availability of source 

code) can be met. 

IV. INTERNET OF SERVICES 

In this section we will first introduce concept Internet of 

Services and then we will define some challenges which 

should be considered by the testing framework. 

A. Introduction 

With the adoption of the SOA paradigm for the design 

of distributed business processes [11] and the introduction 

of Cloud infrastructures that allow on-demand delivery of 

IT resources [21], the offering, discovery, and usage of 
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technical services over the Internet is not a vision anymore, 

but a fact. Considering services as tradable goods over the 

Internet is the main concern of the Internet of Services 

community [9]. Yet, the opportunity to offer services 

reachable by a wide range of potential customers on 

platforms provided by third parties gives rise to some new 

roles. Each of these roles has its own requirements for the 

quality of service provided by the services offered on such a 

platform. Thus, a generic testing framework, used as a 

major quality control mechanism, should be able to address 

some of the new role-specific requirements. 

Besides the typical software engineering roles of 

provider and consumer, the SOA paradigm introduces the 

role of a service broker, which serves as an intermediary 

between the provider and consumer [11]. In the Internet of 

Services, the three classical SOA roles are considered 

insufficient [18][19]. Additionally, the platform provider 

and service developer roles have to be considered. 

In the Internet of Services, the service broker role is 

taken by the platform controlling the life-cycle of the 

services it offers [18]. A platform does not only manage a 

catalogue of offered services and their descriptions, but has 

also takes care of platform-wide security and quality 

standards. Stakeholders carrying these responsibilities in the 

Internet of Services are referred to as platform providers. 

The platform provider is responsible for providing 

qualitative infrastructure whose customers are the service 

providers. 

Compared to traditional mainframe applications where 

the operating organization is normally also the supplier of 

the software, the Internet of Services makes a distinction 

between service developer and service provider [19]. 

Nevertheless, these two roles are not mutually exclusive. A 

service developer concentrates only on writing the 

executable code behind a service. This is the only role that 

has knowledge of the internal logic and data flow within the 

code. The rest of the stakeholders only have access to the 

service through its interface description. A service 

developer has to guarantee the quality of the code only 

against the service provider. Service providers are 

responsible for the deployment of services on a platform and 

the specification of service level agreements (SLAs) [22]. 

They provide services that offer some value to the service 

consumers and use the resources of the platform to 

communicate with their customers.  A service provider is 

accountable for granting the quality of service specified in 

the SLAs and for compensations in case of violations. 

The service consumer uses the platform to find one or 

more services which can fulfill his needs. The product 

which is of interest for the service consumer is the real-

world effect provided by the functionality of a service. Once 

a suitable service is identified, a contract has to be 

negotiated between the consumer and the provider of the 

service [20]. Since a selected service will probably be 

integrated in the consumer’s operational environment, the 

consumer has to be given the possibility to test if the service 

quality still fits the requirements of his own environment at 

any time. 

In addition to the extended number of roles in the 

Internet of Services, the dynamic organization of service-

based distributed systems also introduces some challenges 

to the execution of tests in such an environment. The 

changing number of stakeholders acting on a Cloud 

platform may lead to a large number of test cases that 

should be covered by the platform testing framework. Since 

some of the stakeholder roles, like the service developer and 

the service provider, are interested in design-time tests, and 

all roles have to be able to check the compliance of the 

resources to the negotiated contracts at any time, tests 

should be executable at both design and run time. Some test 

cases would be executable on demand (i.e., after changes or 

failure corrections). Others, like tests checking the 

compliance with SLA terms, should be executable on a 

regular basis. When quality violations are discovered in the 

testing process, the testing framework should be able to 

send the right information to all affected stakeholders; 

which requires the integration of a notification mechanism 

within the framework. 

In the following section, we present a list of challenges 

for testing SOA-based distributed software systems from an 

IoS perspective.   

B. List of challenges 

Considering the relationships, responsibilities, and 

organization of a service platform in an IoS environment, 

we identified the following challenges that should be 

addressed by a testing framework: 

 Large number of test cases: the number of 
stakeholders interacting on the platform is variable. 
Any number of users can join the platform; any 
number of services can be deployed on the platform. 
As a consequence, the platform must be able to 
provide for the execution of the continuously 
growing number of test cases by making scaling the 
framework a core part of the implementation. 

 Lack of knowledge on service structure: for all 
stakeholders except for service developers, services 
are only known through their interfaces, the service 
implementation and structure are intentionally 
hidden. This makes white-box testing impossible and 
forces black-box testing. 

 Service life-cycle: once deployed a service should be 
always available and cannot be taken offline for 
maintenance. Thus it is important to provide testing 
support during service development as well as 
during service run-time.  

  Different responsibilities: depending on their role on 
the platform, different stakeholders have different 
responsibilities, as explained in the previous section. 
A testing framework for the Internet of Services 
should be able to support different kinds of testing in 
order to cover all role-specific needs. 
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 Different requirements: different stakeholders have 
different perspectives on the platform, requiring 
support for a variety of use cases. On-demand testing 
and periodic testing should be supported in order to 
address the different needs of the service tester for 
the separate test cases.  

 Large amount of data: the execution of a large 
number of test cases will produce a large quantity of 
data. The platform must be able to provide storage 
and analysis for a large quantity of test results. 

 Lack of trust: access to testing data and results is a 
trust issues in the open environment of the Internet 
of Services. Stakeholders should be granted proper 
handling of the data they provide for testing 
purposes. Security mechanisms regulating the access 
to this data should be assured.  

 Lack of evolution control: a service provider can 
change the functionalities of a running service at any 
time. This can result in an unexpected change for 
some of its users. In order to prevent this situation, 
service users affected by a change must be informed 
about service modifications. 

 Dynamicity: the dynamic character of SOAs enables 
new services to be deployed on the platform, 
existing services to change, or removal of unused or 
defective services from the platform. The framework 
must automatically perform acceptance testing [8] 
on deployment of new services to ensure the quality 
of the resources offered on the platform. Regression 
tests [12] must be executed on every change of 
existing services to ensure compliance with existing 
SLAs and contract terms. Deactivation of test cases 
for deleted services should also happen 
automatically in order to prevent unnecessary 
resources usage. 

 

V. SOLUTION ARCHITECTURE 

The proposed testing framework enables Web service 

developers and other stakeholders to automatically and fully 

test services during development and run time. If an error 

occurs during the actual service execution (e.g., a service 

cannot be reached, or its output does not correspond to 

expected values) all participants of the testing process will 

be notified about this error.  

For the usage of the testing framework two use-cases can 

be defined. A service developer can use the framework to 

check the functionalities of a service during development 

time. The framework also can be used to test the services at 

run-time. This use case scenario is useful especially for 

platform providers and service consumers. A monitoring 

service can navigate the testing framework to execute test 

cases on the basis of a predefined test schedule. Services can 

be tested on-demand or periodically. 

The architecture of the framework is shown in Figure 1.  

The framework is composed of several components - 

TestManager, TestCaseValidator, DataGenerator, 

TestGenerator, a database, and a repository for test 

resources – which, in combination, execute the framework 

functionalities. It uses also the Notification Service of the 

Venice Framework [10] to keep all participants informed of 

test results. 

A. Testing life-cycle  

The framework supports all four phases of the defined 

testing life-cycle: test specification, test organization, test 

execution, test analysis. In the following, we describe 

functionalities of the framework components on the basis of 

these life-cycle phases. 

1) Test specification 

In order to execute a functional test, the testing 

framework needs some input data. This information should 

be defined by a service developer in XML. Our framework 

offers a XML schema to support the tester during the 

description of the test cases. 

Figure 1. Architectural Layout of the Venice Testing Framework. 

63Copyright (c) IARIA, 2012.     ISBN:  978-1-61208-200-4

ICIW 2012 : The Seventh International Conference on Internet and Web Applications and Services

                           75 / 307



Figure 2 presents the test case XML schema. A test case 

must have a unique name (caseID). The corresponding test 

case will be stored in the database with this name. Further 

important information in test cases are the Domain 

Information Service (dis) and port type (portType) fields. 

The dis provides meta-data for the service domain and 

enables service interaction in the Venice environment [10]. 

The portType defines an abstract name for a set of 

operations and messages. A test case has to define which 

operations will be tested along with its input and expected 

output. Each operation can also have a fault element, which 

should demonstrate a service call for an invalid input. 

The framework offers operations to add test cases into a 

database, to get them and to delete them. Before storing into 

the database, the test cases have to be checked for their 

validity by the component TestCaseValidator (see Figure 1). 

Only valid test cases will be used. 

2) Test organization  

Different options for testing are offered to the tester. The 

tester can test all the functionalities of a service, meaning 

that all the port types implemented by the service will be 

tested. Platform providers can use this operation before the 

deployment of the new service on the platform for 

acceptance testing. Service consumer can test the entire 

functionality of a service through this operation. 

The tester can also test all the services which implement a 

certain port type. This operation is useful for a platform 

provider to perform automated tests for the complete 

platform. This also allows service consumers and platform 

provider to run performance tests or stress tests. Another 

useful operation is for creating a new test, which a service 

consumer can use to define a test case and then execute it. 

3) Test execution  

After a successfully validation of a test case against the 

test case schema (passing a syntax check), the test case will 

be parsed by the DataGenerator component of the 

framework, which also uses the WSDL description of the 

service to get more data. All test data (from the test case and 

the corresponding WSDL) will be encapsulated in a 

TestCase object and sent to the TestGenerator. The 

TestGenerator generates and compile a JUnit-based Java 

test. The resources are stored in a repository, which is 

created at the beginning of the testing process and deleted at 

the end of the testing process. After compilation, the newly 

generated test case will be executed. 

4) Test analysis 

If an exception is captured during the execution of the 

tests, this will be stored in a TestResult object. All test 

results will be written into the TestResults database (see 

Figure 3). These test results can be retrieved with the 

getTestResult operation of the Testing Service. 

 

 
Figure 3.  An example to present the testing results for Add-

Service. 

Figure 2.  XML-Schema to define test cases. 
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B. Implementation Prototype 

We implemented a prototype of the testing framework 

for the Venice (see Figure 4) platform. Venice is a SOA-

based framework for building secure and dependable 

distributed applications; it supports service developers 

during developing, deployment, maintenance, and usage of 

Web services. Different service providers can use the 

Venice infrastructure to offer their services for service 

consumers. Figure 4 shows how the testing framework is 

used in the Venice environment. In order to use the testing 

framework, the tester first needs to initialize the Service 

Abstraction Layer (SAL) of Venice. The SAL accesses to 

additional functionalities like authentication and 

authorization, which are provided by the Venice Single 

Sign-On Service (SSO Service). To use the testing service, 

service consumers have to authenticate one time to the 

SSOService, which returns a service token (ST). The ST 

contains the authorization information that allows the user 

to prove his identity and to prove his right to access the 

testing service. All necessary operation invocations are 

made transparently for the service consumer. The next step 

is calling the desired operation of the testing service. After 

the testing process is finished, the tested service returns a 

unique uuid, which is used to request test results from the 

database. Service consumers will be informed of the test 

results through the notification service provided by Venice. 

Finally, test results are fetched from the database. 
 

The testing framework is implemented in Java and uses 

the JUnit libraries. Figure 5 shows the implemented classes 

of the framework and their relationships. 

The Testing class uses the InputGenerator to get input 

data as a TestCase object. The InputGenerator uses 

DOMParser to parse a test case, which was created by 

service developer in XML. The DOMParser class reads 

XML files and generates the corresponding input, output 

and fault objects, which will be added to a TestCase object. 

A TestCase object will be given back to the Testing class. It 

uses the WriteUniTest class to generate java test classes. 

These will be compiled, and then executed by MyTestSuite. 

Figure 4. Use case diagram to demonstrate using of the Testing Service 

Figure 5. Static structure of the Testing Framework. 

65Copyright (c) IARIA, 2012.     ISBN:  978-1-61208-200-4

ICIW 2012 : The Seventh International Conference on Internet and Web Applications and Services

                           77 / 307



Test results will be added to a MyTestResult object and 

stored in the database. The clients will be notified through 

Venice’s notification system. To perform incoming tasks 

more efficiently, we implemented a thread pool. Tests are 

temporarily stored in the IncomingRequests queue and are 

executed by worker threads in the thread pool. 

VI. CONCLUSION AND FUTURE WORK 

In order to meet new quality requirements in software 

development, software testing has been researched for 

several years. With the application of SOA as a concept for 

development of distributed services on the internet –Internet 

of Services - new challenges for testing infrastructures were 

defined. In order to satisfy these challenges, we designed 

and implemented a generic testing framework. Our 

proposed framework is based on black-box testing and 

supports the whole testing life-cycle; from generation and 

checking of the test cases to compiling and execution of test 

cases. 

This paper presented a generic testing solution and its 

prototype implementation for testing of IoS service 

platforms. In future, the functionality of the framework will 

be extended; we plan to enable the test result analysis and 

present statistics for executed test cases. Furthermore, in 

order to provide better performance and scalability, an 

asynchronous communication pattern will be implemented 

and integrated into the prototype. A graphical user interface 

is planned in order to increase usability. 

VII. ACKNOWLEDGEMENTS 

This work was funded by the German Ministry for 

Education and Research (BMBF project “iGreen” 

01IA08005G). The authors are responsible for the content. 

REFERENCES 

 
[1] N. Looker, M. Munro, and J. Xu, “ Testing Web Services,” 

the 16th IFIP International Conference On Testing of 
Communicationg Systems, Oxford, 2004, unpublished.  

[2] L. Frantzen, J. Tretmans, and R. Vries, “Towards Model-
Based Testing of Web Services,” Inter. Workshop on WS. -  
Modeling and Testing (WS-MaTe2006), Palermo, 2006, pp. 
67-82. 

[3] S. K. Chakrabarti, and P. Kumar, “Test-the-Rest: An 
Approach to Testing RESTful Web-Services,” IEEE 
COMPUTATIONWORLD’09, Athens, 2009, pp. 302 – 308. 

[4] E. Martin, S. Basu, and T. Xie, “Automated Robustness 
Testing of Web Services,” Proceedings of the 4th International 
Workshop on SOA and Web Services Best Practices, Oct. 23, 
Portland, Oregon, USA., 2006, pp. 114-129. 

[5] C. Bartolini, A. Bertolino, and E. Marchetti, “WS-TAXI: a 
WSDL-based testing tool for Web Services,” icst, 
International Conference on Software Testing Verification 
and Validation, Colorado, 2009, pp. 326-335. 

[6] soapUI, http://www.soapui.org, April 2012 

[7] A. Bertolino, J. Gao, and E. Marchetti, “Automatic test data 
generation for XML Schema based partition testing, ”  IEEE 
Automation of Software Test, Minneapolis, 2007, pp. 4-11. 

[8] H. Balzert, Lehrbuch der Software-Technik, Spektrum Akad. 
Verl., 1998, pp. 257. 

[9] TEXO, Business Webs in the Internet of the Services, url: 

http://www.internet-of-services.com/index.php?id=276&L=0 
, April 2012  

[10] The Venice Service Grid, url: http://www.v-
grid.info/html/pdf/The%20Venice%20Service%20Grid.pdf, 
April 2012 

[11] T. Erl, Service-Oriented Architecture, Concept, Technology, 
and Design, Prentice Hall PTR, March 2009, pp. 290-291 

[12] P. Liggesmeyer, Software Qualität – Testen, Analysieren und 
Verifizieren von Software, Spektrum Akad. Verl., Heidelberg, 
2002. 

[13] R. Pressman, Software Engineering: A Practitioner’s 
Approach, McGraw Hill, Boston, 2001. 

[14] P. Jalote, An Integrated Approach to Software Engineering, 
Springer Verl., 1997. 

[15] S. Arikan, M. Hillenbrand, and P. Müller, “A Runtime 
Testing Framework for Web Services”, 36th EUROMICRO 
Conference on Software Engineering and Advanced 
Applications (SEAA’10), Lille, France, 2010. 

[16] IEEE Standard Glossary of Software Engineering 
Terminology, IEEE std 610.12-1990, September 1990, url:      
http://web.ecs.baylor.edu/faculty/grabow/Fall2011/csi3374/se
cure/Standards/IEEE610.12.pdf, April 2012 

[17] C. Haubelt, J. Teich, Digitale Harware/Software-Systeme - 
Spezifikation und Verifikation, Springer Verl., 2010, pp.95-
111. 

[18] A. Kabzeva, M. Hillenbrand, P. Müller, and R. Steinmetz, 
“Towards an Architecture for the Internet of Services”, 35th 
EUROMICRO Conference on Software Engineering and 
Advanced Applications (SEAA’09), Patras, Greece, 2009. 

[19] C. Janiesch, R. Ruggaber, and Y. Sure, “Eine Infrastruktur für 
das Internet der Dienste”, HMD - Praxis der 
Wirtschaftsinformatik, 45(261):71–79, June 2008.  

[20] J. Spillner, M. Winkler, S. Reichert, J. Cardoso, and A. 
Schill., “Distributed Contracting and Monitoring in the 
Internet of Services”, Ninth IFIP WG 6.1 International 
Conference on Distributed Applications and Interoperable 
Systems (DAIS 2009), vol. 5523 of Lecture Notes in 
Computer Science, pp. 129–142. Springer-Verlag, Berlin 
Heidelberg,2009. 

[21] B. Sosinsky, Cloud Computing Bible, Wiley Publishing, Inc., 
2011. 

[22] OASIS, SOA-EERP Business Service Level Agreement 
Version 1.0, Commetee Draft 03, January 2010, url: 
http://docs.oasis-open.org/soa-eerp/sla/v1.0/SOA-EERP-
BSLA-spec-cd03.pdf, April 2012 

 

 

 

 

 

 

 

 

66Copyright (c) IARIA, 2012.     ISBN:  978-1-61208-200-4

ICIW 2012 : The Seventh International Conference on Internet and Web Applications and Services

                           78 / 307



Industrial Automation Software: Using the Web as a Design Guide

Dirk van der Linden, Georg Neugschwandtner
Electromechanics Research Group

Artesis University College of Antwerp
Antwerp, Belgium

dirk.vanderlinden, georg.neugschwandtner@artesis.be

Herwig Mannaert
Department of Management Information Systems

University of Antwerp
Antwerp, Belgium

herwig.mannaert@ua.ac.be

Abstract—When looking the World Wide Web (and the
Internet at large) as one giant application, we observe certain
desirable properties that would also be welcome, but cannot
be taken for granted, in industrial automation systems. In
particular, subtasks that are unrelated from a functional point
of view (such as Web sites) are usually well-separated from
each other. Web services can play a key role in bringing
separation of concerns to automation systems. The paper
introduces a relevant standard (OPC UA). It also presents the
Normalized Systems theory as a structured way of ensuring
separation of concerns which is applicable to a wide range
of application domains, from the Web to programs within
automation controllers.

Keywords-OPC UA; Normalized Systems; Evolvability; Indus-
trial Automation.

I. INTRODUCTION

Already before the Internet was adopted worldwide, and,
in parallel, IP-based networks obtained their dominant role
in the office world (no matter in which sector of the
economy) [1], some authors have tried to figure out whether
the Internet could ‘crash’ or not. Ted Lewis answered the
question ‘Is it possible for the Internet to overload and
blow a fuse’ with ‘probably’ [2], following a (simplified)
comparison of the Internet with an ‘infinite bus’, which can
indeed become overloaded – at least partly. Consequently,
the threat has to do with a potential lack of hardware
resources, or even physical unavailability in case of, e.g.,
a fire in one or more buildings. However, a crash of the
entire Internet is considered improbable [3]. Still, this only
applies to the entire Internet as a system; parts of this
system, in particular individual application servers, certainly
can crash. To prevent services becoming unavailable due
to such object crashes, authors for example consider ways
to implement highly-available distributed World Wide Web
(WWW) servers [4].

Considering this, the Internet appears to be a stable
system. In the literature, the meaning of stability varies [5].
For a more formal specification of this assumption for our
purposes, we shall consider the generic concept of stability
as defined in the fields of signal processing, systems theory,
and control theory, BIBO (Bounded Input Bounded Output)
stability. In these fields, (BIBO) stability is considered one
of the most fundamental properties of a system [6], [7].

It implies that a bounded input function should result in
bounded output values, even as t→ ∞ (with t representing
time).

When we call the Internet a system in this sense, we
focus on the fact that objects, services, clients and servers
are being continuously added to it, updated and removed
from it. We consider these changes as inputs to the (Internet)
system, and consider the impact of those changes as outputs.
The Internet apparently copes well with these continuous,
worldwide changes. Their consequences are bounded: An
object crash does not affect the robustness of the system as
a whole. Also, the effort for making changes does not rise
as the system evolves: For example, creating a new web site
is not harder today than last year (given that the new site
should provide the same functionality and given the same
tools and availability of other resources). Of course, adding
a more complex web site requires more effort than adding a
simple one; but the effort required does not depend on the
size of the web at large. The effort only depends on the size
of the change itself.

For software systems in general, however, this is not the
case. Industrial automation control systems are no exception
[8]. Stability or long-term maintainability is a challenge.
It is a desired characteristic, which is hard to control [5].
The issue of evolvability is widely known, and was already
specified in the form of a statement back in 1980 by Manny
Lehman: ‘As an evolving program is continually changed,
its complexity, reflecting deteriorating structure, increases
unless work is done to maintain or reduce it’ [9].

Thus, the Internet appears to be stable, while the software
systems, which make part of it, are not. This paper presents
approaches towards improving this situation, focusing on
separation of concerns in automation systems by applying
web based technology and appropriate formal guidelines.
Section II outlines the desirable properties we find in the
Internet as a system and how automation systems are dif-
ferent in contrast. Section III introduces the OPC Unified
Architecture standard as a way of applying web based
technology to automation systems. Section IV summarizes
the main theorems of the Normalized Systems theory, which
provides formal guidelines to building stable software sys-
tems independent of the application domain, and Section V
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discusses how to migrate industrial automation systems to
normalized systems. In Section VI, we conclude and present
suggestions for future research.

II. THE WEB AS A MODEL FOR SEPARATION BETWEEN
AUTOMATION SOFTWARE COMPONENTS

When looking at the world wide web, we notice various
desirable properties. We already mentioned the example of
web sites being independent of other web sites (as long as
they do not depend on each other for content) regarding the
effect of crashes as well as the effort required for launching a
new website. Also, a web browser is not going to crash when
a server does not respond in time. The Internet is robust
against changes, without the need for a specific maintenance
effort as stated by Lehman’s law [9]. We are seeing a huge,
stable system where essential concerns are well separated.
Broadly speaking, each web site could be considered such
a concern.

While our examples for desirable properties found in the
world wide web are probably so familiar that they do not
seem to be a special achievement at first sight, it is worth
remembering that these properties cannot simply be taken
for granted. As a case in point, the situation is significantly
different with industrial automation systems.

Industrial Programmable Logic Controllers (PLCs) are
usually programmed in one of the languages of the IEC
61131-3 standard [10]. An IEC 61131-3 Program Organiza-
tion Unit (POU) contains code, which can be a Function, a
Function Block, or a Program. The code can be written in
any one of these languages, depending on which of them is
most appropriate for the specific application.

Often a PLC controlled factory plant starts out from
a basic solution and is extended over time. For such a
basic solution in a starting SME (Small or Medium-sized
Enterprise) business, one single PLC might be enough to
implement production control (or a self-contained subpart).
If the business is successful and the production capacity has
to be expanded, the resource limit of the single PLC will
be reached at some point. Typically, a second one is then
added, which will result in a number of couplings between
these PLCs. In case engineers are focusing on functional
requirements only and neglect non-functional quality proper-
ties (like evolvability and stability), there is a risk that these
couplings could be so-called undesired couplings [11]. These
will cause combinatorial effects, resulting in an increased
impact of changes as the system size increases. Engineering
an evolving system based on functional requirements only
– and thus neglecting desirable maintenance activities with
respect to the software – typically results in a system with
a low amount of separable concerns. Without separation of
concerns, it is likely necessary to shutdown the entire system
if one of the many PLCs needs to be replaced; it could even
be necessary to re-engineer the entire system. All this is
due to the negative effect of coupling between POUs – in

contrast to the loose coupling that we observe to be in place
between web sites.

One of the very likely sources of undesired coupling
is that popular communication systems between PLCs are
based on global variables, shared memory, or shared I/O
(Input/Output) addresses (e.g., fieldbus systems). The exis-
tence of these systems is not necessarily a disadvantage, but
the way of use of these mechanisms can lead to invisible,
hidden dependencies (also referred to as ‘common coupling’
in this case [11]), resulting in combinatorial effects.

Of course, it is possible to create IEC 61131-3 programs
without causing common coupling (e.g., by carefully docu-
menting the use of all global variables). However, instead of
hoping that developers use these communication capabilities
without causing common coupling (which would at least
require thorough education), it would be preferable to have
concepts in place that actually remove the possibility of
common coupling [12].

Another relevant aspect in this context is the separation of
states. A simple example where this is achieved on the world
wide web would be the separation between web browser and
server in the example at the beginning of this section. On the
other hand, in industrial automation, some PLCs contain an
integrated diagnostic system to handle fieldbus failures that
can actually cause the PLC to shutdown if handling code
is not properly implemented. In other words, instead of just
notifying the PLC system of a fieldbus failure, a fieldbus
system failure can be propagated to cause further system
failures.

III. OPC UNIFIED ARCHITECTURE

Web services cleanly separate software components from
each other. They enable self-describing, modular appli-
cations to be published, located, and invoked across the
Web. Software modules collaborating via web services make
parameters and arguments explicit through the module’s
interface only. They allow modules to be loosely coupled.
Hence, combinatorial effects cannot propagate. In other
words, web services isolate web based applications from
each other. Therefore, we think that web services are a very
helpful means toward avoiding common coupling as outlined
in the previous section. We think that the structure they bring
to systems by way of their design can contribute significantly
to system stability.

The use of service oriented architecture and web services
in manufacturing systems has been previously studied in
depth by academic research groups [13], [14]. However,
the lowest level of control (also called the shop floor
layer) is characterized by a great heterogeneity of systems
and special fieldbus communication solutions. Unless they
support a common communication standard, the effort to
integrate these shop floor systems into a web services based
solution is prohibitive in industrial practice. Here, the OPC
specifications could play a major enabling role.
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The OPC Foundation set out to enable interoperability
between automation equipment and software of various
vendors. The first and still most successful specification,
called OPC Data Access, was designed as an interface
to communication drivers, allowing standardized read and
write access to real-time data in automation devices. The
major use case are HMI and SCADA systems accessing
data from different types of automation devices. The first
OPC specification family (released in the nineties) was
based on the DCOM (Distributed Component Object Model)
technology by Microsoft.

OPC has become the de facto standard for industrial
integration and process information sharing [15]. By now,
over 20,000 products are offered by more than 3,500 ven-
dors. Kalogeras et al. share the view that OPC is highly
accepted in industry [16]. Millions of installed OPC based
products are used in production, process industry, building
automation, and many other fields of application around the
world [17]. However, when the Internet gained widespread
adoption, the DCOM technology caused certain limitations.

To address this, the OPC UA specifications were released
in 2006, aligning OPC with the principles of service ori-
ented architecture. OPC UA is considered one of the most
promising incarnations of WS technology for automation
[18], [17], [19]. Its design takes into account that the field of
application for industrial communication differs from regular
IT communication: embedded automation devices provide
another environment for Web-based communication than
standard PCs.

OPC UA makes it feasible to provide a web services
based OPC UA interface directly on automation controllers,
with integrated protocol security. OPC UA can thus be
used to encapsulate PLC programs much in the way that
HTTP and HTML ‘encapsulate’ the implementation details
of a web server. For this purpose, an OPC UA companion
specification for representing IEC 61131-3 code using the
information modeling mechanisms of OPC UA is available.

While separation of concerns can also be achieved by
using proprietary, custom-made web services, using OPC
UA instead has additional benefits. The most important one
is that, being a standardized interface, it enables interop-
erability between automation systems by different vendors.
Given the fact that web services interfaces will usually
be provided by automation system vendors, the use of
non-standard interfaces makes considerable integration ef-
forts necessary in a multi-vendor system (Figure 1). Also,
automation system integrators typically do not have the
skills to develop custom-made webservices. Rather, they are
trained to write IEC 61131-3 code and configure commercial
SCADA products, often with a C-like scripting language.
The OPC UA specifications are an excellent way to stim-
ulate automation product vendors to provide standardized
interfaces, which can be configured by automation system
integrators in webbased or web-enabled automation software

Figure 1. Left: OPC UA based communication; Right: Communication
based on custom webservices

components.

IV. NORMALIZED SYSTEMS

The value of applying separation of concerns throughout
a system (in our case, an industrial automation system) is
apparent. Thanks to OPC UA, web services can be more
easily applied to achieve loose coupling between PLCs,
as well as between PLCs and SCADA systems. Still, un-
wanted couplings can also exist between POUs within a
PLC. Moreover, applying web services technology is only
one step towards achieving loose coupling; interfaces still
have to be designed carefully to avoid unwanted functional
dependencies. While comprehensive informal guidelines are
available to educate software developers about good design,
few formal contributions exist.

The Normalized Systems theory has recently introduced
an approach to attain evolvable modularity in software,
starting from a constructive point of view. Its authors state
that probably all necessary knowledge is available to build
stable software systems, but it seems to be hard to apply
this knowledge [20]. The reason why it is very challenging
to build stable software systems is not due to a lack of
knowledge, but because this knowledge mainly takes the
form of developers’ individual experience. The Normalized
Systems theory attempts to capture this knowledge in a
succinct and formal way.

In Normalized Systems theory, instead of taking the func-
tional requirements as the only starting point, elementary
software constructs are defined as basic building blocks.
Hence, the implementation of software can be seen as
the transformation of functional requirements into software
primitives. We can represent this implementation transfor-
mation γ as

S = γ(R) [21].

In this formula, S represents the set of elementary software
constructs, and R stands for the functional requirements.

In order to obtain evolvable modularity, the Normalized
Systems theory states that this transformation should exhibit
systems-theoretical stability. This means that a bounded
input function (i.e., a bounded set of requirement changes)
shall result in a bounded set of output values (i.e., a bounded
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Figure 2. Cumulative impact of changes over time [24]

impact or effort), even if an unlimited systems evolution
is assumed. The impact of a change shall only depend
on the nature of the change itself. Conversely, changes
causing impacts that are dependent on the size of the system
are termed combinatorial effects; they must be eliminated
from the system in order to attain stability. Stability in
this context amounts to a linear relationship between the
amount of requirements on the system (which is increasing
as the system evolves over time) and the effort required
to implement all these requirements. Systems that exhibit
stability are defined as Normalized Systems [20]. In such
a system, the effort required for adding a function with
given complexity does not depend on the overall system
complexity. This is in contrast to the situation typically
observed in software projects, where combinatorial effects
or instabilities cause this relationship to become exponential
(Figure 2).

Mannaert et al. also proposed that, in Normalized Sys-
tems, modular structures should strictly adhere to the fol-
lowing principles [21]:

1) Separation of Concerns: An Action Entity can only
contain a single task.

Each task must be able to evolve independently. If it
is expected that two or more aspects of a program
function (i.e., tasks) will evolve independently, they
must be separated. It is proven that if one module
contains more than one task, an update of one of the
tasks requires updating all the others, too. Therefore,
Normalized Systems shall be constructed of Action
Entities (independent code modules) dedicated to one
core activity.

Most discussions regarding the separation of concerns

remain vague about what a concern is actually. In
contrast, the Normalized Systems theory provides an
explicit definition by introducing the concept of so-
called change drivers: A module should not contain
parts that can evolve separately; rather, these parts
should be placed in separate modules.

2) Data Version Transparency: Data Entities that are
received as input or produced as output by action
entities need to exhibit Version Transparency.

Data Version Transparency requires that Data Entities
(variables, records) can exist in multiple versions
without affecting the actions that consume or produce
them. In other words, an update of a Data Entity shall
not affect the interface of an Action Entity, i.e., it
must be possible to use different versions of this Data
Entity in the same way when exchanging parameters
or arguments with an Action Entity.

3) Action Version Transparency: Action Entities that are
called by other Action Entities need to exhibit Version
Transparency.

Action Version Transparency implies that an Action
Entity can have multiple versions, without affecting
the way this Action Entity is invoked. In other words,
introducing a new version of an Action Entity or task
shall not require changes to any other Action Entities
calling (or called by) the Action Entity containing the
task.

4) Separation of States: The calling of an Action Entity by
another Action Entity needs to exhibit State Keeping.

This theorem focuses on the interaction of Action
Entities with other Action Entities, more specifically,
on the aggregation and mutual invocation of Action
Entities in order to perform a function encompassing
multiple tasks. State Keeping requires every Action
Entity to be itself responsible for keeping track of
its requests to other Action Entities. If results are
not returned as expected, the calling action entity
must not block indefinitely; rather, it shall handle the
exceptional situation in an appropriate way.

V. MIGRATION AND REWRITES

Already decades ago, Doug McIlroy called for software
building blocks which can be safely regarded as black
boxes [25]. Such blocks should not contain any undesired,
hidden dependencies. A truly Normalized System fulfils this
requirement. However, such a system must comply with the
Normalized Systems theorems from the ground up, down to
the smallest building blocks or modules. Since each Action
Entity may only contain one task, this leads to very fine-
grained structure with an enormous amount of very small
modules.
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Figure 3. Reduction of cumulative effort by way of a rewrite

Restructuring a legacy (‘Lehman’) system into a Nor-
malized System is, of course, a formidable task. A good
start could be just separating the system into larger modules
or subsystems with normalized interfaces. Each subsystem
could then be considered to be a Normalized System, al-
though it will likely still contain non-normalized subsystems
(larger modules; see Figure 4). Such a subsystem module
will not be a McIlroy-type safe black box due to its Lehman-
type subsystems containing hidden dependencies. However,
the combinatorial effects originating from its Lehman-type
subsystems are stopped by the module interface, which
complies with the Normalized Systems theorems.

In the case of automation components, web services
(possibly making use of OPC UA) could be a very help-
ful mechanism to separate PLCs to transform them into
subsystems with normalized interfaces. However, this is not
enough. The internal modules of the subsystem, that is, all
IEC 61131-3 code, must eventually be structured following
the principles of Normalized Systems to make the subsystem
a truly stable system.

When discussing the web as a design guide earlier in
this paper, we observed that objects on the web, i.e., web
sites, still can ‘crash’. The same is true for a PLC which
uses code that does not follow the principles of Normalized
Systems. Both the web site and the PLC are still complex
subsystems that, eventually, need to be rewritten, probably
by again splitting them into different subsystems.

In general, the first step in a migration scenario to let a
non-normalized system evolve into a normalized one would
therefore be to identify parts that can be readily isolated from
the remaining parts. After adding a normalized interface,
each of the isolated parts can be replaced by a normalized
software re-write. Such a well-performed maintenance activ-
ity or ‘re-write’ will reduce the combinatorial effects within
the system or subsystem (visible in Figure 3 as discontinu-
ities along the y-axis). If full normalization is reached with
the re-write, combinatorial effects will be removed entirely

Figure 4. Migration from Lehman to Normalized subsystems

and permanently. Since the original part was already isolated
via a normalized interface, the ‘version change’ brought
about by the re-write will not cause combinatorial effects.
Thus, once the parts of the overall integrated system have
been isolated from each other (e.g., by way of web services),
every Lehman-type subsystem can be transparently replaced
by a Normalized one.

VI. CONCLUSION AND OUTLOOK

The timeline proves that the designers of the technologies
behind the Internet applications we know today could not
be aware of the Normalized Systems theory. However, the
Internet as a system complies with the principles of this
theory surprisingly well. Of course, the Normalized Systems
theorems are not completely new, but have been available
for a long time, albeit in the form of tacit knowledge. Those
designers did a remarkable job following their intuition,
and realised a world wide system that is stable even if the
application objects within this system are not – thanks to
loose coupling and excellent separation of concerns.

We are convinced that the Normalized Systems theory aids
in achieving loosely coupled systems. It promotes the devel-
opment of extremely fine-grained subsystems. As a first step
on this way, isolating combinatorial effects in automation
systems can be achieved by introducing web services based
interfaces. These interfaces separate technologies, platforms,
and vendor-dependent products; more generally spoken, they
apply the Separation of Concerns principle to automation
systems. OPC UA has a promising role in this regard thanks
to the widespread adoption of OPC in industry.

Web-based or Web-enabled automation components can
be regarded as a black box or isolated subsystem through
an OPC UA interface [19]. If we manage to find concepts
to restructure IEC 61131-3 code into very many small
components, the IEC 61131-3 information model OPC UA
companion standard could be applied to make this structure
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transparent. We do not see a reason why the amount of
such subsystems, interconnected via web services, would
be limited, except for limited hardware resources. Having
a large region system, comparable with the Internet, that
interconnects automation control subsystems, might become
very valuable in the future smart grid. Indeed, the Inter-
net, which is mainly used for interconnecting information
sources, might be extended with OPC UA based capabilities
for interconnecting production control resources.

Certainly, it will be essential to further investigate which
mechanisms the web and web services are built on that are
responsible for the desirable system properties mentioned
and translate them into the industrial automation domain.
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Abstract—The usefulness of knowledge models for information 

retrieval tasks such as digital resource tagging, query 

expansion, and recommending, among others, requires that the 

query concept be present in the model, i.e., exists matching. If 

the query concept is absent in the ontology, exists matching 

problem. In this case, it can be identified in the model other 

sematic and syntactically closeness concepts to the query 

concept. Once identified the closest concept is possible to 

extract relevant knowledge from the ontology. The goal of this 

work is to propose a solution to the problem mentioned, by 

identifying those variables that can affect the closeness between 

a query and concepts in a domain ontology. Using these 

variables as a starting point, we propose 6 indexes for 

measuring the degree of closeness. We present the results of 

implementing a search-selection algorithm using indexes based 

on exact words, contained words, coincidences in descriptive 

fields, new words and approximate depth. These indices are 

validated via a case study, and, from these results, we 

recommend adjustments needed for building a global concept 

closeness index in future works. 

Keywords-component; Ontology; Semantic Web; Web 

Information Retrieval. 

I.  INTRODUCTION 

Information retrieval (IR) involves several processes, 
among which we can distinguish  indexing, query, search 
and relevance assessment [1].  

Knowledge models, mainly thesauri, terminologies and 
ontologies, provide external knowledge that can semantically 
enrich, either directly or indirectly, several tasks related to 
information retrieval, such as digital resource tagging, 
indexing, querying and recommending. For example, 
indexing can either build an index by extracting information 
for resource tagging or it can use the knowledge model itself 
as an indexing system [2, 3]. Knowledge models are used in 
the formulation and refinement processes to navigate among 
the modeled concepts, and also in query expansion to 
disambiguate or further specify the initial user query by 
adding new information to the query [4, 5]. In relevance 
assessment, knowledge models have been used to rank 

results according to relevance, in what is called “score of 
results” [6]. 

Knowledge models can be used either manually, i.e. the 
user defines the query through model navigation, or 
automatically, through the use of algorithms that extract 
relevant information. Despite the fact that manual extraction 
can yield more precise results, its application is limited due 
to the large size and structure of many models and because, 
in most cases, users must have previous knowledge of the 
model [7]. On the other hand, automatic knowledge 
extraction allows using large knowledge models and makes 
their structure transparent to the users. However, their use is 
generally restricted to those cases where the query is exactly 
represented in the model. 

According to [8], an ontology is “an explicit specification 
of a conceptualization”. Ontologies involve two parts: syntax 
and semantics. The first considers symbols and the set of 
rules for combining them, and the second refers to the 
meaning of expressions. Ontologies rigorously specify a 
conceptual framework in a domain, with the goal of 
facilitating communications, interaction, exchange and 
information sharing between different computational 
systems. 

Knowledge representation, therefore, requires domain 
knowledge, representation languages and mechanisms for 
inferring new knowledge. As indicated in [9], ontologies are 
the tool of choice for formal knowledge representation 
oriented to computer-assisted semantic analysis. 

A problem associated to the use of knowledge models as 
a basis for automatic knowledge extraction occurs when an 
exact match to the query cannot be found. Then, the 
knowledge model can be examined looking for concepts that 
are closely related to the query. Accessing the concept 
closest to the query in turn makes it possible to access other 
semantically related concepts. That is, new knowledge can 
be extracted and then utilized in any other information 
retrieval processes, such as digital resource tagging, 
indexing, recommending or query expansion. 

This article describes an algorithm that, given a query, 
extracts those concepts that are closest to the query from a 
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given ontology. It also presents an analysis of the proposed 
algorithm’s initial assessment. 

The remainder of the article is organized as follows. 
Section II formalizes the problem considering the non-exact 
correspondence between the query and the knowledge 
modeled in the ontology. Section III analyzes previous works 
related to syntactic and semantic similarity metrics, and also 
to ontology-based query expansion algorithms. Section IV 
describes the research methodology, while Section V 
describes the evaluation process, which includes validation 
by experts, and the design and application of a questionnaire. 
Section VI analyzes and discusses the results. Finally, 
Section VII presents our conclusions and future research 
directions. 

II. THE QUERY MATCHING PROBLEM  

In this section, we define the basic elements of the 
matching problem, which are the query concept and the 
domain ontology. 

Query Concept: The user’s query is the query concept 
(QC), which is formed by a set of words w, that is, QC = 
{w1, . . ., wn}. Let QC’ be the same query concept after 
linguistic processing, that is, after removing morphological 
variations (stemming) and ignoring stopwords. Common, 
frequently-used words generally do not provide information 
and thus are considered stopwords. The set of stopwords 
includes prepositions, articles, adverbs, conjunctions, 
possessive and demonstrative pronouns, and some verbs and 
nouns. Stopword lists are generally language dependent, but 
some domain-dependent stop-word lists have also been built 
[10]. Stemming is the process by which morphological 
variations of the terms are extracted, e.g., conjugations as 
well as prefix and suffix derivational morphemes. A 
derivational morpheme is appended or prepended to a lexical 
base to form a new derived word. Eliminating these 
morphemes leaves only the root. Therefore, the lemma 
represents the variations of the derived terms [11].  

Domain ontology: in this work, based on [12], we define 
a domain ontology as a triplet O={C, R, I}, where C is the 
set of classes, R is the set of relationships between classes 
and instances, and I is the set of class instances. Any concept 
modeled in the ontology is represented either in the classes 
or in the instances. Every ontology modeled concept (OC) is 
a set of words such that OC= {v1, . . ., vy}. The ontologies 
have relationships related to concept taxonomies such as 
is-a or part-of, even though they can also include domain-
specific relationships to take into account the modeling 
requirements of the knowledge domain. 

Considering the above definitions, the matching problem 
between a query concept and the concepts modeled in a 
domain ontology exists when: 

OCQCOOC  ':  

Most of the work in information retrieval that makes use 
of knowledge models assumes that there is a matching 
between the query concept and at least one concept in the 
ontology. Although the query concept is absent from the 
ontology, can be identified in the model other closeness 
concepts to the query concept (QC). The degree of closeness 

to the query concept might be determined according to 
syntactic and semantic variables. It should be noted that there 
is little information about the query concept context to 
determine the closeness between the query concepts and the 
concepts in the ontology. Specifically, we only know the 
concept (and set of words) and the domain of knowledge 
where it is immersed. 

Our proposal presents an algorithm aimed at extracting 
those concepts in the ontology which are closest to a query 
concept for which no exact match exists.  

III. RELATED WORK 

The problem of matching a query to a domain ontology 
has been studied in relatively few ontology-based query 
expansion algorithms, most of which perform the query 
expansion only if the query concept exists exactly in the 
model, that is, there is a concept which contains the same 
words keeping the same order [3, 4, 13-17]. Moreover, our 
study of related work also reviews relevant syntactic and 
semantic similarity measures, as they indirectly affect the 
problem at hand. The similarity has been managed both 
syntactically and semantically. The syntactic aspect is based 
on the comparison of two strings and the semantic aspect 
through the comparison between two concepts present in the 
model. In the latter case exists two approaches: one based on 
the structure and another based on the information content. 

The edit distance measure (e) proposed by [18] is used to 
determine the degree of syntactic similarity between 2 strings 
A and B. It is defined as the number of removal, replacement 
or append operations needed to convert string A into string 
B. 

These semantic similarity measures consider that both 
concepts are represented in the model. Other structure-based 
measures use as a basis the number of nodes separating both 
concepts. Proposed measures utilize variables such as the 
depth of the lowest common ancestor (LCA), the local 
density of the sub-tree containing both concepts, the distance 
between the concepts and the types of relationships among 
them. For example, the measure proposed by [19] is 
calculated as the shortest route between the concepts. The 
measure proposed by [20] is calculated as a function of the 
depth of the LCA and the number of links between the 
concept and said ancestor. The similarity measure proposed 
by [21] is a function of the concepts’ depth, the depth of the 
LCA and the shortest distance between the concepts. The 
same authors propose another similarity measure that also 
includes the local specificity [22]. Li, et al. [23] propose a 
similarity measure that takes into account the shortest route 
between the concepts, the depth of the LCA and empirical 
information. 

Information-based semantic similarity measures consider 
the information content of the model’s derived nodes and 
corpus statistics, such as the concept’s frequency in the 
corpus and the corresponding inverse frequency. The more 
information two concepts share, the higher their similarity. 
Some similarity measures in this category are the ones 
proposed by Resnik [24], which take the information content 
of the LCA into account. Jiang and Conrath [25] and Lin 
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[26] suggest improvements to Resnik’s measure which also 
consider the information content of each concept.  

The above mentioned semantic and syntactic similarity 
measures are not directly applicable to the correspondence 
problem, as they can be used only if both concepts are 
present in the model. In our case, however, the query concept 
is absent from the model. Nevertheless, these works are 
relevant to formulating our proposed solution. 

Previous work proposes a query expansion algorithm 
based on domain ontologies [5]. The same work also defines 
an algorithm for finding the concept closest to a query 
concept not present in the ontology. The closest concept is 
defined as the concept that contains the largest number of 
words in common with the query concept, and that contains 
the smallest number of words that do not belong to the query 
concept. 

IV. METHODOLOGY  

Figure 1 shows the framework that describes how the 
matching problem is addressed. In any IR process, when the 
query concept is absent in the model, it is processed 
linguistically. Then, the concepts that share words with the 
query concept are extracted from the ontology. These 
concepts are also processed linguistically to calculate the 
indexes of closeness. Finally, based on the indexes, the 
global concept closeness index is estimated. 

 

 

Extracts candidate 
concepts

Domain Ontology

Indices of 
closeness

QC’ 

QC

INFORMATION RETRIEVAL
(information retrieval tasks : resource tagging, query expansion, 

recommending, among others)

Concept closest to 
the query

Degree of 
closeness

Linguistic processing

CC

CC’ Stemming
Stopwords

 
Figure 1.  Matching problem framework. 

We define the candidate concepts (CC) for a given query 
concept (QC) as all those concepts present in the ontology 
that share words with the linguistically pre-processed query 
QC’. Linguistic processing includes stopword elimination 
and plural extraction: in other words, a full stemming process 
is not performed. 

Let QCi be a query concept composed of a set of words 
w, and QC’i is the linguistically preprocessed query. Also, let 
OC be any concept modeled in a domain ontology, which in 
turn is defined as a set of words vnt such that OC1 = {v11,. . ., 
v1p}, . . ., OCn = {vn1, . . ., vnt}. Then, if QCi is not present in 
the ontology, we can say that OCn is a candidate concept for 
QC’1 if and only if  

∃𝑣𝑛𝑡 ∈ 𝑂𝐶𝑛  ∧  ∃𝑤′𝑖𝑝 ∈  𝑄𝐶′𝑖   𝑣𝑛𝑡 = 𝑤′𝑖𝑝   

∧  𝑣𝑛𝑡 ≠ 𝑠𝑡𝑜𝑝𝑤𝑜𝑟𝑑 ∧ 
∧   𝑣𝑛𝑡 = 𝑠𝑡𝑒𝑚𝑚(𝑣𝑛𝑡 )  

The closeness from the query concept QC’ and the 
candidate concepts CC is a function of the following  

1.-The number of words that match the query concept 
words. Two types of coincidences, exact and contained, are 
considered.  

1.1.- A contained coincidence occurs when the query 
concept word is contained within a candidate 
concept’s word.  
1.2.- An exact coincidence occurs when the query 
concept word is syntactically identical to a word in 
the candidate concept. The greater the number of 
coincident words, the closer the query concept and 
the candidate concept.  

2.- Word positions. In addition to the coincidences 
among the query concept’s words and the candidate 
concepts’ words, the coincident word’s position is also 
considered. Analysis of this parameter can vary according to 
each language’s grammatical rules. A candidate concept’s 
closeness to the query concept increases if word positions 
also coincide. 

3.- Number of new or mismatching words. This criterion 
counts the number of CC words that do not coincide either 
exactly or approximately with any query concept word. Stop-
words are ignored. The fewer the new or mismatched words, 
the higher the candidate concept’s closeness to the query 
concept. 

4.- Concept depth. The depth is defined as the longest 
path from the candidate concept to the model’s root class, 
considering hierarchical is-a relationships. In a domain 
ontology, the deeper the concept the more specific it is.  

5.- Parent relevance. This item considers the parents of 
the candidate concepts and quantifies the number of its 
descendants that are also candidate concepts. Closeness 
increases if a candidate concept belongs to a sub-tree with a 
greater candidate concept density. 

6.- Descriptive fields representation. This item considers 
the occurrence of the query concept in any descriptive field 
associated to the candidate concept, such as the <definition> 
or <description> fields. Concept closeness increases if the 
candidate concept’s descriptive fields contain the query 
concept.  

The 7 variables just mentioned are considered relevant 
for determining the closeness between a query concept and 
those concepts modeled in an ontology. Next, we show the 6 
indices to be calculated by the algorithm for each candidate 
concept. Each index takes values between 0 and 1. 

Normalized exact word index  
















qc

ex

ex

word

word

coin
t

c
ind  (1) 

 

where: 

c_word_ex : Number of query words that are also present, exactly, in 

the candidate concept (variable 1.1). 

t_word_qc : Total number of words in the query concept QC, ignoring 

stopwords. 
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Normalized contained word index  
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where: 

c_word_co : Number of query words that are contained in a word 

present in the candidate concept (variable 1.2). 

t_word_qc : Total number of words in the query concept QC, ignoring 

stopwords. 
 

Normalized new word index  
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where: 

c_word_ex : Number of words in the query concept that are also 

present in the candidate concept (variable 1.1 ). 

c_word_cc : Number of words in the query concept that are contained 

in a word present in the candidate concept (variable 1.2). 

t_word_cc : Total number of words in the candidate concept CC, 

ignoring stopwords 

t word cc –(c_word_cc + c_word_ex): Number of new or mismatching 

words (variable 3).  

 

 

Descriptive fields coincidence index  
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where: 

c_word_des : Number of words in the query concept that are an exact 

or partial match to words in the candidate concept’s descriptive fields 

(variable 6). 

t_word_qc : Total number of words in the query concept QC, ignoring 

stopwords. 

 

 

Normalized aproximate depth index. 
Given the computational complexity inherent to the 

problem of exactly calculating a concept’s maximum depth 
in a formal domain ontology, this index is defined as an 
approximation to the candidate concept’s maximum depth 
(variable 4). A formal domain ontology usually includes a 
large number of modeled concepts, each of which can have 
several parent nodes, therefore many routes to the root node 
can exist. 

To calculate the semantic distance each line of 
inheritance has value 1. Therefore we assume that any 
inheritance relationship with a class that belongs to another 
ontology is assigned half this value (t_subclassof_o=0.5). 
This avoids calculating the depth in external ontologies. 
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where: 

p_subclassof_o : parent relationship average for all concepts in the 

ontology.  

t_subclassof_o : total number of subclass relationships in the ontology. 

Subclass relationships have weight 1, while references to classes in 

other ontologies or sub-ontologies have weight 0.5. 

t_class_o : total number of classes modeled in the ontology that have at 

least one parent (except for root nodes). 

t_ant_cc : total number of parents of a candidate concept. 

max(cc of qc): maximum approximate depth of all candidate concepts 

for a given query.  

 

Candidate density in sibling index (variable 5).  
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CCparent
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where: 

max parent cc  : maximum value among all the candidate concept’s 

parents. 

parent_cc : number of concept candidate’s parents. 

c_sibling_cc : number of candidate concept’s siblings that are also 

candidate concepts. 

t_sibling_cc : total number of candidate concept’s siblings. 

 

V. EVALUATION 

We wanted to evaluate the algorithm by examining the 
concepts it retrieves and determining their closeness to the 
query concept. The algorithm is evaluated using the 
Subcellular Anatomy for the Nervous System (SAO) 
ontology, which is available in the OWL language. This 
ontology provides a method for describing sub-, supra- and 
macro-cellular structures. SAO “describes the parts of 
neurons and glia and how these parts come together to define 
supracellular structures such as synapses and neuropil”, and 
was developed by the Open Biological and Biomedical 
Ontology Foundry (http://www.obofoundry.org/crit.shtml) 
with the stated aim of providing updated domain ontologies 
in several knowledge areas for the scientific community [27]. 

For evaluation purposes, we utilize test queries extracted 
from the syllabi of four central nervous system Anatomy 
courses. Query concepts are extracted from the contents list 
for each course. Details can be found in Table I.  

TABLE I.  SYLLABI USED FOR ALGORITHM EVALUATION  

Course details 

Learning and Memory: Activity-Controlled Gene Expression in the Nervous 

System. Fall 2009 . http://ocw.mit.edu/courses/biology/7-340-learning-and-

memory-activity-controlled-gene-expression-in-the-nervous-system-fall-

2009/Syllabus/ 

Psychology 202 Biopsychology. Fall 2009. 

http://courses.washington.edu/psy222/Syllabi/Psy%20202%20Fall%2009%2

0syl.pdf 

Neurophysiology 1012 and 2012. Spring 2009. 

http://www.neuroscience.pitt.edu 

 

Neuro 405- Neurophysiology .Fall 2010. 

http://webpub.allegheny.edu/employee/l/lfrench/Neurophys%20syllabus%20

F06.htm 

 

73 initial query concepts were identified. For each initial 
query concept, the algorithm generated a list of candidate 
concepts sorted by closeness, according to the scores of the 6 
indices mentioned in Section 4. 

Faculty from the Universidad Católica de la Santísima 
Concepción, with professional experience in medicine, 
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specifically in anatomy and cellular biology, participated as 
experts in this study. At first, these experts were consulted to 
filter the initial concepts and to select those that were 
coherent with their research lines. Three experts agreed in 
the selection of 7 initial query concepts. Table II details 
algorithm results for these 7 queries. 

TABLE II.  LIST OF INITIAL QUERY CONCEPTS USED IN THE FIRST 

PHASE OF THE EVALUATION WITH THE RESULTS OF THE ALGORITHM 

 Indices 

  coinex coinco nue coindes prof_app den 

Queries t A B A B A B A B A B A B 

Activation 

of  

the NMDA 

receptor 

30 0 0.67 0 0.67 0 1 0.53 1 0 0.67 0.04 1 

AMPA 

receptor 

endocytosis 

31 0 0.67 0 0.67 0 1 0.41 1 0 0.67 0.04 1 

APs-  

Ca channels 

24 0 0.33 0 0.33 0 0.5 0.47 1 0 1.33 0.11 1 

Brain 17 0 0 0 1 0 0.33 0.13 1 1 2 0.03 1 

cerebro 

spinal fluid 

11 0 0.33 0 0.33 0 0.33 0.13 1 0.33 1 0 1 

Electrical 

principles 

of neuronal 

function 

49 0 0.25 0 0.25 0 0.5 0.27 1 0 0.5 0 1 

Neurons 75 0 1 0 1 0 1 0.12 1 0 2 0 1 

t: total number of candidate concepts  

coin_ex: normalized exact word index. 

coin_co: normalized contained word index. 

coin_des: descriptive fields coincidence index. 

nue: normalized new word index. 

prof_app: normalized approximate depth index. 

den:candidate density in sibling index. 

A: minimun. 

B: maximum. 
Each expert evaluated the first 10 candidate concepts, 

randomly sorted, for each of the 7 initial queries through a 
questionnaire named “Concept closeness evaluation in a 
domain ontology”. This instrument was designed to gather 
expert opinions regarding: 

 the conceptual closeness of the initial query concept 
to the candidate concept,  

 the closeness rank of the 10 candidate concepts, a 
number from 1 to 10, where 10 denotes greatest 
closeness.  

In the first phase of the evaluation, a single expert was 
chosen so as to do an exploratory case study. This was done 
to find out “the relationship between the closeness ranking 
determined by the expert and the indices computed for each 
candidate concept by our algorithm”. 

The expert evaluated the closeness of 10 candidates for 7 
initial queries. Of these 70 measurements, 64 candidate 
concepts (91%) were considered close and only 6 (9%) were 
found to be not close or unrelated to the initial query. The 
expert indicated that the strategy he applied was, after 
determining closeness, to perform a top-down revision based 
upon his experience with the candidate concepts in terms of 
their composition relationships. 

VI. RESULTS AND DISCUSSION  

These results were analyzed using Pearson correlation 
analysis [28]. This Pearson analysis was performed to find 
correlations between the closeness rank specified by the 
expert (on a scale of 1 to 10, 10 denoting greatest closeness) 
and each of the indices proposed in Section 4. Analysis 
results are shown in Table III. Five of the correlation indices 
were found to be positive relationships, that is, a higher 
expert ranking yields a larger estimated index. Pearson 
coefficients concentrated in the (0.46, 0.07) range.  

The best correlation values for the closeness rank were 
obtained for the new word index (0.46), the exact word index 
(0.40) and the contained word index (0.40). On the other 
hand, the least relevant correlation was obtained for the 
descriptive fields coincidence index (0.07). This low 
correlation can be explained by considering the poor 
structure and flexibility allowed when filling these 
descriptive fields. Additionally, it must be considered that 
the goal of these fields is mainly to provide information to 
other users. 

TABLE III.  THE CLOSENESS RANKING DETERMINED BY THE EXPERT 

AND THE RANKING GIVEN BY THE ALGORITHMS AND THE CALCULATED 

INDICES. 

ordex-

coinex 

ordex-app ordex-nue ordex-def ordex-prof ordex-dens 

0.40 0.40 0.46 0.07 -0.02 0.19 

ordex: closeness ranking determined by the expert 

coin_ex: normalized exact word index. 

coin_co: normalized contained word index. 

coin_des: descriptive fields coincidence index. 

nue: normalized new word index. 

prof_app: normalized approximate depth index. 

den: candidate index in sibling index. 

The only index that showed a negative low correlation 
was the approximate depth index, with a value of -0.02. 
Beforehand, we expected a higher positive correlation, under 
the premise that candidate concepts that are deeper in the 
ontology are more specific, which would in turn yield a 
higher closeness rank (closer to 10) with respect to the query 
concept. However, the data shows that the deeper the depth 
index the lower the closeness rank is, i.e. the candidate 
concept has a ranking closer to 1. This can be explained by 
noting that the query concepts (content lists of a course) and 
the concepts in the ontology have differences in the 
granularity/specialization. The query concept was assumed 
to be very specific, so then a deep candidate concept would 
be very close. However, not all query concepts are specific. 
Then, if the query concept is of a general nature, its closest 
candidate concepts will also be of a general nature. 
Therefore, the relevance of the depth index depends on 
whether the query concept is of a general or a specific nature. 
Unfortunately, as the query concept is not present in the 
ontology, we do not have information about its depth. 

In general terms, our results show that the indices 
proposed in this work are useful as a measure of the 
closeness between a query concept and concepts modeled in 
an ontology. As such, they can be used as a starting point for 
the development of a global closeness index that can be used 
to rank those concepts that are closest to the query concept. 
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VII. CONCLUSIONS AND OUTLOOK  

The usefulness of knowledge models for information 
retrieval tasks such as digital resource tagging, query 
expansion, and recommending, among others, requires that 
the query concept be present in the model. This work 
addresses the matching problem that occurs when the query 
concept is not present exactly in the model. We postulate that 
it is possible to find concepts that are syntactically and/or 
semantically close to the query concept, even if the query is 
not represented in the ontology, and that the closeness 
between the query concept and a candidate concept can be 
determined as a function of 7 variables. Based on these 7 
variables, we define 6 normalized indices for estimating 
concept closeness, which are the exact word index, the 
descriptive fields coincidence index, the contained word 
index, the new word index, the approximate depth index, and 
the candidate index in siblings index. After a first evaluation 
phase, we conclude that 5 of the 6 indices are positively 
correlated with the closeness rank perceived by domain 
experts. Moreover, one of the proposed indices warrants 
further research as its incidence on closeness rank depends 
on the generality or specificity of the query concept. This, in 
turn, leads us to envision a mechanism that allows knowing a 
priori a query concept’s depth so as to be able to calibrate the 
candidate concepts’ closeness rank.  

As future work, we must determine the degree of 
incidence define in the closeness rank estimation. In order to 
do this, we will perform a new evaluation with a larger 
number of experts, and also we will consider changing the 
knowledge domain area so as to generalize the results 
obtained to date. 
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Abstract— Computing has evolved in such a way that has left 
behind the limitation of being static and local, promoting the 
emergence of the new era of computing called Ubiquitous 
Computing. To maximize the use of this new computing 
platform, it is necessary to develop new and improved 
structures for knowledge and information representing, in 
order support the implementation of new intelligent searcher 
and recommendation systems. Thus, recommendations and 
search results will be fully based on contextual information 
and user profiles. This paper describes an architecture based 
on a multi-dimensional ontology model to represent mobile 
user contexts, Web services and application domains. A mobile 
application is also presented to show the benefits of this 
approach in a mobile computing environment. 

Keywords-mobile computing; ontologies; semantic Web 
services; context-aware systems. 

I.  INTRODUCTION 
Computing has evolved in such a way that has left behind 

the limitation of being static and local, that is, not being able 
to easily carry computing resources from one place to 
another due to its large size and energy demand. Currently 
this limitation has been solved with the reduced size, weight 
and power consumption of computing devices, resulting in 
the emergence of mobile computers, enabling 
communications between mobile devices and people 
anywhere in the world [1]. The mobile computing has 
become a reality, thanks to the evolution of wireless 
communication technologies and the Internet. Mobile 
computing is rapidly gaining importance because there is an 
incremental daily demand for information access from 
anywhere and at any time with multiple purposes. 
Nowadays, information is distributed around the world in 
multiple servers and databases, therefore to discover and 
gather this information accurately in mobile devices 
represents a big computational challenge. 

Web services (WS) [2] represent an important 
technological trend for distributing software resources 
around the world. WS are software component interfaces 
based on a set of XML-based standards, languages and 
protocols and are executed through the exchange of XML 
messages, allowing different applications to communicate 
across multiple platforms. WS enable reutilization of legacy 

software and integration of more complex systems which can 
be of major interest in mobile environments. 

Currently, there is a trend towards digital convergence, 
so it is possible to access information (voice, video or data) 
with any mobile devices via the Internet, which allows use 
and consumption of Web services. Emergent technologies 
for mobile phones are expected to offer full support for the 
Web, all telephone devices will have Internet access 
(generation 4G) [3]. 

These advances in telecommunications in turn promote 
the increased use of mobile devices in everyday life, so that 
computing power is distributed throughout the environment, 
becoming an invisible and integral part of our lives. This 
situation gives rise to the new era of computing called 
Ubiquitous Computing, which is considered the third 
generation of computing [4]. The main goal of Ubiquitous 
Computing is to integrate computers and devices in a 
physical environment of users trying to fully exploit the 
services offered by this new computing paradigm. 

To maximize the use of this new ubiquitous computing 
platform, it is necessary to develop new and improved 
structures for representing information and knowledge to 
support the implementation of new intelligent search and 
recommendation systems. Thus, recommendations and 
search results will be fully based on contextual information 
and user profiles. Context is defined as "any information that 
can be used to characterize the situation of a person, place, or 
object that is considered relevant to the interaction between a 
user and application" [5]. In this way, systems that are able 
to extract, interpret and use information from the 
environment are known as context-aware systems. 

It is therefore necessary to create a solution capable of 
taking into account the distribution of information, user 
mobility and consequently the context information of the 
user, enabling access to Web services offered on the 
network. 

The rest of the paper is organized as follows: Section II 
presents a motivation example; in Section III, related work is 
presented; in Section III, the multi-dimensional ontology 
model is described; in Section IV, a Web service semantic 
registry is presented; Section V, describes a context-aware 
mobile application; in Section VI, experiments and results 
are presented; and finally, in Section VII, conclusions are 
described. 
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II. MOTIVATING EXAMPLE 
To provide an example of the approach presented in this 

article, consider a mobile application that allows any user to 
connect to a public Semantic Web Service Registry (SWSR) 
to search for web services and invoke them as needed. 
During the registration of the mobile user, the SWSR obtains 
the mobile user data (full name, gender, birth date, 
occupation, mobile device brand, model, phone number, 
interest list and interest ranking). Once that the user is 
registered, the SWSR extracts the mobile user position 
(longitude and latitude data from the mobile device) every 
time when the user starts a session with the SWSR. Using all 
information, the SWSR creates an ontology instance of the 
user context, the mobile device and the user interests. 

Using this application, any registered mobile user can 
search, select and invoke Web services according to his/her 
needs. Search of Web services starts when the user selects to 
view the list of Web services classified according to a given 
application domain. The Web service list is dynamically 
generated as a result of executing a query to the ontology 
model. The user has the option to search for Web services 
considering his geographical position at the time of the 
request. Once the user selects an application domain, the 
mobile application displays the interface, where the user can 
select from a list of recommend services based on the 
selected domain and user context. This recommendation is 
done through an inference rule, which is executed 
dynamically with user data. Let's assume that the user 
requested the address of any restaurant located at Lindavista 
district, as a result the mobile application returned a map 
location of a restaurant at Lindavista, recommended based on 
the users interests. The mobile application described in this 
work shows that the development of a multi-dimensional 
representation using ontologies and semantic Web services 
facilitates the generation of intelligent and dynamic 
recommendations of relevant services to end users. This 
result is mainly due to the incorporation of the user's context 
shaped by his interests and his geographical context. 

This paper describes a multi-dimensional ontology model 
which represents three dimensions: user context information, 
Web services and application domain classifications. Using 
ontological representation enables semantic representation of 
concepts (classes), relations between concepts, individuals 
and inference rules to discover and produce new knowledge. 
In particular, the model reported in this paper allows the 
combination of different ontologies to offer a more complex 
representation of contextual variables and software 
resources. Using a multidimensional ontology modeling 
approach has the following benefits [6]: 

a) Ontologies are managed as modules that can be 
expanded, reduced and maintained individually by 
their owners. 

b) The multi-dimensional ontology model is itself 
another ontology, which imports ontologies as 
modules. In this multi-dimensional ontology model, 
an integrator defines semantic relationships across 
ontology modules regarding application interests. 

c) Through the use of inference and query rules, the 
multi-dimensional ontology model can be used to 
answer questions traversing dimensions. 

 

III. RELATED WORK 
In the last years several projects concerning web services 

and mobile computing have been developed and reported. Of 
particular interest, are those related context-aware systems 
that incorporate multiple ontologies, use Web services for 
attending mobile user demands, incorporate a semantic Web 
service model and use reasoning and inference facilities for 
recommendations. This section presents an overview of these 
related work. 

In 2004 Weißenberg et al. [7] presented FLAME2008, a 
platform for service customization through the use of 
information based on individual situations and personal 
demands of users. This proposal tries to determine the most 
appropriate set of web-based information and services 
through the semantic descriptions of situations and services. 
The main objective of FLAME2008 is to implement a Web-
Based information system for large users groups and large 
service sets. In FLAME2008, services and information are 
sent to the mobile device, based on the current situation and 
profile of each user. The situation of user is obtained through 
the use of sensors and the information on user’s profile. 
Ontologies are responsible of matching demands and offers. 
Offers are composed of situation, profiles and bound services 
for the situations. Description of situations and services are 
based on profiles, they contain a set of attributes 
characterizing the situation. The values for the attributes are 
instantiated by the ontology. Sensor data and user’s profile 
are used to infer a demand. As a result, an ontology is 
created, where instances are used to construct a situation 
request profile semantically matched with all the situations 
known by the system. In this way a service request profile is 
constructed and matched against all the registered service 
profiles i.e. inferences are made on situations and services. 
Interests and preferences are specified in profiles. Besides of 
location, time and situation, the user’s context history is 
considered in the personalization of services and the 
information delivered to the mobile device. In FLAME2008 
contexts are handled in a dynamic way, they are obtained 
from information of sensors and help to identify the situation 
of user; under this perspective the parameters of the situation 
define the context, giving the possibility of having a large 
range of contexts.  

Ontologies in FLAME2008 are structured in layers: 
upper ontologies, which are used for processing generic and 
abstract concepts; domain ontologies, used to model 
concepts form different application domains; task ontologies, 
which model service ontology and situation ontology; and 
application ontology. In particular, the service ontology 
adhering to the OWL-S specification defines services using: 
profile for advertising and finding services, process model 
for describing cooperation between services and grounding 
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for the execution of services. The situation ontology is 
defined by user’s context and profile, this ontology is 
composed of several sub-ontologies for all the different 
context dimensions.  

In 2004 Sheshagiri et al. [8] presented myCampus, a 
project where users subscribe with a set of task-specific 
agents to develop different tasks. These agents require the 
knowledge of contextual attributes of users. The sources of 
contextual information are modeled as Semantic Web 
Services that can be automatically discovered by agents. The 
static knowledge about users is stored in the form of rules 
that map contextual attributes onto service invocations, in 
this way the ontology can identify and activate the resources 
in response to the context of the users’ queries. Sources of 
contextual information are defined as Semantic Web 
Services; it means that every source has a profile with the 
description of its functional properties. The ontology makes 
use of rules for local and global service identification, to 
identify one or more relevant sources of contextual 
information. Service discovery is carried out through these 
profiles. 

FLAME2008 and MyCampus were two of the first 
projects that incorporated a semantic Web service approach 
by using OWL-S. However, the main drawback of OWL-S 
model is that it makes difficult the automatic incorporation 
of existing Web services (legacy WSDL files) requiring their 
semantic extension with OWL-S. 

In 2005 Gu et al. [9] presented SOCAM, one of the first 
ontology-based models to represent contexts; SOCAM 
includes person, location, and activity and computer entity. 
SOCAM is a middleware architecture for rapidly building 
context-aware services. It provides support for discovering, 
acquiring, interpreting and accessing context information. 
Although SOCAM uses the concept of services, these are not 
defined by standardized languages such as WSDL or OWL-
S. Limiting the possibility of incorporating existing Web 
services from different vendors on different platforms. 

In 2005 Kim et al. [10] described a framework to search 
products and services through the use of a real-time ontology 
mapping mechanism between heterogeneous ontologies and 
taxonomies. This proposal is based on Web services and 
Semantic Web and is composed of: service client, service 
providers and search agent. The service client installed on a 
mobile device allows the specification of a product and a 
search intention. When a search is specified the information 
from de GPS is automatically considered. If a response is 
produced the client service is responsible for communicating 
results to the user. The service client uses a specific ontology 
to store user’s specific categories and attributes related to 
ontologies. The service provider component allows the 
description of products and services through the providers’ 
ontologies. When products and services are published 
providers must specify the meta-data of documents, they are 
needed by the ontology to find the description of services.  

The main component of this proposal is the Service 
Search Agent, it is responsible of harvest the service 
providers through the use of a semantic web robot. The 
information collected is integrated into the ontology of 
products and services. The search agent receives the search 
request from client; it searches for relevant service providers, 
evaluates the obtained results and recommends the most 
adequate services for the user. The search agent is composed 
of four main components: an information integrator it uses a 
semantic robot for collecting the category and attribute 
information about products and services from various 
providers. When the request from client arrives the location 
processor defines the range of regions to be searched 
according to the location of user. Then with the information 
on the client’s request and his location the query generator 
generates the query for the products and services ontology. 
The last component is the service evaluation agent that 
evaluates the retrieved results according to the intent on the 
user’s search and recommends the most relevant products 
and services. This framework has a disadvantage, it requires 
services providers to describe their services using their own 
ontologies, leaving aside the use of interoperable Web 
service description languages. Another disadvantage is that it 
does not incorporate the reasoning services for deducing and 
generating recommendations.  

In 2008 Dickson et al. [11] presented the use of Multi-
Agent Systems, Semantic Web and Ontologies (called 
MAIS) for the implementation of an ubiquitous touristic 
service. Their objective was to provide coordination and 
integration of information and service resources anytime 
anywhere and provisioning personalized assistance to 
tourists. In the MAIS architecture tourist inquiries are sent to 
an ontology, results are produced according to the 
requirements and preferences of users. Through the use of 
the ontology the system can propose tour plans, formulate 
itinerary plans and connections between transport routes. The 
ontology organizes tourism-related information and concepts 
allowing the interoperability through the use of a shared 
vocabulary and meaning of terms. In this way all the agents 
in the system have a common basis for searching, 
interpreting and reasoning. The ontology was populated by 
extracting information and services from Web pages, using 
Web crawlers. Moreover this proposal has a Matchmaking 
mechanism to select and compose the packages that better 
correspond to the needs and preferences defined in the 
tourist’s profile.  

In 2009 Amel Bouzeghoub et al. [12] presented a 
context aware semantic recommender system. 
Recommendations are based on a multidimensional 
ontology which models persons, buildings, events and 
available resources. The recommender system was 
implemented for mobile users in a campus environment. 
Recommendations are proactively generated considering 
user context, geographic position and recommendation logs. 
Authors suggest that context is a multi-dimensional space, 
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where each dimension is represented as a specific ontology. 
In particular, the set of ontologies incorporated into the 
multi-dimensional space are: domain ontology, user 
ontology, activity ontology, location ontology, and time 
ontology. 

In 2009 Cadenas et al. [13] described mIO, an ontology 
network to represent knowledge related to context. The mIO 
ontology consists of a core ontology which interlinks 
different ontology modules needed for modeling context. 
They introduce the concept of modularization for 
ontologies, to allow using only the modules that are 
involved in a given case, instead of using the whole 
ontology network. Their ontology network contains ten 
modular ontologies: User, Role, Environment, Location, 
Time, Service, Provider, Device, Interface and Network. 
Authors also propose using context logs for better 
recommendation results. 

Despite the use of an ontological model in Dickson [11], 
Bouzeghoub [12], and Cadenas [13] projects, their main 
drawback is that they do not incorporate semantic Web 
service representation and reasoning. 

In 2009 Sousa [14] presented ICAS, an architecture that 
allows creation of context aware services, and SeCoM, a 
semantic model to represent contexts. Authors present a 
study case applied to a university campus, where the 
objective is to identify pedagogic characteristics of 
documents and persons. SeCoM model consists of six main 
ontologies and six supporting ontologies. Main ontologies 
are: Actor ontology, Time ontology, Temporal Event 
ontology, Space ontology, Spatial Event ontology, Device 
ontology, and Activity ontology. Secondary ontologies are: 
Contact ontology, Relationship ontology, Role ontology, 
Project ontology, Document ontology and Knowledge 
ontology. Inference is based on user preferences, user 
context, and user interests to identify relevant services. In 
this approach, services are classified in categories, adding 
preconditions and post conditions for each service, allowing 
search and selection of services by comparing input and 
output compatibilities. This work also maintains action logs, 
which are used for recommendation. 

In 2009, Woerndl and Hristov [15] described an 
approach for personal information management in mobile 
devices, using a recommender system based on ontologies. 
The system recommends documents and articles considering 
time and location context and the user personal ontology. 
Authors implemented a PDA Semantic Desktop 
(SeMoDesk). Recommendations are obtained from the 
interest of a user in a topic or document, considering user 
schedule and location. SeMoDesk is a desktop application 
for mobile devices, for this reason has some limitations 
regarding the ontology model and does not support semantic 
Web service invocations. 

In 2009 Liiv [16] describe SMARTMUSEUM, a 
platform for recommendations in the cultural domain of a 
museum. SMARTMUSEUM uses a combined approach 
based on rules, collaboration and content personalization, 
where content is semantically enabled by an ontology. 
Recommendations are about cultural objects allocated in the 
museum and content related with those objects. User profile 
includes abilities and interests of user, and a log of visited 
places. 

In 2010, Gómez-Pérez presented SEEMP [17] a project 
aiming at facilitating employment services in Europe. 
SEEMP consists of an ontology network which describes 
employs and employees from human resource perspective. 
SEEMP reference ontology consists of the following 
ontologies: Job Seeker Ontology, Job Offer Ontology, 
Compensation Ontology, Driving License Ontology, 
Economic Activity Ontology, Occupation Ontology, 
Education Ontology, Geography Ontology, Labour 
Regulatory Ontology, Language Ontology, Skill Ontology, 
Competence Ontology, and Time Ontology. 

These reported proposals are based on similar 
technological mechanisms, such as context-awareness, 
incorporating multiple ontologies (multi-dimensional space), 
use Web services for attending mobile user demands, 
incorporate a semantic Web service model and use reasoning 
and inference facilities for recommendations. However, the 
main difference between related work and the approach 
described in this paper, is the implementation of a multi-
dimensional ontology model with adaptable and extendible 
ontology modules; and the incorporation of a semantic Web 
service representation capable of acquiring legacy WSDL 
files. As a result, the approach reported in this paper offers 
an innovative contribution for dynamic and changing mobile 
environments. 

 

IV. MULTI-DIMENSIONAL ONTOLOGY MODEL 
The core solution of this work consists of a multi-

dimensional ontology model, for which the following design 
objectives were established:  

a) Build a model capable of representing multiple 
dimensions with changing attributes. 

b) Design the model using a semantic formalism which 
allows the description of classes (concepts), class 
hierarchies, semantic relationships between those 
concepts, and axioms. 

c) Design and implement dimensions as self-contained 
ontologies to enable modularization. Modularization 
of ontologies in turn facilitate individual ontology 
maintenance, update and expansion. 

d) Design the model to allow the integration of multi-
dimensional ontology models to face and solve 
multi-disciplinary problems. 
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e) Enable the definition of query functions to extract 
information using any number of dimensions and 
any number of attributes. 

f) Enable the definition of inference rules which allow 
the generation of new semantic connections between 
concepts across all dimensions.  

g) Enable automated inclusion of pure WSDL service 
descriptions into a ontological representation of 
services. Without imposing Web service providers a 
new requirement for augmenting their services with 
very specific models such as OWL-S. 

 
In order to achieve the afore-mentioned design 

objectives, a multi-dimensional space model was 
implemented with ontologies. OWL [18] was chosen as the 
ontological language, because it is based on description 
logics (DL) allowing the description of concepts and 
semantic relations between concepts. For inference rules 
definition, SWRL was selected, because it is fully 
compatible and importable into OWL ontologies, so through 
a set SWRL rules new semantic relations can be deduced 
logically. To query the model, SQWRL [19]  was used. 
SQWRL (Semantic Query-enhanced Web Rule Language) 
is built based on the well known SWRL which allow 
extensions by built-ins. SQWRL defines a set of built-ins 
operators that can be used to construct more specialized 
functions for querying ontologies. The multi-dimensional 
ontology model consists of three dimensions: the user 
context, the application domain and the set of available 
services; each of these dimensions define multiple and 
changing attributes. For instance, to model the interest of the 
user, it is necessary to consider a wide range of possibilities, 
depending on the subject of interest.  

 
The architecture depicted in Figure 1 shows the multi-

dimensional ontology model and mobile applications which 
exploit the information modeled and represented in the 
ontological model. Representing multiple dimensions of 
semantic information using Web-based ontologies is a 
promising trend from the area of knowledge representation 
that has proven good results. An important benefit of using 
multi-dimensional ontologies is the feasibility of maintaining 
each ontology and the possibility of exchanging and 
extending parts of the model.  

In the following sub-sections each ontology is briefly 
described: 

A. User Context Ontology 
The user can define his context through the use of his 

mobile device. First the user must define his profile; the 
application for user’s profile definition has been 
implemented with the Framework JSF and the PrimeFaces 
components. The first step in the profile definition is to 
specify the name, birth date, sex, and occupation of user. 
This information it is stocked into the users context 
ontology (Figure 2). 
 

After the user supplies the information for profile 
creation a connection with the users context ontology is 
established and a primary list of interests is generated for the 
user. In this list the user can select the services where he is 
interested. Every item in the list has a level of interest 
property, which is used to assign a weight to the item. This 
weight means the level of interest of user on that service and 
he can change it through the mobile device. 

 
The user context ontology represents the semantic 

information of the user context, incorporating his general 
data, occupation, interests and information from the mobile 
device used to interact with the system. In particular, the 
information required is related to its geographical position. 
Figure 2 shows classes of the User Context ontology, which 
are described next. 

 
Interest, this class defines a hierarchy of concepts of 

interest to the user; Interest Record, this class represents the 
interaction between users and their reported interests 
(interest level defines a property that that takes values in a 
range from 1 to 10, indicating the level of interest that a user 
has in a given period of time over a specific concept), when 
the individuals for the Interest class are created they are 
assigned with an interest level of five, that is an intermediate 
value (see inference rule 1) that can be changed by the user. 
User, describes the general user characteristics represented 
by user name, date of birth and gender; Occupation, 
occupation defines a job or profession of the user, Device, 
describes the characteristics of the mobile device of the 
user; Position, defines the geographic coordinates of latitude 
and longitude obtained through the mobile device. 
 

 
Figure 1. General architecture 

 

84Copyright (c) IARIA, 2012.     ISBN:  978-1-61208-200-4

ICIW 2012 : The Seventh International Conference on Internet and Web Applications and Services

                           96 / 307



 
 

Figure 2. User Context Ontology 

B. Web Service Ontology 
The Web services ontology shown in Figure 3 shows the 

common components that any Web service describes. This 
ontology is populated automatically when a service provider 
is registered in the system and publishes Web service 
interfaces using WSDL files. This ontology allows Web 
services to be semantically annotated with more functional 
information. This ontology consists of the following classes: 
Provider, defines the individual Web services published by 
supplier name, password, email and a URL; Service defines a 
Web service provider entered by using a service name and a 
access URL, Type, defines complex data types used within 
the service using a type name, a base class and a boolean flag 
that determines if a data type is comparable with 
geographical longitude and latitude, Operations, defines the 
operations defined in the service description; Variable 
defines the input and output values of an operation, in 
addition to describing the components of a complex data 
type; Value samples, defines a set of values that can be used 
as a reference for assigning value a given input variable. 

 
Figure 3. Web Service Ontology 

C. Application Domain Ontology 
The application domain ontology (Figure 4) defines a 

class hierarchy for classifying Web services according with a 
taxonomy of concepts related to various domains of interest 
to the user and applications that consume Web services. 
Through this ontology it is possible to find intersections 
between services functionalities and users' interests. This 
ontology can be continuously updating and adapting to new 
user requirements and new service providers offers. 

The application domain ontology defines the class 
Domain, that defines a classification of possible fields of 
application of Web services and user interests. 

D. Integrating the Multi-dimensional Ontology 
This ontology imports all the definitions, concepts and 

semantic relations from the user context ontology, the Web 
service ontology and the application domain ontology.  

In order to semantically relate the three models and 
produce new knowledge from them, it is important to 
establish semantic relationships between the concepts. 
However, these relationships are not defined arbitrarily, 
relations are decided based on a particular intention. In this 
case, the objective of putting the three ontological models 
together is to find related information with the user domain 
of interest and the Web service application domain. 
Therefore, the following relations are defined into the multi-
dimensional ontology model: 

 
Figure 4. Application Domain Ontology 

 
Based on the user context ontology internal relation 

hasOccupation (meaning: a user has a job or profession) the 
external relation hasLevel (meaning: an occupation has 
socioeconomical level) links the Occupation class with Level 
class from the application domain ontology. The semantic 
relation interestHasDomain (meaning: interest has an 
application domain) between the Interest class from the user 
context ontology and the Domain class from the application 
domain ontology correlates the user interest with application 
domains. 

The semantic relation serviceHasLevel (meaning: a Web 
service has a socioeconomical level) correlates the Service 
class from the Web service ontology with the with Level 
class from the application domain ontology. And the 
semantic relation serviceHasDomain (meaning: a Web 
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service has an application domain) correlates the Service 
class from the Web service ontology with the with Domain 
class from the application domain ontology, enabling with 
these relations to annotate semantically Web service 
definitions. Annotated Web services facilitate other service-
related tasks such as Web service discovery and Web service 
matchmaking. 

Finally, among an important semantic relation is the 
userHasRecommendation (meaning: a user has a context-
based recommendation to consume a specific Web service). 
This relation enables the final user to get recommendations 
based on his/her interests and context. Figure 5 shows all 
semantic relationships between the three ontological models. 

E. Inference and Query Rules 
In order to discover and produce new semantic relations 

between individuals from the multi-dimensional ontology 
population, a set of inference rules are defined and executed. 

 
Inference Rule 1. If a user u, is related to an interest i, 

through a record of interest x, and also the interest i has an 
application domain d, and service s also has the same domain 
d and the interest level n of the user u is greater than 5; then 
the inference engine makes the recommendation of the 
service s to the user u. 

 
Figure 5. Multi-dimensional Ontology Model 

 
contexto:Usuario(?u) ^ contexto:Intereses(?i) ^ 
dominios:Dominio(?d) ^ servicios:Servicio(?s) ^ 

contexto:RegistroInteres(?x) ^ contexto:tieneUsuario(?x, ?u) ^ 
contexto:tieneInteresesRegistrados(?x, ?i) ^ 

interesTieneDominio(?i, ?d) ^ servicioTieneDominio(?s, ?d) ^ 
contexto:nivel_interes(?x, ?n) ^ swrlb:greaterThan(?n, 5)  ->         

tieneRecomendacion(?u, ?s) 

(1) 

To facilitate external applications to query and search 
over the concepts and relations, a set of query rules are also 
defined and included into this multi-dimensional ontology. 

 
Query Rule 2. This rule allows to search for services 

related with a specific Web service provider. 

dominios:Dominio(?d) ^ servicios:Servicio(?s) ^ 
servicios:tieneProveedor(?s, ?prov) ^       

servicioTieneDominio(?s, ?d) ^          
servicios:nombre_servicio(?s, ?nombre) ^ 

servicios:url_servicio(?s, ?url) ->                             
sqwrl:select(?s, ?nombre, ?url, ?d) 

(2) 

Query Rule 3. This rule allows obtaining information 
about a particular user device. 

contexto:Dispositivo(?dispositivo) ^   
contexto:tieneDispositivo(?u, ?dispositivo) ^ 

contexto:marca_dispositivo(?dispositivo, ?marca) ^ 
contexto:modelo_dispositivo(?dispositivo, ?modelo) ^ 

contexto:numero_telefono_dispositivo(?dispositivo, ?tel) -> 
sqwrl:select(?dispositivo, ?marca, ?modelo, ?tel) 

(3) 

Query Rule 4. This rule obtains the interest level of a 
given user, with respect to the interest defined in the 
ontology. 

contexto:RegistroInteres(?r) ^ 
contexto:tieneInteresesRegistrados(?r, ?i) ^ 

contexto:tieneUsuario(?r, ?u) ^                
contexto:nivel_interes(?r, ?nivel) ->                         

sqwrl:select(?r, ?i, ?nivel) 

(4) 

This multi-dimensional ontology can be enhanced by 
defining more inference and query rules to extract interesting 
information across dimensions. 

Reasoning performance depends on the number of 
axioms and population of ontologies. In particular, in the 
multi-dimensional model reported in this paper, each 
ontology is maintained consistent by manually running 
checks periodically. So far, the number of individuals and 
axioms in ontologies remain low, so performance problems 
with reasoning tasks have not been faced. However, it is 
highly likely that when the number of Web services grows 
scaling problems will arise. To cope with this problem, there 
is the plan to manage interchangeable service ontologies. 

In the case of rule-based reasoning, until now, no 
performance problems have been faced, this is mainly 
because the model uses few inference rules, most of the rules 
are query-rules, which consume less resources. 

V. WEB SERVICE SEMANTIC REGISTRY APPLICATION 
In order to populate, modify and query the multi-

dimensional ontology model described in Section III, a Web 
Service Semantic Registry (WSSR) was implemented (see 
Figure 6). 

 
Figure 6 shows the use case diagram of the WSSR 

application. This application interacts with two main actors: 
the Web service provider and the ontology manager. The 
former is the person responsible for registering provider data 
and Web services. The ontology manager is a sub-system 
which offers administrative functions, such as: automatic 
Web service parsing, to extract relevant Web service data; 
automatic Web service recording into the ontology; 
automatic link between application domains and context; and 
execution of inference rules to produce recommendations for 
Web service consumption. 

 

Service

Domain

Level

User

Occupation

Interest

serviceHasLevel

serviceHasDomain
interestHasDomain

occupationHasLevel

hasOccupation

hasInterest

hasRecommendation

86Copyright (c) IARIA, 2012.     ISBN:  978-1-61208-200-4

ICIW 2012 : The Seventh International Conference on Internet and Web Applications and Services

                           98 / 307



 
Figure 6. Use cases and associations of WSSR application 

The WSSR was implemented as a Web application to 
enable Web service providers around the world to access the 
system and perform any of the following tasks: registration 
of new Web service providers, publication of Web services, 
semantic classification of Web services, and Web service 
lists. In this section these functionalities are described. 

 

A. Registration of Web Service Providers 
To gain access to the WSSR and make use of the registry 

functions, service providers must be registered first. Every 
new service provider is required to enter the following data: 
full name, URL of provider´s website and email address. He 
is also asked to create a username and password to access his 
account. All this information is stored in the multi-
dimensional ontology model. In this study case, a total of 45 
different Web service providers were registered in the 
ontology. In turn, each of these providers published different 
Web services.  

B. Registering Web Services 
The application for Web services registration, requires 

the provider to enter the URL of the WSDL file. The 
application connects to the specified URL, parsers the 
WSDL file to extract the relevant Web service information.  

Registering Web services is an automated procedure 
which is executed through the following tasks: 

1. Data types information extraction, this task consists 
of retrieving XML-Schemas from the WSDL file to 
obtain detailed information of complex and simple 
data types defined in the Web service interface. 

2. Extraction of service name and operations, this task 
gets the name attribute of the service tag and the 
names of service operations. It also reads the 
elements that describe input and output parameters 
of each service operation. 

3. Registration of Web service information in the web 
services ontology, this task creates a new individual 
instance in the Service class, using the specified 
URL and service name as data type attributes. It also 
establishes a semantic relation between the 

registered service and its corresponding provider 
using the hasProvider and hasService relations. 

4. Registration of parameters individuals for complex 
data types into the Parameter class, establishing a 
new semantic relation between the new service 
instance and its parameters. 

5. Registration of operations individuals in the class 
Operation, establishing respective semantic links 
with input and output parameters and parameters 
samples. Furthermore entity relationships are created 
among those individuals. There is a particular case 
when the return data type of a service operation is 
classified as geographically locatable. With this data 
type, it is possible to display the results on a map. 

 
Using this facility, a set of 20 Web services were 

registered in the WSSR. Figure 7 shows the Web interface 
listing deployed Web services. These Web services are 
related with transportation, hotel reservation, flight booking, 
tours, and general offers. Table 2 shows a classification of 
implemented Web services. 

 

 

Table 1 Implemented Web Services 

Transport Hotel 
Booking 

Flight 
Booking Tours Restaurant 

Metro Fiesta Inn Aviacsa Travelocity Sanborns 

Metrobús Fiesta 
Americana Aeroméxico Turissste Chili´s 

Tren 
suburbano 

Crowne 
Plaza Volaris Turística 

2000 Sam´s Club 

 Emporio Inter Jet  Toks 
 Sheraton   Steren 

 

C. Web Services Classification 
Once the provider has registered his Web services (one at 

a time), he must classify them, this is done by using the 
classification tool of the WSSR application, where the 
provider of web services has to select an application domain, 
a sub-domain and a type from the domain ontology to. It is 
also necessary to define a socioeconomic level, depending on 
the target market where the provider wants to offer his Web 
services. Classification of services is extremely important 
because if a service is not classified, it will not be possible to 
link it with any consumer request. It is also important to note 
that this classification can be extended or even exchanged 
with another application domain or domains if required. 
Currently domain-based classification of Web services is 
done semi-automatically. However, one of future extensions 
of this work is to implement fully automated classification of 
published Web services. 
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Figure 7. Web service semantic registry showing deployed services 

VI. CONTEXT-AWARE MOBILE APPLICATION 
To evaluate the proposed model, a mobile application 

was implemented. This mobile application allows any user to 
register into the WSSR to search for web services and invoke 
them as requested. This section describes the mobile 
application modules implemented. 

A. Mobile user registration 
All new mobile users are requested to register into the 

system before making use of its facilities. This registration 
task is executed as follows: 

a) Obtaining mobile user data, this task requires the 
user to interact with the mobile application to enter 
the following data: full name, gender, birth date, 
occupation, mobile device (brand, model and phone 
number), interest list and interest ranking. 

b) Extracting mobile user position, this task is executed 
as many times as the user logins the system through 
the mobile application. Therefore, position is the 
dynamic value which encapsulates longitude and 
latitude data from the mobile device. 

c) Registration of mobile user data and context, this 
task registers a new user individual into the user 
context ontology. Also a new individual is created 
into the ontology to represent the mobile device 
characteristics. Occupation is established as a 
semantic relation between the user individual and the 
occupation class. The list of interests is also recorded 
in the ontology with their respective semantic 
associations with the user. Figure 8 shows the 
graphical user interface of the mobile application. 
 

B. Web Services Search and Invocation 
Search, selection and consumption of Web services are 

among the most demanded application tasks related with 
Web services. This functionality was implemented in the 
mobile application (see Figure 9). Search of Web services 
starts when the user selects to view the list of Web services 
classified according to their application domain. The 

classified Web service list is dynamically generated as a 
result of executing a query to the ontology model. The user 
has the option to search for Web services considering his 
geographical position at the time of the request. 

 

 
Figure 8. User registers interests in the mobile application 

Once the user selects an application domain, it displays 
the interface, where the user can select from a list of 
recommend services based on the selected domain and user 
context. This recommendation is done through an inference 
rule, which is executed dynamically with user data. 

 

 
Figure 9. Search, selection and invocation of Web Services 

Figure 9 shows the result of invocating a location Web 
service. In particular, in this case the user requested the 
address of any restaurant located at Lindavista district, as a 
result the mobile application returned a map location of a 
restaurant at Lindavista, recommended based on the users 
interests. 

The mobile application described in this work shows that 
the development of a multi-dimensional representation using 
ontologies and semantic Web services facilitates the 
generation of intelligent and dynamic recommendations of 
relevant services to end users. This result is mainly due to the 
incorporation of the user's context shaped by his interests and 
his geographical context. 

Consumption Consumption Consumption
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VII. CONCLUSIONS 
This paper describes a multi-dimensional ontology model 

which incorporates the user context information, semantic 
Web services interface modeling and application domain 
classifications. The work reported in this paper incorporates 
various technological paradigms, such as: semantic Web 
services, mobile computing and ontologies. The main 
objective of integrating these technologies was to support the 
development of more complex and intelligent mobile 
context-aware applications. 

In this paper we reported the implementation of a mobile-
based architecture for the use of Semantic Web Services 
trough a multi-dimensional ontology. We present the initial 
results. Performance results are going to be obtained once the 
automatic mechanism for populating the ontologies from 
web pages is finished. 

The use of multi-dimensional models implemented with 
ontologies offers significant advantages: the ability to 
exchange, expand, extend and maintain the individual 
ontologies. An example is the application domain ontology, 
which can be interchanged as needed to adapt to new 
application needs. 

The incorporation and exploitation of Web services 
through ontological models is a clear trend that promises to 
improve the automatic selection and invocation of legacy 
and new Web services. 

All these technologies together (Web services and 
ontologies) are key facilitators for the wise management of 
context-based systems based on mobile computing. 
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Abstract—The role of mobile devices as Web Service 

consumers is widely accepted and a large number of mobile 

applications already consume Web Services in order to fulfill 

their task. Nevertheless, no reasonable approach exists, as yet, 

to allow deploying Web Services on mobile devices and thus 

uses these kinds of devices as Web Service providers. This 

paper presents an approach that allows deploying Web 

Services on mobile devices by the usage of the well-known 

protocols and standards and, at the same time, can overcome 

problems that usually occur when mobile devices are used as 

service providers. Here, we provide both the description of an 

implementation with results of a first performance test. The 

test shows that the described approach provides a reasonable 

way to introduce Web Service provisioning for mobile devices. 

Keywords - mobile devices; Web Services; mobile Web 

Service provider. 

I. INTRODUCTION  

In recent years, the number of reasonably powerful 
mobile devices has much increased. According to [1], the 
number of smartphones worldwide counts about 300 million 
units.  

On the other hand, this huge number of smartphones 
represents a large number of heterogeneous devices with 
respect to the operating systems smartphones are currently 
using. According to [2], there were at least five different 
operating systems for smartphones available on the market in 
2010, and their distribution is shown in Fig. 1. 

 

 
Figure 1.  Distribution of different operating systems for smartphones in 

2010 

 
It thus seems to be necessary to have a platform-

independent mechanism for the communication with services 
provided by smartphones in order to not re-implement each 
service for each of the mentioned operating systems. 

Usually, Web Services are used in order to provide a 
standardized and widely used methodology that is capable of 
achieving a platform-independent way to provide services. 
Unfortunately, in contrast to consuming Web Services on 
mobile devices, providing Web Services on mobile devices 
is not yet standardized due to several problems that occur 
when a service runs on a mobile device.   

This paper presents the description of a framework that 
allows providing Web Services on mobile devices. The 
outline of the paper is as follows: the next section provides 
an overview of related work, after which the scenario - 
together with the problems that usually occur should Web 
Services be provided by a mobile device - is explained. The 
following section explains the implementation of the 
framework in detail and the results of a first performance test 
are presented. The paper is closed by a conclusion. 

II. STATE OF THE ART 

The idea of providing Web Services on mobile devices 
was probably presented first by IBM [3]. This work presents 
a solution for a specific scenario where Web Services are 
hosted on mobile devices. More general approaches for 
providing Web Services on mobile devices are presented in 
[4] and [5].  In [6], another approach, focusing on the 
optimization of the HTTP protocol for mobile Web Services 
provisioning, is presented. 

Importantly, none of the mentioned approaches manages 
to overcome certain limitations of mobile devices, as 
demonstrated in the next section.  

The major difference between previous research and the 
approach presented in this paper is that, to the best of our 
knowledge, previous research focused very much on 
bringing Web Services to mobile devices by implementing 
server side functionality to the mobile device in question. 
The approach presented here follows a different line: from a 
technical and communication point of view, the mobile Web 
Service provider communicates as a Web Service client with 
a dynamically generated Web Service proxy.  

This approach provides an advantage for overcoming 
certain problems with mobile Web Services as described in 
the next section. Furthermore, this approach does not rely on 
an efficient server side implementation of Web Services on 
the mobile device, and thus allows to implement a very 
lightweight substitution to a common application server 
where a common Web Service is running. 

Since nothing comes for free, this approach has some 
drawbacks as well, e.g., it implements a polling mechanism 
that permanently polls for new service requests. Therefore, 
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this approach produces an overhead with respect to the 
network communication and the computational power of the 
mobile device. The computational overhead, though, can be 
dramatically reduced by adjusting the priority of the polling 
mechanism according to the priority of the provided Web 
Service. 

Another drawback of the presented approach is that it 
relies on a publicly available proxy infrastructure for the part 
of the framework that dynamically generates the Web 
Service proxies. This drawback can be overcome if, for 
example, mobile telecommunication companies provide this 
kind of infrastructure centrally. 

In contrast to the before mentioned approaches, the 
approach presented in this paper differs with respect to one 
major aspect: from a network technical point of view there is 
no server instance installed on the mobile device. Therefore, 
a certain Web Service client does not call the Web Service 
on the mobile device directly but calls a centrally deployed 
proxy. The Web Service running on the mobile device polls 
in regular intervals for any new message requests of interest. 
The sequence of the Web Service request from the client 
point of view and from the Web Service point of view is 
shown in the sequence diagram in Fig. 2. 

 

 
Figure 1: Sequence diagram of the Web Service calls in the presented 

approach 

 
The exact sequence of the different messages and events 

will be described in more detail later. Since especially 
polling mechanisms cause a certain drawback, one of the 
major questions concerning the presented approach is the 
question of benefits and drawbacks of the polling mechanism 
and, in particular, whether the benefits justify the drawbacks. 

As already mentioned, one of the major problems of 
dealing with Web Services on mobile devices is the fact that 
mobile devices often switch between  networks. Therefore, 
the Web Service running on a mobile device is usually not 
available under a fixed address, a fact that leads to a number 
of problems for the consumer of a mobile Web Service: 
Besides the usual network switch, the fact that mobile 
devices are usually not meant to provide 24/7 availability, 
but are designed towards providing the user with the 
possibility to exploit certain services, e.g., phone calls, short 
messages, writing and receiving emails, etc., yields the 

problem that mobile devices might get switched off by the 
user. Hence, not only that the provided Web Service might 
be unavailable under different network addresses, but it 
might not be available at all.  

All these drawbacks can be solved by using the approach 
presented here. By using the central proxy, the service 
requests of a certain Web Service client can be stored and if 
the mobile Web Service is running, it can pull for service 
requests that are of interest to it. Since from a technical point 
of view the Web Service provider only acts as a client to the 
Web Service proxy, the potentially changing network 
addresses of the mobile device do not pose a problem at all. 

In addition, one of the major drawbacks of the described 
polling mechanism can be limited by adjusting the priority of 
the Web Service running on the mobile device, resulting in a 
lower frequency of the polling for the service request. 

To conclude, in our opinion, the advantages of the 
described mechanism justify the drawbacks that are inherent 
to the approach. 

III. SCENARIO DESCRIPTION 

The major idea behind the implementation of the 
middleware is to provide a Web Service proxy, according to 
the proxy design pattern [7], in order to overcome certain 
problems in mobile scenarios as described by [8]. One major 
problem here is that mobile devices often switch networks, 
e.g., at home the mobile phone might be connected to a WiFi 
network, at work the connection might be established 
through another WiFi network and on the way home from 
work the mobile phone might be connected to a 
GPRS/UMTS-network. Each of these different networks 
provides different IP addresses and possibly different 
network constellations. For example, it can be private IP 
addresses with network address translation (NAT), where the 
Web Services running on the device are not directly 
accessible from the internet, or public IP addresses.  

Frequently switching between IP addresses might raise 
certain problems for the provision of Web Services, since the 
client of a certain service always needs to know the actual IP 
address at which the service can be reached. More than that, 
within a private network the provided Web Services are 
usually not reachable at all from the internet.  

Therefore, the problem, from the client point of view, is 
that the service is not always accessible under the same (and 
constant) IP address. The presented approach provides a 
solution to overcome this problem, with the exception of the 
case when a device is completely switched off. The switch 
off problem can be overcome as well, in which case slight 
modifications to the presented approach, together with an 
asynchronous call of the Web Service, are necessary. 

The approach presented here suggests solving these 
problems by implementing a Web Service proxy that 
dynamically creates a proxy for each Web Service that gets 
deployed on a mobile device. The created proxy allows 
receiving service requests as a representative to the actual 
service and storing a service request along with the necessary 
data. In the next step, the mobile Web Service provider 
continuously polls for requests to its services, performs the 
services and sends the result back to the dynamically 
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generated Web Service proxy. Receiving the result, the Web 
Service proxy can send the result back to the client that 
originally performed the service request. 

IV. IMPLEMENTATION 

The major goal of the work presented here is to provide a 
solution to the described scenario. Therefore, we 
implemented a middleware that allows the provision of Web 
Services on mobile devices. Here, the standard protocols, 
e.g., WSDL for the description of the Web Service interface, 
SOAP/REST as the standard network protocol and http as 
the usual transport protocol, are used such that there is no 
additional effort on the client side for requesting a mobile 
Web Service.  

The following three sections provide a short introduction 
to the services offered by the middleware, followed by a 
description of the communication between the mobile Web 
Service provider and the Web Service client/consumer. Last 
but not least some details are presented about the Java based 
implementation for the test scenario. 

A. Use-Case Analysis 

In order to achieve the goal of implementing a Web 
Service proxy, an analysis of use-cases that this proxy will 
have to support has been performed. The result of this 
analysis is shown in Fig. 3.  

 

 
Figure 2: Use case description of the developed middleware. 

 

From a technology point of view four different actors 
participate in the scenario. Obviously, a provider for the 
mobile Web Service is necessary. This is a piece of software 
running on the mobile device that provides the Web Service 
itself. This piece of software can best be compared with an 
application server hosting a Web Service in a scenario where 
the Web Service is provided by a common server system. 

The second quite obvious actor is the consumer of the 
Web Service: the Web Service client. This is a piece of 
software running on the client side, performing requests to 
the Web Service. 

As already described, one of the major ideas of the 
presented approach is to provide a proxy for the Web 
Services provided by the mobile devices. Therefore, the Web 
Service proxy is another actor that participates in the 
scenario. The proxy represents a surrogate of the Web 
Service provided by the mobile device. The basic function of 

this proxy is to implement the same interface (same methods 
with identical parameter lists and return values) as the Web 
Service itself. Moreover, the methods provided by the proxy 
(in order to register a service, de-register a service, etc.), 
should be accessible via the standard network protocols of 
Web Services and the description of the proxy interface 
should also be available in WSDL (in the implementation 
here the SOAP protocol was chosen). The proxy’s’ major 
task is to receive client requests, store them in a database and 
wait for the mobile Web Service to provide the result of the 
service request. While in the traditional proxy pattern the 
proxy would directly forward (push) the incoming service 
requests to the Web Service, we have decided to just store 
the requests in a database in order to allow the mobile Web 
Services to pull the requests from the proxy. This change to 
the traditional proxy pattern basically allows handling 
constantly changing network connections (as explained 
before), since within this approach neither the Web Service 
proxy nor the Web Service client need to know the actual IP 
address of the mobile device that provides the actual Web 
Service.  

Fourth and last, the database is taken to be an actor of the 
middleware. Usually, the database would more likely be 
modeled as a system (and not as an actor), but for the sake of 
clarity and consistency, we decided to model the database 
also as an actor in the system. The major task of the database 
is to store the necessary information about the service 
request in order to allow the Web Service running on the 
mobile device to perform the requested task, and to later-on 
store the return values of the service request as well. By 
storing also the return value, the Web Service proxy is able 
to send the result back to the client that made the request. 
This is necessary since the usage of the proxy is transparent 
to the client, in the sense that the client is not aware that the 
actual service request is not answered by the proxy, but by 
the Web Service running on the mobile device. Therefore, 
the Web Service proxy needs to send the result of the service 
to the Web Service client, and not the mobile Web Service 
itself. 

Besides the four actors, a number of use-cases need to be 
implemented in order to fully run the described scenario: 

First of all, a mobile Web Service provider needs to be 
able to register a service to be provided. Besides the Web 
Service provider, the Web Service proxy and the database 
are interacting within this use-case, too. The Web Service 
proxy needs to dynamically implement the interface of the 
mobile Web Service and the storage of the metadata 
(basically the name of the method that should be called and 
its parameter values) of the service requests. The database 
needs to provide certain storage for the parameter values of 
each method (in case of a relational database: a table) and the 
according return values of the mobile Web Service. 

The second, quite obvious, use-case is that the mobile 
Web Service provider needs to be able to receive service 
requests. Besides the mobile Web Service provider, the Web 
Service proxy participates in this use-case also, since this is 
the instance that directly receives the requests from the Web 
Service client and stores the necessary information in the 
database. Two additional use-cases, namely, perform service 

92Copyright (c) IARIA, 2012.     ISBN:  978-1-61208-200-4

ICIW 2012 : The Seventh International Conference on Internet and Web Applications and Services

                         104 / 307



requests and receive service request results, participate in the 
store service request metadata use-case. 

Additionally, we have identified two other use-cases that 
are necessary for the handling of the service request 
metadata (store service request metadata) and the handling of 
the return values (store service result). The first of these two 
use-cases interacts with two actors: the Web Service proxy 
and the database; the second one additionally interacts with 
the Web Service Provider. 

Beside the fact that the provision of these use-cases 
allows the implementation of the described scenario, one of 
the major advantages of this approach is that the Web 
Service client only interacts with the preformed service 
request and receives corresponding answers from the service 
request result use-case. Therefore, from a client point of 
view, the request to a mobile Web Service is no more than a 
usual service request. No additional effort is necessary on the 
client side in order to receive results from a Web Service 
running on a mobile device. 

B. Communication between the mobile Web Service and 

its clients  

In order to explain the necessary communication for a 
service request from the Web Service client to the mobile 
Web Service provider, we modeled the communication flow 
within the sequence diagram shown in Fig. 4. 

 

 
Figure 3: The UML sequence diagram for the communication between a 

Web Service provider and its client. 

 
Within the sequence diagram we have modeled an object 

life line for each of the actors, to be discussed later. First of 
all, the mobile Web Service provider needs to register its 
service with the Web Service proxy. As part of the service 
registration process the Web Service proxy creates the 
necessary data structure for storing the service requests in the 
database. 

After the mobile Web Service provider has registered its 
service, it permanently polls the Web Service proxy for new 
service requests. The Web Service proxy asks the database if 
a new service request for the respective mobile Web Service 
provider is available and if so, returns the request’s metadata 
to the mobile Web Service provider. After receiving the 
metadata of a new service request, the mobile Web Service 

provider performs the service and sends the result of the 
service to the Web Service proxy that directly stores the 
result in the database. 

From a client point of view, the Web Service client 
simply calls the service provided by the Web Service proxy. 
While receiving a new service request, the Web Service 
proxy stores the necessary request metadata in the database. 
Afterwards the Web Service proxy directly starts to 
permanently poll the database for the result of the respective 
service request. Once the mobile Web Service provider has 
finished performing the request and has stored the result (via 
the Web Service proxy) in the database, the Web Service 
provider is able to send the result of the service request back 
to the client. 

C. A sample implementation 

In order to test the described approach with respect to its 
performance, we implemented the Web Service proxy in 
Java. Additionally, the mobile Web Service provider was 
implemented for Android. Here, we focused on an intuitive 
and easy way for the implementation of the Web Service, 
and have therefore, oriented ourselves by the JAX-WS (Java 
API for XML-Based Web Services), as described in the Java 
Specification Request 224 (JSR 224). The major idea, 
adapted from JAX-WS, was that a Web Service can easily be 
implemented by the use of two different annotations: the 
@MobileWebService annotation marks a class as a Web 
Service, and methods within this class can be marked as 
methods available through the mobile Web Service with the 
@MobileWebMethod annotation. 

With the help of these two annotations a simple mobile 
Web Service, which only calculates given integer values, can 
be implemented as follows: 

 
@MobileWebService 

public class TestService { 

 

 @MobileWebMethod 

 public int add(int a, int b) { 

  return a + b; 

 } 

  

}  

 

The basic relationships between the major classes of the 
sample implementation are shown in Fig. 5. For the sake of 
simplicity and transparency, less important classes (and 
methods of each class) have not been modeled. 

Basically, the implementation consists of two packages. 
Package one is the proxy package which is usually deployed 
on a server that is reachable from the internet via a public IP 
address. Here, we find one class that implements the 
necessary methods for the registration of a new mobile Web 
Service, the permanent polling from the mobile Web Service 
for the service request metadata and the method that allows 
storing the result of the service request in the database. All 
these methods are reachable as Web Services themselves, so 
that the communication between the instance running the 
mobile Web Service and the Web Service proxy is 
completely Web Service-based. 

93Copyright (c) IARIA, 2012.     ISBN:  978-1-61208-200-4

ICIW 2012 : The Seventh International Conference on Internet and Web Applications and Services

                         105 / 307



 

 
Figure 4: UML class diagram of major parts of the sample implementation 

 
Basically, the implementation consists of two packages. 

One package that is usually deployed on a server that is 
reachable from the internet via a public IP address, this is the 
proxy package. Here, we find one class that implements the 
necessary methods for the registration of a new mobile Web 
Service, the permanent polling from the mobile Web Service 
for the service request metadata and the method that allows 
to store the result of the service request in the database. All 
of these methods are themselves reachable as Web Services, 
so that the communication between the instance running the 
mobile Web Service and the Web Service proxy is also 
completely Web Service based. 

In the provider package we find, as one of the major 
classes, the MobileWebServiceRunner class to which the 
mobile Web Service gets deployed. This class is basically 
comparable to an application server in a common Web 
Service environment, but with a dramatically lower footprint. 
This lower footprint is extremely important to mobile 
devices due to their usually limited resources. Additionally, 
this package also provides the two formerly mentioned 
annotations that allow  an easy marking of a class as a 
mobile Web Service and, accordingly, a certain method of 
such a class as a mobile Web Method. Last but not least, this 
package also implements the ServiceRequestFetcher class. 
This class inherits the java.lang.Thread class since its 
responsibility is to permanently poll the Web Service 
provider for new service requests. 

V. PERFORMANCE TESTS 

Since the communication is a little bit more complicated, 
in comparison to a common Web Service call, one concern 
of this approach is the question of its performance. In order 
to get a first idea of how good or bad this implementation 
behaves with respect to performance issues, we implemented 
a simple performance test. 

 

A. Description of the test scenario 

For the performance test we implemented a very simple 
mobile Web Service. This service only calculates the sum of 
two given integers and returns the respective value as the 
result. The major advantage of such a simple mobile Web 

Service is that almost the entire duration of the mobile Web 
Service call is dedicated to the communication, and almost 
no amount of the round-trip time is used for the calculation 
itself. Since the communication is the complex part of the 
presented approach, we assume that this method of 
performance testing would provide the best overview about 
the communication performance of the presented approach. 
In the test scenario a common client (running on a common 
PC) had to put a number of service requests to the mobile 
Web Service. 

In order to compare the results against the performance 
of common Web Service calls, we implemented the test 
scenario also the other way around: we implemented a 
common Web Service (running on a common server) and 
called this Web Service from a mobile device. Here, the 
basic idea was to use the same hard- and software- 
environment with minimal changes and also to maintain the 
same network environments in all of the tests. 

In addition, we were interested in the communication 
performance in different network settings. Therefore, we 
performed the same tests in four different network settings. 
For each of the tests the (mobile) Web Service and its 
consumer where running: 

 … in the same (WiFi) network,  

 … different networks, and the mobile device 

was connected via WiFi, 

 … different networks, and the mobile device 

was connected via UMTS 

 … different networks, and the mobile device 

was connected via GPRS 
 We conducted eight different test cases: four for the 

different network constellations with a mobile Web Service 
running on a mobile device and a Web Service client running 
on a common PC, and four test cases where the Web Service 
was running on a common Server and the client was running 
on a mobile device. 

In the test cases where the (mobile) Web Service 
provider and the client were not connected to the same 
network, the central components have been deployed to a 
server running via Amazon Web Services (AWS), as a Cloud 
Computing provider. 

B. Test results 

Within each of these eight test cases, one hundred service 
calls were performed and the duration of each call was 
measured.  

The results for the mobile Web Service in the different 
network scenarios are shown in Fig. 6. 

As expected, the performance for the mobile Web 
Service calls was pretty good and pretty constant in the case 
the mobile device was connected with a WiFi network. If 
both the mobile Web Service provider and the client were 
connected to the same WiFi network, the average duration 
was M = 147.69ms (SD = 76.00ms). Having the mobile Web 
Service provider connected to a different WiFi network, the 
average duration for one service call was M = 339.04ms (SD 
= 61.71ms). 
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Figure 5: Results for the mobile Web Service in the different network 

constellations 

 
As expected the performance for the mobile Web Service 

calls are pretty good and pretty constant if the mobile device 
is connected with a WiFi network. The average time if both 
the mobile Web Service provider and the client are 
connected to the same WiFi network was M = 147.69ms (SD 
= 76.00ms). Having the mobile Web Service provider 
connected to a different, still WiFi, network the average time 
for one service call calculates to M = 339.04ms (SD = 
61.71ms). 

Of course, we measured less performance of the service 
calls when the mobile Web Service provider was connected 
to a mobile network, the performance of the service calls was 
lower. The results for the UMTS based network connection 
of the mobile Web Service show an average of M = 
827.55ms (SD = 250.35ms) for each service call, while the 
results for the GPRS based network are even worse. Here, 
the average for a single service call is M = 1355.96ms (SD = 
986.38ms). As can be seen from the values for the standard 
deviation, the performance of single service calls differs 
dramatically as well, e.g., the minimum duration measured 
within the UMTS scenario was MIN = 283ms and the 
maximum was MAX = 2169ms. The results for the GPRS 
based scenario are even worse, with a MIN = 142ms and 
MAX = 5123ms. 

The task of the second step of the test was to compare the 
performance results with the performance of a common Web 
Service call. For that purpose we conducted the same test, 
but this time the Web Service was not running on a mobile 
device but on a common server, while the Web Service client 
was running on a mobile device - again in the four different 
network settings. The results of these tests are shown in Fig. 
7. 

As demonstrated, the results are better from both 
perspectives - the overall performance and the standard 
deviation in the different network settings. A common Web 
Service call, if the Web Service provider and the mobile 
Web Service consumer are connected to the same WiFi 
network, has an average round-trip duration of M = 61.16ms 
(SD = 301.36ms). When the Web Service client was 
connected to a different (still WiFi) network the average 
performance was M = 156.71ms (SD = 15.24ms). 

 
 

 
Figure 6: Results for the usual Web Service calls in the different network 

constellations 

 
Here, again, the values for the Web Service client 

connected to a mobile network are somewhat  lower. In the 
case of the UMTS network, the average service call showed 
a performance of M = 528.55ms (SD = 273.34ms), and the 
results for the GPRS based network even worse with an 
average for each of the service calls of M = 1299.10ms (SD 
= 658.75ms). 

The next step was to compare the different results. The 
major goal of this comparison was to get an idea of how 
good the performance of the presented approach for mobile 
Web Service calls is, in comparison to common Web Service 
calls. Therefore, we calculated the difference in the average 
performance of a single Web Service call in the different 
scenarios first, and as a second step calculated the percentage 
of the performance difference in the different scenarios. The 
results are shown in Table 1. 

 
TABLE 1: COMPARISON OF THE COMMON WEB SERVICE 

CALLS AND THE MOBILE WEB SERVICE CALLS IN THE 

DIFFERENT NETWORK SCENARIOS 

 
 
The table shows that, in comparison to common Web 

Service calls, the performance of the presented approach was 
not too good when the mobile Web Service was connected to 
a WiFi network. The results for the mobile Web Service 
provider and the client connected to the same network 
showed a performance overhead of 137.60 per cent, and 
when the mobile Web Service was provided within a 
different WiFi network the performance overhead was about 
116.35 per cent. But, if the mobile Web Service was 
connected to a mobile network, the performance overhead 
was not that dramatic anymore. In the case of the UMTS 
network the overhead was limited to 56.57 per cent, and for 
the GPRS based network the overhead was even lower at 
4.38 per cent. Therefore, on the basis of our test results, it 
can be said that the performance of the presented approach 
for mobile Web Services (in comparison to common Web 
Services) seems to improve the lower the network bandwidth 
is. This could best be seen by the results for the GPRS based 
network, where the actual overhead in our test was below 5 
per cent.   
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VI. CONCLUSIONS 

As demonstrated in this paper, today’s modern and 
powerful mobile devices can be used as Web Service 
providers by using well-known and accepted standards and 
protocols. The presented approach is capable of solving 
some of the problems that usually occur while providing 
Web Services on mobile devices, e.g., the problem of 
constantly changing IP addresses. Furthermore, the overhead 
that is inherent in the presented approach does not seem to be 
a show stopper. As shown, the performance in commonly 
available mobile networks, like UMTS or GPRS, is 
comparable to common Web Service calls. 

It can, therefore, be concluded that the presented 
approach provides an interesting alternative to the common 
Web Service provisioning by using mobile devices that act 
as a server also from a technical point of view. It eliminates 
certain problems that usually occur if mobile devices provide 
Web Service provider infrastructures, and the resulting 
drawbacks from the performance point of view are 
acceptable. 

Having in mind the power that the presented approach 
would provide for new approaches and scenarios, it could be 
asserted that bringing Web Services to mobile devices will 
probably become more important in the future and that we 
will most likely see an increasing number of applications 
making use of that kind of technology. 
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Abstract— Despite numerous efforts by various developers, web 

service composition is still a difficult problem to tackle. Lot of 

progressive research has been made on the development of 

suitable standards. These researches help to alleviate and 

overcome some of the web services composition issues. However, 

the legacy application wrappers generate nonstandard WSDL 

which hinder the progress. Indeed, in addition to their lack of 

semantics, WSDLs have sometimes different shapes because they 

are adapted to circumvent some technical implementation aspect. 

In this paper, we propose a method for the semi automatic 

composition of web services in the context of the NeuroLOG 

project. In this project the reuse of processing tools relies on a 

legacy application wrapper called jGASW. The paper describes 

the extensions to OWL-S in order to introduce and enable the 

composition of web services generated using the jGASW wrapper 

and also to implement consistency checks regarding these 

services. 

 
Keywords- Ontology; Semantic Web; Web Services Composition 

I. INTRODUCTION 

Web services are a new revolution of software systems. 

They are considered as self-contained, self-describing, module 

applications that can be published, located, and invoked 

through the Web [1][2]. They are designed to be manipulated 

remotely from a network and they have the capability to 

invoke each other mutually, which raises the issue of their 

interoperability. Companies implement web services 

according to their application domain and display them 

through the web. Consequently, the number of heterogeneous 

web services is increasing, whose interoperability is severely 

hampered by this pervasive heterogeneity, inherent to 

independently developed services. For example: The use of 

new messaging protocols involves changing WSDL formats 

according to the domain specific applications and 

implementation needs. Therefore, when we deviate from 

standard cases to specific ones, composition of web service 

becomes a challenging problem that was addressed by many 

researchers and engineers in the recent years [3]. 

Different initiatives have been proposed to facilitate the 

reuse of web services, leading to new languages, protocols and 

frameworks. For example, UDDI [4] (Universal Description, 

Discovery and integration), SOA (Service Oriented 

architecture) [5], BPEL4WS (Business Process Execution 

Language for Web Service) [6], SOAP [7] (Simple Object 

Access Protocol) and WSDL (Web Services Description 

Language) [8] are standards for service discovery, description, 

and messaging protocols [1][9]. Those specifications provide a 

means to syntactically describe a web service. However, they 

do not deal with semantic web service description and 

semantic web service composition. 

Semantic web service is a concept that brings semantics to 

the aforementioned standards. By adding semantics we can 

make web services machine understandable and use-apparent 

form [10].  By adding semantic markup to a web service we 

can make two aspects of its functionality explicit. First, 

semantic annotations can define what the service actually 

does, and second, they can describe its behavioral aspect (i.e., 

how the service works, the chaining that can be performed 

according to the sent and received messages).  

Several languages have emerged, to add semantic 

description features to the web services standards. For 

example, DAML-S [11] (Darpa Agent Markup Language for 

services) is a revision of DAML+OIL [12] and based on OWL 

[13] (Ontology Web Language) WSMO [14] (Web Service 

Modeling Ontology) and OWL-S (Ontology Web Language 

for Services) [15]. OWL-S is an ontology represented in OWL 

which aims at applying reasoning capabilities to the 

functionality, behavior, and execution of web services.    

OWL-S defines a model with three layers: a service profile 

describing the service’s basic functionalities (function and 

characteristics, etc), a service model describing how the 

service works including data and control constructs flow, and 

a service grounding, describing how to access the service, by 

grounding its functional elements (input, outputs and 

operations) in a way consistent with the WSDL’s concept of 

binding. 

We worked in the context of the NeuroLOG [16]
 
project 

which aims to share medical resources (brain images and 

image processing tools) [17]. Image processing tools are 

wrapped as web services using a software package called 

jGASW [18]. JGASW is a framework for wrapping legacy 

scientific applications as web services enabling their execution 

in a SOA environment. 

To allow the sharing of neuro-imaging resources, the 

OntoNeuroLOG [19] ontology was designed. It provides 

common semantics for information sharing throughout the 

NeuroLOG system and allows the sharing of neuro-imaging 

resources provided by collaborating actors in the field of 

neuro-imaging research. The term resources cover both neuro-

imaging data (such as images) as well as image processing 

tools (registration, de-noising, and segmentation). 
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Through the semantic we tend to share the functionalities 

of images and the functionalities of image processing tools to 

enable more expressivity from a functional viewpoint. 

The goal of our work is to facilitate the sharing, reuse, and 

invocation for the user of image processing tools wrapped as 

web services with jGASW and deployed in the site server 

within the NeuroLOG framework. To this end, we chose to 

add semantics to jGASW services, to facilitate workflow 

composition and automate some consistency controls 

regarding their usage. Our assumption is that this may increase 

the usability of such tools by people that were not involved in 

their development. This by addressing some technical aspects 

that hinder the composition process with OWL-S API and 

implementing some consistency controls. Such consistency 

control tends to: (i) ensure interoperability and composition by 

checking the compatibility between outputs and inputs of web 

services; (ii) check of the compatibility between the inputs 

provided by the users and the semantic inputs definition of the 

service; (iii) check the consistency between the functionality 

of the image processing tool, like registration or de-noising, 

and their declared inputs/outputs, with respect to the formal 

definition of such conceptual actions, modeled in the 

OntoNeuroLOG ontology. 

We used the OWL-S ontology to benefit from its web 

service description model and its large expressivity in terms of 

parameters description and behavioral aspect of flows. 

However, we had to deal with some technical issues regarding 

jGASW WSDLs which let us extending OWL-S to enable its 

use in our NeuroLOG framework. 

In this paper, we advance the state of the art by (1) 

specifying an extension of the OWL-S specification to make it 

adapted to our jGASW framework context without changing 

the basic structure of the WSDLs, (2) adding some reasoning 

capabilities to perform consistency checks regarding the usage 

of our annotated web services. The following of the paper is 

organized as follows: Section II provides more details about 

the difficulties related to the WSDLs of service generated by 

the jGASW tool, together with OWL-S semantic descriptions 

of services. Section III presents the solutions that we found 

based on a specific extension of OWL-S that addresses the 

problem and some associated reasoning mechanisms that 

validate the services capabilities, consistent with our domain 

ontology OntoNeuroLOG. Section IV details how the 

implementation was done to extend OWL-S and solve the 

problem and describes some technical issues that we tackle. 

Section V discusses our contribution and situates it in the 

wider context of semantic workflows, and finally, Section VI 

opens other perspectives for future work. 

II. BACKGROUND 

To address the issue of web service composition using 

OWL-S and jGASW we need to describe both more closely. 

So, we first describe WSDL files generated automatically by 

jGASW, then we study the automatic generation of semantic 

descriptions with OWL-S and we analyze the mismatch 

between the two and we study how to address it.  

First, we explain how the jGASW [18] framework works: 

an application GUI allows the user to upload the image 

processing tools (shell program) and add inputs, outputs 

arguments and libraries. According to an XML schema and 

values set by the user, an XML description is generated 

jGASW descriptor. The generation of the web service consists 

in transforming the jGASW descriptor into a web service 

interface by generating the WSDL together with an XSD 

schema (XML Schema Definition). The XSD schema details 

the inputs and the outputs of every WSDL operation. In fact, 

all services have WSDL files with the same content, and 

identical operations but always have only one input and one 

output and one output as an exception. In contrast, inputs and 

outputs are described differently in the XSD schema according 

to each service. For example, in the Figure 1, column 1 

illustrates the description of a WSDL operation named local 

that is composed of tns:local as input, tns:localResponse as 

output, and tns:SOAPException as fault message (generated if 

the execution of the service failed). Column 2 details input 

tns:local by defining it as a complexType containing two 

xs:element (i) (simpleinput1 and simpleinput2: input files) and 

details output tns:localResponse by defining it as a 

complexType typed as  another complexType (ii) 

(jigsawOutputTest2111: generated automatically). This 

complexType contains four xs:element representing the 

different output files (stdout, stderr, simpleoutput1, 

simpleoutput2). 

Column 3 shows SOAP envelopes (call/request). At 

execution time, jGASW prepares the SOAP envelope, invokes 

the service and gets back the result according to the sequences 

described in the complex type jigsawOutputTest2111, but the 

name of the envelope is ns1:localResult. Thus, the 

jigaswOutputTest211 is not considered here. 

JGASW wraps executables into web services, and 

produces at least two standard files (std.out: for standard 

output for any shell output, std.err: error message generated (if 

execution fails), and other files resulting of the service 

execution such as image files (e.g. ex2output1.nii, 

ex2output2.nii). 

Column 4 in the figure 1 shows the OWL-S description 

generated automatically from the WSDL description provided 

by the jGASW service (using the WSDL2OWLS [20] 

converter). Green arrows show the grounding of each 

individual input element whereas the red arrow shows one 

unique grounding which is localResut. In fact, here, we lost the 

information that this output contains four files rather one only. 

Thus, composition of jGASW services is not possible.  

So, the principal issue concerns the outputs definition, 

which is not understandable due to their complex schema. 
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Figure 1: Automatic grounding of a jGASW service using the WSDL2OWLS API 

This figure shows the main problem faced when we try to automatically generate the semantic description of a jGASW service; Columns 3 and 4 show how inputs 
are grounded individually whereas outputs are grounded as a single box “locaResult”. Therefore, OWL-S Process and Profile of this service contain one single 

output according to the obtained grounding. Why doesn’t OWL-S understand different outputs? Because they belong to a complex type “jigsawOutputTest2111” 

showed on column 2. Such output types generated automatically by the jGASW software can be even more complex than that. Actually, they can contain multiple 
nestings of complexType. 
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Motivation:  First, we have shown that WSDL files are only 

partially understood by OWL-S API. Second, we need control 

construct to design and execute our image processing 

workflows. Third, OWL-S is a well defined language for web 

services composition that offers many functionalities that are 

not handled by other languages. Moreover it is submitted in 

the W3C , something important in our context of collaborative 

research in neuro-imaging. This choice of OWL-S is also 

consistent with our use of the OWL-Lite OntoNeuroLOG 

ontology as domain ontology. Indeed, OWL-S is an OWL-DL 

ontology and it is more expedient to use ontologies that are 

closer to each other in term of semantic capability and 

reasoning (i) both are based in OWL and this facilitate the use 

the same kind of reasoner (ii) if we use WSMO for example 

we should translate OntoNeuroLOG in WSML. Finally, 

OWL-S provides the suitable expressivity for representing 

web service semantics and fits nicely our application’s 

requirements; in fact we cannot modify the structure of WSDL 

files, nor the XML description of inputs/outputs, since they are 

intrinsic to the jGASW middleware (otherwise invocation 

would not work properly).  

Approach: First we extend the OWL-S Profile to be 

adapted to OntoNeuroLOG ontology. Second, we extend 

OWL-S Process to enable the description of jGASW services 

and finally, we add a software layer that implements reasoning 

services ensuring various consistency checks based on 

knowledge imbedded in the OntoNeuroLOG ontology. 

III. METHOD 

The OntoNeuroLOG ontology describes the different kinds 

of brain images in reference to the Dataset taxonomy and the 

functionality of services in reference to the Data processing 

taxonomy, each of these classes having its specific 

characteristics defined using DL axioms. 

A. Extending OWL-S 

OWL-S is a particular OWL ontology. It allows the semi-

automatic composition of Web services. It is composed of 

three layers. The Service Profile allows the description, 

publication, and discovery of services. It is used by providers 

to publish their services and by users to specify their needs. 

The Service Model is used to compose services. It allows 

modeling services as processes. Three types of processes exist: 

atomic processes (AtomicProcess), simple (SimpleProcess) 

and composite (CompositeProcess). AtomicProcess represents 

the finest level of action that the service may perform. 

Composite Process are decomposable into other processes thus 

their concatenation can be specified using a set of control 

structures such as Sequence, Split, If-Then-Else, etc. A 

SimpleProcess is used to provide a view of an atomic process 

or a simplified representation of a composite process. 

The Service Grounding describes how to access the service 

and provides the mapping between semantic inputs, outputs, 

message formats, and physical addresses. The purpose of this 

mapping is to enable the translation of semantic inputs 

generated by a service consumer into the appropriate WSDL 

messages for transmission to the service provider, and the 

translation of service output messages back into appropriate 

semantic descriptions (i.e., OWL descriptions) for 

interpretation by the service consumer. 

1) Extending the OWL-S Process model 

Our extension aims at decomposing the output grounded as 

a single box (localResult) with OWL-S (described in Figure 1) 

into its different elements (e.g., stderr, stdout, simpleoutput1, 

simpleoutput2). To overcome this problem, some classes and 

data/object properties are added to the OWL-S process model: 

- a NlogParameter class to denote parameters that are 

embedded in a parameter of such a composite nature (e.g., 

stderr, stdout, simpleoutput1,  simpleoutput2); it is defined as: 

    <owl:Class rdf:about="#NlogParameter"> 
        <rdfs:subClassOf rdf:resource="#Parameter"/> 
        <owl:disjointWith rdf:resource="#Output"/> 
    </owl:Class> 

- a nlogExpandsTo object property, associating a 

parameter of a composite nature to its essential elements 

according to the XSD schema of the service; 

   <owl:ObjectProperty rdf:about="#nlogExpandsTo"> 
        <rdfs:domain rdf:resource="#Output"/> 
        <rdfs:range rdf:resource="#NlogParameter"/> 
    </owl:ObjectProperty> 

- a hasID data property, denoting the markup within the 

string result after the service invocation 

    <owl:DatatypeProperty rdf:about="#hasID"> 
        <rdfs:domain rdf:resource="#NlogParameter"/> 
        <rdfs:range rdf:resource="&xsd;anyURI"/> 
    </owl:DatatypeProperty> 

- a hasLabel data property, denoting a non-functional  

property  providing an informal description of the parameter 

    <owl:DatatypeProperty rdf:about="#hasLabel"> 
        <rdfs:domain rdf:resource="#NlogParameter"/> 
        <rdfs:range rdf:resource="&xsd;anyURI"/> 
    </owl:DatatypeProperty> 

Figure 2 provides an illustrative example of the use of the 

previous extensions: we present one extension of the output of 

jGASW service 2.  

 

 

 

 

 

 

 

 

Figure 2: Enrich the output in its essential parameters 

To detect the value of “simpleoutput1” argument first we select its ID using 

the hasID property and second we parse the string result (SOAP envelop) 
using the retrieved ID corresponding to the markup of “simpleoutput1”. The 

data type of the NlogParameter is given by the data property 

Process:parameterType. 

<process:Output rdf:about="&tool;#Atomic_Process_Test2_output1">
 <process:nlogExpandsTo><process:NlogParameter 
rdf:ID="Atomic_Process_Test2_output1_simpleoutput1"> 
<process:hasLabel rdf:datatype= 
"http://www.w3.org/2001/XMLSchema#anyURI"> 
 This is the extension of the first parameter simpleoutput1 
</process:hasLabel> <process:hasID rdf:datatype= 
"http://www.w3.org/2001/XMLSchema#anyURI"> 
 simpleoutput1 
</process:hasID> <process:parameterType rdf:datatype= 
"http://www.w3.org/2001/XMLSchema#anyURI">   
http://localhost/dataset-owl-lite.owl#T1-weighted-MR-dataset 
</process:parameterType> 
</process:NlogParameter></process:nlogExpandsTo> </process:Output> 
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2) Extending the OWL-S Profile model 

As described before, the OWL-S Profile gives information 

about the capabilities and the behavior of the service. We 

enrich it by adding a reference to the equivalent data 

processing class using refers-to, an object property that 

belongs to OntoNeuroLOG.  

<owl:ObjectProperty rdf:about="&iec;refers-to"> 
       <rdfs:domain rdf:resource="#Profile"/> 
       <rdfs:range rdf:resource="&data-processing-owl-lite;data-processing"/>   
</owl:ObjectProperty> 

3) Web services composition 

As mentioned in the background section we cannot modify 

the WSDL otherwise invocation would no longer work, in 

consequence we could not extend the Grounding sub-

ontology. The extension of the Process Model is enough to 

allow jGASW services composition. Once OWL-S Outputs 

have been related to corresponding NlogParameters according 

to the XSD Schema derived from jGASW processing, we 

were able to compose jGASW services. To this end, we 

introduced another object property, links, that binds any OWL-

S Parameter to another (also suitable to  NlogParameter since 

they are a subClassOf Parameter): 

 <owl:ObjectProperty rdf:about="#links"> 
<rdfs:domain rdf:resource="#Parameter"/> 
<rdfs:range rdf:resource="#Parameter"/>   

</owl:ObjectProperty> 

 
Figure 3 : How to link NlogParameters with OWL-S parameters and 

workflow parameters in case of workflow composition 

In this illustrative example, we compose two jGASW services: the first one 
service 1) has one input and one output. The output is composed of three 
outputs according to its XSD Schema, and the second (service 2) has 2 inputs 
and one output. The output is composed of four outputs according to its XSD 
schema. The profile of the service embedding the whole workflow has two 
inputs linked respectively to jGASW service 1 and jGASW service 2 and six 
outputs coming from both jGASW services. One internal parameter only is 
transmitted from service 1 to service 2. 

B. Some reasoning mechanisms 

1) Compatibility check between dataset processing and 

the OWL-S Profile 

This service allows users to ensure that the definition of the 

profile is compatible with the data processing class selected by 

the user at annotation time. 

 

Figure 4: Transformation of Profile to data processing class 

(1) Represents the description of Registration data processing, (2) represents the semantic description of the registration tool according to enriched OWL-S that 
should do registration if invoked and (3) shows the transformation of the profile into data processing. 
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The algorithm is the following: first we create a temporary 

class tmp_Profile_data-processing class relatively to the 

current operation, and then we translate relations between 

profile, inputs, and outputs into axioms and we add profile 

them to the tmp_Profile_data-processing class. Then, for 

every relation hasInput/hasOutput we count the number of 

inputs grouped by dataset class to determine the cardinality 

of the corresponding axiom; for example: Process:hasInput 

i1 Process:parameterType Mr-dataset and Process:hasInput 

i2 Process:parameterType Mr-dataset would lead to a 

cardinality of 2 concerning Mr-dataset (Mr-dataset denotes a 

magnetic resonance image dataset). The third step consists in 

selecting the appropriate object property for the construction 

of the axiom (e.g. Process:hasInput substituted by has-for-

data-at and Process:hasOutput substituted by has-for-result-

at. The result of the two first steps is: (Process:hasInput i1 

Process:parameterType Mr-dataset and Process:hasInput i2 

Process:parameterType Mr-dataset)  (has-for-data-at 

exactly 2 Mr-dataset). The third step consists of adding those 

axioms to the tmp_Profile_data-processing class.  

The last step is to add the new tmp_Profile_data-

processing class with axioms added above as subclass of the 

class referred by the Profile “MyProfile” and selected by the 

user, in our example (tmp_Profile_data-processing 

subclassOf Registration), and then, classify and check 

consistency. If the ontology is consistent then the annotation 

is considered valid. Semantically, the functionality of the 

tool is agreed, i.e., the has-for-data-at/has-for-result-at 

object properties are consistent with respective 

inputs/outputs specified in the corresponding data 

processing class in the OntoNeuroLOG ontology.  Figure 4 

show an illustrative example of the algorithm. 
2) Compatibility check between outputs and inputs in 

a workflow  

This service is applied when a user builds a new workflow. 

The processing aims at ensuring for every link between 

NlogParameter and Input that corresponding types are 

compatible. So we distinguish three cases: 

• Identical data types: the output and the input have exactly 

the same type. Compatibility is validated and composition is 

accepted. 

• Link to a more specific data type: the output is more 

general than the input of the next service, so non-

compatibility. 

• Link to a more general data type: the output is more 

specific than the input of the next service. The first service 

will always return results that are semantically compatible 

with the next service input. Compatibility is validated and 

composition is accepted. 
N.B. workflow is valid if Parameters have the same Type 

or source is subsumed by target according to the dataset 
ontology. 

3) Compatibility check between values and inputs at 

invocation time 

This service is called when a web service is invoked. It 

checks whether the actual instances selected by the user 

(e.g. a Dataset) and assigned to the values actually meet the 

constraints specified in the semantic annotations of the 

service. In practice, the semantic service checks whether the 

class (or the type) of this instance is subsumed by the class 

type of the input.  

IV. IMPLEMENTATION 

The semantic annotation of jGASW services is generated 

automatically using the WSDL2OWLS API. Enrichment of 

semantic annotation is done using the OWL-S 1.2 

specification and the OWLS API 3.0.  

The semantic annotation of workflow services is generated 

using the OWL-S 1.2 specification and the OWLS API 3.0.  

The consistency check between the profile and the data 

processing class is implemented using the OWL API, the 

OWL-S API 3.0 and the HermiT Reasoner.  

The web services invocations use the OWL-S API but 

results and composition issues use the semantic search 

engine CORESE [21] together with the OWL-S API. 

CORESE is used to select the functional properties 

(extensions, linked parameters, identifiers …) of OWL-S 

outputs by querying the triple store containing the semantic 

annotations of the services. We add here an illustrative 

example of a workflow composed of two services (Figure 

5). First, we prepare the SOAP envelope to invoke the first 

jGASW service: green markup shows the WSDL operation 

input (tns:local) and blue markup indicates the concrete 

input that the service will use.  
<soapenv:Envelope><soapenv:Body> <local xmlns="http://i3s. 
cnrs.fr/jigsaw"><simpleinput xsi:type="xsd:string" xmlns="http: 
//i3s.cnrs.fr/jigsaw">http://localhost/test1.nii</simpleinput> 
</local></soapenv:Body></soapenv:Envelope> 

The next section shows the output of the service after 

invocation: green markup shows the output of the WSDL 

operation (tns:localResult). It wraps three blue markups that 

show three files generated by the service. 
<ns1:localResult xmlns:ns1="http://i3s.cnrs.fr/jigsaw"> 
<stderr>http://localhost:80/~bwali/Test1_1321350928548-9787/std.err 
</stderr>  <stdout>http://localhost:80/~bwali/Test1_1321350928548-
9787/std.out</stdout><simpleoutput>http://localhost:80/~bwali/Test1
_1321350928548-9787/testoutput.nii</simpleoutput> 
</ns1:localResult> 

The stderr and stdout are workflow outputs whereas 

simpleoutput should be transmitted to the second jGASW 

service. With CORESE we query the triple store to retrieve 

the nlogParameters to which the output (localResult) is 

extended. Then, for every nlogParameter retrieved, we find 

the ID (the markup to extract it from the localResult), its 

link to another parameter (parameter passing), and its data 

type. The parameter that we extract is simpleoutput. It 

should be transmitted to ex002_input2 second input of the 

second jGASW service. 

Query:  aims at identifying the different outputs that 

tns:localResult (corresponding semantically to 

ex001_output1)  is expanded to:  
PREFIX p1: <http://localhost/kb/Test1_2.owl#>  
PREFIX p2: <http://localhost/Process.owl#>  
Select      ?nlogParameter         ?link         ?id          ?type        where     {   
p1: ex001_output1      p2:nlogExpandsTo       ?nlogParameter  
?nlogParameter   p2:links     ?link  
?nlogParameter  p2:hasID    ?id   
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?nlogParameter  p2:parameterType       ?type  }  
Query Results:  

?nlogParameter   http://localhost/kb/extension-Test1_2.owl#ex001 
_simpleoutput  
?link   http://localhost/kb/Test1_2.owl#ex002_input2 
?id   simpleoutput                                                                 
?type http://localhost/dataset-owl-lite.owl#T1-weighted-MR-dataset 
?nlogParameter  http://localhost/kb/extension-Test1_2.owl# ex001 
_stdout 
?link  http://localhost/kb/extension-Test1_2.owl#WF_stdout                         
?id  stdout  
?type  http://www.w3.org/2001/XMLSchema#string                         
?nlogParameter   http://localhost/kb/extension-Test1_2.owl# ex001_ 
stderr                         
?link  http://localhost/kb/extension-Test1_2.owl#WF_stderr                         
?id  stderr                         
?type  http://www.w3.org/2001/XMLSchema#string                         

The output ex001_output1 is expanded to three 

nlogParameters as seen in the Figure 5 (ex001_stdout, 

ex001_stderr, ex001_simpleoutput) corresponding 

respectively to (stdout, stderr, simpleoutput) in the query 

results (?id fields). Those ID are the markups used in the 

localResult. The query results show that both ex001_stdout, 

ex001_stderr are linked to workflow outputs (WF_stdout1, 

WF_std_err1) as showed in the Figure 5. The query results 

show that the parameter ex001_simpleoutput is linked to the 

parameter ex002_input2.  

 
Figure 5: semantic annotation of workflow using the OWL-S Process layer 

and the extension described in this work 

Thus it should be passed to the second jGASW service. 

To this end, the value of ex001_simpleoutput is extracted 

using the jGASW engine by giving the ID already selected 

by the query. The result is:http://localhost:80/-

~bwali/Test1_1321350928548-9787/testoutput.nii. A new SOAP 

envelope containing two inputs (as Figure 5 shows) is 

prepared to invoke the second jGASW service.  
<soapenv:Envelope <soapenv:Body>><local xmlns="http:// 
i3s.cnrs.fr/jigsaw"><simpleinput1 xsi:type=" xsd:string"xmlns= 
"http://i3s.cnrs.fr/jigsaw">http://localhost/test4.nii </simpleinput1> 
<simpleinput2 xsi:type="xsd:string" xmlns="http://i3s.cnrs.fr/jigsaw"> 
http://localhost:80/~bwali/Test1_1321350928548-9787/testoutput.nii 
</simpleinput2> </local></soapenv:Body></soapenv:Envelope> 

The simpleinput1 is the file selected by the user for the 

workflow execution (corresponding semantic id is 

WF_input2). This parameter is passed to ex002_input2. The 

simpleinput2 gets the file extracted from localResult. i.e. 

result of the execution of first jGASW service invoked as 

described above. The other parameters (stderr, stdout, 

simpleoutput1, and simpleoutput2 of jGASW service2) are 

transmitted to the workflow outputs. 

V. DISCUSSION 

Several semantic languages and frameworks have been 

proposed based on W3C web service languages to support 

web service composition. However, web service 

composition is hampered by the heterogeneity of web 

services. Our work is an extension of OWL-S at the 

concrete service level to address the issue of jGASW web 

services composition. 

We relied on OWL-S because it is a well defined 

Ontology [21] based on manifold earlier solutions and it is 

currently submitted in the W3C. It is also a semantic 

framework that provides more complete specifications than 

any other alternative solutions. It is represented in OWL 

which is a standardized language and exploits its reasoning 

capability [22]. Thus, it enables us to leverage our domain 

ontology in reasoning aiming at performing various 

consistency checks regarding the use of our services. OWL-

S is a multi-layered language thus, it is easy to handle. In 

our contribution, extending the Profile layer and the Process 

layer leverages this characteristic. OWL-S differs from other 

specifications by providing conditions, effects, sequences 

and control constructs. We reused conditions and effects 

definitions to verify the consistency of service compositions 

and control construct specifying the behavioral aspect [23] 

of composed jGASW services. The OWL-S Service 

Grounding is conceived to be adapted for grounding any 

kind of service. Unfortunately, our WSDL files are really 

specific and cannot be grounded entirely. Getting service 

output as a unique box and as a string format actually 

hampers generating the grounding automatically and 

therefore the semantic description. Nevertheless, OWL-S is 

still the nearest solution and its adoption and extension 

allowed overcoming the problem. 

WSDL-S [24] and SAWSDL [25] define how to add 

semantic annotations to WSDL specifications. In fact, they 

let WSDL components refer to semantic concepts via the 

ModelReference attribute, added to WSDL elements to 

assign one or more semantic concepts, via the 

schemaMapping property to map complex types and 

elements with a semantic model, via Precondition and 

effect for service discovery, via serviceCategory to help in 

case of service advertisement. In contrast to OWL-S they 

externalized domain application and let the reasoning 

mechanisms free. Grounding should be interpreted manually 

and service composition is not explicit. They do not deal 

with context of execution, behavior aspect and therefore, the 

reasoning aspect is really neglected, so we preferred use a 
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more sophisticated and developed language for reasoning 

mechanisms. 

Web service composition is still a complex task 

[1][26][27]. Numerous surveys on web service composition 

present an overview of methods that deal with web service 

composition. Based on a large background, Dustdar and 

Schreiner [27] discussed the need of web service 

composition and related issues. They outline the importance 

of the context in web service composition. The context 

should be formatted in some customized and personalized 

manner for relevant use by the next service. In our work we 

had to face the same requirements regarding the compo-

sition problem. The enrichment of OWL-S aims to format 

outputs in order to make them adequate for the next service 

that will be invoked. Enabling jGASW services composition 

is the added value of this enrichment and key factor of our 

work. It enabled us to add algorithms to check consistency  

Rao and Su [1] investigated automated web service 

composition and propose an abstract framework for 

automatic service composition. They discuss abstract 

process model and business workflow involving the impact 

of heterogeneity of web services sources. We conclude that 

web service composition becomes more difficult if ever we 

deviate from the standard cases to specific cases. For 

example, automatic selection, matching, and composition 

work well while using standards. It is against hindered if we 

are out of standards. In our work, jGASW WSDL files are 

different from standard WSDL files. They differ by their 

XML schema, thus, they are heterogeneous compared to 

standard ones. This shows nevertheless, the dependency of 

semantics model on thin technical details and with the 

manner how to access services. 

Without OWL-S the composition of jGASW service is 

not possible. In fact the form of SOAP envelop of the result 

not allows the chaining of web services. If we would like to 

compose jGASW services without semantics we should add 

interoperability within the jGASW engine. The first benefit 

from extension and use of OWL-S facilitate this task by 

enable the composition process. The second benefit from 

OWL-S is the multilayered structure that it has. In fact with 

the ServiceProfile it enables us to add semantic verification 

according to the neuro-imaging expectations. This is shown 

throw the implementation of the validation algorithm. 

Casati et al. [28] uses the notion of process template to 

model composite services and composers need to browse the 

process library to search for process templates of interest 

[27]. Rao et al. [1] and Dustdar et al. [27] distinguish in 

workflow composition static and dynamic workflow 

generation, static defines the business tasks and dynamic 

linking the concrete e-services. Both help for monitoring    

e-services. OWL-S does not provide explicit support for 

monitoring and errors handling [29]. OWL-S service profile 

is just a service categorization and still lacks semantics. In 

our work we add some semantics to augment workflow 

monitoring. For example while users compose their 

workflows our consistency checking algorithm verifies that 

the service profile and the related data processing are 

consistent, which ensures that the chaining of the service 

can make sense from the point of view of processing. 

 Cardoso and ShethIn [30] try to overcome e-workflow 

composition problems by making services interoperable. 

They use a multidimensional approach based on ontology 

mediation.  Medjahed et al. [26] address the interoperability 

issue by using composability rules. Currently, this task must 

be performed by a human who might use a search engine to 

find a service, and connect the service manually. However, a 

couple of verification algorithms were implemented within 

our application framework using OWL-S markup of 

services, and the necessary information from the 

OntoNeuroLOG ontology. At this stage, our work is still 

basic, the automatic discovery and mediation process are not 

well handled.  Indeed, this process requires further 

development to overcome the heterogeneity of semantic 

web services using mediation. Especially WSMO,
 
that uses 

the mechanism of mediation between semantic services 

coming from different heterogeneous frameworks. In our 

work the semi-automatic composition does not need 

mediation, however it needs a semantic validation through a 

reasoning aspect implementing verification of the 

consistency of the flows. 

Gannod et al. [31] the authors present a generic approach 

to ground services with OWL-S. Users can ground 

automatically or manually the service to its description. 

Although it is a generic approach this kind of grounding 

does not meet our needs. In fact, it considers that every end 

point (WSDL or others) defines the outputs individually. 

However in our case the outputs are embedded in the unique 

box and are not explicit for the WSDL API and are 

understandable only by our jGASW Engine. Semantically, 

this editor considers that service grounding and service 

model are two distinct layers. In our work, we no longer 

keep those two layers separate, which is a limitation of our 

solution. In fact the process:hasID data property that was 

added is the unique way to access to the WSDL elements 

(input/output) as explained in the implementation section . 

We are required to do that because the way jGASW gets 

back the result obliges us to have a link to the parameter in 

the process specification. Otherwise, if we try to extend 

service grounding, invocation would no longer work. 

Web services differ in form, technique or design point of 

view. Application wrappers provide outputs and inputs in 

different forms due to the functional requirements of the 

application domains. In this case, semantic solutions are not 

enough. The extension that we proposed is adequate for 

every kind of service so we augment the flexibility of web 

service development. Even the service has different 

technical details, the proposed idea, when reused in another 

context, is still valid and address both technical and 

semantic problems. 

VI. CONCLUSION AND FUTURE WORK 

In this paper, we introduced a method to extend the 

OWL-S specification to cope with jGASW web services 
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description. We succeeded to address the problem of 

semantic web services composition and to add some 

semantic validation and verification mechanisms. This 

solution addresses several issues concerning the web 

services composition in the neuro-imaging domain, but it is 

not sufficiently tested by NeuroLOG users.  For us to assess 

its added value from an end user point of view, moreover, 

automatic composition still needed.  

The next step of this work tends to, ensure and validate 

this work by adding serious test through the neuro-imaging 

framework and developing an algorithm for automatic 

selection and composition of jGASW web services and 

OWL-S workflows. We are trying to add reasoning 

capability over the description of data processing and the 

validation with profile algorithm. 
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Abstract—The complex and volatile global economic environ-

ment challenges Supply Chain Management and increases the 

need for advanced Information Technology. To enable flexible 

and intelligent management of supply chains, we present an 

overall approach based upon a combination of Semantic Web 

Technologies and Service-oriented Computing. This work 

developes dedicated logistics ontologies for enabling intelligent 

provision of logistics services. 

Keywords-Logistics Ontology; Ontology Engineering; 

Semantic Technology; Service-oriented Computing; Supply 
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I.  INTRODUCTION 

The 21
st
 century global markets become increasingly 

turbulent and volatile: life-cycles shorten due to the global 
economic environment and ever growing individual 
customer demands, while competitive forces put additional 
pressure on companies supply chains. Lengthy and slow-
moving supply chains bounded by rigid organizational 
structures endanger companies’ competiveness. In such a 
complex and dynamic environment, logistics excellence has 
become a powerful source of competitive advantage [1].  

However, the relentless effort of companies to strive for 
competitive advantage has ballooned complexity of logistics 
decision-making and intensified the need to flexibly provide 
logistics capabilities. This development highlights the vital 
role of Information Technology (IT) and especially the need 
for flexible IT architectures and intelligent approaches for 
exploiting logistics knowledge [2][3]. 

From an IT viewpoint, current technologies such as 
Semantic Web Technologies (SWT) and Service-oriented 
Computing (SOC) bear considerable potential to enhance 
Supply Chain Management (SCM). SOC, as a paradigm for 
distributed, potentially cross-organizational software 
systems, aims at rapidly and easily providing applications by 
combining single services to enable flexible business 
processes. In this paradigm, a service is a loosely coupled, 
autonomous, and platform-independent computational entity, 
which encapsulates discrete functionality and can be 
accessed by using established web standards [4][5]. SWT 
allows for describing consensual knowledge of a specific 
domain of interest by means of formal semantics. This 

enables automated reasoning, information integration, 
semantic interoperability, and, thus, the application of 
intelligent approaches [6], e.g., for decision support or 
discovery and composition of logistics services. While each 
of these technologies has revolutionized IT, so far, the 
capabilities and advantages of combining both approaches 
have been rudimentarily exploited.  

The objective of this paper is to extend the previous 
approach [7], which combines the paradigm of SOC and 
SWT, by applying them both on the logistics domain and 
SCM to enable intelligent provision of semantic logistics 
services. We propose a refined three-layered semantic 
approach consisting of a logistics semantic layer containing 
dedicated logistics ontologies, a logistics service description 
layer, and a logistics process description layer. From the 
perspective of ontology engineering, the contributions of this 
work are dedicated logistics ontologies that provide formal 
logistics knowledge to unambiguously describe logistics 
services and artefacts. In contrast to state-of-the-art logistics 
ontologies, the proposed ontologies (1) sufficiently capture 
the logistics domain not only restricted to specific logistics 
areas, and (2) incorporate a higher degree of formal 
semantics.  

The rest of the paper is organized as follows: Section 2 
reviews related work. Section 3 introduces the underlying 
approach. Section 4 develops dedicated logistics ontologies, 
which are evaluated in Section 5. Section 6 draws a 
conclusion and points to future work.  

II. STATE-OF-THE-ART 

A query to dedicated ontology search engines (e.g., 
http://swoogle.umbc.edu) reveals that the actual number of 
logistics ontologies is very small. The available ontologies 
can be assigned either to the domain of manufacturing or ex-
clusively to specific areas of logistics (e.g., aircraft types, 
IATA codes, hazardous cargo). These ontologies merely 
provide taxonomies lacking formal axioms.  

In scientific publications, the work of Wendt et al. [8] 
presents aspects of merging two domain-specific ontologies 
(production logistics and hospital logistics) to derive 
common logistics concepts for scheduling and facilitate 
efficient communication processes. The ontology itself is not 
published. Chandra and Tumanyan [9] apply an ontology to 
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systematically record knowledge about organizational and 
problem-specific issues for SCM. They propose an infor-
mation modelling framework to create a taxonomy of supply 
chain problems and operations to alleviate operational 
uncertainty. Madni et al. [10] introduce the IDEON ontology 
as a basis for designing, reinventing, managing, and 
controlling collaborative and distributed enterprises. IDEON 
integrates multiple perspectives, such as an enterprise 
context view or a process view. It is represented using the 
Unified Modelling Language. Lin et al. [11][12] develop a 
manufacturing system engineering (MSE) ontology to 
support an intelligent coordination tool within extended or 
virtual enterprises. The MSE ontology conforms to a 
taxonomy of different concepts: project, enterprise, process, 
extended enterprise, resource, and strategy. These ontologies 
are modelled by means of software engineering techniques, 
conform to simple taxonomies, and merely address specific 
logistics aspects.  

Another group applies ontology languages upon existing 
logistics models (“ontologizing”). Fayez et al. [13] propose 
an OWL representation of the SCOR model for supply chain 
simulation. The ontologies should capture the distributed 
knowledge being required to integrate several supply chain 
views in order to support the construction of simulation 
models. Leukel and Kirn [14] develop a logistics ontology 
based on the SCOR model to capture core concepts of inter-
organizational logistics. The proposed ontology facilitates 
the description of activities in logistics and provides relations 
and attributes. While these publications provide richer 
ontologies, they are still limited to few abstract concepts.  

The last group aims at extending well-grounded onto-
logies. Haugen and McCarthy [15] propose an extension of 
the REA Ontology to support internet supply chain 
collaboration. Pawlaszczyk et al. [16] introduce an ontology 
based on the Enterprise Ontology to describe the domain of 
mass customization for optimizing inter-organizational and 
distributed cooperation. The ontology introduced by Soares 
et al. [17] focuses on production planning and control in a 
virtual enterprise environment to improve human com-
munication and to support the specification of system 
requirements. The ontology is founded on the meta-ontology 
of the Enterprise Ontology, whereas the concepts are defined 
by natural language and object models. Ye et al. [18] propose 
a supply chain ontology to enable semantic integration 
between heterogeneous supply chain information systems. 
The supply chain setting is a web-based or virtual enterprise 
with no specific industry focus. The ontology is implemented 
in OWL and based on the Enterprise Ontology. This group of 
ontologies concentrates on supply chains rather than on a 
larger scope of the logistics domain. However, all listed 
ontologies lack rich formal semantics, remain rather abstract, 
merely focus on special logistics aspects, and neglect the 
service-oriented nature of logistics.  

III. RESEARCH DESIGN 

The overall approach underpinning our work is to 
combine SWT with SOC and apply them on the logistics 
domain. The ultimate goal is to enable the intelligent and 

flexible provision of logistics services in supply chains and 
customized logistics applications (Fig. 1). 

SWT [6] comprises formal knowledge representation and  
reasoning capabilities. Thereby, ontologies provide appro-
priate means to formally structure and explicate knowledge 
about the logistics domain in order to enable semantic inter-
operability, information integration, and reasoning. 

SOC [19], particularly Web Services, conform to 
modular, loosely-coupled software components that are 
accessible by established web standards and, thus, facilitate 
the provision of services in distributed and heterogeneous 
environments. Web Services allow for flexible business 
process management, which when combined with formal 
semantics provide capabilities for (semi-)automated service 
discovery, ranking, composition. 

The combination of SWT and SOC lay the basis for 
semantic logistics services, which encapsulate discrete 
logistics functionality (e.g., transport), consume logistics re-
sources, and whose quality is measurable by logistics per-
formance indicators. Semantic logistics services consist of 
modular, reusable, and loosely-coupled logistics components 
for flexibly managing complex logistics processes.  

 

 

Figure 1.  Combining SWT and SOC for SCM 

Based on this approach, we introduce a three-layered 
model for engineering Semantic Logistics Services (Fig. 2).  

 

 

Figure 2.  Three-Layered Model for Semantic Logistics Services 

Layer 1: Logistics Ontologies build the foundation for 
defining formal semantics of consensual logistics know-
ledge. We provide a modular ontological setup, which allows 
for easy reuse, adaption, and refinement.  
Layer 2: Semantic Logistics Service Descriptions are used 
for the representation of atomic logistics services. We exploit 
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OWL-S Service Profile [20] for the description of service 
features and utilize the logistics ontologies of Layer 1 for 
semantic annotation.  
Layer 3: Atomic logistics services are composed into 
complex logistics processes, which are semantically 
described by SuprimePDL [21] process description language. 
Layer 3 consists of such Semantic Logistics Process 
Descriptions. 

IV. ENGINEERING LOGISTICS ONTOLOGIES 

We focus on Layer 1 to propose dedicated logistics 
ontologies for semantically describing logistics services. 

A. Scenario: The Case of Fourth- Party Logistics 

The increasing pressure on companies to rapidly and flexibly 
provide superior logistics capabilities has led to logistics 
outsourcing, which involves both operational logistics 
services (e.g., transport) and management capabilities (e.g., 
planning). As an optimal solution, the concept of fourth-
party logistics (4PL) has emerged. A 4PL is challenged to 
provide logistics expertise and IT to integrate and manage – 
plan, implement, and control – logistics services in complex 
and dynamic supply chains without possessing own logistics 
assets [22]. In particular, a 4PL could significantly benefit 
from exploiting both SWT and SOC:  

First, the use of the logistics ontologies and the OWL-S 
Service Profile allows 4PL and other logistics service 
providers (LSP) to unambiguously characterize their offered 
services. Accurately fulfilling customer service levels 
directly affects a retailer’s or manufacturer’s competitive 
ability. Exploiting formal semantics not only fosters 
semantic interoperability and (semi-) automatic data 
integration between heterogeneous logistics information 
systems along the supply chain but also speeds up 
communication and makes it more flexible and error-
resistant. Further, logistics ontologies allow for automated 
reasoning to expose implicit knowledge. Customer require-
ments on logistics service provision dynamically change, 
thus, reasoning enables to check usability of services beyond 
explicitly stated characteristics.  

Second, applying semantic logistics services allows for 
advanced functionality with regard to logistics service 
discovery, ranking, matchmaking, and composition. A 4PL 
faces both a huge amount of end-customers with individual 
requirements concerning logistics service provision and, 
moreover, a variety of LSPs for satisfying these require-
ments. Hereby, logistics service discovery and ranking 
accelerate matching demand with supply of logistics 
services. As supply chain complexity and dynamicity 
constantly increase, service composition enables a 4PL to 
rapidly and flexibly integrate logistics services, and, thus, to 
configure and manage highly complex supply chains.  

B. Logistics Domain Capture 

The ontology engineering approach is based on a 
dedicated methodology [24]. A main characteristic of this 
methodology is the formulation of informal competency 
questions (CQ) to determine the scope and purpose of the 
ontology. These questions incorporate the terminology and 

functional requirements of the ontology to be developed. In 
our case, the development of CQ is based on two main 
factors. First, the CQ relate to logistics theory in terms of 
logistics literature and standards (e.g., UN/CEFACT, 
SCOR). Second, domain experts – developers of logistics 
software, logistics experts and managers – participated in 
workshops to contribute to the development of the CQ. 
Table I depicts some general CQ, which are further extended 
and substantiated. 

TABLE I.  COMPETENCY QUESTIONS  

CQ1: What actors participate in the provision of logistics services? 

CQ2: What roles can logistics actors play? 

CQ3: What types of logistics services are offered by LSP? 

CQ4: Which functional and nonfunctional parameters characterize 

logistics services? 

CQ5: Which metrics characterize logistics service performance? 

CQ6: Which logistics units and goods flow through supply chains? 

CQ7: Which resources are needed for logistics services provision? 

C. Logistics Ontology Modeling 

The objective of the logistics ontologies is to capture and 
structure overall knowledge of the logistics domain to 
annotate logistics services. The logistics ontologies from [7] 
are further extended and modularized to facilitate reusability, 
extensibility, and maintainability. To encode the logistics 
ontologies we apply OWL 2 DL [25].  

Figure 3 zooms into Layer 1 and provides an overview of 
the modularly organized logistics ontologies, their concepts, 
and relations.  

 

 

Figure 3.  Logistics Ontologies  

The main component of the logistics ontologies is the 
Logistics Service Ontology. Its fundamental concept is 
LogisticsService that encapsulates spatial, temporal, and 
quantitative transformations according to the logistics basic 
functions: transport, handling, warehouse, and comple-
menting value-added services. Logistics companies provide 
logistics services that respectively represent a temporally and 
factually logic finite sequence of states to completely 
transform a logistics object.  
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HandlingService ⊔ WarehouseService  
LogisticsService ⊑ isProvidedBy.LogisticsCompany 
⊓ transforms.LogisticsObjects 

 
The Logistics Process Ontology is especially important 

with respect to Layer 3 in order to handle dynamic aspects of 
real-world logistics complexity. Its key concept is Logistics-
Process, which comprises atomic or composite logistics 
processes. Thereby, a composite logistics process conforms 
to a composition of at least two logistics services. For 
instance, a transport process contains various logistics 
services (e.g., transport, handling) being composed to realize 
the pre-, main, and on-carriage of a supply chain. 

 

LogisticsProcess  AtomicLogisticsProcess ⊔ 
CompositeLogisticsProcess 

 

Subject to logistics transformations are Logistics 
Objects. According to the logistics unit-load concept, 
logistics objects are a combination of economic goods with 
charge carriers. For instance, microprocessors (goods) are 
packaged in boxes (charge carrier), which are in turn 
consolidated on pallets and/or containers. The unit-load 
concept aims at a smooth flow of logistics objects from 
source to destination.  

 

LogisticsObject ⊑ ChargeCarrier ⊔ Good ⊔ 
isTransformedBy.LogisticsService 

ChargeCarrier  Container ⊔ Box ⊔ Pallet 
 
A supply chain consists of actors, which are defined in 

the Logistics Actor Ontology. Logistics actors are either 
individuals or corporative actors, i.e., legal entities created 
for business ventures. To model logistics actors, we consider 
the way they participate in supply chains. For instance, we 
distinguish between logistics companies dealing with the 
provision of logistics services and manufacturers aiming at 
the production of goods.  

 

LogisticsActor  LogisticsCompany ⊔ Authority ⊔ 
ManufacturingCompany ⊔ TradingCompany 

LogisticsCompany ⊑ 2PLProvider ⊔ 3PLProvider ⊔ 
4PLProvider 

 
Further, we introduce the Logistics Role Ontology to 

depict the capabilities and responsibilities of logistics actors 
in a supply chain. The concept LogisticsRole is inevitable 
because a logistics actor could have different roles at a 
certain point in time or over a particular time period, e.g., a 
manufacturer may simultaneously act as a requester of logis-
tics services or supplier of goods to another manufacturer.  

 

LogisticsRole ⊑ ServiceProvider ⊔ ServiceRequester 
⊔ Supplier ⊔ OEM 

 

Whereas logistics services conform to the process 
organization (dynamic component) of a supply chain a 

Logistics Location Ontology represents the structural 
organization of supply chains. Therefore, we combine 
general location concepts such as country, zip code, city, and 
street with specific logistics concepts, e.g., source, and 
destination. For instance, the availability and performance of 
a transport service is strongly determined by the logistics 
object, its source, and its (final) destination (e.g., location of 
a manufacturer).  

 

LogisticsLocation ⊑ LogisticsSource ⊔ 
LogisticsDestination  

 
Providing logistics services requires Logistics 

Resources. Logistics resources are factors of production, 
which are used during logistics service provision. They can 
be conceptualized according to the different types of logistics 
services. For instance, providing a road transport service for 
heavy goods requires a truck being capable to transport 
goods with a weight greater than 50 tons.  

 

LogisticsResource ⊑ TransportationResource ⊔ 
WarehouseResource ⊔ isUsedBy.LogisticsService 

 
Moreover, the availability and capability of logistics 

resources affects logistics service performance. Key perfor-
mance indicators (KPI) measure logistics service perfor-
mance. These KPI are modelled in the Logistics KPI 
Ontology and represent business key figures that assess the 
degree of logistics service performance. For this purpose, we 
reuse parts of SCOR [26] to provide a detailed classification 
of logistics performance indicators. 

 

LogisticsKPI ⊑ Agility ⊔ Costs ⊔ Reliability  
 
Beyond, we reuse and extend existing ontologies either 

specific to the domain of logistics or ontologies with a more 
general character. For instance, to model hazardous goods 
we reuse the hazardous goods ontology. Additionally, we 
reuse an ontology containing airport codes to unambi-
guously define airports as locations. To represent units of 
measurement we reuse and extend the units of measurement 
ontology (MUO). 

V. EVALUATION 

Ontologies are complex engineering artefacts. Their 
evaluation is crucial to fully put their potential into practice, 
to make them reusable, and maintainable. For instance, 
incorrect and low quality ontologies might not be readable 
due to vocabulary and/or syntax errors, and, in the case of 
incorrect semantics, they might not be usable by reasoning 
engines. The evaluation includes logistics vocabulary, 
semantic interoperability, and information integration.  

A. Vocabulary of the Ontologies 

Evaluation of the vocabulary of the logistics ontologies is 
based on the CQ and performed as a classroom experiment 
that simulates expert evaluation. The class room experiment 
comprised a review group of twenty persons. The group was 
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composed of ten university students with a strong 
background in logistics and ten logistics practitioners. The 
review group was given the task of comparing and assessing 
the concepts/relations of the logistics ontologies with the 
keyword index of selected logistics textbooks and standards. 
To capture the results of the class room experiment, we used 
match strength. To achieve operationalization, we applied an 
ordinal scale with: 1

st
 quartile below 25% (poor), 2

nd
 quartile 

between 26% and 50% (satisfactory), 3
rd

 quartile between 
51% and 75% (adequate), and 4

th
 quartile between 76% and 

100% (good). For instance, the match strength ‘adequate’ 
displays that between 51% and 75% of the concepts and 
relations contained in the respective logistics ontology 
appear in the key word index of logistics textbooks. 
Homonym and synonym conflicts were dissolved. 

TABLE II.  OVERVIEW OF VOCABULARY EVALUATION 

Logistics 

Ontologies 

Logistics

textbook 

[27] 

Logistics 

textbook 

[28] 

Logistics

standard 

[29] 

Logistics 

standard 

[30] 

Logistics Process adequate adequate adequate poor 

Logistics Service good good good adequate 

Logistics Object good good good satis-

factory 

Logistics Actor good good satis-

factory 

poor 

Logistics Role satis-

factory 

satis-

factory 

satis-

factory 

poor 

Logistics 

Location 

good good adequate poor 

Logistics 

Resource 

satis-

factory 

good adequate satis-

factory 

Logistics KPI satis-

factory 

adequate adequate poor 

 
The experiment shows empirical evidence (Tab. II) 

indicating that across all developed logistics ontologies the 
match strength is good in 34% (11 out of 32), adequate in 
25% (8 out of 32), satisfactory in 25% (8 out of 32), and 
poor in 16% (5 out of 32). Occurring deviations could be 
explained by (1) the transfer of concepts originating in SOC 
to the logistics domain, which in particular holds for the 
concepts of the Logistics Process Ontology, (2) 
terminological heterogeneities existing in logistics literature, 
and (3) the human factor when performing such experiments. 
In particular, the results in column 5 are influenced by the 
specificity of the corresponding logistics standard. 

B. Semantic Interoperability and Information Integration 

The logistics ontologies constitute a consensual termi-
nological basis for semantic annotation of logistics services. 
Since logistics implies communications beyond organi-
zational borders at a global range, there exists an urgent need 
of integrating heterogeneous and distributed data sources, in 
particular, to achieve semantic interoperability. The logistics 
ontologies should support the mediation between hetero-
geneous data sources and enable unambiguous service 
annotations. To illustrate the problem related to semantic 
interoperability, we review common terms and definitions 
used in conventional service descriptions of three real-world 

LSP and show respectively how they relate to concepts in the 
logistics ontologies. 

TABLE III.  SEMANTIC INTEROPERABILITY  

Ontology 

Concept 

LSP1 LSP2 LSP3 

Transport 

Service 

Complete 
load 

Full load Truck load 

Logistics 

Objects 
General cargo 

Parceled 

goods 
Piece goods 

2PLProvider 
Shipper 

Haulage 
contractor 

Forwarder 

Transportation 

Resource 
Truck Lorry 

Commercial 

vehicle 

Logistics KPI 
Lead time 

Period of 
supply 

Time of delivery 

 
Based on the content of Table III, we present an example 

originating from real-world data to demonstrate the 
evaluation of semantic interoperability in the proposed 
logistics ontologies. Thereto, we pose queries against the 
logistics ontologies formulated in SPARQL [31]. Originally 
designed as a query language for graph patterns in Resource 
Description Format (RDF), SPARQL is practically also used 
to encode queries against OWL knowledge bases, 
interpreting the basic graph-matching capabilities by using 
the semantics of the ontology language. 

Example: A manufacturing company requests a 4PL to 
provide logistics capabilities, which correspond to the 
capabilities of the logistics company type ‘shipper’. To find 
all names of logistics companies that provide such capa-
bilities, a query is formulated as follows: 

 
PREFIX lo: http://www.interloggrid.org/ 

LogisticsOntology.owl# 

SELECT ?logisticsCompany ?logisticsCompanyName 

FROM <http://www.interloggrid.org/ 

LogisticsOntology.owl#> 

WHERE { 

?shipper rdfs:subClassOf ?2PLProvider. 

?2PLProvider rdfs:subClassOf ?logistics 

Company. 

?logisticsCompany lo:hasFirm lo:logistics 

CompanyName.} 

 
The output of the query, comprises names of Logistics 

Company instances of LSP1, LSP2, and LSP3. This is due to 
the fact that we established equivalence among the classes 
Shipper, Forwarder, and HaulageContractor, being all 
subclasses of 2PLProvider.  

VI. CONCLUSION AND FUTURE WORK 

The paper proposed dedicated logistics ontologies to 
semantically annotate logistics services. The overall 
approach combines SWT and SOC, applying them on the 
logistics domain for flexible and intelligent SCM. We 
propose a three-layered model for engineering semantic 
logistics services. This model includes elements to describe 
both declarative as well procedural aspects. The main focus 
is on the foundation of the three-layered model constituted 
by dedicated logistics ontologies. The logistics ontologies are 
modularly organized and capture the overall concepts of the 
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logistics domain. The application of these ontologies fosters 
semantic annotation of logistics services and facilitates 
semantic interoperability, information integration, and 
reasoning capabilities allowing for intelligent applications. 
The evaluation comprises aspects of the logistics ontology 
vocabulary, semantic interoperability, and information 
integration. This work provides logistics ontologies for 
advanced and more flexible provision of logistics services to 
enhance dynamic configuration of complex supply chains. 
This would be of particular benefit to all participants in 
cooperative logistics scenarios assuming that the logistics 
ontologies are used to describe (annotate) logistics services.  

Future work includes an extensive documentation and the 
full integration, as well as application of the logistics 
ontologies in a logistics platform prototype.  
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Abstract—In a variety of research areas the requirements for 
good scientific practice demand a proper long-term archiving 
of the data produced and handled throughout scientific pro-
cesses. While the documentation was traditionally written in 
paper-based laboratory notebooks, the increasing amount of 
digital data and corresponding metadata has led to the devel-
opment of electronic laboratory notebooks (ELN). To ensure 
the integrity and authenticity of the data special mechanisms 
have to be established while being stored in the ELN and digi-
tal archives for several decades. As different research areas use 
individual scientific tools in their processes, this paper de-
scribes a generic data verification system to enhance the prov-
ability of data and the corresponding metadata. The system 
was implemented using a Web service that uses multiple in-
gress, verification and egress modules. By using the Web ser-
vice presented in this paper, the provability of scientific data in 
digital archives is profoundly enhanced. By automatically 
evaluating the probative force of the data and metadata and 
adding the system’s digital signature as a result, the provabil-
ity can be ensured by a separate third party that is trusted on 
the side of the ELN operator as well as the scientific communi-
ty and jurisdiction. 

Keywords- ELN; evidence; digital archive; digital signature; 
provenance 

I. INTRODUCTION 
The amount of data that is generated and processed in 

scientific processes has been continuously growing [1]. Ma-
jor drivers behind this trend are large scientific experiments, 
e.g., the LHC at CERN, which produces an immense volume 
of large-scale data. On the other hand more and more scien-
tific institutions and funding organizations have issued 
guidelines for safeguarding good scientific practice that rec-
ommend a proper long-term archiving of the scientific data 
that led to published results. Besides protecting the bit 
stream, these practices also require a certain amount of com-
pliance regarding the scientific process to ensure the long-
term comprehensibility of the data. In this paper we intro-
duce a solution that is able to enhance the provability of data 
being ingested in a digital archive by evaluating the metadata 
and checking the consistency. Results of the evaluation are 
logged and a model to quantify the verifiability and provabil-
ity of the data (regarding the integrity and authenticity within 
the scientific process) is being presented in this paper. 

To allow the integration with different scientific process-
es, tools and especially electronic laboratory notebooks 
(ELN) the solution was developed as a modular Web service. 
Different digital archives can also be connected to the Web 
service using specific modules. State of the art digital signa-
tures are used to verifiably sign the evaluation results and to 
protect the provability in the connected archives. Besides the 
automatic verification and evaluation of metadata, where 
appropriate and possible, the system also checks digital sig-
natures and timestamps that were generated by the scientist 
or archivist before being sent to our system. 

In Section II, we give an overview on data in scientific 
processes, from the generation and processing up to publica-
tion and archival forming a scientific data lifecycle. We also 
give references to related work and related projects that fo-
cus on scientific long-term archiving, scientific provenance 
and provability of scientific records. In Section III, we de-
scribe the model that we developed to measure the probative 
force of scientific data and measures that we use to protect 
the authenticity and integrity of data while being stored in 
digital archives. Modules and the applied mechanisms that 
measure the probative force are described in detail in Section 
IV. The result from the data verification performed by these 
modules is quantified, classified and signed using the tech-
niques described in Section V. In Section VI, we conclude 
our findings and discuss their impact on the scientific pro-
cess as a link to future research. 

II. ELECTRONIC DOCUMENTATION IN THE RESEARCH 
PROCESS 

Documenting research digitally in ELN is not only a fad 
or de rigueur but state of the art practice in many fields of 
research [2]. Slowly ELN will replace the traditional lab 
journal made out of paper [3]. Their implementation into the 
research process presents challenges to scientist, research 
facilities, universities and technical staff [4]. This holds es-
pecially true for its seamless implementation into the re-
search process and scientific data lifecycle. 

A. Scientific Data Lifecycle 
An assessment of the research process in general is diffi-

cult since it is highly individual and differs from scientific 
branch to branch and researcher to researcher. The quantity 
of different ELN available on the market [5] shows how dis-
tinct the methods of different scientific branches are. Still the 
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scientific process flow may be roughly divided into five 
phases. At the beginning the experiments are planned on the 
basis of theoretical considerations and their set parameters 
(design). On this basis experiments are performed and then 
evaluated (implementation and processing). In the course 
this, effects are discovered and results are documented and 
thus serve oneself and others, possibly by subsequent publi-
cation (analysis and publication). Finally, the gathered data 
and results have to be archived so that they can be used for 
later reuse or for presentation (archiving). In relation to the 
origin, use, storage and reuse of the processed data we speak 
of the scientific data lifecycle [6]. 

B. Related Work 
The law concerning record keeping in scientific research 

processes is spread among many statues and is diverse. It 
changes from jurisdiction to jurisdiction. Specialized work 
into the provability of scientific records is rare. Related work 
usually refers to specific scientific fields. Charrow [7], for 
example, covers the complex laws and generally accepted 
procedure that relate to biomedical research in the USA. In 
this paper, we will discuss the legal provability of ELN in the 
most universal and abstract way possible.  

Improving the secure long-term archival of digitally 
signed documents is still a challenge [8]. Solutions not only 
depend on the available technology but also on the law of the 
applicable jurisdiction [9]. To record all past versions of sci-
entific data, versions of the database should be preserved in a 
continuous fashion [10]. We will expand on this research and 
apply its findings to stored scientific research data. 

The provenance (also referred to as the audit trail, line-
age, and pedigree) of electronic scientific data should contain 
information about the process and data used to derive it. It is 
documentation that is key to preserving the data, to deter-
mine its quality and authorship and to reproduce as well as 
validate the results [11]. These are all important parts of the 
scientific process and scientific metadata and can be circum-
stantial evidence to the authenticity and integrity of electron-
ic research data. There are strong arguments to preserve 
metadata for legal evidence as a regular practice [12]. We 
seek to create a viable solution for (automatically) creating, 
archiving and utilizing metadata that is generated in the sci-
entific data lifecycle. 

The challenge is to record uniform and usable prove-
nance metadata that meets regulatory needs while minimiz-
ing the modification burden on the scientist and the perfor-
mance overhead on scientist and system [13]. Minimizing 
setup and maintenance costs by automating the database de-
sign, data load, and data transformation tasks helps to seam-
lessly integrate an ELN into the research process [14]. Cur-
rent ELN offer little or no direct support for “scientist-
oriented” queries of provenance information [15]. We ad-
dress this with our automated weighting and classification 
model. 

III. DESIGNING A SYSTEM TO IMPROVE THE PROBATIVE 
FORCE OF SCIENTIFIC DATA 

Any system for the electronic documentation of the re-
search process and its data should be designed with the goal 

to ensure the legal provability of its content. As opposed to 
the scientific provability of theories by means of experiments 
or empiric studies, which design and scope always depends 
on the subject matter and the branch of science and relies on 
peer review, the need for legal provability stems from the 
concern of the scientist to prove his results not only to other 
scientists but also to other people and institutions, e.g., in a 
court of law. Reasons for this are manifold [6]. For example, 
a scientist could be accused of scientific deception [16] or 
scientific fraud [17]. If the data he presented is questioned, 
he will want to show, that the data was not invented, alter-
nated, falsified or parts of it suppressed, in order to exonerate 
his credibility and exculpate himself from any wrongdoing 
or even criminal liability. 

A. Digital Signatures and Timestamps 
To authenticate an author of electronic research data and 

evidence the integrity of the record, certain kinds of digital 
signatures can be used. These digital signatures (i.e., ad-
vanced electronic signatures) are data in electronic form, 
which are associated with other electronic data and serve as a 
method of authentication. In order to have probative value, 
they must be uniquely linked to the signatory, be capable of 
identifying him and be linked to the data to which it relates 
in such a manner that any subsequent change in the data is 
detectable. Many countries have adopted rules to the legality 
and evidentiary value of digital signatures (see [24] for a 
comprehensive but not complete list; see also [18]). Within 
the EU, for example, the rules have been harmonized by Di-
rective 1999/93/EC of the European Parliament and of the 
Council of 13 December 1999 on a Community framework 
for electronic signatures. The rules therein had to be adopted 
by all EU Member States. They ensure that mutual legal 
recognition of qualified certificates and electronic signatures 
from third countries is applied if certain reliability conditions 
are met.  

The Directive defines different classes of electronic sig-
natures. The main provision of the Directive states that an 
advanced electronic signature based on a qualified certificate 
created by a secure-signature-creation device satisfies the 
legal requirements of a signature in relation to data in elec-
tronic form in the same manner as a handwritten signature 
satisfies those requirements in relation to paper-based data 
(for convenience this type of signature is usually called a 
“qualified signature”). It is also admissible as evidence in 
legal proceedings.  

Qualified signatures are recognized by procedural law in 
many EU-Member states and, due to their origin from a 
known, trusted party, which is monitored by a respective 
EU-Member state, of high probative value in a court of law. 
Therefore the integrity of an electronic document signed with 
a verifiable qualified signature can be proven as well as its 
authenticity. In the context of research data, a scientist can 
evidence that his electronic records originate from him and 
have not been altered since the last time he has signed them 
with his qualified signature. But in addition to that, a scien-
tist will want to show that his data has not been altered since 
a definite point in time. This could, e.g., be the date of rec-
ord, the day of the experiment, and the date of archival.
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Figure 1.  Modules of the BeLab Web Service  

Later modification and falsification of electronic records 
can be ruled out by using trustworthy digital timestamps. 
According to the RFC 3161 standard, a trusted timestamp is 
a timestamp issued by a trusted third party (TTP) acting as a 
Time Stamping Authority (TSA). It is used to prove the ex-
istence of certain electronic data before a certain point with-
out the possibility that the owner can backdate the 
timestamps. The newer ANSI X9.95 standard for trusted 
timestamps expands on RFC 3161 by adding data-level secu-
rity requirements that can ensure data integrity against a reli-
able time source that is provable to any third party. Both 
standards can be used to create trustworthy timestamps that 
cannot be altered without detection and to sustain an eviden-
tiary trail of authenticity. This holds especially true, if the 
TSA uses legally recognized digital signatures for his 
timestamps, like qualified signatures. 

B. Evidentiary Value and Classification 
A trail of authenticity, like a complete chain of evidence, 

is in the context of scientific research data a means to show 
that no scientific deception or fraud has been committed. To 
do so, the scientist wants to be able to prove that no data has 
been altered or falsified since recording it and no data has 
been suppressed. It is therefore advisable to ensure data in-
tegrity and authenticity as early as possible in the research 
process. The later the archival of research data, the greater is 
the possibility that the data has been tampered with before 
any kind of security measure like a digital signature or 
timestamp has been applied. Both, early application of digital 
signature and automation of the signing process are evidence 
for the integrity of the data [19].  

But still: A general assessment of the evidentiary value of 
an electronic document is difficult to near impossible. The 
evidentiary value (i.e., probative force) always depends on 
the individual case: Who bears the burden of proof, i.e., 
which party needs to prove an assertion of fact, and whether 
the offered evidence is at all suitable to prove the fact [20]? 
In order to prepare for the eventuality of a legal dispute, the 
user of electronic records should assess their probative value. 
It is crucial to know how the authenticity and integrity of 
electronic documents can be proven and how this can be 
sustained [18]. Therefore it makes sense to give the user a 
comprehensible system for evaluating the authenticity, integ-
rity and security of the dataset at hand. Such a system should 
classify the evidentiary value of data based on the data for-
mats, the metadata collected and the kind of digital signa-
tures used. Through the classification the scientist receives 

an indication of the degree of evidentiary value and potential 
risks of long-term archiving and preserving his research data 
or ELN. 

C. Data and Metadata Model 
As described in Section II, several different tools and 

ELN are typically used to manage data in scientific process-
es. Even in single scientific processes of a specific research 
area we found multiple ELN, and ordinary applications, e.g., 
Microsoft Office, being used together with custom software 
solutions, i.e., for data analysis. To support these data 
sources we implemented a Web service (called BeLab) that 
offers a generic input interface. Figure 1 depicts the modules 
and data processing to analyze and preserve the probative 
force of scientific data. By using HTTPS the confidentiality 
of the data transfer is protected. 

After the authentication and authorization of the data 
transfer originating from the ELN (based on the user of the 
ELN or the ELN as a whole), metadata is extracted from the 
received data and stored in a container that is used during the 
subsequent verification and classification of the probative 
force. We chose an existing implementation that offers an 
extendible (XML-based) metadata container encoding & 
transmission mets standard. The ingress modules build up a 
TAR file of the data to be archived. By using a common 
standard the ELN can use a unified way to describe metadata 
information for the archived data.  

The result of the execution of the verification modules, 
being stored in the model, is quantified in the classification 
module, which is explained in Section V. To protect the clas-
sification of the probative force the system signs the classifi-
cation result using a digital signature. Finally the BeLab sys-
tem offers a generic output interface, which supports differ-
ent egress modules to digital archive systems that preserve 
the bit stream and the long-term interpretability of the data. 

D. Archive systems 
Multiple archive systems can be connected to the BeLab 

system by implementing specific egress modules. The im-
plementation of the BeLab system also allows the combina-
tion of multiple archives, i.e., to ensure redundancy and fault 
tolerance across the archives. Typically these measures 
against bit stream errors or manipulation of the stored data 
are already addressed within the long-term archive system. 
An example for a standard that implements such a mecha-
nism that uses digital signatures and digitally signed 
timestamps is described in RFC 4998 as long-term archive 
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and notary service. Archive systems that are receiving data 
from the BeLab system can verify the digital signature of the 
BeLab system in their ingress interface or during a cyclic 
refresh of the long-term archived data. The egress modules 
of the BeLab system serialize the data being stored in the 
BeLab model as described in the previous section and trans-
mit the data to the archive. 

IV. AUTOMATIC WEIGHTING MODULES 
As described in Section III.C, the probative force of the 

data being submitted to the BeLab system is processed and 
stored using a unified model inside the BeLab system. In-
gress modules supply the data to be archived and associated 
metadata using a TAR file that includes a mets XML file 
containing the metadata. To enhance the quality of the auto-
matic verification of the data and metadata carried out by the 
BeLab system, an additional metadata extraction is per-
formed before the execution of the verification modules. 
This also allows the selection of the proper verification mod-
ules that support the specific data or metadata format or con-
tent. Furthermore by comparing the results of the metadata 
extraction to the supplied metadata an initial consistency 
check of the submitted data is performed. 

A. Integrity by Checksums 
The metadata contains unsigned hash value of each file in 

the archive file, as described in Section III. To ensure the 
integrity of the submitted data the checksum module calcu-
lates the hash value of each file again and compares it to the 
value that was received from the ingress module. In order to 
use the same algorithm to calculate the hash value the algo-
rithm name is specified in the mets container. 

B. Integrity and Authenticity by Digital Signatures 
The checksum module as described in the previous sec-

tion does not suffice to ensure the integrity and authenticity 
of electronic documents. As described in Section III.A, digi-
tal signatures, i.e., based on a X.509 certificate, are needed to 
ensure the authenticity of the document. Some computer 
programs, e.g., Microsoft Office, OpenOffice and Acrobat, 
offer the opportunity to sign the corresponding document. In 
these examples the signature is integrated in the file format. 
Other programs, e.g., Cryptonit, offer the possibility to save 
the signature in a separate file. In this way it is possible to 
sign electronic documents which do not offer the integration 
of signatures. Before archiving signed data, the electronic 
signature and corresponding certificates should be verified. 
Therefore the BeLab system implements specific modules 
which are designed to support different signature standards, 
i.e., PKCS#7 and XML-DSig. 

1) Embedded Digital Signatures 
The digital camera from the company Kappa optronics 

GmbH [25] which can be used to collect data samples in 
scientific processes, offers the opportunity of electronically 
signed images. Therefore, the image will be signed before 
the data will be transferred to the computer that the camera is 
attached to. Using the software included with the camera 
different file formats can be selected, e.g., jpg, gif or bmp. 
The signed images have a data format that was developed 

especially by Kappa optronics GmbH. The verification mod-
ule that makes it possible to check the signature has to un-
derstand this specific format.  

Hence a specific (Kappa) module was implemented for 
the BeLab system. The file format is based on three parts 
which contain the image data with header information and 
custom content, the signature and the public key to decrypt 
the signature. In the first step the Kappa module calculates 
the hash value based on defined data range. After the signa-
ture decryption both hash values will be compared to verify 
the signature. 

In contrast, the integration of signatures in PDF is based 
on PKCS#7. So, a corresponding weighting module can use 
frameworks which are already developed such as Bouncy 
Castle Crypto API [23]. With this framework it is possible to 
verify digital signatures based on PKCS#7 which can be 
used in the PDF weighting module. This module also allows 
an automatic verification of the integrity of the data, validity 
of embedded certificates and optionally contained signed 
timestamp [21].  

Additionally a module was implemented that allows us-
ers to verify XML-DSig signatures [21]. This kind of signa-
ture is used, for example, in the OpenOffice file format. To 
verify the signature the Bouncy Castle Crypto API was used. 
The OpenOffice file format is based on a zip archive file. 
Hence the archive needs to be unpacked to verify the signa-
ture. The OpenOffice module unpacks the archive with the 
given structure and verifies the signature. Even though the 
verification of signatures based on PKCS or XML standard 
can be handled in a uniform manner individual modules are 
needed. 

2) External Electronic Signatures 
External digital signatures are typically based on a uni-

form standard (PKCS#7). Therefore a single module was 
implemented to check for each file whether a corresponding 
signature file has been supplied. The signature file has to 
match the file name and must be placed in the same folder as 
the associated file [21]. If an external signature has been 
found the module starts the verification, as described in Sec-
tion IV.B.1). 

C. Sequence Detection and Workflow Verification 
Digital cameras produce images that are usually named 

on the basis of a sequential number. These numbers can be 
used to automatically verify the completeness of a received 
series of images. One or more missing files can be interpret-
ed in two ways: The owner might have forgotten to submit 
all files or he might have been trying to alter the series of 
images [21]. For whatever reason the files are missing, the 
proprietor of the ELN should be informed about it, as this 
might have an impact on the probative force of the data. 
Therefore the corresponding weighting module should take 
the sequence detection into account [19]. 

The implemented module works in two steps: First it 
checks whether or not a series exists. Therefore all numbers 
in the provided filename will be removed. After that the re-
maining part of the filename will be compared with the other 
results from previous filenames. If there are more than x 
identical designations a new series of files, e.g., images, is 
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found. The value x can be set individual by the user. If a 
series of images is found the module checks the complete-
ness in a second step. First, the lowest and highest number of 
the series has to be determined. Next the series can be ana-
lyzed whether or not an image is missing. All steps of the 
sequence detection will be noted in a log [21]. 

V. CLASSIFICATION MODULES BASED ON LOGGING 
MECHANISM 

Not all implemented verification and weighting modules 
are suitable for each file format. The right modules must be 
selected based on the corresponding file type. Therefore a 
specific module, that is able to determine the data format, 
was implemented [21]. As described, there are dependencies 
between different modules, meaning that some modules need 
the result of another module and should be executed in the 
right order. The module for determining the file format 
should be executed first. 

For each module a value (index) can be defined which 
indicates the order of modules. In addition, there are other 
conditions for selecting a module, e.g., dealing with file ar-
chives or separate files. These conditions can also be defined 
in the weighting module definition. 

A. The Verification Result as Log 
Due to the modular approach of the BeLab system, the 

result of a weighting module should be flexible [22]. There-
fore, the result model of the verification was implemented as 
a log which can include different results [21]. Each entry 
consists of three values: key, content and type of content. 
The key element defines the validation being executed, the 
content element includes the result of this validation, and the 
type element declares the data type of the result. For each 
module a set of keys is defined. For example, the module for 
embedded signatures, as described in Section IV, defines the 
keys: “signature found”, “signature verified” and “signer”. In 
this case the type of “signature found” and “signature veri-
fied” is Boolean and the type of “signer” is String. 

Each weighting module can produces any number of log 
entries. More than one module can analyze one file. The re-
sult is a list of logs which is stored as a tuple of filename and 
result.  The complete verification and logging process is 
shown in Figure 2. 

B. Log Analysis to Determine the Probative Force 
The coordination of the verification process is performed 

by a validation controller. First, the controller chooses the 
right weighting modules for the evaluation of the whole ar-
chive, e.g., the sequence detection module, as presented in 
Section IV. Appropriate modules are chosen by the corre-
sponding file format after that. When the validation process 
is finished, the coordination of the classification process is 
performed by a separate controller. This controller chooses 
the classification modules the same way as the validation 
controller does it with the weighting modules. This ensures 
that each result of the verification is taken into account in the 
classification process. The goal is to map the results of the 
verification regarding the degree of probative force, the suit-

ability for long-term preservation and the degree of secure 
(i.e., consistent) data generation. 

The probative force is primarily determined by the use of 
digital signatures and digital timestamps. For example, if the 
embedded signature module, as described in Section IV, has 
found a signature, the corresponding classification module 
would check its validity based on the result of the embedded 
signature module. If it is valid the module checks the specific 
kind of signature in a second step. The result is a value from 
B1 standing for “no signature” to B6 the highest qualifica-
tion based on the qualified electronic signature, as described 
in Section III [22]. 

The suitability for long-term preservation is based on the 
file format. Because there is no unambiguous approach to 
define the qualification there are some roles which can be 
used. For example, the complexity of the file format, the 
usage of open standards in an index for the suitability of a 
data format. In this case the result of the classification is L1 
(inappropriate), L2 (appropriate), L3 (recommended) and 
can be understood as a recommendation, meaning that the 
BeLab system does not require specific file formats to sup-
port individual formats used in scientific processes [22]. 
However, the data container described in Section III must be 
used. 

 
Figure 2.  Verification process according to [21] 

The degree of the secure data generation can be associat-
ed with the completeness of data [21], as shown in Section 
IV.D, or with the knowledge about the weighting modules 
used in the analysis phase. The completeness of data, for 
example, a series of digital pictures, indicates the integrity of 
this data and the scientific process. A stronger indication are 
electronic signatures which were used in the data generation 
phase [19]. For these signatures a corresponding weighting 
module, as shown in Section IV.B and classification module 
can be implemented. If the signature is valid, a secure data 
generation can be assumed. The BeLab system distinguishes 
the values S1 (insecure data generation) and S2 (secure data 
generation). 

In fact, more than one module classifies each file result-
ing in different weighting modules being involved. Hence a 
mechanism to merge the classification results was needed. 
Initially, the final classification result is set to undefined (u). 
So, the classification for one file and the three categories, as 
described above, starts with a tuple <u, u, u>. If a module 
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classifies a file, the result is another tuple, for example <u, 
B6, u>, meaning that the degree of probative force is set to 
the highest level of security and the other categories are un-
defined. These two results are merged by comparing each 
value of the three categories separately. If one of the values 
is undefined the defined value is preserved. In case both val-
ues are set, the lower value is taken. This way, a manipula-
tion to a higher classification by a user is prevented. 

All results of the weighting modules, the result of the 
classification process and eventually detected errors during 
the manufacturing process, are documented in a copy of the 
metadata. Finally, the metadata file and hence all included 
data (whether it was already signed or not) is signed by the 
BeLab system to ensure the integrity and traceability of the 
BeLab process. In addition, if multiple digital signatures for 
different documents were used, the verification is central-
ized. To do so, first the checksums have to be verified by the 
checksum module, as described in Section IV. Subsequently 
the signature of the metadata has to be verified, to ensure the 
integrity of submitted data. 

VI. CONCLUSION AND FUTURE WORK 
By using ELN for the documentation of the scientific 

process, all data can be administrated centrally. Measures for 
the integrity and authenticity for paper-based laboratory 
notebooks cannot be transferred to the electronic documenta-
tion easily. By using the BeLab system, it is possible to en-
sure the integrity and authenticity of electronic data before 
the archive process. Using the developed weighting modules 
the needed data analysis can be executed automatically and 
without disturbing the scientist during his work. Additional-
ly, the scientist gets useful information from the BeLab sys-
tem during the archive process, i.e., about the suitability of 
the used file format. As the results from the evaluation of the 
BeLab system are stored in the attached digital archive, they 
can be used subsequently to prove the authenticity and integ-
rity of the data. In Section IV.B.1), the example of a digital 
camera being used in scientific processes was given. One of 
the next requirements will be to support more measuring 
instruments and the validation of their data, e.g., using exist-
ing Web services.  
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Abstract— This paper describes our ongoing work towards the 

implementation of an online Web Service Composition system, 

based on the most prevalent Web Service standards and 

utilizing other open source projects as sub-elements. The 

system will treat non-determinism as an inherent characteristic 

of the problem and will tackle it by exploiting AI planning 

technology, specifically contingency planning. The paper also 

presents three detailed use case scenarios to evaluate the 

system’s capabilities. The final system will be the first online 

application of its kind able to support various stages of Web 

Service Composition. 
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I.  INTRODUCTION 

As Web Services (WSs) exist and operate in an ever-
changing and expanding environment, it is difficult to expect 
from a human user, or even an expert, to manually or semi-
automatically complete the goal of a Web Service 
Composition (WSC) process. The number of WSs is 
growing continuously and, as such, the WSs discovery phase 
becomes more difficult. Web Services can change interfaces 
or even part of their usage multiple times throughout their 
lifespan; even if they remain static, there is always the 
possibility that their execution is not successful. A WSC 
process should automatically detect and respond to such 
changes in a way that a human will probably not be able to.  

This paper presents our ongoing work towards a WSC 
system that will exhibit the following functionalities: 
• Advertisement of a new WS in a registry, as well as 

online editing and retrieval of the WSs already stored. 
• Translation between the language used to describe the 

semantic WSs taking part in the composition and an 
Artificial Intelligence (AI) planning one, OWL-S and 
NuPDDL [1], respectively. 

• Generation of a composition process model, based on 
contingency planning and OWL-S’ control constructs. 

• Evaluation of the WSC process, based on quantitative 
criteria (e.g., the number of WSs considered for the 
composition, the transformation time of the WSC 
domain to a planning one, or the total planning time) 
and pre-defined use case scenarios. 

To our knowledge, no other open source web-based 
WSC system exists. Our system’s implementation is based 
on existing freely available components so as to insure 

maximum conformance to the current WS standards and 
facilitate its quantitative evaluation and comparison to other 
WSC systems. So far, the advertisement functionality has 
already been integrated in our online application; currently, 
we are working on the implementation of a manual WSC 
module, as well as the complete mapping between the 
elements of OWL-S and NuPDDL. 

The remainder of the paper is organized as follows: 
Section II reviews related work, while Section III presents 
the approach that is being followed to implement the various 
WSC functionalities of the proposed system. Section IV 
focuses on its evaluation; more specifically, it presents three 
scenarios that can be used as test cases for our system. 
Finally, Section V concludes the paper and poses directions 
for future work. 

II. RELATED WORK 

Several approaches that convert the original WSC 
problem to a planning one have been proposed; perhaps the 
most notable is [2], in which the available WSs’ OWL-S 
process models are translated to a SHOP2 domain, and the 
WSC problem to a compatible HTN planning problem by 
describing it as a composite process that can be decomposed 
to simpler ones (with simple processes being atomic WSs). 
Then, the planner generates a plan that can be converted 
back to an OWL-S process and executed by OWL-S API.  

SHOP2 plans for tasks in the same order in which they 
will be executed, which allows it to be aware of the current 
state of the world at each step. In that way it can gain 
significant reasoning power in regard to its precondition-
evaluation mechanism and reduce the complexity of the 
planning process. On the other hand, the approach cannot 
cope with non-determinism in the WSC problem and is 
planner-dependent, limiting it in comparison to others that 
translate the WSC problem to a PDDL-compliant one. 

An approach very similar to [2] is presented in [3], which 
couples SHOP2 with an OWL-DL reasoner so as to tackle 
common problems of HTN methods, such as the inability to 
associate preferences with possible decompositions. 
Although the results presented are promising and the 
planner’s performance is adequate, the approach is based on 
the initial provision of a template, which cannot always be 
known a priori. Moreover, the authors extend OWL-S with a 
new process type, thus hindering the use of existing test sets 
or tools. Finally, the use of a specific planner and internal 
representation excludes the use of alternative PDDL-
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compliant planners that could possibly tackle the problem 
more efficiently if a standardized presentation was adopted.  

An AI planning methodology is also followed in [4], 
which treats the application of a WS as a belief update 
operation. Moreover, it identifies two special cases of WSC 
that are more tractable and allow for a compilation into 
planning under uncertainty and the subsequent use of an 
already existing conformant planner (Conformant-FF). 
Again, though, despite the use of planning techniques and a 
planner that takes as input PDDL-like problem descriptions, 
no standardized WS description or planning language is 
used. 

PDDL and OWL-S are, respectively, the de facto 
planning language and the most widely used semantic 
description language. Moreover, the latter has been heavily 
influenced from planning languages, such as PDDL, and for 
that reason, a (perhaps partial) mapping from OWL-S to 
PDDL is relatively natural and intuitive. As such, there are 
several attempts that utilize them together in WSC problems.  

OWLS-Xplan [5] incorporates a conversion tool that 
translates OWL-S descriptions to corresponding PDDL 2.1 
ones; this translation, though, does not output a standard 
PDDL file, but a modified version of it in XML, which, 
according to the authors, simplifies parsing, reading, and 
communicating PDDL descriptions using SOAP. Then, 
Xplan, a hybrid planner that combines guided local search 
with graph planning and a simple form of HTN 
decomposition, is called to solve the planning problem. A 
similar approach is adopted in [6], which, however, can use 
two alternative external PDDL planners to obtain a solution 
to the WSC problem. 

A three step process for the solution of WSC problems is 
presented in [7], which involves the translation of OWL-S 
descriptions and OWL ontologies to a PDDL domain and 
problem description, the solution of the planning problem 
through a planner, and the translation of the PDDL plan back 
to a composite OWL-S WS. Nevertheless, as the authors 
note, the focus of the paper is only on the first step, and the 
work presented is basically exploratory. 

A novelty of our system is the fact that it will be open 
source and based on a publicly available online application. 
To our knowledge, there are currently no web-based systems 
supporting multiples phases of the WSC process available. 
YaWSA [8] was the only WSC system in the literature that 
allowed users to compose services from a web-based 
interface. However, it was simplistic and only implemented a 
WSC process, without offering a registry, or the ability to 
view and edit the WSs’ descriptions online. Moreover, at the 
time of writing it was no longer available for public use. 

A prototype web-based WSC system is described in [9], 
supporting WS browsing, the creation of composite services, 
service flow execution, and the generation of OWL-S 
descriptions used for describing their common process 
pattern instances. These instances are meant to bridge the 
gap between the users’ requirements and the technical 
service descriptions, as the authors consider OWL-S to be 
insufficient and not abstract enough to achieve such a result 
on its own. However, a public link to a running demo of their 
implementation is not provided.  

Finally, it should be noted that the recent bibliography 
[10] suggests a gap in the evaluation process of the current 
WSC systems. Not only is there no standard WS test set [4], 
but most approaches, especially the ones related to planning 
based techniques, simply evaluate their methodology on a 
single case study, without referring to quantitative criteria 
[11, 12, 13]. Only recently, however, a few approaches, such 
as [5, 6, 14], provided notable exceptions to this rule. 

 The most extensive evaluation results are provided in 
[4], which analyzes two artificial benchmarks with different 
encoding methods and planners, and measures the total 
runtime of the planner, as well as the number of search states 
and actions in the output plans. In [6] a single case study is 
presented, with a different number of WSs participating in 
the WSC experiments, and measuring the preprocessing, 
transformation (from OWL-S to PDDL) and planning time 
required. However, the use of only one planner is referenced, 
despite the possible use of two different ones, and the atomic 
WSs that comprise the composite one seem to be (mostly) 
hand-tailored by the authors, although entire domains of the 
OWL-S Service Retrieval Test Collection (OWL-S TC) [15] 
are used for the composition in general.  

Finally, Kona et al. [14] present three detailed versions of 
a single use case scenario, each suited for a mode of their 
WSC algorithm, along with the IOPEs of the services that 
take part in the solution of the problem. The test collection 
used is also mentioned; a modified version of the 2006 WS-
Challenge made to fit the authors' framework of choice, as 
well as various quantitative results regarding the 
experiments; the number of WSs participating in the WSC, 
the number of I/O parameters each WS had, and the 
preprocessing and query execution time needed to obtain a 
solution. In contrast to [4] and [6], however, the authors of 
[14] do not provide details regarding the machine that was 
used to run the experiments. 

III. PROPOSED APPROACH 

WSs’ technologies are based on the idea of maximizing 
the reuse of loosely coupled components. As such, our view 
is that the systems implementing WS’ functionalities should 
also be created with the same approach in mind and 
incorporate already freely available components as their sub-
elements. Apart from the additional effort required to create 
a new component from scratch, such approaches have led to 
an abundance of applications and standards that only slightly 
differ from each other, while making the quantitative 
comparison of different systems difficult; this fact was 
illustrated in the previous section, and also demonstrated by 
various surveys relying only on qualitative criteria to review 
the available methodologies [10]. 

Our system supports various functionalities relating to 
different stages of WSC; the first one is the ability to store 
the service descriptions that will be used later in the 
discovery of suitable WSs in a registry. The core of the 
application is based on iServe [16], an open platform for 
publishing and discovering services. Specifically, we make 
use of its web-based application that allows users to browse, 
query and upload services, which, in our case, are 
semantically described in OWL-S. We have added an XML 
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Figure 1.  System overview (using a modified figure from [18]). 

editor to the application, made several improvements to its 
interface and functionality, and populated the registry with 
version 4.0 of the OWL-S TC.  

As aforementioned, the planning module will use 
NuPDDL for its purposes, as it is compatible with PDDL2.1, 
retaining most of it, including the handling of functions, 
conditional effects, and quantifiers; it is also capable of 
modeling non-deterministic action effects through the 
introduction of new keywords, such as oneof and unknown. 
Since the WSs in the registry are described semantically 
through OWL-S, a translation between the two languages 
must take place; we adopted an approach similar to [5, 6, 17] 
that imply that this conversion is straightforward, at least 
partially, and present their own mapping.  

In [5], the OWL-S’ ServiceProfile input parameters are 
converted to identically named ones of a PDDL action, and 
the hasPrecondition and hasEffect parameters to the 
precondition and effect of the action respectively; in [6], a 
similar approach is followed, with SWRL used to model the 
WSs' preconditions and positive effects, and RuleML to 
model their delete effects. However, [17] and [5] note the 
problematic conversion of non-physical knowledge from 
OWL-S inputs and outputs to PDDL. Both tackle the 
problem by introducing a new predicate in the PDDL 
domain; the first creates a predicate agentKnows with one 
argument that can either be bound to an input or an output 
parameter, while the second adds every output variable X to 
the world state through the introduction of an add-effect 
predicate agentHasKnowledgeAbout(X) (the same process is 
followed in an analogous manner for every input parameter).  

After the translation, AI planning techniques can be used 
to generate the output plan/composite WS. We opt for the 
incorporation of a contingent planner, so as to generate plans 
that can cope with the most influential and likely 
contingencies, as composite WSs may fail to execute 
correctly for various reasons, such as the unavailability of an 
atomic WS involved in the plan, or simply because the 
output of their successful execution is not the expected one.  

Our goal is not to develop a plan for every possible 
contingency, as the WSC domain has too many sources of 
uncertainty for such an approach to succeed. Instead, 
similarly to [18], we will produce a seed plan, examine it to 
determine significant or likely points of failure, and add a 
conditional branch to recover the plan’s execution; this 
process will be repeated until we either reach a plateau or run 

out of time. As we cannot cope with every possible point of 
failure, a re-planning module will also be incorporated.  

Finally, we will convert the NuPDDL plan back to an 
OWL-S (composite) WS, that is, create an OWL-S  profile 
and its process description, without, however, providing a 
corresponding WSDL definition, in a fashion similar to that 
described in [14, 19]. In short, the profile description of the 
new composite WS will treat it as an atomic service with 
IOPEs, while the process model will be based on OWL-S 
control constructs that describe the way the WSs that 
compose the composite one interact with each other. The 
OWL-S API [20] that will be used to implement the 
conversion supports composite processes that use OWL-S 

control constructs, such as 〈Split-Join〉, and conditional 

constructs like 〈IfThenElse〉, which will be necessary to 
produce correct solutions to the use cases presented in the 
next section. Figure 1 illustrates our approach. 

Our work is still in progress and the development of the 
web-based application is still in alpha version; as such it is 
not yet available publicly to users. However, a link to its 
current source code is available in [21].  

IV. EVALUATION OF RESULTS 

As aforementioned, there is currently no standard WS 
test bed, concerning both the scenarios used to test the WSC 
process, and the WSs that take part in it. However, the recent 
trend of widespread use of OWL-S TC, as a test bed in the 
recent S3 contests [22], or in the recent literature [2, 5, 7], 
suggests its suitability for use in our evaluation experiments.  

We believe that it is beneficiary to define specific use 
case scenarios in detail, as well as provide the actual WSs’ 
descriptions that will be used. As such, we have designed 
three use case scenarios, each based on the WSs contained in 
a domain of OWL-S TC, and with an increasing amount of 
non-determinism and complexity than the previous one. In 
order to design useful test cases for our system, we made 
several minor modifications to the available WSs’ 
descriptions and their relative ontologies, and also added a 
few descriptions to the collection, albeit similar to the ones 
already included in it. A full description of the use cases and 
the WSs they are based on can be found in [23]. 

The first use case is fully deterministic, allowing for the 
output of a fully serialized composite WS; it refers to a user 
who knows part of a movie title and wants to retrieve all the 
comedy films that exist with a similar title, along with their 
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pricing information. The other two scenarios feature non-
deterministic elements, such as preferences between types of 
products, or cases where a WS may have different outcomes. 
Particularly, the second one refers to an online bookstore 
user who wants to purchase a book with a preferred method 
of payment (a cheque, debit or credit card), with the WS 
having different outcomes depending on whether the book is 
in stock at the store or not. If it is available, the composite 
WS should add the book to the user’s shopping cart, 
purchase it with the specified method of payment, and output 
information regarding it, such as its author. If, however, it is 
not in stock, no payment should be made, and no further 
information concerning it should be displayed to the client. 

The third use case concerns the purchase of a camera; the 
user has a preference towards an analog SLR model, but is 
willing to settle for other ones if that one is not in stock. 
Apart from the addition of preferences, this scenario differs 
from the second one in that more than one sellers are 
assumed to exist, and the composite WS should check with 
all of them to determine if the item is in stock. As such, if a 
store is found that sells the analog SLR model and has it in 
stock, it should be added to the user’s shopping cart. If it is 
not in stock, the search should continue for another store that 
sells it, and if one cannot be found, the process should be 
repeated, this time searching for the camera’s compact 
version, or, if all else fails, for any camera available in stock. 

Although the first two scenarios can be considered as 
special cases of the last one, it is important to showcase that 
the system can indeed cope with the generation of both 
sequential and conditional plans, with and without 
preferences. Moreover, the importance of the scenarios lies 
in that they exhibit that this particular test set can be used to 
produce meaningful use cases that can evaluate the 
capabilities of WSC approaches efficiently and in a manner 
that is reproducible and extensible.  

V. CONCLUSION AND FUTURE WORK 

In this paper, we presented our ongoing work towards the 
implementation of an online WSC system that makes use of 
non-deterministic AI planning techniques and of already 
freely available WS-related components. Furthermore, we 
described in detail three use case scenarios that will be used 
to evaluate such systems, based on an existing WSs’ test 
collection.  

The fact that the final system will support various stages 
of WSC, as well as that it will be online and open source, is 
important, as at the moment, there is no other system with 
similar capabilities. Moreover, the scenarios enable us to test 
whether the proposed system can cope with the demands of 
WSC efficiently. In addition to this fact, it is our hope that 
they can be used by other WSC projects as a common test 
bed, since they provide detailed descriptions of the WSs 
involved, as well as their intended goals. Furthermore, they 
can be used by systems supporting either deterministic or 
non-deteterministic planning.  

We expect that in the near future we will be able to 
demonstrate the first results of this effort through a publicly 
available online prototype.  
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Abstract—Mashups have become popular in the modern Web
providing a lightweight development approach for mainly small
and situational applications. Visual composition metaphors
and loosely coupled widgets encourage the fast implementa-
tion of changing requirements. However, domain experts and
mashup composers are poorly supported in expressing and
formalizing their needs, leading to time-consuming and error-
prone component discovery and composition. Methods and
techniques of traditional requirements engineering (RE) are not
transferable out of the box due to targeted user groups, isolated
development phases, insufficient tool support, and different
models. Therefore, we investigate characteristics of software
engineering in mashup approaches compared to similar devel-
opment paradigms revealing and discussing challenges when
applying RE to mashups.

Keywords-Web mashups; requirements engineering; software
development process; application modeling; UI composition

I. INTRODUCTION

Presentation-oriented mashups introduce the user interface
(UI) as a new integration layer for component-based appli-
cations. They have become a prominent approach for the
lightweight integration of distributed and decoupled Web re-
sources. Originally, mashups have been developed by script-
based assembly of heterogeneous application programming
interfaces (APIs). However, incorporating UI fragments, the
heterogeneity of mashup building parts and the composition
effort increases. Thus, more powerful mashups are possible
to be built at the expense of a simple development approach.
Since there is no widely accepted understanding about a
general mashup development process, also the manifestation
of RE remains uncertain. Beside available work regarding
traditional, component-based and Web-based RE, at least the
necessity of a structured development process for enterprise
mashups is recognized [1].

Mashups promise less expensive and faster application
development of long tail applications integrating existing
components and services customized by users. Apart from
very simple, situational mashups, the explicit specification
of functional and non-functional application requirements
is essential. Driving factors are the reuse of pre-existing
business processes or task models (cf. [2]), the growing ap-
plication complexity, and business plans of service providers

considering mainly non-functional requirements. However,
the requirements elicitation and specification in mashups
is neglected so far, making the quality-aware discovery
and integration of components difficult. Moreover, missing
model-based development approaches impede platform in-
dependence, adaptation, reusability, and maintainability.

To identify research challenges when applying RE to
mashups in Section IV, we initially introduce the principles
of RE, its core activities, and the characteristics of the
application type Web mashup in Section II. Selected ap-
proaches are evaluated based on a catalog of criteria defined
in Section III. Finally, Section V concludes this paper.

II. PRINCIPLES

This section gives a brief overview of the principles of
RE, the related core activities, and techniques. Further, we
introduce Web mashups as our target application type.

A. Requirements Engineering

Software RE is the process of discovering the purpose of a
software system by identifying and documenting stakehold-
ers and their needs in order to achieve a satisfying software
system for which it was intended [3]. Therefore, RE is multi-
disciplinary and human-centered, whereas the communica-
tion of requirements (implying readability, validity, and com-
prehensibility) and the management of requirements (imply-
ing traceability, searchability, and changeability) are critical
success factors. The development process is considered as
the instance of a process model defining roles, artifacts, and
activities. The technique defines how to perform an activity,
while the method combines both activities and techniques.

Traditionally, the first activity in RE is a feasibility study
often coupled with a risk analysis. If the project effort
is estimated to be adequate, the elicitation and analysis
phase follows. There are a plenty of techniques available
for requirements elicitation, such as interviewing, brain-
storming, analyzing existing documentation, data mining,
and prototyping [3]–[5]. In general, these techniques can be
applied to different kinds of development processes. They
are rather independent of the target application type applying
social, psychological, and analytic strategies.
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In contrast, the next activity, elaboration and specification
of requirements, is intended to reveal the requirements in
order to specify functional and non-functional product de-
scriptions for subsequent development activities. The objec-
tive of structured requirements elicitation and specification
is to achieve completeness and consistency, covering all
requirements, and getting non-ambiguous specifications. The
specified requirements constitute a contract, which forms the
basis for later validation and iteratively making compro-
mises within the negotiation phase. The validation phase
is based on previously specified requirements. Depending
on the domain and type of a software product, require-
ments change over time. Typically, requirements change
management cares about additional or belated requirements
or changes in previously taken decisions, also regarding
potentially increasing costs or development effort.

The formalization degree of requirements artifacts affects
the degree of automation for refinement or validation, e. g.,
using automated test cases, model checking or monitor-
ing. To increase transferability and reusability, modeling
techniques have been established to specify requirements
in a formal way. One widely used modeling facility for
object-oriented software is the Unified Modeling Language
(UML). Formal specifications enable the refinement and
transformation of models covering separate concerns of the
development process and the final product [6]. The chance
for model-driven refinement of computation-independent
requirement models to technological independent conceptual
models in the design phase is one major incentive for
the application of model-driven RE. Ideally, the generation
of executable code from these models leads to low-error
software products fulfilling the specified requirements.

B. Web Mashups

Mashups evolved from simple data-driven aggregation of
feeds to complex applications composing Web- and UI-
based building parts. In general, tools like Yahoo! Pipes1,
JackBe Presto2, and IBM Mashup Center3 support the visual
composition of technology-independent Web services, APIs,
and UI components by dragging components on a canvas and
wiring output and input channels in order to create new ap-
plications. Compared to other software systems, mashups are
rather small applications with only few stakeholders, such
as component developer, mashup composer, and mashup
user. Regarding methods, patterns, and tools, simplicity and
reusability are important demands, since mashup develop-
ment by users with low programming skills, also referred to
as end user development, is getting popular.

In general, mashup components can be considered as self-
contained entities solving user tasks. Figure 1 shows an ex-
ample Web mashup, which allows planning of a conference

1http://pipes.yahoo.com/
2http://jackbe.com/products/
3http://ibm.com/software/info/mashup-center/

participation. In order to receive suggestions for routes of the
public transportation services, a participant needs to define
start and destination locations as well as corresponding tem-
poral constraints. In addition, the user requires information
about available hotels and the weather near the conference
location. Therefore, the task plan conference participation is
decomposed into get travel info, get weather, and find hotel.
These tasks are supported by appropriate components (e. g.,
a map) that need to be selected and composed.

Figure 1. Conference participation mashup with tasks

Despite the simplicity of composition metaphors in
current tools, the component discovery remains difficult.
Searching is occasionally facilitated by keywords, inter-
face descriptions, and community feedback. However, in
the light of growing repositories and ambiguous tags, the
identification of proper search criteria becomes an increasing
challenge for inexperienced users. Further, mapping of com-
ponent interfaces, e. g., originating from different providers,
that should communicate within the same application, is not
trivial. Thus, we argue that this should be addressed by a
model-driven and semantics-based development approach.

III. STATE OF THE ART

To support RE, a wide range of development processes,
methods, and tools have emerged. In the following, we
especially evaluate model-driven development approaches
for Web applications to review the state of the art and to
reveal research challenges when applying RE to mashups.

A. Evaluation Criteria

As a foundation for our evaluation criteria, we adopted
the evaluation framework in [7] for a survey of RE in Web-
and service-based development approaches, facing mashup-
relevant aspects regarding requirements model, component-
aware development process, model-driven development, and
adequate tooling support.

1) Requirements Model: Requirements, which should be
provided by a software, are specified in a requirements
model. Commonly, they are divided into non-functional,
functional, and domain-related requirements [3]. Functional
requirements define functions of a software system or parts
of it. They are intended to accomplish calculations, data
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manipulation, or other processing consisting of inputs, be-
havior, and outputs. From the user’s point of view, mashups
and their constituent components support the user in solving
his or her specific tasks. Technical details and system
characteristics are usually hidden by black-box components
externalizing their functionality by their interfaces only.
Therefore, we evaluate how functions (FR1), their sequence
(FR2), their input and output (FR3), and the relationships of
outputs and inputs (FR4) are specified.

Functional requirements are supported by non-functional
requirements (NFRs), or quality requirements, which im-
pose constraints on the design or implementation [3]. Pro-
duct quality criteria in common development processes
are mainly guided by the international standards for the
evaluation of software quality ISO/IEC 9126 and ISO/IEC
25000. Internal and external metrics specify different quality
criteria such as availability, efficiency, or security, defined
in a quality model. If regarded, they are usually specified in
poorly structured documents making it very hard to reuse
them or automatically check and monitor their violations.
Since NFRs imply a destination or association point, cf.
[8], we evaluate, whether the method allows the specification
of related objects in a suitable granularity. Such associated
objects can be functional requirements, system artifacts such
as components, resources, or the project context (NFR1).
Further, specification possibilities of how a NFR is scaled
or measured within the target system is evaluated as inte-
grability or operationalization (NFR2).

Software is developed and used within an application
domain. This includes, for example, the organization’s struc-
ture, business rules, goals, tasks and responsibilities of
its members, and the data that is needed, generated, and
manipulated [3]. A comprehensive domain model provides
an abstract description of the world in which an envisioned
system will operate. It provides also knowledge structures
and therefore allows reasoning on facts, as well as oppor-
tunities for reuse within a domain [3]. Because the domain
model is an integral part of any requirements specification,
we evaluate how domain models are supported describing
data structures (DM1), roles and stakeholders (DM2) and
how existing domain models can be reused (DM3).

2) Development Process: The development process needs
to be adopted to the target user group in order to provide a
lightweight and efficient development approach, wherein the
knowledge about available components needs to be consid-
ered in the requirements phase. If requirements are identified
at an early stage and components are chosen at a later stage,
there is a bigger chance that components do not support the
required features [9]. The main advantage of applying RE to
mashups is that requirements can be matched to predefined
components [10] and to support the development process by
prototype generation, providing instant feedback. Therefore,
we evaluate how the requirements phase is embedded in the
whole development process, including the support of round-

trip engineering (DP1) to automate model synchronization.
Since we consider composite mashups, we evaluate whether
the development process is component-based (DP2) and
whether component recommendation is supported (DP3).
Finally, we evaluate how the decomposition of requirements
is supported (DP4). This also applies to NFRs, which are
likely to be decomposed into NFRs or FRs.

3) Model-driven Development: We argue that model-
driven development (MDD) [6] needs to be applied in order
to benefit from traceability, usability, and platform indepen-
dence in mashups [11]. Therefore, we evaluate existing work
considering the provision of precise metamodels (MD1) and
mappings and transformations into conceptual models based
on the requirements model (MD2). Moreover, this implies
some kind of component discovery (MD3) that may be
facilitated by the use of semantic knowledge (MD4) [12].

4) Tool Support: Since mashup development is rather
user- and prototype-driven, adequate tools are needed to sup-
port requirements elicitation and specification. Regarding the
tool support we evaluate the provision of visual requirements
modeling (TS1) and of managing development artifacts
(TS2). We further try to identify the target user group of
these tools to decide whether they are applicable to mashup
composers (TS3) and how they are guided through the
development process. To this end, we specified the following
user groups: requirements engineer (RE), modeling expert
(ME), software developer (SD), and end user (EU).

Since we regard model-driven development as a key
demand and mashups as Web-based applications, we focus
on corresponding development methods in our evaluation.
Initially, we discuss traditional software engineering, as it
provides the most comprehensive and mature approaches
for RE and MDD. Finally, we consider current mashup
approaches illustrating the lack of RE support.

B. Traditional methods and techniques

The notion traditional software development is used here
to describe mature and well elaborated methods and tech-
niques usually applied in industrial software projects and
object-oriented development processes. Amongst industrial
practitioners, the requirements elicitation phase is most often
realized with the help of scenarios and use cases followed
by focus groups and informal modeling [4]. Since object-
oriented analysis is the most popular modeling method, we
consider Rational Unified Process (RUP) [13] in conjunction
with UML and related development tools, such as IBM
Rational Software Architect (RSA)4, as one representative
of traditional software development methods.

1) Requirements Model: Regarding the requirements
model, we observe that all functional (FR1–FR4) and non-
functional requirements can be expressed with the help of
use cases and textual supplements. Role assignments are

4http://www-01.ibm.com/software/awdtools/systemarchitect/
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supported within the NFR questionnaire (NFR1) that can
be enriched by textual impact descriptions (NFR2). Domain
requirements (DM1) are described with the help of use cases
and class diagrams. Stakeholder analysis is also supported
by business analysis models (DM2). Principally, reuse of
domain models is achieved by importing existing class
diagrams. However, domain models tend to be application
specific. Established repositories or standardized schemas as
well as semantic mappings are usually not applied.

2) Development Process: RUP provides the disciplines
business modeling, requirements, analysis and design, im-
plementation, test, and deployment that all pass iteratively
the phases inception, elaboration, construction, and transi-
tion. Within the business modeling discipline the system
context is analyzed to capture structure and dynamics of
the organization. Business requirements are captured by use
case and analysis models that structure information about the
organization and the relations to external stakeholders. In the
requirements discipline, functional and non-functional re-
quirements are refined by business use case models to system
use cases and class diagrams. As round-trip engineering and
the usage of component-based architectures are promoted
practices in RUP we consider DP1 and DP2 as supported.
However, the focus of round-trip engineering is on UML
and Java. Components correspond rather to object-oriented
artifacts that tend to be tightly coupled. The recommendation
of components (DP3) based on the requirements analysis is
not explicitly proposed. The decomposition of requirements
(DP4) is partially supported by use cases, documents, and
interactive refinement, because use cases are not intended
for detailed functional decomposition.

3) Model-Driven Development: RUP provides no specific
guidance on how to apply MDD, but offers an appropriate
basis for it [14]. Although, the usually applied UML use
cases provide a graphical notation, the metamodel is limited
(MD1). Many aspects such as linking use cases by pre-
and post-condition relations are not supported [15]. This
leads to the use of text-based templates that do not provide
formal precision, tend to be ambiguous and impede auto-
mated model transformations. Therefore, the transformation
from computation independent model (CIM) to platform
independent model (PIM) is limited (MD3). In general,
the automatic discovery of components based on semantic
knowledge (MD4) is not supported.

4) Tool Support: RSA is one example for the application
of RUP for model-driven and object-oriented development.
Since it provides visual modeling for use cases and do-
main models, we consider TS1 as supported. However, the
tool is intended to be used by requirement engineers and
modeling experts that should be experienced in using UML
(TS3). IBM Rational Requirements Composer5 is proposed
to bring all stakeholders together for eliciting and man-

5http://www-01.ibm.com/software/awdtools/rrc/

aging requirements (TS2). Supported techniques comprise
documents, storyboards, process diagrams, and use cases.
Resulting use cases can be integrated in RSA providing
traceability throughout the development process. However,
detailed formal representations are rarely used and informal
representations such as natural languages are still preferred.

C. Web Engineering Methods

In the past, the Web engineering community pro-
posed several model-driven development methods. Promi-
nent examples are OOHDM [16], OOWS [17], UWE [18],
WSDM [19], and WebML [20]. The main purpose is the
explicit support of Web-specific concerns such as navigation,
presentation and personalization by providing conceptual
models, and the generation of code. Although, the focus
is mainly on the design phase, it is recognized that require-
ments analysis and specification need to be considered [5, 7].

1) Requirements Model: Regarding requirements analysis
and specification usually existing techniques are adopted.
For example, the functional requirements of OOHDM,
UWE, and WebML are represented by use cases whereas
functions (FR1), their sequence (FR2), input and output
(FR3), and their relations (FR4) are mainly defined with the
help of text-based templates. WSDM and OOWS propose
textual templates and task descriptions such as ConcurTask-
Tree (CTT) notation implying a lack of semantic clarity.
Data requirements (DM1) are not explicitly supported by
OOHDM, UWE, and WSDM [7]. Only OOWS uses in-
formation templates and WebML uses a data dictionary
and entity relationship models to support data requirements
explicitly. With the help of use cases or task models, all
methods cover some kind of role specification (DM2). How-
ever, the reuse of existing models (DM3) is limited, because
the development processes start with use cases leading to
new and application-specific domain models.

2) Development Process: Regarding the development
process, all methods apply some kind of requirements,
design and generation phases, whereas round-trip engineer-
ing is not supported (DP1). The design phase is usually
divided into conceptual, navigational, and functional model-
ing. Only OOHDM, its extension OOH4RIA [21], OOWS,
and WebML are partly component-based (DP2) by using
functionality that is provided by Web services. However,
component recommendation is not available in any method
(DP3). Web applications are usually generated with the help
of templates or manually selected components. Further, the
requirements decomposition (DP4) is completely supported
in OOWS by using task trees and otherwise supported by
use cases or textual descriptions.

3) Model-Driven Development: From the model-driven
point of view (MD1–MD2), the specification of application
requirements is not considered adequately in order to en-
able model-based transformations into conceptual models,
because traditional Web engineering methods, except OOWS
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and UWE, do not provide a metamodel for requirements
analysis [7]. Therefore, the automatic transformation to sub-
sequent artifacts is not available. Since there is no consistent
use of components, their discovery (MD3) using semantic
knowledge (MD4) is not supported sufficiently.

4) Tool Support: OOHDM has been supported by Hy-
perDE6, but the development seems to be discontinued
since 2009. In principal, UWE can be used in any tool
supporting UML stereotypes, but there is also the specialized
tool MagicUWE7 available. WebML is supported by Web-
Ratio8 that allows business process modeling, application
modeling, generation, and deployment. OOWS provides a
CASE tool based on the Eclipse platform [7]. There is
no dedicated tool for WSDM available, however CTTE9

can be applied for task modeling. Overall, only WebRatio
and MagicUWE appear to be maintained continuously. Tool
support for managing created models or components (TS2)
is currently not available. Regarding the target user group
(TS3), users need to have knowledge about the associated
requirement and modeling techniques. Therefore, model-
driven Web engineering tools require similar skills as in
traditional methods.

D. Service-Based Engineering

Building applications upon Web services provides simpli-
fication of application development by reducing the need for
specific code. However, the black-box character of services
impedes the prediction of the whole application behavior,
which makes quality handling difficult [9] and leads to de-
pendencies on vendors and less flexibilities in requirements.
Various approaches for service composition at technical data
integration level, e. g., BPEL, have been proposed, whereby
the composition is realized using structured programming
constructs without considering the interaction with users. To
integrate human tasks, BPEL4People has been introduced.
However, the problem of service composition at presentation
layer is still not supported adequately. The most prominent
approaches in this context are ServFace [22], MARIA [23],
Achilleos et al. [24], and Tsai et al. [25].

1) Requirements Model: In general, these approaches do
not support specific requirements modeling (FR1–NFR2),
since their development is achieved by modeling directly on
functional interfaces. They are represented by visual service
front ends, generated dynamically. Only MARIA supports
some kind of RE by task modeling in order to specify
functions (FR1), their sequence (FR2), and input and output
(FR3) including their relations (FR4). Analogous to Web
engineering approaches, service-based engineering does not
support entities and relations (DM1) explicitly. In MARIA,

6http://www.tecweb.inf.puc-rio.br/hyperde/wiki
7http://uwe.pst.ifi.lmu.de/toolMagicUWE.html
8http://www.webratio.com
9http://giove.isti.cnr.it/ctte.html

roles and stakeholders (DM2) can be associated with differ-
ent task trees. Finally, the reuse of existing models (DM3) is
partly supported in MARIA, while in other approaches the
development process starts from the scratch at any time.

2) Development Process: The development process pro-
vides mainly design and generation phases. Round-trip en-
gineering (DP1) is not supported, since the approaches are
based on only one application model or apply sequential
processes, whereby the models involved cannot be synchro-
nized. All approaches are partly component-based due to
the use of Web services. Because in general the UIs are
generated dynamically, only Tsai et al. support UI services
(DP2) and provide recommendation (DP3). Finally, except
MARIA that uses task models, requirements decomposition
(DP4) is not supported since RE is missing at all.

3) Model-Driven Development: Due to the overall lack of
requirements models (MD1), all approaches do not support
the transformation of user requirements into conceptual
models (MD2). Solely MARIA uses CTTs to specify re-
quirements in a first step, which are transformed into con-
ceptual models. Regarding the component discovery (MD3),
all approaches provide Web service repositories to allow a
simple search by keywords. Since the approach of Tsai et al.
is based on UI services, the corresponding registry supports
discovery using semantic knowledge (MD4).

4) Tool Support: Regarding the tool support (TS1) and
target user group (TS2), ServFace offers a visual and Web-
based authoring tool10 mainly for end users. MARIAE11

supports task modeling in the context of MARIA and
is mainly intended for requirements engineers. The other
two approaches also address application developers with
appropriate skills, whereby only the tool of Achilleos et
al. provides visual modeling. The management of artifacts
(TS2) is limited to Web service components and solely in
Tsai et al. UI services may be managed within a repository.

E. Mashup Development Methods

Originally, mashups have been developed by manual,
script-based integration of heterogeneous APIs. Addressing
non-programmers, mashup tools like Yahoo! Pipes and IBM
Mashup Center have emerged to support the visual compo-
sition of technology-independent Web services, APIs, and
UI components. Since these tools do not provide model-
based composition, we consider model-based integration
platforms, providing component and composition models
such as mashArt [26] and CRUISe [27].

1) Requirements Model: In general, there is no explicit
requirements model in mashups available. Usually, the
mashup composer is able to search for components by
keywords or other criteria without being supported explicitly
in expressing requirements. At the level of implementa-
tion, composition models or integration templates can be

10http://www.servface.org/index.php?view=article&id=117
11http://giove.isti.cnr.it/tools/MARIAE/home
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considered as requirements for automated matching pur-
poses. Thus, functional specification is only achieved by
manually selecting suitable mashup components using their
interface descriptions (FR1, FR3). Sequences and workflow-
structuring elements can be modeled using application-
internal communication paradigms (FR2, FR4). However,
this blends into design and implementation activities and
does not produce user requirements directly (FR1–FR4).
Although first mashup-specific quality modeling approaches
exist [28] and prototypically extend mashArt, non-functional
user requirements specification is not supported (NFR1,
NFR2). Data structures (DM1) are predefined and limited
to mashup component interface type definitions. Typically,
a mashup application is made for one specific consumer
role or end user, thus yielding to few variability in roles
(DM2). The tripartite mashup role model applies mashup
component developer, mashup composer, and end user.
In existing mashup approaches, prevalent models, such as
business processes, task models, or domain models cannot
be reused as input for mashup development (DM3), but
would be possible by adding model transformation engines
to provide richer input facilities.

2) Development Process: By adding and rewiring new
mashup components, a composition can be easily extended
or changed, allowing evolutionary development. However,
round-trip engineering is not supported due to single appli-
cation models. The existing approaches are fully component-
based (DP2), whereby in CRUISe and mashArt a recom-
mendation mechanism (DP3) supports the integration of
suitable mashup components. Using flat hierarchies, require-
ments can only be matched to component capabilities or
the application logic provided by composing them. Thus,
requirements decomposition is very limited (DP4).

3) Model-Driven Development: In CRUISe, formalized
domain models are used by semantically enriched mashup
component descriptions [12] (MD1). However, the model-
based requirement specification and derivation of conceptual
models is neglected so far. Different model transformations
(MD2) are available in CRUISe, but there is no transforma-
tion or mapping of user requirements to conceptual models.
Similar approaches are not able to cover them as well.
Discovery (MD4) is supported via a component repository
making use of semantic component descriptions [12]. It
is used for interface query for component implementations
facilitating integration and exchange (MD3).

4) Tool support: Visual composition tooling is currently
not supported in CRUISe, but mashArt provides a user-
scoped mashArt editor [26] (TS1). Beside the management
of mashup components in a repository, included Web-based
resources are managed via URI addressing and may be het-
erogeneously hosted. There is no unified facility of hosting
composite applications (TS2). At least people with medium
modeling skills and knowledge of component communi-
cation paradigms are required throughout all model-based

mashup development approaches without appropriate visual
tooling support (TS3). To this end, model-based mashup
development platforms require advanced modeling skills,
while providing fast application results by selecting pre-
existing mashup components.

IV. DISCUSSION AND RESEARCH CHALLENGES

The results of our evaluation are summarized in Table I,
whereas it is obvious that all mashup approaches do not con-
sider any kind of RE. In fact, the mashup composer is still
constrained to decompose requirements mentally or with the
help of other methods. This impedes component recommen-
dation and composition based on user requirements. Apart
from that, model-driven Web engineering methods propose
several techniques, such as use cases, text templates, and
task trees to document requirements. However, over 30 %
of practitioners state that they do not model requirements at
all [4]. The avoidance of formal representations during the
requirements specification phase emphasizes their opinion,
that the formalization effort does not pan out. Therefore, we
argue that specialized RE for mashups is needed. Based on
this, we identified the following main research challenges to
apply RE to mashups:

1) How can essential mashup-specific requirements be
sufficiently described by formal models? The requirements
for mashups differ from the requirements in other devel-
opment processes, because mashups are built upon compo-
nents at a characteristic level of granularity and incorporate
user interface parameters. In contrast to existing methods
and techniques, semantic clarity needs to be achieved in
order to enable model-driven and recommendation-based
development support. This implies the shift of pragmatic
mashup composition to semantic mashup composition and
the incorporation of ontologies. While quality requirements
are covered in traditional RE methods mainly in textual
form, they are hardly observed in mashup approaches. At
least, many non-functional requirements with great impor-
tance in distributed mashup application scenarios, such as
performance constraints or communication security restric-
tions, can be formalized and measured very well. Therefore,
NFRs should be part of the requirements model, specified
together with violation consequences, making use of formal-
ized model connections. Also, workflow aspects need to be
integrated in such a requirements model to support more
complex scenarios in enterprise mashups.

2) How can a requirements model support the composition
phase? In fact, mashup development is currently reduced
to the design and implementation phase. However, having
appropriate requirements models available, the composi-
tion can be significantly improved by applying MDD and
requirements-based component recommendation. The bene-
fit of MDD for traditional software systems is relatively low,
because the refinement steps are still performed manually. In
contrast, mashups allow for aligning specified requirements
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Table I
REQUIREMENTS ENGINEERING FOR MASHUPS AND RELATED DEVELOPMENT PARADIGMS: EVALUATION RESULTS

RUP OOHDM OOWS UWE WSDM WebML OOH4RIA Servface MARIA Achilleos Tsai CRUISe mashArt

Requirements Model

FR1 Functions Use cases, 

Scenarios

Use cases, Text 

templates

Task charact. 

templates

Functional use 

cases

Natural 

language, Task 

models

Use cases, Text 

templates

No No Task models No No No No

FR2 Sequence of 

functions

Scenarios, 

Activity diagrams

Use cases, Text 

templates

Activity 

diagrams

Activity 

diagrams

Natural 

language, Task 

models

Activity 

diagrams

No No Task models No No No No

FR3 Input and output Scenarios, Use 

cases (Pre- and 

post-conditions)

Use cases (Pre- 

and post-

conditions), 

Text templates

Task 

characterization 

templates

Use cases (Pre- 

and post-

conditions)

Natural 

language, Task 

models

Use cases (Pre- 

and post-

conditions)

No No Task models No No No No

FR4 Relation between 

output and input

Scenarios, 

Activity diagrams

Use cases (Pre- 

and post-

conditions), 

Text templates

Task 

characterization 

templates

Use cases (Pre- 

and post-

conditions)

Natural 

language, Task 

models

Use cases (Pre- 

and post-

conditions)

No No Task models No No No No

NFR1 Assoc. point model. Questionnaire No No No No No No No No No No No No

NFR2 Operationalization Partly (Textual 

impact descr.)

No No No No No No No No No No No No

DM1 Entities and relations UML class 

diagram, 

Business object 

model, Glossary

Information 

types

Information 

Templates

Not explicitly 

(Content 

elements)

Not explicitly 

(Textual 

descriptions)

Data 

Dictionairy, Text 

Templates

Domain models Not explicitly Partially (No 

domain 

modelling)

Not explicitly Not explicitly Predefined by 

component 

interface

Predefined by 

component 

interface

DM2 Roles and 

stakeholders

Use cases, 

Scenarios, 

Documents

Access 

capabilities

Task Descr., 

Interaction 

Points

Not explicitly 

(Roles in use 

cases)

Audience 

Modeling and 

Classification

User groups No No Collaboration 

Tree

No No No No

DM3 Reuse of existing 

models

Yes Partly (Design 

Patterns)

No No No Partly (BP 

models)

Partly (Domain 

model)

No Partly (Task 

model)

Partly (PML 

model)

No No No

Development Process

DP1 Round-trip 

engineering

Partly (UML, 

Java)

No No No No No No One model No No No One model One model

DP2 Component-based 

development

Partly (Object-

oriented)

Partly (Object-

oriented)

Partly (Service 

widgets)

No Partly (Service 

model)

Partly (By 

extension)

Yes Partly (Web 

services)

Partly (Web 

services)

Partly (Web 

services)

Yes Yes Yes 

DP3 Component 

recommendation

No No No No No No No Partly (UI 

widgets)

No No Yes (UI 

services)

Yes Yes 

DP4 Requirements 

decomposition

Partly (Use 

cases)

Partly (Use 

cases)

Task trees Partly (Use 

cases)

Partly (Textual 

descriptions)

Partly (Use 

cases)

No No Task trees No No No No

Model-Driven Development

MD1 Precise req. 

metamodel

Partly (Use 

cases)

Partly (Use 

cases)

Yes Yes (WebRE) No Partly No No No No No No No

MD2 Mappings and 

transformations

Partly 

(Guidelines)

No Yes Yes No Partly 

(Guidelines)

Yes Yes Yes Yes Yes No No

MD3 Component 

discovery

No No No No No No No Web service 

repository

Web service 

repository

No UI service 

repository

Component 

repository

Component 

repository

MD4 Usage of semantics No No No No No No No No No No UI ontology SMCDL No

Tool Support

TS1 Visual modeling Yes No Yes Yes Partly Yes Yes Yes Yes Yes No No Yes

TS2 Artifact management Yes No No No No No No No No No Yes Components Components

TS3 Target user group RE, ME RE, ME RE RE, ME RE RE, ME ME EU RE, ME ME SD ME EU

with those pre-specified in components. However, since
mashups are usually fast developed for situational needs, fur-
ther development steps need to be robust concerning incon-
sistent and incomplete requirements. Additionally, round-
trip engineering is a necessary prerequisite to make model-
driven application development practicable that is currently
not provided in any Web-based engineering approach.

3) How can the mashup composer be supported in identi-
fying and formalizing his or her needs? In general, mashups
are intended to be created by end users or domain experts.
Therefore, appropriate tools are needed to hide complexity
and to guide mashup composers in expressing their re-
quirements. This implies visual modeling of requirements
and compositions as well as fast application generation. In
fact, tools should provide concrete requirements activities
which blend into the existing design activities, e. g., by
drawing required tasks and dynamic refinement. At the
same time, semantic modeling needs to be supported easily,
incorporating established ontologies. Application generation
and fast prototyping needs to be provided to support users
in reviewing and adjusting their requirements.

V. CONCLUSION

This paper presents an evaluation framework consisting
of several criteria to analyze RE in software development
paradigms, facing relevant aspects of building Web mashups.
To this end, we analyzed prominent approaches in detail
that may be used to develop our target application type. By
applying our criteria, it turned out that each of the develop-
ment approaches provides a distinctive development method,
while none is supported at all in existing mashup platforms.
However, RE is crucial for mashup development as well to
achieve an efficient and requirements-aware development.
To substantiate this, we identified three main research chal-
lenges. We propose the specification of requirements in
formal models to increase reusability, the establishment of
a requirements model to support the composition phase
and finally an adequate visual authoring tool that supports
the mashup composer in identifying and formalizing his or
her needs. Thus, we are convinced that addressing these
challenges will yield to a more efficient, user-friendly, and
quality-aware mashup development process.
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Abstract—Online communication and various other Web 
applications, such as collaborative systems using XML as 
a data representation often suffer from performance 
problems caused by the verbose nature of XML. In this 
paper, we present an XML-conscious compressor 
designed to alleviate these problems, by using it online 
and evaluating queries using lazy decompression. Our 
XML compressor not only decompresses the data 
whenever enough data are available, but it also 
compresses them online, it is updateable (i.e., it works 
with dynamic XML documents), and its implementation 
can be parallelized thereby significantly increasing 
performance on multi-core machines.

Keywords - Internet communicat ion; XML; 
compression. 

I.     INTRODUCTION 

Online communication is increasingly using the 
eXtensible Markup Language (XML) [1] as a data 
format. Unfortunately, the XML markup results in 
increased size of this representation, often by as much 
as ten times as large as alternative formats. This 
overhead is particularly concerning for communications 
involving large data sets and for memory-constrained 
devices participating in online communication. For 
applications passing communicating over the Internet, 
the network bandwidth is the main bottleneck and this 
is why decreasing the size of the information passed is 
essential. There has been considerable research on 
XML-conscious compressors, which unlike general 
data compressors can take advantage of the XML 
structure, e.g., [2], [3], [4]. Most recently, there has 
been research on queryable XML compressors for 
which queries can be answered using lazy 
decompression, i.e., decompressing as little as possible, 
see, e.g., [5], [6]. Also, there has been research for 
updateable XML compressors, for which updates can be 
saved without full decompression, see, e.g., [7], [8]. 
Online XML compressors are typically defined as 
compressors, which decompress chunks of compressed 
data whenever possible rather than doing it offline when 
the entire compressed file is available, see [9], [10]. 
These compressors are particularly useful for Internet 
applications, used on networks with limited bandwidth. 

Clearly, for a compressor to be online means that it 
must have only one pass through the document is 
required to compress it. In this paper, we present an 
online compression based on XSAQCT, an XML 
compressor, see [11]. There are other online 
compressors, e.g., TREECHOP [12], but XSAQCT has 
a number of distinctive features, as it is queryable using 
lazy decompression (i.e., with minimal decompression) 
and updateable [7], and finally it can be parallelized to 
execute faster on multi-core machines [13]. Various 
possible educational applications of XSAQCT are 
described in [14]. Similarly to TREECHOP, XSAQCT 
suppor t s bo th the compress ion where the 
decompressor’s output is exactly the same as the 
original input (including the white space), and 
generating a canonicalized [15] XML document.    

Contributions. We present a novel online XML 
compressor su i t ab le fo r improv ing on l ine 
communication on Internet. Our initial experiments 
indicate that XSAQCT’s performance is comparable to 
TREECHOP, but unlike TREECHOP, XSAQCT not 
only decompresses the data whenever enough data are 
available, but it also compresses them online, which is 
essential for the case of a network node N1 receiving 
streamed XML data from one or more sources, which 
are to be stored in a compressed form. In such cases, 
instead of waiting for the entire set of XML data, N1 
may compress incoming data online thereby increasing 
the efficiency of the compression. In addition, 
XSAQCT is updateable (i.e., it works with dynamic 
XML documents) and its implementation can be 
parallelized thereby significantly machines. increasing 
performance on multi-core This paper is organized as 
follows. Section II gives a short introduction to the 
design and functionality of the previous version of 
XSAQCT, which is offline, and Section III describes its 
current extension, i.e., the online XSAQCT. Section IV 
describes applications of XSAQCT to an online 
communication, and finally, Section V provides 
conclusions and describes future work. 

II.     OUTLINE OF OFFLINE XSAQCT  
Given an XML document D, we perform a single 

SAX (specifically using Xerces [16]) traversal of D to 
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encode it, thereby creating an annotated tree TA,D n 
which all similar paths (i.e., paths that are identical, 
possibly with the exception of the last component, 
which is the data value) are merged into a single path 
and each node is annotated with a sequence of integers; 
see Fig. 1. When the annotated tree is being created, 

data values are output to the appropriate data 
containers. Next, TA,D is compressed by writing its 
annotations to one container and finally all containers 
are compressed using a selected back-end compressors, 
e.g., gzip [17]. For more details on XSAQCT, see [11] 
and [7]. 


                     
                                           Fig.1 XML document (a) and its annotated tree (b)

          III.     ONLINE XSAQCT 
 A. Notations and Assumptions

In this version, we assume that a leaf of an XML 
tree stores exactly one text child. By SN we denote a 
sending node and by RN we denote a receiving node. 
SN and RN communicate using message passing; here 
SN is a producer and RN is a consumer using 
receive(packet); a synchronization is taken care of by 
these procedures. A packet may have binary contents or 
it can be a sequence of integer values. By the skeleton 
tree TD we denote the tree labeled by tag names, and by  
we denote an annotated tree. By ANN we denote the 
sequence of all annotations. Annotations for a node of  
TA,D may be stored with this node, or the node may 
store a (logical) pointer to ANN (e.g., the offset within 
ANN).  We assume that an annotated tree TA,D is 
implemented so that following functions are available:

• Node ADD_RC(Node n, Tag p, annotation a) 
creates and returns a new rightmost child of n with the 
tag p and the annotation a;  

• Node create_Root(Tag p) creates a new root with 
tag p;  

• Node get_LC(Node n) returns the leftmost child 
of n or a null node;  

• Node get_RS(Node n) returns the right sibling of 
n or a null node;  

• bool function is_Text(Node n) returns true iff n is 
a special tree node to store text;  

• Node get_Parent(n) returns the parent of n;  text 
get_Tag(n) returns the tag of n;  

• text get_Text(n) returns the only text child of n. 
We also assume that a data structure Path stores tags 

or text value, with the operations append_Path(Path p, 
Node n) which appends n to the path p, clear_Path(Path 
p) which sets the path p to empty, length_Path(Path p) 
which returns the length of p, and set_Path(Path p) 
which stores length_Path(p) as the first element of p. 
Finally, we use the following notations:

• a(n)                annotation of the node n 
• a(n)+=j          increase the last annotation of n  

                            by j
• a(n)+=“,0”    add “, 0” to the annotation of n;  

                            e.g. if a(n)=[1] then it becomes [1,0]
• [0a(m),1]        if a(m) is [1], then [0a(m),1] is  

                      [0,1] otherwise [0a(m),1] is  
                  [0,…,0, 1] where 0a(m) is the sum of all  
                      annotations in a(m), minus 1; e.g., if    
                    a(m) = [2,1], then [0a(m),1] is [0, 0, 1].

B. Online Compression
SN parses XML data using the SAX parser, and sends 
packets to RN, which first creates an annotated tree (as 
described below) and then follows the compression 
process as in XSAQCT [11]. At the same time, the 
parser creates a dictionary of tags. Each packet is of the 
form: (integer k, followed by N indices into the 
dictionary, followed by the uncompressed text) where 
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N>=0. We assume that when the SAX parser terminates 
(i.e., completes parsing) it sends the packet (-2, 
dictionary). Therefore, RN creates an annotated tree 
labeled by indices rather than tags. For the sake of 

readability, in the description provided in this paper, we 
consider sending and receiving tags rather than indices 
but our implementation operates on indices.

int k = -1;
Path p; 
//initially stores only the tag of the root of the XML tree
void SN_send(Node n) {
 if (n is a leaf) { 
                           // a leaf must have a text child
   append_Path(p, getText(n));
  set_Path(p);
  send(p); 
  clear_Path(p);
  k=0;
 } else 
  for every child m of n {
   append_Path(p, getTag(m));
   SN_send(m);
   k++;
  }
} // SN_send()
Now, we’ll explain the actions executed by RN. By the 
leftmost path of the labeled tree T rooted at node n1 we 
mean a path of labels (p1,…,pk) s.t. get_Tag(n1) = p1,  
and for i = 1,…,k-1  get_LC(ni) = ni+1, get_Tag(ni) = pi, 
get_LC(nk) is null. The first time send() is called, it will 
send a packet (-1, the path of the leftmost path rooted at 
the root of the tree). At this time the value of the current 
node c will be set to nk. To explain the meaning of 
sending the consecutive packet  (k, p1,…,pN) let’s 
assume that SN_send() is visiting nodes (which are 
initially non-visited) in a dfs-order and c is current 
node. Then the value of k is found as follows. Let n1,
…,nk be the shortest path of nodes s.t. n1 = c, for i=1,…
k-1 get_Parent(ni) = ni+1 and there exists a child m of nk 
which has not been visited.  Next, let m1,…,mN be a 
path of nodes s.t. m1=m, for i=1,…,N-1 mi+1 is the 
leftmost unvisited child of mi, mN has only a text child. 
Then, for i=1,…,N get_tag(mi)=pi.
void RN_receive(Node n) {

bool flag;
Node c; // current node
Node m;
Text t;
receive(k, p1,…,pN , t);  
if(k==-1) { // initialization

c = create_Root(p1);
for(i=2; i<N; ++i)  
 c = ADD_RC(c, pi, [1]);

}
while (true) { // until the final packet

 receive(k, p1,…,pN , t);
 if(k == -2)

return; // done
     // move current based on the value of c
  for(i=1; i<=k; ++i) // set the current 

 c = get_Parent(c);

// check every tag in the received path
for(i=1; i<=N; ++i) { 

flag = false;
for (every child m of c) 

if(get_Tag(m) == pi) { 
a(m)+=1;
c = m;
flag = true;
for (every child m of c)
 a(m) += “,0”;
break;  

} // end of if
// for every child
if(!flag) 
 c = ADD_RC(c, pi, [0a(c),1]);
add text to the container for c; 

} // for i=1…
} // while(true)

} // RN_receive()
C. Online Decompression
We assume that the sending node SN can decompress 
all annotations, restore the skeleton tree and send it to 
RN, then re-annotate it as well as run a procedure 
SN_dfs(AnnotationTreeNode) shown below. As far as 
the receiving node RN is concerned, we assume that it 
can run a procedure RN_restore(SkeletonTreeNode) 
shown below. We also assume that RN implements the 
AA Abstract Data Type (ADT), which stores sequences 
of annotations with the following operations (initially, 
the annotations for every node are un-initialized):
- void AA_delete(Node n) removes the first element 

of the annotations for n
- void AA_store(Node n, sequence of integers seq) 

stores seq as the annotations for n
- void AA_init(Node n) initializes the annotations for 

n 
- bool AA_isInit(Node n) returns true iff the 

annotation for n has been initialized
- int AA_getFirst(Node n) returns the first element 

from the annotations for n
- AA_get_Text(Node n, binary b) where b contains a 

compressed text, performs the following actions: b 
is  decompressed, stored into a container, and then 
the iteration AA_nextIter(Node n) is started, this 
iteration returns the next text in the container

- bool AA_hasReceivedText(Node n) returns true iff 
the text for n has been received

D.Initialization
SN restores the skeleton tree TD and then the annotated 
tree TA,D (but it does not decompress text containers), 
then it sends the skeleton tree to RN:

SN: send(TD)
RN: receive(TD)
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After the initialization, RN runs the following 
procedure:
SN_dfs(AnnotationTreeNode f) {  

for (every child c of f)
if(isText(c)) 

                send(c, text of c);
else { 

  send(ANN(c));
  SN_dfs(c);

}
} // SN_dfs()
For the RN, we show the recursive version:
RN_restore_recursive(SkeletonTreeNode f) {
    for (every child c of f)  //from left to right siblings
        if (is_Text(c)) {
            if (!AA_hasReceivedText(c)) 

  AA_getText(c);
            output(AA_nextTextIter(c));
            return;
        } else {
            if (!AA_isInit(c)) {
                receive(ann);

 AA_init(c);
 AA_store(c,ann);

}
            while (AA_getFirst(c) > 0) {
                output("<" + tag(c) + ">");
                a(c)+=-1;
                RN_restore_recursive(c);
                output("</" + tag(c) + ">");
          }
          AA_delete(c);
    }
} // RN_restore()
For the XML file from Fig. 1 (a), in Fig. 3 we show 
packets that will be sent by SN_send() and the state of 
the annotated tree after each packet has been processed 
by RN_restore(), (the current node is bold, un-
annotated nodes have annotation [1]). Note the last 
state (in the right bottom corner) shows the same 
annotated tree as in Fig 1 (b).

E. Querying Strategy
For queries formulated using a subset of XPath, the 
network node receiving a compressed data can query 
this data as it is being processed. Specifically, XSAQCT 
decompresses the skeleton tree, and annotations, and 
then decorates the tree with annotations. Depending on 
a type of the query, it can be immediately answered (for 
exact-match queries involving only tag names, e.g. /a/
b/) or (for example to find the location of some text 
data) XSAQCT finds the location of the data, 

decompresses the appropriate data container, and 
completes the evaluation of the query. This type of lazy 
decompression makes the evaluation of queries more 
efficient.

IV.     EXAMPLES OF APPLICATIONS
To consider possible applications of online 

XSAQCT, see Fig. 2, consider the network node N1, 
which produces XML data, to be sent to the network 
node N2, where they are compressed online by 
XSAQCT. N2 stores compressed data, which can be 
queried by the network node N3 sending queries. They 
can also be decompressed online by XSAQCT and sent 
to the network node N4. This node can either store 
uncompressed data, or they can be piped into any 
WWW application. Therefore, this figure shows the 
general architecture of our system. For example, for 
online decompression, input data may be piped into the 
compressor and sent over the Internet. On the receiving 
end, the data may be piped into two programs; one that 
collects the entire compressed document, and a second 
program which performs on-the-fly decompression. The 
decompressed data can be piped into any WWW 
application, such as a SOAP processor. The complete 
compressed data can be stored, and queried without 
having to decompress it.

Fig. 2. Applications
V.   CONCLUSIONS AND FUTURE WORK

In this paper, we presented an online XML 
compressor/decompressor XSAQCT suited for efficient 
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implementation of online communication. We provided 
the brief outline of the implementation and results of 
the implementation. 

In this version we did not attempt to handle XML 
mixed content or cycles, e.g., nodes with the 
consecutive children b, c and b. In the future version, 
we will remove these limitations. In addition, the future 
version will add more querying and updating facilities. 
Finally, we will add parallelization to the online 
compressor, based on [13]. To evaluate the effectiveness 
of online XSAQCT; specifically its compression and 
decompression and compression ratios, we will use 
three files of varying sizes: shakespeare.xml, dblp.xml 
and 1gig.xml. The first two files are taken from the 
Wratislavia corpus [18], while the last file is a randomly 
generated XML file, using xmlgen [19]. We will test our 
code by recording: (a) time to send a single 
uncompressed XML file D over the network from node 

N1 to node N2 and then compressing offline in N2, and 
(b) time to compress D online while sending from N1 to 
N2. Similarly, we will record (a) time to send a single 
compressed XML file D over the network from node 
N1 to node N2 and then decompressing offline.
Example.
For the XML file from Fig. 1 (a), in Fig. 3 we show 
packets that will be sent by SN_send() and the state of 
the annotated tree after each packet has been processed 
by RN_restore(), (the current node is bold, un-
annotated nodes have annotation [1]). Note the last 
state (in the right bottom corner) shows the same 
annotated tree as in Fig 1 (b).


Fig.3  The state of the annotated tree after sending each packet 

      (-1,a,x,y,z)           (2,y)         (2,x,y,w)         (1,w,t)  

   (4,x,y,z)             (2,y)                    (2,u)
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Abstract—The evolution of online social networks (OSN)
is a hot topic in computer science. Surprisingly a lot of
research on this topic was also done by physicists – following
the long history of studying networks in physics. To give
an interdisciplinary discussion impulse, this paper intends to
delineate the major physical theories of the evolution of (O)SN.
Furthermore the paper presents a future research gap, which
consists in the lack of adoption of the physical theory of
preferential attachment on OSN by computer scientists.
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interdisciplinary perspective.

I. INTRODUCTION

In the last years, there has been a lot of research activities
on OSN in different disciplines (e.g., computer science [1],
[2], economics [3], sociology [4], and psychology [5], [6]).
Understanding the structure of OSN, as well as the processes
that shape them, is regarded as important [7]. “It would be
useful to have efficient algorithms to infer the actual degree
of shared interest between two users, or the reliability of a
user (as perceived by other users). With respect to security, it
is important to under- stand the robustness of such networks
to deliberate attempts of manipulation [7, p. 31].”

One of the main research aims concerns the evolution
of OSN. Despite of the rich spectrum of the mentioned
disciplines there are huge differences in saturation on OSN
evolution research. Therefore, three databases were queried
on 19th August and 20th August 2011: ACM Digital Library,
IEEE Xplore Digital Library and ISI Web of Knowledge.
Search terms were ‘evolution social networks’, ‘social net-
work theory internet’, ‘social networks evolution internet’
and ‘evolution social network internet’. The selection cri-
terion was ‘most cited’ on IEEE Xplore Digital Library,
‘times cited’ on ISI Web of Knowlegde and ‘citation count’
on ACM Digital Library. Searched were in abstract, title
and content of articles. To complete these results, the
databases ScienceDirect and SpringerLink were also queried
on 3rd September 2011 for ‘relevant’ articles. Between all
the findings were selected the 15 most relevant articles.
The relevance was evaluated with regard to the abstracts.
An article, that had been comparatively less quoted, was

preferred under certain circumstances to a more often cited
article, because of its ability to answer the research question.

Table I
15 MOST RELEVANT ARTICLES

TITLE

A comparative study of social network models:

network evolution models and nodal attribute models [8]

Emergence of a small world from local interactions [9]

Empirical analysis of an evolving social network [10]

Evolution of a large online social network [11]

Evolution of the social network of scientific collaborations [12]

Measurement and analysis of online social networks [7]

Microscopic evolution of social networks [13]

MySpace and Facebook: applying the uses and gratifications theory

to exploring friend-networking sites [14]

Properties of on-line social systems [15]

Self-similar community structure in a network of human interactions [16]

Social Networking [17]

Structure and evolution of online social networks [18]

Structure and time evolution of an Internet dating community [19]

The Evolution of Social and Economic Networks [20]

The structure and function of complex networks [21]

The research revealed a great interest of the physicist com-
munity: six of the most relevant 15 articles were published
in physical journals, including the most relevant article.
Further articles came from Computer Science (4), Economic
Theory (one), Mathematics (one), Psychology (one), Science
(one), and Social Networks (one). For control purposes the
database ISI Web of Knowledge was again queried on 19th
November 2011. The queried terms were ‘evolution social
network internet’, the selection criterion was ‘most cited’,
the subject of the research where the abstract, the title and
the content of articles. The research also showed the great
interest of physicists. Between the first 25 results came eight
from physical journals. Here the list of the further ranking
of sciences: Computer Science (six), Health (two), Law
(two), Biology (one), Management Science (one), Marketing
(one), Psychology (one), Science (one), Social Networks
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(one), and Telecommunications Policy (one). As a result of
these inquiries, the research question was redefined in: How
physical theories explain the evolution of OSN? This paper
focuses on the OSN, seen through the glasses of physics.

Why physicists are interested in OSN at all? “The study
of networks has had a long history in mathematics and
the sciences. . . [22, p. 1]”– but the recent time brought a
renewal: the advent of modern database technology, which
can process even huge amounts of data [15, p. 107]. “Being
far larger than the datasets of traditional social network
analysis, these networks are more amenable to the kinds of
statistical techniques with which physicists and mathemati-
cians are familiar [22, p. 6]”. At the end of the 1990s the
investigation of massive amounts of data with mathematical
and physical techniques marked the beginning of a “new
science of networks [22, p. 4]” (leading theorists: Albert-
László Barabási, Mark Buchanan, Duncan J. Watts and Mark
Newman [23, p. 57]). According to Barabási, Newman and
Watts the new science distinguishes itself from the previous
work in three ways: first by focusing on the properties
of real-world networks, second by looking networks as
evolving structures and thirdly by considering networks as
dynamical systems [22, p. 4].

A. Method and structure of the article

The literature-based work systematically investigated the
most substantial relevant databases (ACM Digital Library,
IEEE Xplore Digital Library, ISI Web of Knowledge,
ScienceDirect, SpringerLink) with regard to the physical
theories of the evolution of networks. The 15 most rele-
vant articles present research findings referring on physical
theories of the evolution of networks – but these articles
do not explain these theories in detail. Therefore a mere
presentation of the research results would be incompre-
hensible for a reader who is not a network theorist. That
is why we structure the research findings on the basis of
the article “Scale-Free Networks” by the physicists Albert-
László Barabási and Eric Bonabeau [24] who provide an
introduction to current physical theories of the evolution of
networks. This article is used as a framework for the general
explanation of certain topics, which are then refined by the
findings in the 15 most relevant articles.

The paper is organized as follows. Section II introduces
the relevant terms. Section III discusses physical theories
of the evolution of networks and their application on OSN.
Section IV lectures criticism on the the physical theories
about OSN. Section V explores how the physical theories
of the evolution of OSN are adopted by computer scientists.
Section VI shows limitations of this paper, presents a future
research gap and open issues.

II. CLARIFICATION OF TERMS

Evolution is considered as “the development or growth,
according to its inherent tendencies, of anything that may

be compared to a living organism (e.g., of a political
constitution, science, language, etc.); sometimes, contrasted
with revolution. Also, the rise or origination of anything by
natural development, as distinguished from its production
by a specific act; ‘growing’ as opposed to ‘being made’
[25, p. 477].” A network is “a set of items, which we will
call vertices or sometimes nodes, with connections between
them, called edges. . . [21, p. 168].” A social network is a
“set of people or groups of people with some pattern of
contacts or interactions between them. . . [21, p. 172].” The
term OSN is used in the sense of a social-networking site,
defined by boyd and Ellison: “We define social network
sites as web-based services that allow individuals to (1)
construct a public or semi-public profile within a bounded
system, (2) articulate a list of other users with whom they
share a connection, and (3) view and traverse their list of
connections and those made by others within the system.
The nature and nomenclature of these connections may vary
from site to site [1, p. 211].” Physical terms are explained in
Section III, directly when physical theories are presented.
The term OSN is always used in plural. The terms vertex
and node are congruent.

III. PHYSICAL THEORIES ON OSN

Among the 15 most relevant articles are [7], [11], [13],
[15], [18] and [19] of particular interest: they are empirical
studies that apply current physical theories of the evolution
of networks on OSN – in the sense of definition of OSN
given in Section II. Covered OSN are the Swedish commu-
nity Pussokram.com [19], the Polish community Grono.net
[15], the Community of the Polish Massive Multiplayer
Online Role Playing Game Allseron.com [15], LastFM [15],
the books admirer community Shelfari [15], Flickr [7], [13]
and [18], YouTube [7], LiveJournal [7], Orkut [7], Yahoo
360o [18], Delicious [13], Yahoo Answers [13], LinkedIn
[13] and the Chinese business community Wealink [11].
Other research subjects were databases of journals [12],
email communications within universities [10] and [16] and
communications via XFire, an instant messaging service for
gamers [15].

A. Power-law distribution of vertex size

Barabási et al. experimented in 1998 with software to map
how Internet sites are connected [24, p. 62]. The sites were
sorted according to their size (the number of their links).
Barabási and Bonabeau [24] expected to find a Poisson
distribution of sizes: that sizes cluster around a mean value
and sites with much more or fewer links are likely to be
an exception. But the measurements refute the expectation:
More than 80 percent of sites had less than four links, but in
a minority of less than 0.01 percent had each site more than
a thousand links. According to these results the World Wide
Web is held together by very few, very large connection-
rich vertices. The sorting of the sites with regard to their
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size revealed a “power law”: the probability that any site
has exactly k links is roughly proportional to 1/kn. The
associated distribution curve does not have the pronounced
peak at the typical size, but “is instead described by a
continuously decreasing function [24, p. 63].”

Among the 15 most relevant articles were found that
distribution of node size – the number of their incoming
and outgoing connections – on Allseron.com, Grono.net,
LastFM and Shelfari follows the power-law scaling form [15,
p. 107]. Also Flickr, LiveJournal, Orkut and YouTube “show
properties consistent with power-law networks [7, p. 36].”
The distribution of vertices according to their size of Flickr
and Yahoo 360o [18, p. 613] and Wealink [11, p. 1107]
revealed a power law. By focusing on the microscopic vertex
behavior of Flickr, Delicious, LinkedIn and Yahoo Answers
it was also analytically shown that the edge initiation process
can be captured by exponential vertex lifetimes and a “gap
model” based on a power law [13, p. 470]. The degree
distribution of vertices on Pussokram.com does not “fits
a power-law form across the whole range observed [19,
p. 165].” The degree is the number of edges connected
to a vertex. However, the authors refer to a study of the
French OSN nioki.com that has reported a power-law of the
cumulative degree distribution. They conclude that “a closer
inspection of our graphs. . . reveals a striking similarity in the
functional form of the distribution. We therefore conclude
that the dynamics shaping the degree distribution is to a large
extent the same for the two communities [19, p. 165].”

B. Scale-freedom

The term scale-free means: there is no vertex size, which
could be considered as “normal” and thus could apply as a
measure [24, p. 62]. “Over the past few years, investigators
from a variety of fields have discovered that many networks
– from the World Wide Web to a cell’s metabolic system
to actors in Hollywood – are dominated by a relatively
small number of nodes that are connected to many other
sites. Networks containing such important nodes, or hubs,
tend to be what we call “scale-free,” in the sense that some
hubs have a seemingly unlimited number of links and no
node is typical of the others [24, p. 62].” Among the 15
most relevant articles it was found that the OSN Flickr,
LiveJournal, Orkut and YouTube show scale-free properties
[7, p. 32]. The authors of [7] calculated a value called ‘scale-
free metrics’ that stands between 0 and 1 and measures the
extent to which the graph of an OSN has a hub-like core. “A
high scale-free metric means that high-degree nodes tend to
connect to other high-degree nodes, while a low scale-free
metric means that high-degree nodes tend to connect to low-
degree nodes [7, p. 38].” The values are 0.49 for Flickr, 0.34
for LiveJournal, 0.36 for Orkut and 0.19 for YouTube. “All
of the networks with the exception of YouTube, indicating
that high-degree nodes tend to connect to other high-degree
nodes, and low-degree nodes tend to connect to low-degree

nodes [7, p. 38].”

C. Preferential attachment

Barabási and Bonabeau [24] attribute scale-freedom to
two causes. First the older a vertex is, the more opportunities
it had to build links. Therefore, vertices tend to be greater the
longer they have been in the network. The second cause was
called “preferential attachment”. New vertices are connected
preferentially with the major vertices and therefore major
vertices are getting greater and greater over time. “. . . as new
nodes appear, they tend to connect to the more connected
sites, and these popular locations thus acquire more links
over time than their less connected neighbors. And this “rich
get richer” process will generally favor the early nodes,
which are more likely to eventually become hubs [24, p.
65].”

Among the 15 most relevant articles the authors of [13]
aim “to quantify the amount of preferential attachment that
occurs in networks [13, p. 470].” For Flickr, Delicious,
LinkedIn and Yahoo Answers they found that preferential
attachment “is a reasonable model for edge destination
selection [13, p. 465].” Using the statistical method of
maximum-likelihood estimation, they show distortions in
two assumptions of the preferential-attachment-theory: edge
attachment by degree of vertices and edge attachment by the
age of a vertex.

D. Small World

According to Watts and Strogatz [26] the connection
topology of networks is neither completely regular nor
completely random. “But many biological, technological and
social networks lie somewhere between these two extremes
[26, p. 440].” They are regular networks with increasing
amounts of disorders. “We found that these systems can
be highly clustered, like regular lattices, yet have small
characteristic path lengths, like random graphs. We call them
‘small-world’ networks, by analogy with the small-world
phenomenon. . . [26, p. 440].” Watts and Strogatz refer to
experiments of the social psychologist Stanley Milgram [27]
in the 1960s, in which letters passed from person to person
were able to reach an individual target in six steps. This was
attributed to a few people who have had a lot of connections
to other people (“hubs” in modern words) and have been
addressed for transmission.

According to Barabási and Bonabeau [24] scale-free
networks have also small-world properties. Even a large
network with purely randomly placed connections has usu-
ally this property [24, p. 68]. If a person has one hundred
acquaintances and any of them has again one hundred
acquaintances, then 10.000 people are only two handshakes
away from this person. And a million people are about three
handshakes away [24, p. 68].

Studies have shown that the World Wide Web, scientific
collaboration on research papers and general social networks
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have small-world properties [7, p. 32]. Among the 15 most
relevant articles small-world properties were found for the
OSN Allseron.com [15], Grono.net [15], LastFm [15], Shel-
fari [15], XFire [15], Flickr [7], YouTube [7], LiveJournal
[7] and Orkut [7].

E. Clustering

According to Barabási and Bonabeau [24] the calculation
in Section III/D has a hook: It is assumed that the acquain-
tances do not know each other. “In reality, there is much
overlap [24, p. 68].” In fact, already in the second stage fewer
than 10.000 people come together. This is because the soci-
ety “is fragmented into clusters of individuals having similar
characteristics (such as income or interests). . . [24, p. 68].”
Clustering is found in various networks. “At first glance,
isolated clusters of highly interconnected nodes appear to
run counter to the topology of scale-free networks, in which
a number of hubs radiate throughout the system, linking
everything. Recently, however, we have shown that the two
properties are compatible: a network can be both highly clus-
tered and scale-free when small, tightly interlinked clusters
of nodes are connected into larger, less cohesive groups. . .
[24, p. 68].”

Among the 15 most relevant articles the ‘clustering co-
efficient’ is introduced as a measure for the cluster. “The
clustering coefficient of a node with N neighbors is defined
as the number of directed links that exist between the
node’s N neighbors, divided by the number of possible
directed links that could exist between the node’s neighbors
(N(N −1)) [7, p. 39].” Observed clustering coefficients are
0.313 for Flickr, 0.330 for LiveJournal, 0.171 for Orkut and
0.136 for YouTube [7, p. 39]. “The clustering coefficients of
social networks are between three and five orders of mag-
nitude larger than their corresponding random graphs. This
unusually high clustering coefficient suggests the presence
of strong local clustering, and has a natural explanation in
social networks: people tend to be introduced to other people
via mutual friends, increasing the probability that two friends
of a single user are also friends [7, p. 39].”

IV. CRITICISM ON PHYSICAL THEORIES ON OSN

Criticism comes from the sociology. The sociologist Scott
states: “Because of an apparent decline in the number of
soluble theoretical problems that are left to resolve in their
own discipline, a growing number of theoretical physicists
have begun to explore the implications of some of their
mathematical ideas for the explanation of social and eco-
nomic phenomena [23, p. 55].” According to Scott, some
physicians present their arguments as new - but they are
not new at all. “The much-trumpeted innovations that lie
at the heart of their ’revolution’ - the power law and hubs
- are well-known and well-established findings of social
network analysts [23, p. 62].” According to the sociologist

“it is certainly the case that the terminology of scale-
free distribution or power law was not used, but standard
frequency distribution tables were used precisely in order to
display this pattern [23, p. 60].”

Despite the criticism Scott attests the “new social physics”
some good ideas and calls for an interdisciplinary exchange.
“Much research in social network analysis has been static
and cross-sectional ... This perspective has converged with
uses of complexity theory and agent-based computational
methods to begin to produce more powerful and productive
examinations of longitudinal change [23, p. 64].”

V. ADOPTION OF PHYSICAL THEORIES ON OSN IN

COMPUTER SCIENCE

This section investigates how physical theories on OSN
are picked up by computer scientists. To measure this ACM
Digital Library, IEEE Xplore Digital Library and ISI Web
of Knowlegde were considered as the most relevant article
collections regarding computer science and queried on 10th
January 2012. Selection criterion was ‘most cited’ on IEEE
Xplore Digital Library, ‘times cited’ on ISI Web of Knowl-
egde and ‘citation count’ on ACM Digital Library. Searched
was in abstract, title and content of articles. Among the
results of every searched phrase three articles were randomly
chosen and proved that the terms used in the articles were
terms in the appropriate sense. The discussion of the results
follows in Section V.

Power-law distribution of vertex size: Search terms were
“power-law distribution” + “online social network”. On
ACM Digital Library 912 results were displayed. IEEE
Xplore Digital Library showed 3 results, ISI Web of Knowl-
egde 2. Total number of findings: 964.

Scale-freedom: Search terms were “scale-free” + “online
social network”. ACM Digital Library displayed 635 results.
On IEEE Xplore Digital Library 37 results were shown.
ISI Web of Knowlegde revealed 10 results. Total number
of findings: 682.

Preferential attachment: Search terms were “preferential
attachment” + “online social network”. On ACM Digital
Library 316 results were displayed. IEEE Xplore Digital
Library showed 40 results, ISI Web of Knowlegde 5. Total
number of findings: 361.

Small World: Search terms were “small world” + “online
social network”. ACM Digital Library displayed 14.874
results. On IEEE Xplore Digital Library results 784 results
were shown. ISI Web of Knowlegde revealed 21 results.
Total number of findings: 15.679.

Clustering: Search terms were “cluster” + “online social
network”. On ACM Digital Library 6.393 results were
displayed. IEEE Xplore Digital Library showed 3.614, ISI
Web of Knowlegde 57 results. Total number of findings:
10.064.
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VI. CONCLUSION

In this paper, we studied OSN, seen through the glasses
of the physical approach of a “new science of networks”.
Some physical theories of the evolution of OSN are widely
discussed among computer scientists: small world effect,
clustering, power-law distribution of vertex size and scale-
freedom. On the contrary, only very few publications of
computer scientists deal with preferential attachment on
OSN. Hence this topic was identified as a future research
gap.

A. Future research gap: Preferential attachment on OSN

Physical theories on OSN are already picked up by
computer science – but to varying degrees. Most discussed
is the small world effect on OSN (15.679 results). Even
the phenomenon of clustering on OSN (10.064 results) and
the power-law distribution of vertex size in connection with
OSN (964 results) attracts a lot of publications in computer
science. Fewer articles deal with the scale-freedom of OSN
(682 results). Surprisingly few articles have been published
to the topic preferential attachment on OSN: 361 results.
These are only 2.30 percent of the number of articles
published to the small world effect on OSN – the number of
published articles is out of proportion to the importance of
the topic. According to Barabási and Bonabeau the process
of preferential attachment occurs anywhere [24, p. 64].
“Likewise, the most relevant articles in the scientific litera-
ture stimulate even more researchers to read and cite them, a
phenomenon that noted sociologist Robert K. Merton called
the Matthew effect, after a passage in a Christian gospel:
”For unto every one that hath shall be given, and he shall
have abundance [24, p. 65].” In other areas – like the Internet
and the U.S. biotech industry – preferential attachment has
already been explored [24, p. 65]. Open questions, occurring
through the identified research gap, are listed in Section V/C.

B. Limitations

A shortcoming of this paper is that the social networks,
described in the 15 most relevant articles, are not homoge-
neous. Only a few are OSN in the sense of definition in
Section II, for instance grono.net [15] or Wealink [11]. This
applies to the database queries: During the calculation of the
total number of results was not differentiated between OSN
in the strict sense of definition in Section II and in a broader
sense.

Another shortcoming lies in the lack of empirical studies
among the 15 most relevant articles on the evolution of
MySpace and Facebook, currently the largest OSN. To prove
this, ACM Digital Library, IEEE Xplore Digital Library and
ISI Web of Knowledge were queried on 26th January 2012.
Search terms were ‘Facebook’, ‘MySpace’, ‘social network’
and ‘evolution’. Selection criterion was ‘most cited’ on IEEE
Xplore Digital Library, ‘times cited’ on ISI Web of Knowl-
egde and ‘citation count’ on ACM Digital Library. Searched

was in abstract, title and content of articles. In the case of
Facebook the query revealed 1261 results, in the case of
MySpace 596 results. In both cases, the abstracts of the first
50 results of ACM Digital Library were checked, and even
the abstracts of all results of IEEE Xplore Digital Library
and ISI Web of Knowlegde. Articles that deal explicitly with
the evolution of Facebook and MySpace were not found.
There were, however, founded articles that already belong
to the fundus of the 15 most relevant articles, for instance
[7], [18] and [28].

According to Ellison et al. much of the existing academic
research on Facebook has focused on identity presentation
and privacy concerns [4]. Ryan und Xenos accentuate:
“Despite the potential implications of Facebook use, there is
a distinct lack of empirically derived theory in this area [6,
p. 1658].” This could be, because Facebook is a relatively
recent phenomenon, and as such, there has been limited
opportunity for exploratory research [6].

C. Open Issues

The exploration of preferential attachment on OSN opens
up a series of research questions for computer scientists.
How is this process structured on OSN? How do the running
of this process on OSN differ from the running in the offline
world? How does the preferential attachment influence the
dynamics of the evolution of OSN? What does preferential
attachment for designing and conducting of OSN mean?
How could a theory of preferential attachment be used
to improve current OSN and to design new applications
for OSN? How does preferential attachment influence the
stability of OSN? Is it possible, to transfer the findings on
preferential attachment, which have been obtained through
the OSN, in the offline world?

Not only the “new science”-model, which was presented
in this paper, uses preferential attachment, also other mech-
anisms do [28, p. 843]. “The transitive linking model. . . ,
which is based on continuously completing triangles with
only an edge missing, is one such example [28, p. 843].”
Another point of view is a fitness-based approach. “In
any fitness-based approach, each node has its own fitness
value and they are linked by the function of their fitness
values [28, p. 843].” Hence further research could be done
by computer scientists to compare and to integrate these
different approaches and, if possible, to apply the integrated
approach on OSN.

It could also stimulate research to include the perspectives
of other sciences. OSN had attracted scientists of different
backgrounds – at this point mostly physicists and computer
scientists [11, p. 1110]. “However the main body in the
virtual world is still persons in real world, thus as pointed
out by Tim Berners-Lee – the “father of the World Wide
Web”, understanding the web community may also require
insights from sociology and psychology every bit as much
as from physics and computer science. . . [11, p. 1110].”
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Abstract—This paper discusses security as perceived by so-
cial networking participants. A conceptual security framework
is presented that captures the security requirements that a user
engaging in social networking activities may impose on other
users, the social network provider, and a third-party user. We
claim that even though the social network users seem to not
value at the fullest extent the security that privacy that they
are entitled, still the providers are responsible for supplying
a secure infrastructure for user interactions that will protect
users from security and privacy threats.
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I. INTRODUCTION

Even though social networking emerged as organized
virtual communities in the last few years, its drastically-
growing popularity is undisputed. Social networking sites
such as Facebook, Linkedin, myspace, orkut, and twitter
attract millions of users everyday. Social networking has
been quickly adapted by the young population as the newest
online trend, while there are very strong indications of a
rapid growth amongst older users as well. According to a
recent Nielsen report, ”social network and blogging sites
are now the fourth most popular activity on the Internet”
[1], with the amount spent on these sites increasing by 63%.
The popularity of social networks lies on the simple fact that
they accommodate the exchange and sharing of information
in an easy and intuitive manner for social, professional,
and educational purposes. They even replace or supplement
communications in the real world by diminishing barriers
on physical location and time. Social networks provide
opportunities to connect with friends, use short postings to
inform friends on whereabouts, share videos and news, es-
tablish business contacts, advertise products, and campaign
for various causes (political, social, etc.).

Social networks are subject to all common security vul-
nerabilities of the web [10] with their users being in even
greater risk due to the implicit trust that governs these virtual
communities. For example, users may show skepticism when
receiving an email message that encourages them to click on
a link or open an attachment, which is actually a malicious
worm. However, they will click on such a link if it came
from one of their social network connections. Needless to

say, the sites that suffer more from security attacks are
the most popular ones, and this realization has prompted
several public and private bodies in lowering their tolerance
of social networking activity during business hours. Besides
the security concerns, privacy concerns also exist in social
networks due to the vast amount of data that gets collected
by the providers, allowing them to become digital big broth-
ers. Personal and professional data could be exploited for a
number of purposes, ranging from harming the system itself
to increasing economic profits via data mining techniques.
As an indicator of the monetary value of the stored data, the
value of Facebook has been estimated to approximately $15
Billion.

Social networking represents the next generation of the In-
ternet. It is here to stay. The aim of this paper is to investigate
the security and privacy risks when interacting with social
networking sites and present a security framework that those
risks could be systematically assessed. Prior this discussion,
a compact introduction to the structure and functionality
of social networks is presented. Next, the findings of an
empirical study that investigated the user perceptions of
social network security is discussed. Security challenges of
the construction of a global social network constitute the
concluding part of this work.

II. SOCIAL NETWORKING SITES (SNSS) ESSENTIALS

According to [8], social networking sites (SNSs) are web
services that allow users to manage their profile within a
bounded system, establish a list of connections, and finally
traverse their connections’ lists. However, this definition
does not address the creation of new content and its dis-
semination among participants, which is after all the driving
force behind social activities, either online or offline. Thus,
a complete definition is one that relies on the functional
triangle of social software that defines social software in
terms of both information exchange and relationships. To
be more precise, there are three primary functions of social
software [3]:

1) Information management: creation, dissemination, and
management of content, including searching
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2) Self management: presentation of one’s self to reflect
various aspects of his/her personality

3) Relationship management: provision of profiles and
management of connections

Hence, social networking sites are web services that
support online social networks that provide to their members
a platform that integrates a variety of information manage-
ment and exchange tools (blogs, forums, instant messaging
event management, media uploading applications, podcasts,
etc.) as well as relationship management tools (profile con-
struction, connection lists, searching). In addition, the SNS
platform allows a user to express the aspects of him/herself
that are considered to be important in the particular online
community.

If we were to classify SNSs based on the type of infor-
mation handled, then two categories arise: the first one is
the group of SNSs that is used primarily for professional
information dissemination, such as Linkedin that manages
business contacts. The second group focuses on personal
and private information and its character is more informal.
Such an example is myspace.

A social network compromises of the SNS provider, the
member users, and third-party sites that develop applications
interacting with the SNS platform (e.g. in the case of Face-
book). A user registers with the particular SNS and creates a
profile by supplying basic, personal, contact and professional
information, with an emphasis on the category that best
represents the nature of social network. The user can use
applications developed by the SNS providers or request use
of a third-party application after getting authenticated by the
SNS.

Facebook is selected from a plethora of social networks to
serve as the example social network to demonstrate the func-
tionality of a typical social networking site. The choice of
Facebook is based on the undeniable fact that it is the largest
and most feature-rich social network, with a rather broad set
of privacy policies and thousands of third-party applications
running on its platform. According to Jeff Rothschild, the
Vice President of Technology at Facebook, there are cur-
rently 30000 servers supporting the operations of Facebook,
with 25 terabytes of logging data managed daily on behalf
of 300 million active users. Facebook develops its own in-
house technologies to facilitate the sharing of information
among its members, such as photos, notes, groups, events,
posted items, video, marketplace, gifts. It supports features
such as news feed, share, and wall for up-to-date info. The
open Facebook API enables developers to integrate their own
applications with Facebook and gain access to millions of
users. However, the intriguing potentials of Facebook have
an impact on the security and privacy of users, as it will be
discussed later on.

III. SECURITY AND PRIVACY RISKS

Security is in the eye of the beholder. The 2011
review of social networking sites as posted on the
www.toptenreviews.com clearly suggests that the security of
the most popular social networks ranges from very good to
excellent. The evaluation criteria to assess the security of
those sites were the following: support of privacy settings,
block user feature, report spam feature, report abuse feature,
and finally provision of safety tips.

This perception of security gives uninformed users a false
reassurance. As a matter of fact, social networking sites
suffer from a number of security vulnerabilities that could be
exploited intentionally and accidentally [7], [24]. Facebook
has suffered already XSS exploits, in the form of session
hijacking and fake login pages. The infamous harmless
Samy XSS worm shut down myspace in 2005 despite the
fact that it only created inconvenience by adding the words
samy is my hero to the top of every affected user page. Orkut
users fell victims of a twitter-based scam, when they were
lured to download a fake flash update that resulted in the
launch of the worm that started harvesting google account
details. Myspace and Facebook users were also the targets of
the Koobface.a and koobface.b worms respectively. When a
user of an infected machine log in to their social networking
sites, fabricated messages were posted to the user’s friends
encouraging them to visit the malicious page.

Security and privacy in social networks as perceived by
the users is also being investigated [4], [13], [20], [21]. Users
seem to expect from the social network providers to support:

• Trustworthy environment: the community members
should be able to trust each other, including applica-
tions.

• Privacy: users should be in control of privacy settings,
which must be flexible and extensible

• Identity: even though the users are encouraged to
reveal as little as possible to protect themselves from
malicious acts, anonymity should be revoked when user
harassment takers place

• Access control: users should have control over the
content they generate by deciding its dissemination and
revocation at any given time.

• Transparency: users must be informed how the col-
lected data is used

Interestingly enough, there was no mention on vital
security issues such as data integrity and confidentiality.
The security and privacy problems do not only lie in the
presence of design and implementation faults; the users carry
their share of responsibility as well. If we were to examine
the weakest links in the security of social networking, the
investigation should have focused on all three participants
groups as their actions have an impact on the overall security
of the system:

• Users: The user behavior and user unawareness re-
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grading security are the primary factors that often
lead to security and privacy problems. Bad habits also
constitute a large fraction of the problems [10], [9].
User connectivity has become the primary objective of a
significant number of users, who judge their importance
by the numbers of friends they have. Experimental
studies [18] have shown that almost half of the users
agreed to accept as a friend someone they did not
know, especially if a mutual friend existed between
the requester and the target user [17]. This careless
behavior increases the risk of being the victim of an
attack, as a user with hundreds of friends is more likely
to be subject to security breaches. In addition, users
feel shielded from outside harm in online communities
because they completely trust their connections. That’s
why they are more likely to click on a malicious link
sent by a friend than if the link was sent via email, or
they are willing to share personal information online
than they would not normally do offline.

• SNS Provider: The SNS providers do not educate the
users of risks of disclosing personal information [12].
For instance, users cannot control what their friends
can reveal about them when using the tagging feature of
Facebook. In addition, privacy tools and settings are not
flexible or they are too complicated to be used properly
by the average user. SNS providers do not provide the
necessary security provisions for a number of security
services, as it will be discussed below.

• Third-party: Social networks are complex systems that
have their content and functionality enhanced by third-
party applications. Rigorous methods are required to
assess the security of the these system, and still is an
open problem how to evaluate the security and safety of
modules composition. As s result, malicious third-party
applications could be launched via Facebook.

IV. USER PERCEPTIONS OF SECURITY OF SOCIAL
NETWORKS

In order to investigate the user perceptions of the security
and privacy risks when interacting with social networks, a
survey was conducted among Cypriot university students.
The survey questionnaire (available upon request) focused
on closed-ended questions that addressed factors involving
most security services, such as authentication, confiden-
tiality, integrity, access control, and privacy. It comprised
of three sections. Part A collected demographic details,
educational status, and internet usage information for the
respondent. Part B aimed in gathering more information
regarding the online activities a responded was involved
in. Part C examined the perceptions that a social network
user has on matters involving security risks, profile data
disclosure, authentication process, privacy settings, privacy
and confidentiality issues. At the end of the survey, the

respondent was prompted to answer whether or not he/she
will do anything different after taking the survey.

Questionnaires were collected during the period of Octo-
ber 2011 until December 2011, and the survey was con-
ducted through personal interviews to assure the highest
possible degree of accuracy for the received responses. The
non-probability quota sampling method was employed with
a sample of 109 users. The social network users were 86
and the non-users of social networks were 23. Starting with
the findings for the first two parts of the survey, a total of
74% of the participants fell in the 18-34 age group, 86%
of the respondents were listed as university students studied
either in Cyprus or abroad, and 73% was using the internet
on daily basis. Surprisingly, all social network users had a
Facebook account, and approximately 10% also had a twitter
account. It seems that Facebook is the dominant social
networking site among Cypriot university students. When
it comes to ways of accessing the social networking site,
the most popular mean was using a laptop(45%), followed
by a desktop (33%), and then a mobile phone (18%). The
remaining users made use of tablets or another device.

The majority of the respondents claimed to be aware
of social security risks in general (68.6%), however it is
alarming that 15.1% is not aware of such risks and a
percentage of 16.2% does not even know what a security
risk is. As a follow up question, 32.5% responded positively
when asked if they use a public machine to logon in a
networking site and do not uncheck the ”keep me logged
in” button. Furthermore, 41.8% use the same password to
log on to various social networking sites.

Figure 1 shows the response distribution for the ques-
tions referring to profile information and Figure 2 lists
the responses for the profile settings. 6.9% of the users
post their cell phone number on their public profile that
is viewable at least by their connections and/or strangers.
Approximately 40% of the respondents are not aware who
can view their profile and are not concerned who has access
to their information. A percentage of 36% is aware of the
information that third-party applications collect, and a 27.9%
even claims to know how the information is used and stored
by such applications.

Figure 1. Response Distribution for Profile Question Set

Figure 3 shows the response distribution for questions
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Figure 2. Response Distribution for Profile Settings Question Set

that involve a user’s connections. An impressive 69.7% has
accepted connection requests from strangers, showing that
university students are willing to add into their circle users
that they don’t even know. Furthermore, 73.2% admitted that
they click on a link posted by friends.

Figure 3. Response Distribution for Friends Question Set

Finally, Figure 4 reflects the replies of the respondents
on privacy and other security risks. Less than half of the
users have read the terms of service regarding the social
networking site they are using. In addition, only half of them
are aware of the information that the social network provider
is collecting. Almost one fifth of the users believed that a
third-party application is a legitimate application.

To conclude, it seems that not all users are concerned
about privacy, access control of their information, storage
or distribution of their personal data, confidentiality, and
authentication. Besides, only 11.6% responded positively
when asked if they will do anything different after taking the
survey. This is an indication of lack of security-awareness
among the target population, which is not always due to
ignorance but it could be intentional as well.

V. SECURITY FRAMEWORK

Even though the social network users seem to not value
at the fullest extent the security that privacy that they are
entitled, still the providers are responsible for supplying a se-
cure infrastructure for user interactions that will protect users
from security and privacy threats. To assess and evaluate the
security model of a social network, a systematic approach is
needed to define the security requirements and characterize
the approaches to satisfy them [23]. For our purposes, the

Figure 4. Response Distribution for Security Risks Question Set

security services required by a social networking site are the
standard security services as defined by X.800: user authen-
tication, data integrity, data confidentiality, data availability,
and access control. Privacy, the ability to hide personal
information from the system, is also a required service due to
the vast volumes of data collected by both the provider and
third-parties. Table I illustrates the comprehensive security
and privacy framework for social networking, where services
are established with connection to the system participants.
In the discussion below, the focus is on the user-oriented
requirements. The requirements imposed on the user by
the SNS or the third party are outside the scope of this
discussion.

Table I
SECURITY AND PRIVACY FRAMEWORK

user-user user-SNS provider user-Third Party
authentication no yes no

integrity yes? yes? yes?
confidentiality no? no? no?

availability yes yes yes?
access control yes? no yes?

privacy yes? no yes?

A. Authentication

Authentication is one of the security services that is
provided by almost all social networks. It refers to the
assurance that the communicating entity (user, provider,
third party) is the one that it claims to be. In order to
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implement the authentication service, credentials such as
username (or email) and password need to be supplied by
the unauthenticated user, and upon verification the user is
either authorized to log on or access is not granted. In the
case of Facebook, an SSL connection is established during
the authentication phase so that the message exchange will
be protected from eavesdropping. An authenticated user is
presented with a session key that is used throughout the
active session for any further authentication purposes.

When a user interacts with a third-party application,
the authentication process will still be performed by the
SNS provider. The third-party server does not perform any
authentication on the user. Similarly, a user does not have
the means to authenticate another user; there are no tools or
mechanisms to verify the identity of another user. This is
especially problematic when anonymity is viewed favorably
by a number of users in order to protect their identity.

B. Integrity

Integrity refers to the assurance that the data has not been
altered during its transmission to its indented destination.
Due to the proprietary nature of the majority of social
networks and the non-disclosure of technical specifications
of the built-in or third-party applications, it is nontrivial
to assess whether or not data integrity is part of the se-
curity model of the system and accompanied applications.
There have been no incidents of message alteration (even
though message fabrication has been witnessed), thus it
could be assumed that some sort of message authenticator
is generated that verifies the authenticity of the message.
Taking Facebook as the example, the traffic among the
external participants is digitally signed; however there is no
description of how messages of built-in chatting applications
are authenticated.

C. Confidentiality

When assessing the confidentiality strength of social sys-
tems, one needs to take into consideration the underlying
purpose of these systems. The original goal was to facilitate
various forms of communication among interacting parties.
Secrecy was not a main concern, whereas access control
and privacy were top priorities. But, with the increase of so-
phisticated attacks by knowledgeable hackers, confidentiality
should also be of an equal concern. Currently, it is not clear
how the network servers of the social networks interact with
each other, and what security protocols are using.

Consider chatting applications. It is well-documented
that the .Net Messenger Service allows unencrypted traffic,
making the wiretapping of such conversation subtitle to
both passive and active attacks. Facebook Chat was found
to be subject to similar problems and has already started
preparing a new interface which will be based on Jabber’s
XMPP (extensible messaging and presence protocol) that

uses encryption to protect the secrecy of the communicated
messages.

However, it may not be performance-wise to encrypt all
traffic that goes through the social network. Trade-offs have
to considered and perhaps the user could either opt-in or
opt-out when it comes to encrypting communication sessions
for different applications. Moreover, users could increase or
increase the encryption strength, but with a monetary cost.

D. Availability

Availability is a system property where resources will
be accessible and usable upon demand by an authorized
system entity. Social networks suffer availability of service
when denial of service attacks are launched due to either
implementation vulnerabilities that get exploited or infected
users that are used as points of launching worms and trojan
viruses. Users expect their public profile information to be
available to other users according to their preferences and
they also anticipate that all features will be available when-
ever they want to use them. Users have the same availability
demands from third-party applications as well – however,
there are not any imposed availability requirements on the
later applications. Needless to say, the more unavailable they
are, the more users will abandon using their applications.

E. Access Control and Privacy

Social networks emphasize access control and privacy as
the two most important pillars of their security model. Users
have strong expectations for privacy on social networking
sites and they believe that it is the responsibility of the SNS
providers to protect personal and user-generated content.

The two terms are often used interchangeably as they are
both associated with restricting access to user data. However,
privacy involves more than controlling who can access what;
it allows a user to be part of the environment without
leaving any traces and enables his/her easy and permanent
withdrawal without any evidence of the prior interactions. It
can be claimed that the design of social networks partially
implements both privacy and access control.

Starting with the user-to-user access control, social net-
works offer profile ”privacy”, meaning that the user con-
figures privacy settings that explicitly specify the group of
users that are granted access permission to various profile
properties. This is a course-grained access control that
handles a limited number of access groups such as friends
and everybody. However, there is the option to block users.
Once the data is accessible by others, the owner of the data
has no control over its further dissemination and usage. As
far as privacy is concerned, social networks such as linkedin
and facebook support the search feature that control who can
search for the user and the ways to get in contact.

Third-party applications are granted second-degree access
permissions, resulting in gaining access not only to the data
of the user who authorized the application but also getting
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access to friends’ data. In a sense, applications become
automatically friends of the user. The application developers
are obliged, as dictated by the Terms of Service, to display a
warning screen asking the user’s consent in accessing data;
this is quite meaningless as the user is given no choice to
restrict access to information that the application does not
need or provide anonymized data. Once the application is
authorized by the user, social network providers have no
way to check how the information is used by the third-party
application; they only have the developers’ consent that they
will observe the Terms of Service.

And when it comes to the SNS provider, there are no
technical obstacles to prevent access to all user data, supplied
and generated, and further manage it as the provider sees
appropriate. It is important to note that the users volunteer
to abandon their rights to privacy by agreeing with the
Terms of Service. For instance, Facebook explicitly specifies
that personal information is stored and web site informa-
tion (browser type, IP address) is stored from the user’s
browser using persistent cookies. In addition, according to
the Facebook Terms of Service there is a wide range of
information that Facebook gathers about a user”...We receive
data about you whenever you interact with Facebook, such
as when you look at another person’s profile, send someone
a message, search for a friend or a Page, click on an ad,
or purchase Facebook Credits...We receive data from the
computer, mobile phone or other device you use to access
Facebook. This may include your IP address, location, the
type of browser you use, or the pages you visit...When we
get your GPS location, we put it together with other location
information we have about you (like your current city). But
we only keep it until it is no longer useful to provide you
services.”. In other words, whatever a user posts, views,
searches, exchanges is stored on the Facebook servers.

VI. SOCIAL NETWORK CHALLENGES

The evolution of social networks into applications that
span the web with millions of users plugged in offers new
opportunities and challenges in the technological, economic,
and social arenas. Below is a list (note: this list is by no
means exhaustive) of security and privacy issues in each of
these directions that are anticipated to be addressed in the
near future.

A. Technological Directions: Global Social Ecosystem

One of the technological challenges in building a social
ecosystem is how to achieve interoperability among SNSs.
Blosser and Zhan [6] explain that in order to build a
collaborative social network, three main issues have to be
addressed, one of them being how to combine the data of
the various social network providers while preserving user
privacy and provider confidentiality. OpenSocial [16][15] is
a framework that interlinks social networks that support its

API. However, there is no mention on how security and
privacy are implemented in this network of social networks.

The second challenge focuses on the sociological aspect
of a global social network [19]. Aggregating audience of
different communities implies the merging of multiple iden-
tities that users may have in those communities. However,
the ability of a user to have different identities and portray
the self to other in various ways will be simply disabled
by the interconnection of social networks. There must be
ways to protect the various roles and data of a user in this
interconnected network: the professional role and the social
role must be clearly distinguished as they are in real life.

B. Economic Directions

It has been observed that people tend to share the same
interests with their friends, and this feature of homophily
is vital if social networks were to be used for advertising.
Various aspects of online advertising in social networks have
been the subject of research works that present findings
on how relevant online relationships are to advertising.
The goal is to match an ad to a user. A recent study by
Bagherjeiran and Parekh [5] investigated whether or not
social network links are relevant to the targeted ads and
how social information could be used in targeting methods
to predict user response rates. It has been shown that the
response rate on ads is indeed proportional to the number
of connections who have responded in the past. They have
hinted that relevant advertising will be more effective than
viral spam.

The advertising business is already seeking ways to
partner with social networks and gain access to the vast
number of users that could be the target audience for
their advertisements [2]. Mining social networks for viral
marketing will be the future of advertising [22], with serious
implications on the privacy of the user data.

C. Social Impacts

Web-based social networking is also transforming social
habits, especially of the youth, by shifting from face-to-face
communication to online interactions. It is argued that social
networking fulfills a human need, that of gossiping. The
largest the size of your friends group, the more efficient
the dissemination of gossip becomes. However, is this an
evolutionary shift that will change the way we operate or
will it diminish as years go by?

VII. CONCLUSIONS

The popularity of social networking still exhibits an
exponential growth, despite well-known and documented
privacy and security breaches. The harm that a user may
experience depends on how much the user engages in social
networking activities. Social networks are complex systems
and it is expected to observe security vulnerabilities from
time to time.
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However, could it be the case that we are reaching a new
era where perhaps there is no such a thing as privacy any-
more? The ability to collect data and monitor activities has
serious impact to the users’ privacy. Third-party companies
could correlate public profile data and sell their finding to
credit-card rating companies, insurance companies, employ-
ers, etc. That brings the question of what happens next.
Shall users become more alert regarding the consequences
of their interactions? Should a code of etiquette together
with violation consequences [22] be established as part
of the terms of service? Should security be transparent to
the user [14] or security preferences will be specified and
observed via service-level agreements for fine-tune security
and privacy based on the interaction [11]?
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Abstract—The paper focuses on “visual storytelling” – 

exemplified through telling stories about official statistics 

development over time that could shape economic growth and 

well-being. Discoveries are made that draw the user into 

reflecting on how life is lived - and may be improved - from 

one region to another. In addition, the user can interactively 

participate in the web-based process, which is important to the 

education and dissemination of public statistics. A 

demonstrator World eXplorer with storytelling and an 

integrated snapshot mechanism is introduced, programmed in 

Adobe’s ActionScript and is based on the geovisual analytics 

paradigm.  An interactive visual story mechanism assists the 

author to improve a reader’s visual knowledge through 

reflections on how life is lived by using a variety of 

demographics, such as healthcare, environment, and 

educational and economic indicators. Educators can develop 

interactive teaching material based on this storytelling 

mechanism and avoid boring statistics presentations. 

Integrated snapshots can be captured at any time during an 

explorative data analysis process and they become an 

important component of an analytical reasoning process. 

Students can access geovisual applications and explore 

statistical relations on their own guided by the stories prepared 

by the teachers. With the associated science of perception and 

cognition in relation to the use of multivariate spatio-temporal 

statistical data, this paper contributes to the growing interest 

in geovisual statistics analytics. 

Keywords-Visual Storytelling, Geovisual analytics, web-based 

learning, statistics visualization, statistics database 

I. INTRODUCTION 

The “participative web” is increasingly utilised by 
intelligent web services, which empower developers to 
customise web-enabled visualization applications that 
contribute to collaboration and communicate visual content 
(Figure 1). In this context, we introduce a collaborative 
geovisual analytics framework, based on the principles for 
Visual Analytics [1], for public statistics based on interactive 
statistics visualization [2] and its increasing role in sharing, 
collaborating and communicating gained knowledge. The 
collaboration and publication process facilitates storytelling 
aimed at producing statistical news content in support of an 
automatic authoring process. The author simply presses a 
button to publish the knowledge gained from a visual 
interactive discovery process. Storytelling, in our context, is 
about telling a story with associate snapshots about the 
statistics data and the related analytics reasoning processes 
on how knowledge was obtained. Storytelling within an 

interactive web context could more engagingly draw the user 
into reflections and sometimes change a perspective 
altogether. The story is placed in the hands of those who 
need it, e.g., policy and decision makers, teachers and also 
informed citizens. Stories enable a leap in understanding by 
the user in order to grasp how statistical indicators may 
influence society. The conceptual approach and framework 
of the geovisual analytics storytelling implementation is 
based around three complementary characteristics: 

 Authoring (eXplorer): data provider and manager, 
several motion visual representations, coordinated 
views, map layers, analytic tools (dynamic query, 
filter, regional categorization, profiles, highlight), 
and dynamic colour scale.  

 Tell-a-story: snapshot mechanism that captures an 
interactive scenario (active views and indicators, 
attributes, time step, regions), and metadata with 
hyperlinks.  

 Publisher (Vislet): import stories and create HTML 
code for embeddable interactive motion visual 
representations for publishing on a web site, 
interactive report or blog. 

The rest of this paper is structured as follows. In section II 
related work is presented followed by our work on 
storytelling in section III.  The paper is concluded with 
section IV presenting our conclusions. 

II. RELATED WORK 

The importance to snapshot exploration sessions and then 
reuse them for presentation and evaluation within the same 
environment was demonstrated by MacEachren [3] and Jern 
[4] in geovisualization, and incorporated features to integrate 
them into electronic documents. 

A variety of software is now available for creating 

snapshots. One of these is CCMaps [5], which is a 
conditioned choropleth mapping tool where the user can 
create snapshots of events and then reuse them for 
presentation. Another method is called “Re-Visualization” 
[6] and is used in the tool ReVise, which captures the 
analysis sessions and allows them to be reused. The Web-
based Analysis and Visualization Environment (Weave) [7] 
is a Framework that uses session states and stores them on a 
server for later reuse. Another application that uses a similar 
approach where the user stores the data online is Many Eyes 
[8], which is a public website where novice users can upload 
their own data, create dynamic visualizations and participate 
in discussions. But, Many Eyes seems limited to showing
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Figure 1.  World eXplorer [9] based on the geovisual analytics concept “Where-What-When-Why” based on 3 time-linked views showing a worldwide 

ageing population during 1960-2010; map (age 65+), scatter plot (age 65+ vs. age 0-14) and time chart (65+); comparing 4 countries Nigeria, China, Japan 
and Germany. The story is published to the right side and includes linked snapshots. Users learn that Japan followed by Germany represents the countries 

with highest elderly population, while Niger has has not changed. The users can interact and change indicators to discover reasons behind this trend.

only one visualization at a time and has no animation 
facilities for time sequences. For many of these systems, the 
snapshot has to be loaded into the same application 
environment as the one that created it, which puts a 
restriction on usage and sharing if the application requires a 
software licence.  Such applications may not be easily 
accessible to team members without installing external 
software [10]. In this context, we introduce a web compliant 
layered component toolkit with a snapshot mechanism that 
captures, re-uses and shares active properties for individual 
functional components. We have demonstrated [11] that such 
an implementation could provide a more open and 
collaborative geovisual analytics framework for public use. 
Collaborative geovisual analytics tools have been proved to 
work well with statistics data [12].  Initial tests have also 
shown significant potential [13, 14] when making them 
accessible to educators and their students. With the 
availability of current web enabled geovisual analytics tools 
it is appropriate to explore the possibilities of using these 
tools within schools and allow educators to use these tools in 
different application areas [15]. There is significant future 
potential for educators to present and explore scientific data 
sets together with students. 

III. STORYTELLING 

Storytelling within a participative web context, could 
more engagingly draw the user into exciting reflections and 
sometimes change a perspective altogether. The story is 
placed in the hands of the users as an interactive guided 

learning experience to achieve a more complete 
understanding of the knowledge using descriptive metadata 
integrated with “memorized interactive visualization views” 
or “snapshots” and external web links to relevant 
information. Visual storytelling is in this scenario an 
approach of telling more vital and engaging stories through 
interactive web-enabled visualizations. The snapshot 
mechanism helps the author of a story to highlight data 
views of particular interest and subsequently share or guide 
others to significant visual discoveries. These interactive 
events in an analytical reasoning process can be captured at 
any time during an explorative data analysis process and 
represent an important part of an analytical storytelling 
process (Figure 2). 

A. Snapshots 

When exploring and making sense of comprehensive 
statistics data there needs to be a way of storing discoveries 
in a coherent and cognitive workspace, which can be 
organized, navigated and maintained within the application 
so that discoveries may later be loaded. The GAV Flash 
toolkit [16, 17] includes such means by giving the analyst the 
option of capturing, saving and packaging the results of an 
exploration “gain insight” process. The insights are captured 
in a series of “snapshots” that could help the analyst to 
highlight views of particular interest and subsequently guide 
other analysts to follow important discoveries. Snapshots are 
created as a series of visualization captures during the 
exploration process and form the foundation for a story. 
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Figure 2.  The analyst is the author in this storytelling loop 

In a typical scenario the author selects relevant attributes 
for a snapshot, e.g., time step, highlighted regions for 
comparisons, class values for colour legend, filters inquiry 
conditions for a reduced dataset and finally highlights the 
“discoveries” in the world map view from a certain angle. 
When the analyst presses the capture button all the 
components within the application stores their properties, 
thus creating a state, which can later on be recreated (Figure 
3). The snapshot is then inserted in the story by creating a 
hyperlink in the text that is highlighted. When the reader 
follows the story the reader can click the highlighted link and 
the state of the visualization when captured is recreated so 
the reader has the same view as the author. The reader may 
then also make changes to the application such as changing 
filter values or highlighting other areas of interest. This new 
discovery may then be stored as a new snapshot, which can 
be inserted into the story or replace the old snapshot. 

In our story editor (Figure 6) the author has access to all 
stored snapshots in a list on the left side and can easily go to 
one of them and change the parameters. The author can also 
format the text and insert url links to other resources on the 
web. A story may also contain multiple chapters so that 
multiple discovery processes can be stored in the same story. 
 

 
Figure 3.  The snapshot tool creates series of captures during an 

exploration process that form the story. 

B. Publish Vislets 

Publisher is the tool that takes a story created by World 
eXplorer and generates the HTML code that can be used to 
publish a Vislet on the web (Figure 4).  A Vislet is a 
standalone Flash application (widget) that has been 

assembled from low-level GAV Flash components in a class 
library (Figure 5). 

 

 
Figure 4.  The Exploration and Publishing process 

When the user has a finished story that they want to 
publish they login in to the publisher portal and upload their 
story to the server. In publisher the user first chooses the 
layout of the Vislet to be used for the visualizations. This 
may be everything from a single view layout up to a divided 
area with multiple visualizations linked to each other. The 
user then chooses for each view the appropriate visualization 
to be used. After that the user has some extra options for 
functionality within the Vislet. When the user is ready the 
publisher then deploys the story as HTML code, which has 
all required links to geographic and data sources. The code 
can then be pasted into the user’s favourite web site. A Vislet 
is created and can now be opened inside the reader’s Web 
browser and communicates the story. 

 
Figure 5.  Example of standalone Vislets for publication 
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Figure 6.   Story Editor with the associate Snapshot pointing to  “Inner London” in all three views in this regional European visual analytics. The author has 
access to all stored snapshots in a list on the left side and can easily go to one of them and change the parameters. The Snapshot is linked to the metatext “On 

the other extreme, in Inner London the elderly population represented only 10% of the total population”. Clicking on this Snapshot in a published Vislet 

immediately initiates all eXplorer views to the state given by the Snapshot. 

C. Interactive document 

An interactive document is based on a wider storytelling 
concept, where Vislets play the role of images and figures. 
This adds another depth to the report or publication by 
making diagrams interactive, which allows the reader to 
reach a deeper understanding and further explore the subject. 
Readers can run animations, change indicators and view 
more details on specific figures. 

One such publication where an interactive document has 
supplemented the normal paper version is Organisation for 
Economic Co-operation and Development (OECD) Regions 
at a Glance (RaG) [18]. This bi-annual report now has an 
interactive version where selected chapters have been 
transferred from the publication to an interactive state and 
published on the web (Figure 7). 

The OECD analysts created stories and snapshots from 
the RaG data, wrote new or edited existing text and collected 
interesting links. The stories where used to create chapters in 
the interactive document, where visualizations reside 
together with the analysts text, relevant links, the 
corresponding chapter in the publication as a pdf and access 
to the source data 

The interactive document platform used in this case is 
built to be simple, flexible and portable. Chapters are stored 
as eXtensible Markup Language (XML) files with lists of 
their internal sections, the text to display, and the settings for 
the visualization. These chapters are transformed to html 
using EXtensible Stylesheet Language (XSLT). This setup 
might sound simplistic, as using a data base would allow for 
more advanced and easier updates, but the choice was made 
with portability in mind. The aim was to allow for very 
simple installation, no creation of data bases and very limited 
configuration. In fact, the only setup needed is writing base 
urls and switching between using Hypertext Preprocessor 
(PHP) and Active Server Pages (ASP) for running the XSLT. 

 

 
. 

 

 
Figure 7.  OECD interactive visualization report 
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Although the choice was made to not use an elaborate 
system for this publication, different approaches are 
available. The Vislet technology can be fully integrated into 
any existing content management system to achieve similar 
results. 

The main benefit of making the report interactive is that 
it enables the user to visualize the data that is of interest to 
them, and also to show the variation over time using 
animation. The analysts at OECD have chosen snapshots that 
are of interest, but the user can interact with the visualization 
and change the indicators and select what they find 
interesting, and thus enhance the user experience. 

IV. CONCLUSION 

The primary objective of the introduction of visualization 

is to avoid boring statistics. We want official statistics to be 

exciting so that they invade people’s minds and create 

knowledge, thus allowing users to apply new insights as a 

basis for decisions. In order to do this the visualization 

should highlight structures and patterns in the data and 

allow the users to play around and test their own hypotheses 

and ideas. It is well known that interactive web based maps 

speak to the minds of many people. In addition to maps 

showing the data, we want to highlight interesting 

correlations through our snapshot mechanism between 

several indicators across the geographic areas, as well as 

dynamics over time. If users are to devote interest to 

statistics, gain knowledge, and use the information for 

decisions, the statistics must clearly convey a message. The 

visual analytics storytelling technique applied to statistics 

visualization therefore is essential. 
Focus has historically been on text and picture 

comprehension but given the explosion of representations 
made available since the introduction of graphical interfaces, 
the field now considers all forms of representation including 
but not limited to, text, pictures, graphs, diagrams, concept 
maps, animations, equations, virtual reality, information-and 
scientific visualization, haptics, multimedia, hypermedia, and 
simulations. Research on learning, when using these aids, is 
essential. There is research of learning with multimedia 
environments in different experimental studies but there is 
hardly any research done of this in real school contexts i.e., 
in a socio cultural perspective. NCVA is also engaged in a 
project about social science education in Swedish schools 
[19]. 

Within an international perspective our research builds 
upon collaborating work with many world-leading statistical 
organizations including the Eurostat, European Commission, 
OECD [20], [21], Statistics Denmark, Finland, Sweden [22] 
providing innovative geovisual analytics technology to these 
organizations. We have also been involved in the 
development of visualization for the PISA2009 profiles [23]. 
The national Italian bureau (ISTAT) provides another very 
interesting and sophisticated learning material [24] about the 
development and progress in Italian regions in (Figure 8). 

To ensure that users would come forward and contribute 
to a good implementation of geovisual analytics methods 
applied to statistics, NCVA established a small group 

consisting of users with different profiles including experts 
from international and national statistics organizations 
(OECD, ISTAT, Sweden Statistics), regional researchers, 
municipal planners and in 2011 was extended to also include 
school teachers and students. The group met first time 
already in 2010 and was invited to test and evaluate solutions 
based on Statistics eXplorer. The feedback has been very 
positive, as most user categories found that services along 
these lines would greatly help them understand and use the 
proposed visualization and storytelling methods. They also 
gave useful input regarding aspects of the web-enabled 
presentation, some asking for additional and more complex 
methods and interactive features, others for simplifications. 
This confirms the expectation that we must have different 
levels of service for different segments of users. This type of 
customization is possible to manage with our fundamental 
component based tools to assemble the eXplorer 
applications. 

 

 

Figure 8.  ISTAT – the Italian national statistical bureau has developed 

this innovative Vislet web site providing an interesting example of a 
sophisticated learning material. 

This test and comprehensive evaluation practice has then 
continued over several new improved versions. Here are 
some key features that are highlighted by our partners: 

 Mechanism for Storytelling and Snapshots for 
creating dynamic Web documents; 

 Identify what’s meaningful in the data in ways that 
your eyes can see and brain can understand and keep 
focused on what’s important; 

 Support large spatio-temporal and multi-dimensional 
regional data using a data cube; 
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 Established information visualization technology for 
multivariate data is adapted and customized to the 
statistics domain e.g., histogram with fish eye 
technique, table lens, parallel coordinates with 
profiles, scatter matrix linked to the scatter plot, 
choropleth map linked to a treemap; 

 Data is simultaneously explored through multiple-
linked and coordinated views;  

 Map layer architecture - overlay several types of 
maps such as coloured statistical regions, country 
boundaries, background maps e.g., Google, pie chart 
– control transparency level for each layer;  

 Dynamic state-of-the-art colour legend with 
integrated statistical methods such as percentiles;  

 Visual inquiry and conditioned statistics filter 
mechanisms highlighting important discoveries or 
detecting outliers; 

 Interactive time animation simultaneously visualized 
in all active views;  

 Screen space usage is optimized for visualization– 
no unnecessary visible GUI panels;  

 Support for categorical data and visual classification 
of, for example, urban, rural and intermediate 
regions; 
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Abstract—Since its inception, Wikipedia has grown to a solid
and stable project and turned into a mass collaboration tool
that allows the sharing and distribution of knowledge. The wiki
approach that basis this initiative promotes the participation
and collaboration of users. In addition to visits for browsing
its contents, Wikipedia also receives the contributions of users
to improve them. In the past, researchers paid attention to
different aspects concerning authoring and quality of contents.
However, little effort has been made to study the nature of
the visits that Wikipedia receives. We conduct such an study
using a sample of users’ requests provided by the Wikimedia
Foundation in the form of Squid log lines. Our sample contains
more that 14,000 million requests from users all around the
world and directed to all the projects maintained by the Wiki-
media Foundation, including different editions of Wikipedia.
This papers describes the work made to characterize the traffic
directed to Wikipedia and consisting of the requests sent by its
users. Our main aim is to obtain a detailed description of its
composition in terms of the percentages corresponding to the
different types of requests making part of it. The benefits from
our work may range from the prediction of traffic peaks to the
determination of the kind of resources most often requested,
which can be useful for scalability considerations.

Keywords-Wikipedia; Traffic characterization.

I. I NTRODUCTION

Wikipedia stands as the most successful wiki-based
project and provides a vast compilation of contents related
to all the knowledge areas. Furthermore, the Wikipedia
underlying philosophy promotes the collaboration and par-
ticipation of users in the production of pieces of knowledge
that will remain available for the whole community. This
new paradigm for knowledge generation has attracted great
attention and has propitiated the consolidation of Wikipedia
as a mass collaboration tool. Such acceptation can be
regarded just from the continuously increasing number of
visits to the different Wikipedia domains that places its web
site within the six most visited ones all over the Internet [1].

Regarding its contents, Wikipedia is divided in approxi-
mately 270 [2] editions that correspond to the same number
of languages. All these editions sum up to 19 million articles,

which correspond to encyclopedic entries about particular
subjects, dates or people. Wikipedia articles address topics
corresponding to traditionally academic disciplines as well
as to cultural, sportive or artistic manifestations. In addition,
they also deal with highly topical subjects, biographies from
live persons or topics related to general public entertainment.

In respect to the audience, Wikipedia editions receive
approximately 13,500 million visits a month. This obser-
vation can be considered as a good indicator of its accep-
tance and popularity among users. Such number of visits
constitute an absolute challenge in terms of management of
requests and content delivery. Concerning this topic, several
re-arrangements and re-organizations had to be made in
the supporting architecture to meet the scalability demands
derived from its rise in popularity and users’ participation.

As a result of this relevance, Wikipedia has evolved into
a subject of increasing interest for researchers [3]. In this
way, different quantitative examinations about its articles,
authors, visits or contributions have been undertaken [4],[5].
However, most of the previous research involving Wikipedia
deals with the quality and reliability of its contents ( [6],[7],
[8]) or study its growing tendency and evolution [9], [10].
By contrast, very few studies [11], [12], [13] have been
devoted to analyze the manner in which users interact and
make use of Wikipedia.

Therefore, this paper aims to analyze the different kind
of requests submitted to Wikipedia by its users in a effort
to determine both quantitative and qualitative features of
such traffic. The major benefits from our study may range
from a detailed characterization of the requests sent to
the Wikipedia supporting architecture to the forecasting of
systems’ overload during stress peaks. In addition, proper
knowledge about most requested resources may lead to
systems improvements concerning the delivery management
policy. Finally, we also provide several comparisons amongst
the different Wikipedia editions in order to assess differences
or trends relative to particular editions. Moreover, we also
outline those evolutions that do not fit the general tendency
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resulting from the observation of all the received requests.
Our analysis focuses on the largest Wikipedia editions

in terms of their number of both articles and requests.
In addition, we have analyzed the traffic during a whole
year (2009) to avoid temporarily localized events. Our main
data source consists in users’ requests that are stored by
special Squid servers that are deployed by the Wikimedia
Foundation to deal with all the incoming traffic to its several
projects. In this way, information about each individual
request is registered in the form of a log line whose fields
are later processed by an ad-hoc Java application. This ap-
plication filters the requests targeting to Wikipedia contents
or services and classifies them for countability purposes.

The rest of the paper is structured as follows: Section II
presents the data sources used for this study. Section III
explains the filtering process for the data sample and the
information that can be extracted out of it. After this, Sec-
tion IV presents the results, and finally Section V concludes
this paper and proposes some ideas for further work.

II. T HE DATA SOURCE

This section aims to describe the information sources
used in our study and constituting the main data feeding to
perform our analysis. Visits to Wikipedia, in a similar way
to any other Internet site, are issued from users’ browsers
in the form of URLs. These petitions are registered by the
Wikimedia Foundation Squid servers in the form of log lines
once the requested contents have been served.

Squid servers are a special kind of servers performing web
caching that are used by the Wikimedia Foundation as the
first layer in its Content Delivery Network. They manage
all the traffic directed to Wikipedia as well as to the rest of
wiki-based projects. Squids register every responded petition
as log lines and a sample of them is sent to universities and
research centers.

Squids commonly work as proxy servers performing web
caching. In this way, they cache contents previously browsed
to make them locally available in the case that requests for
the same contents are issued. This results in a significant
decrease of the bandwidth consumption and in a more
efficient use of the underlying network. Furthermore, Squid
servers may also be used to improve web servers by caching
the contents repeatedly requested to them. Squid servers
are said to work as reverse proxy servers because they try
to answer the incoming requests with the cached contents.
When successful, this approach avoid the participation of
any other system in the delivery of the requested contents.
Particularly, this prevents the operation of database or web
servers purportedly placed behind them.

In the case of the Wikimedia Foundation, two layers of
Squid servers are placed in front of its Apache and database
servers. In this way, most of the requested content is directly
served from the Squid subsystem without involving any of
the other servers. As the Wikimedia Foundation maintains

several wiki-based projects, such as Wikipedia, Wikiversity
or Wikiquote, the Squid layers have to deal with all the
incoming traffic directed to these projects.

Currently, there are two large Squid server clusters: a
primary cluster (located in Tampa, Florida) and another
secondary cluster (located in Amsterdam) that only performs
web caching. These Squids servers usually run at a hit-rate
of approximately 85% for text and 98% for media using
CARP (Cache Array Routing Protocol) [14]. Users’ requests
are firstly routed to one of the Squid clusters using a DNS
balancing policy.

However, all the contents requested by users are not
cacheable. The pages sent to registered and logged-in users,
for example, cannot be cached as they include customized
parts as the users’ nicknames or, even, personalized options
for page displaying such as skins or templates.

Squid systems log information about each served request
disregarding whether the answer could have been found in
the cache or, on the contrary, it was a tailored page built
up by web servers. Every Squid server packages and sends
its log lines to a central aggregator host. Here, there is a
program in charge of their reception that, in addition, sends
them to the set of registered log processors. Basically, a log
processor consists either in a file processor, that writes lines
to a file, or in a pipe processor, that sends them to a specific
command trough a pipe. Both of them use a sampling factor
to determine the next line to be written or piped. In turns,
another program does the opposite operation and picks the
lines to send them through a UDP packet stream. This is
how Wikimedia Foundation Squid log lines finally reach our
storage systems.

Each log line from a Wikimedia Squid server corresponds
to a served user request and constitutes a really valuable data
feed because, among several other information, it includes
the URLs submitted by the user along with the date at witch
the corresponding content was sent in response.

III. M ETHODOLOGY

The analysis presented here is based on a sample of the
traffic directed to all the Wikimedia Foundation wiki-based
projects during 2009. The sampling factor used for gener-
ating our data feed was 1%, which means that we received
one in every hundred requests composing the traffic to the
several projects maintained by the Wikimedia Foundation.
In general terms, more than 14,000 million log lines have
been parsed and filtered for this study.

To begin with, we had to separate the requests directed
to Wikipedia from the ones targeting to projects like Wik-
iquote, Wikiversity, etc. In addition, we have only considered
consolidated and assiduous Wikipedias in order to focus on
highly active editions. Specifically, we have analyzed the
requests corresponding to the ten top-most editions regarding
their number of, both, articles and visits. These editions
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are the German, English, Spanish, French, Italian, Japanese,
Dutch, Polish, Portuguese and Russian ones.

The streaming made up of the log lines from the Wikime-
dia Foundation Squid systems is daily rotated in such a way
that lines corresponding to different days are separated in
different files. Once stored, log lines are completely available
for their processing using an ad-hoc java written application:
the WikiSquilter tool [15]. The processing consists in a
parsing phase devoted to extract the relevant information
fields from the log lines. Then, these elements are filtered
in order to determine what lines correspond to requests
considering of interest according to the directives of the
driven analysis. Finally, data related to filtered requestsare
normalized and stored in a relational database for further
examinations.

Log lines received from the Wikimedia Foundation offer
a valuable information by themselves though they do not
contain specific fields with the necessary data to conduct
our analysis. However, these data can be obtained from the
URLs submitted by users when they send a request. In this
way, URLs have to be parsed to look for the precise elements
involved in the characterization process. In particular, there
are elements that can be easily extracted from requests such
as the following ones:

1) The Wikimedia Foundation project, such us
Wikipedia, Wiktionary or Wikiquote, to which
the URL is directed.

2) The corresponding language edition of the project.

For the rest of information elements, the parsing process
relies on the use of regular expressions to determine the
syntactical structure of requests and, consequently, their
purported type. In particular, we aim to characterize users’
petitions consisting in:

1) Visits, intended as requests for browsing (reading)
Wikipedia articles that do not convey any other action.

2) Any action such as previews, edit historical reviews
but excluding edits and searches that are treated sep-
arately.

3) edits, sent to modify Wikipedia contents that cause the
issue of write operations to the database.

4) searches, looking for articles related to a certain topic.
5) api calls, that request any of the built-in functionality

offered by the mediawiki software.
6) skin/css requests, that demand customized elements or

choices used in the visualization and presentation of
Wikipedia contents.

7) media wiki extensions, that are requests for extensions
added to provide new functionalities through third-
party code ready to be set up together with the
mediawiki core.

The filter process consists in assessing whether each
analyzed URL is considered significant for our analysis.
This is done by checking whether the information elements

it contains correspond to the ones in which our work is
focusing on. The filter implementation is realized on the
basis of a hash structure holding the information elements
considered of interest for the analysis as well as their
corresponding normalized database codes to be used in the
insert operation issued to database management system.

In general terms the application has been designed and
developed with strong adherence to the principles of ef-
ficiency, robustness and accuracy. However, flexibility and
extensibility directives have been also reinforced. Efficiency
is gained through several elements such as multithreaded
design and filter’s O(1) complexity derived of the hash
basis. Application’s robustness has been achieved by means
of the capability of detecting malformed URLs. Flexibility
makes the application suitable of being used with whatever
log lines with the only requirement of specifying in the
corresponding XML file the elements to be parsed and
filtered. The software architecture of the application allows
to easily include new services that can even involve new data
to be processed, so extensibility has been also considered.

IV. A NALYSIS AND RESULTS

This section provides a quantitative analysis of the traffic
composition in the aim of providing an adequate charac-
terization of the requests directed to Wikipedia. This kind
of analysis may contribute to describe the way in which
Wikipedia is being utilized by its community of users. In
addition, our results may serve as an estimation of the
operational overload for the systems in charge of supporting
the different Wikimedia Foundation wiki-based projects and,
particularly, Wikipedia.

Therefore, we present here the characterization of the
different types of requests composing the traffic to the
Wikipedia editions under study. Furthermore, we are also
presenting information related to the general traffic to all
the Wikimedia Foundation projects. Traffic information is
always computed in terms of number of requests, disre-
garding, by the moment, considerations about amount of
information or transference rates. In addition, we usually
present the daily averaged number of requests when larger
time units, such as months, are considered in order to
avoid the introduction of biased perceptions due to the
differences in the number of days. We have to note that
technical problems have prevented us from obtaining the
traffic information of all the days from 2009. However, we
have only failed to receive the traffic of just 4 days, which is
an absolute success in terms of the reliability of our receiving
infrastructure.

First of all, we consider of interest to determine how the
overall traffic to the Wikimedia Foundation is distributed
among its different projects during 2009. This is shown in
Table I, which provides the percentages of the total traffic
corresponding to each particular project. As it is clearly
seen, the largest percentage corresponds to the requests
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WMF project Percentage of traffic attracted

Wikipedia 49.47%
Wikiversity 0.03%
Wikibook 0.23%
Wiktionary 0.52%
Wikiquote 0.16%

Species 0.01%
Wikinews 0.06%

Wikisource 0.13%
Commons (images) 1.26%
Uploaded resources 46.72%

Other 1.41%

Table I
TRAFFIC DIRECTED TO EACHWIKIMEDIA FOUNDATION PROJECT AND

TO PREVIOUSLY UPLOADED RESOURCES.

Wikipedia WikiBooks WikiVersity Wiktionary WikiQuotes Species WikiNews WikiSource Commons Uploaded Other

Amount of traffic attracted by each Wikimedia Foundation project and by each Wikipedia edition
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Figure 1. Amount of traffic corresponding to each Wikimedia Foundation
project and to each edition of Wikipedia during 2009.

for Wikipedia articles (49.7%). Interestingly, almost the
remaining half of requests (46.72%) corresponds to images
and other multimedia resources uploaded to the platform
to be referenced not only from Wikipedia articles but also
from articles belonging to the rest of wiki-based projects.All
together, these two types of requests add up to the 96% of
all the traffic received by the Wikimedia Foundation servers.
Figure 1 shows the relevance of both kind of requests in
the traffic and also includes the amount of it corresponding
to each Wikipedia edition. As it is shown, the English
Wikipedia (EN, in red) attracts much more traffic than
any other edition followed by the German (DE, gray), the
Spanish (ES, dark blue) and the Japanese (JA, blue) ones.

Figure 2 presents the monthly evolution of the traffic
directed to all the Wikimedia Foundation projects during
2009. The vertical axis shows the daily average of requests
corresponding to each particular project and to common
resources, mainly images, requested by users. In order to
adequately examine these figures, it is important to remark
that they correspond to the daily average of the sample we
receive, which is the 1% of the total traffic, so real ones

Figure 2. Evolution of the daily averaged number of requests to each
Wikimedia Foundation project in every month of 2009.

would be, for example, 30 * 100 times higher in the case of
months having 30 days. From Figure 2 we can also compare
the monthly evolution of the traffic to Wikipedia in respect
to the total traffic to all the supported Wikimedia Foundation
projects. As it is shown, though both traffics seem to follow
quite similar monthly evolutions, there are some differences
such as the tendencies observed in February that indicate that
the total traffic decreased whereas the number of requests to
the set of Wikipedias increased.

From here on, we aim to characterize only the traffic
corresponding to the Wikipedia project. In this way, our
first objective is to determine the number of requests di-
rected to each one of its editions and, particularly, to the
ones considered in this work. Thus, Figure 3 shows the
distribution of the requests to Wikipedia over its different
editions in every month of 2009. The English Wikipedia is
still the most popular, and receives a volume of traffic much
higher than the other editions. Besides this, we consideredof
interest to aggregate the daily average of the traffic to each
Wikipedia edition throughout the entire 2009 and to present
their corresponding percentages in respect to the total traffic
to the Wikipedia project. Table II presents this information.
As we can see, the considered editions attract more than 91%
of the total traffic to Wikipedia. This is important in terms of
the relevance of the considered set of editions. The evolution
of the daily average of requests for each particular editionin
the different months of 2009 is presented in Figure 4. As it is
shown, not all the Wikipedias follow the same distribution of
traffic over time, which can mean different temporal patterns
of use.

We can also compare the evolution of the traffic to the
different editions of Wikipedia with the progression of their
respective sizes. Larger Wikipedias may attract a higher
number of requests as a result of their purportedly bigger
supporting community. However, this is not always true
according to the Figures 5 and 6 which present, respectively,
the amount of traffic attracted by each Wikipedia in every
month of 2009 and their sizes expressed in number of
articles during the same months.
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Figure 3. Comparison of the traffic directed to each edition ofWikipedia
in every month of 2009.

Wikipedia edition Daily average of attracted traffic Percentage

DE 21,767,176.73 9.40%
EN 108,407,534.61 46.45%
ES 19,336,747.61 8.25%
FR 10,622,527.01 4.54%
IT 6,516,987.21 2.79%
JA 19,591,570.27 8.38%
NL 3,128,496.65 1.34%
PL 7,628,743.39 3.30%
PT 6,755,424.08 2.87%
RU 8,269,484.01 3.51%

REST 21,467,547.49 9.17%

Table II
AGGREGATED DAILY AVERAGED NUMBER OF REQUESTS ATTRACTED

BY EACH CONSIDERED EDITION OFWIKIPEDIA DURING THE WHOLE

2009. THE TRAFFIC CORRESPONDING TO THE REST OF DISREGARDED

EDITIONS IS PRESENTED SUMMARIZED UNDER THE’REST’ ENTRY.

Considering that the English and the Russian Wikipedias
are, respectively, the largest and the smallest ones, the same
is not valid for the amount of traffic . The case of the
Spanish Wikipedia is even more curious because in spite of
being situated among the three editions with lesser volumes

Daily average of traffic for each month of 2009 in the German Wikipedia
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Daily average of traffic for each month of 2009 in the Spanish Wikipedia
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Daily average of traffic for each month of 2009 in the French Wikipedia
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Daily average of traffic for each month of 2009 in the Italian Wikipedia
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Figure 4. Evolution of the daily averaged traffic directed toeach edition
of Wikipedia over the different months of 2009.

Evolution of the total traffic directed to each edition of Wikipedia during 2009
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Figure 5. Monthly evolution of the total traffic directed to each edition
of Wikipedia throughout 2009.

Evolution of the size of the different editions of Wikipedia during 2009
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Figure 6. Monthly evolution of the size of the different editions of
Wikipedia throughout 2009.

of articles, regarding its traffic, it ranges from the fourth
to, even, the second most requested edition. This finding is
specially interesting because it proves that resources related
to storage and traffic management are not proportional at all,
what should be considered particularly in scalability issues.

Surely, it is more interesting to obtain a characterization
of the traffic directed to each edition of Wikipedia. This
information could be interpreted as an approximation to the
use given to each Wikipedia edition by its corresponding
community of users. So,Table III shows the percentage of
traffic directed to each Wikipedia edition that consist in
visits to articles, requests for edit operations, actions such as
history reviews or pre-visualizations performed on articles,
search operations, css files used to present tailored pages or,
even, the Wikipedia icon itself.

From Table III it is interesting to note the high percentage
of requests corresponding exclusively to visits as well as to
elements related to the presentation and visualization of the
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Ed. Visits Actions Edit Search Api Skins icons mw Undet.
to (exc. edit & op. op. calls /css ext.

articles search op.)

EN 21.51% 22.52% 0.27% 4.75% 6.53% 34.62% 4.38% 3.47% 6.95%
DE 16.54% 20.87% 0.23% 4.09% 7.69% 30.74% 3.46% 14.72% 5.98%
ES 13.58% 33.90% 0.31% 4.12% 6.02% 32.13% 3.68% 3.89% 6.80%
FR 18.24% 23.15% 0.33% 4.00% 6.05% 36.87% 4.42% 4.23% 7.04%
IT 19.80% 21.81% 0.43% 4.44% 5.77% 37.57% 4.49% 3.07% 9.69%
JA 20.69% 25.15% 0.37% 4.22% 3.95% 36.01% 4.19% 2.81% 9.22%

Table III
CHARACTERIZATION OF THE TRAFFIC DIRECTED TO SOME PARTICULAREDITIONS OFWIKIPEDIA IN TERMS OF THE PERCENTAGES CORRESPONDING

TO DIFFERENT TYPES OF REQUESTS.

requested information. It is also noticeable the extremely
low percentage of edits (requests to commit any changes
over the contents) that is two order of magnitude less than
visits.

Regarding the different types of actions, it is shown
that requests consisting in calls to the MediaWiki API
(Application Programming Interface), search operations and
mediaWiki extensions (pieces of code to add particular func-
tionalities to the wiki engine) present relevant percentages.
Again, this information may be useful to set and configure
the range of resources dealing with these types of requests.
Particular interesting observations such as the low percent-
age of visits in the German Wikipedia together with the
impressively high ratio of requests demanding mediaWiki
extensions in this edition deserve deeper research. In the
same way, the lower percentage of visits corresponding to
the Spanish edition and its higher number of requested
actions also deserve thorough efforts.

V. CONCLUSION

In this paper we have shown how the Wikipedia traffic
can be characterized to obtain its detailed composition.
Furthermore, the analysis of the traffic directed to all the
projects maintained by the Wikimedia Foundation indicated
that it was composed mainly by requests to Wikipedia, on the
one hand, and requests for previously uploaded resources, on
the other hand.

When comparing the monthly evolutions corresponding
to the traffic directed to the whole set of the Wikime-
dia Foundation’s projects and to the one consisting in
the, requests, just, to the contents from Wikipedia, it was
found that both evolutions are considerably similar thought
they present some differences. In particular, the traffic to
Wikipedia presents a temporal distribution with less drops
and with a slope slightly more tending to increase. This
can be interpreted as a non-stopping raise in the attention
attracted by the Wikipedia project. In addition, situations
when the number of requests to Wikipedia increases though
the general traffic falls might be explained, for example,
because of a raise in the demands of articles with less images
or graphical contents.

Focusing on the requests to Wikipedia, we have deter-
mined how the traffic is distributed among its different
editions and how the number of received requests is not
related to the editions’ sizes. This is particularly interesting
as it shows that resources arranged for storage and delivery
do not scale with the same ratio. Wikimedia Foundation
systems staff may take this fact into consideration when
planning the allocation of the different kind of resources to
be involved in the management and serving of the requests
directed to particular language editions.

In respect to the distribution of the requests over the differ-
ent months, it is found that, as expected, the traffic generally
decreases during the summer months surely associated with
holiday periods. In the rest of the months the tendency of
the traffic does not fluctuate very much and usually tends to
increase.

Finally, the percentages corresponding to the different
types of considered requests found in the traffic to each
edition have been presented. These results show a high
number of visits and solicited actions, both near 20%. This is
particularly noticeable because visits may be replied using
cached contents provided they were issued by non-logged
users. However, actions can never been answered in that
way so that they need the participation of database servers
and specific software systems depending on the nature of
the requested actions.

Regarding some of the differences observed in the per-
centages of the different kinds of actions found in the
analyzed editions, it is clear that further research is needed
to find out concrete situations. Particularly, the outstanding
amount of traffic concerning visualization options deserves
a closer examination as it represents, in average, a third
the total traffic to each editions. Depending on whether it
corresponds to the established displaying options or not, it
impact on the overall performance can be really remarkable.
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Abstract— Due to the increasing number of various types of 

wireless networks and their applications there is also an 

increasing demand for systems enabling to process and display 

data to be  understandable not only to machines but also to 

people. This article describes a generic wireless control system 

for data and event logging with Ethernet connectivity and 

internal web server. It is based on the IQRF platform and an 

Ethernet gateway by MICRORISC s.r.o. The system is fully 

user-adaptable by programming wireless module with 

operating system in C language and a web application using 
PHP scripts. 

Keywords- IQRF, GW-ETH-01, mysql, sql, php, web, 

datalogger 

I.  INTRODUCTION  

Current industrial equipment utilizing wireless 
communication often requires not only data transfer, 

processing and administration, but also to be displayed in a 

user-friendly format. Another need may be data accessibility 

from everywhere. 

 

Example: Wirelessly transferred data between two 

industrial devices in hexadecimal format is 001F2A3B. This 

code is understandable for a machine but for a human the 

following record is more illustrative: Upper limit: 50°, 

lower limit: 10°. 

 

The task is to design equipment allowing turning of 
pump vanes controlled either at the pump or from a remote 

station, and also via Internet. At the same time there is a 

request to archive all events regarding given equipment. The 

archiving must proceed automatically within a period 

specified by the user. The system should be as robust as 

possible, with low power consumption. The device is placed 

inside the vane, which is why cables cannot be used for 

interconnection. 

Thus, a wireless solution has been chosen. At present, 

several wireless platforms are available: ZigBee [8], MiWi  

[9], IQRF [2], etc. 
ZigBee is a wireless communication technology based on 

the IEEE 802.15.4. standard. It is relatively new, effective 

from November 2004. It is intended for low power devices 

in PAN (Personal Area Networks) and low range (up to 75 

m). Thanks to multihop ad-hoc routing communication is 

enabled also for higher distances without direct visibility. 

ZigBee is primarily used in industry and sensor networks. It 

works in license-free bands 868 MHz, 902–928 MHz and 

2.4 GHz. Transmission rates are 20, 40 and 250 kbit/s. 

IQRF is a platform for low speed, low power, reliable 

and easy to use wireless connectivity. 

 RF bands 868 MHz and 916 MHz (ISM)  

 Based on transceiver modules with built-in operating 
system (OS)  

 Fully open functionality depends just on user-
specific application written in C language  

 Packet-oriented communication, max. 128 B per 
packet  

 Range up to several hundred of meters per hop, up to 

240 hops per packet  

 Extra low power consumption: 900 nA or 2 µA 

standby, 35 µA receiving  

 Low bit rate: 1.2 kb/s – 115 kb/s 

 No license fee 
 

Based on comparison of available platforms, their 

features, availability and costs, the IQRF platform has been 

selected. 

This article is separated into the following sections: 

Section II briefly describing the IQRF platform, Section III 

introducing a web application to manage data, and Section 

IV describing a real application SIGMA. 

 
 

II. IQRF 

IQRF is an abbreviation for intelligent connectivity using 
radio frequency. It is a complex communication platform 
with modular components for easy user applications. It was 
introduced in 2004 [10]. It is intended for reliable packet-
oriented low power data transfers, either peer-to-peer or in 
complex networks. Application domains are telemetry, e.g., 
AMR, Smart metering, WSN, Smart grids, automation of 
buildings, e.g., Smart house, HAN and cities (Smart city, 
street lighting), industry and services. This platform is 
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suitable for almost any electronic equipment where wireless 
communication is needed, e.g., remote control, monitoring, 
alarm, displaying of remotely acquired data or connection of 
more devices to a wireless network.  The platform is 
described in [2]. 

 

A. Tranceiver module 

IQRF transceiver module (TR) is a basic communication 
component of the platform, used not only in common end 

devices but also in all IQRF gateways, routers, etc. 

It is an intelligent electronic board with complete 

circuitry needed for implementation of wireless RF 

connectivity with several peripherals and interfaces. It 

includes a microcontroller with a built-in operating system 

(OS) supporting MESH networking, serial EEPROM 

memory, voltage regulator (LDO) and optionally also 

temperature sensor and built-in PCB antenna. Besides 

general I/Os, SPI running in OS background, I2C and UART 

standard serials can directly be used. The tiny compact 
module with highly integrated design, typically in SIM card 

format 25 x 14.9 mm, requires no external components. 

Several TR types are available differing in performance, 

MCU type, memory size, peripherals, antenna options and 

dimensions. 

Due to extra low power consumption, e.g., 35 µA while 

receiving TRs are suitable even for devices with extreme 

requirements for battery life. TRs work within the license-

free ISM band, 868 MHz in Europe and other countries or 

916 MHz in America and other countries. All 

communication parameters are software selectable. 

 

 
 

Figure 1. Transceiver module 

 

B. IQRF GATEWAY GW-ETH-01 

 

The GW-ETH-01 Ethernet gateway [1] enables 

connectivity between an IQRF wireless network and a local 

LAN and Internet. The gateway has an internal web server 

allowing communication via HTTPS. Up to two concurrent 

links are allowed at the same time. Additionally, 

communication via the UDP transport layer is possible 

using the IQRF proprietary UDP protocol. 

The main GW-ETH-01 parts are 16b MCU, Ethernet 

driver, EEPROM memory, temperature sensor, IQRF TR 

module with antenna and backup accumulator. 

 

 
 

Figure 2.  Block diagram of GW-ETH-01 

One of communication modes with internal IQRF module 

is a Datalogger [3]. In this mode, operation depends solely 

on the application in an internal TR module. All data sent 

via SPI from the TR module to the GW are stored in a 

circular buffer in the GW without modifications. Every 

packet is equipped with numeric code and time stamp. Data 

can be read from this buffer via the HTTPS interface, or 

user data can be sent via HTTPS to the TR module. 

 

Buffer parameters: 
• Buffer size 7 kB (7 168 B) 

• Packet size 

• Serviceable data 1 to 41 (fixed but user selectable) 

• Overhead 8 B 

 

 
 

Figure 3. Example command for communication with the Datalogger 

 

 

GW-ETH-01 can be used, e.g., for:  

• Remote monitoring and control 

• Data acquisition 

• Data storage – datalogger 

• Connection of more IQRF networks to single PC 

• Access to an IQRF network from more points 
• Time synchronization from  time servers 

• Interface to home automation, etc. 
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III. WEB APPLICATION 

 
Preconditions: 

• TR in GW and TR(s) in user system are programmed 

according to given needs. 

• The GW must be set in the Datalogger mode 

• In case of Internet connection, the GW must be 

registered and connected to IQRF DNS server    

(Domain Name Server) www.iqrfdns.org [5]. Then 

the GW polls the DNS server for its own IP (Internet 

Protocol) address. 

• Database server, e.g., MySQL or MS SQL running 

and a database created for user application on the 

computer where the application is hosted. 
• Web server, e.g., Apache or IIS (Internet Information 

Server) running on the computer where the 

application is hosted.  

 

Application is designed as a web application based on 
three-layer architecture: Database, Application and 
Presentation layers. For security reasons, communication 
runs on HTTPS protocol (Hypertext Transfer Protocol 
Secure) between GW-ETH-01 and the web application. 

The foundation of the application is a Database layer 

using the DBMS (Database Management System) [7]. The 

Application layer is created above the DBMS. It includes 
most of the application logics and ensures communication 

with the other layers. Presentation layer means web browser 

software for interactive user access. This three-layer 

architecture is suitable primarily for easy extendibility. 

Changes in application logics or database scheme can be 

done without the necessity to intervene in the Presentation 

layer, and therefore without intervention in the client part of 

the application. 

Then the application can be written in PHP script 

programming language [4] using the datalogger PHP 

functions downloaded from [1] and hosted on the server. 
More gateways can be used by a single application. The 

application need not be hosted on the user’s server, but it is 

possible to use the server provided within the IQRF 

platform for this purpose. 

 

Database layer 

As a result of analysis, the database scheme has been 

designed. Then scripts in the SQL language have been 

generated to create the database. As an actual database 

server, the MySQL [4] has been selected. It is a powerful 

multiplatform database under GNU General Public License 

which can be easily implemented for Linux, MS Windows 

and other operating systems. Communication is possible via 

the SQL language. Like other SQL databases it is a dialect 
of this language with several extensions. 

 

 
 

Figure 4. Basic database schema 

Application layer 

User interface and an interface for graphic outputs from 

the database are integral parts of the database application. 
For more comfortable user access to data the web interface 

has been selected. It is written in PHP. 

 

IV. REAL APPLICATION – SIGMA 

One of the real IQRF applications is control system 

SIGMA for turning of pump vanes. It allows control from 

the control panel at the pump as well as remotely from the 

control room. Additional requests are a possibility to control 

the pump, i.e., to change vane angle or the pump 

configuration remotely via Internet and supervision over 

events related to given pump. 
To enable also manual control from the GW, GW-

QVGA-01 gateway with touch screen can be used instead of 

GW-ETH-01. 

. 
Figure 4. Block diagram of complete system 
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A. Analysis 

Requirements: 

• Automatic reading from the data buffer 

• Data displaying, filtering and search 

• Pump configuration 

• Changing the angle of pump vanes 

• Remote management – status, setup GW-ETH-01 

parameters, … 

 
Based on these needs with respect to GW-ETH-01 

restrictions followed from parameters mentioned above, a 
solution using a web application has been developed. 

Structure of records (packet) in a data buffer: 
A record consists of three parts:  
• index of packet (2B),  
• timestamp (6B)  
• data (41B).  
The index of packet range is  0000 – FFFE. 
 

Example of a packet: 
 
 

 

#0000#261110021120#00000F0A006400B0FF..… 

F0A01150A190F0000000 

 

Maximum number of packets is 146 in the data buffer.  

286,146
4162

7168

)()()(
max









datalengthtimestamplengthindexlength

Buffersize

                        (1) 

The buffer is circular (if full, the oldest data is 

overwritten). Thus, timely buffer reading and data 

processing must be ensured regularly. 
 

B. Solutions 

The application includes three parts: 

• Automatic reading from the buffer 

• Administration part 

• User part 

 

1) Automatic reading from the buffer 
 

The principle of automatic reading of the buffer:  

GW-ETH-01 requests IQRF DNS server to detect its own 

IP address regularly (in 10 min increments in this case). The 

IQRF DNS server verifies the MAC (Media Access Control) 

address whether it is in allowed range (00.1F.D5.xx.xx.xx). 
Then it returns the IP address of a given device. 

Additionally, the server checks whether the device is 

registered in application SIGMA. If it is, the server requests 

GW-ETH-01 to send the data buffer and the GW returns the 

content. Application SIGMA recognizes new records 

(compared with last reading) and stores them in the 

database. This principle is depicted on Fig. 4. 

 

Example of communication: 
Request: https://www.iqrfdns.org?IP= 001FD5000048 

Answer: Requested IP Address: 81.25.21.74 

 

2) Administration part 
 

The administration part is intended for: 

• Managing of individual registered devices (GW-
ETH-01), i.e. adding or removing devices, setup of 

rights and changing of registration data like the IP 

address, MAC address, etc. 

• User access management of the application, i.e. 

adding or removing users, changing their rights, 

usernames, passwords, contact information, etc. 

• Defining of individual packets (events) transferred in 
the network. Based on this definition, the data is 

displayed then in the user part of the application in a 

format understandable to humans. Only packets 

undefined in the network are displayed in HEX code. 

 

The principle of event definitions for individual packets: 

Visualization of the data of the packet should correspond to 

user definition. The first byte is the Event header specifying 

the type of the event. The user can fully define descriptions 

for individual types to be displayed in the user part of the 

application. For example, information, error or warning can 
additionally be differentiated here. The body of the event 

with variable length follows. Data is visualized in five fields 

in this example (see Fig. 6): hexadecimal address of the byte 

in the string, data length, description of the byte, range of 

allowed values and a coefficient for recalculation. 

Figure 6 shows the resulting definition of the event. 

 

 

Figure 6.  Example – the RESET event definition 

Index of packet 

Timestamp Data 
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Example of data log:  
 

#0000#261110021120#0002010403060514006400CEFF7800B0FFA401C

EFF64000088  

The value 0x00 (red) indicates a reset event in this particular 

case. 

Example of definition of current angle (see Fig. 6): 

It is a 2B information at address 0x07. Recalculation 

coefficient is 10. Allowed range is from -200 to 200 which means 

angle from  -20.0° …. 20.0°. E.g. 1400, LSB first at this address 
(see the log example above)  means  hexadecimal value 0014, 
decimal value 20 and the angle is  2.0°.  

The application is fully generic. Individual definitions of 

bytes and events can be easily added, modified or deleted. 

Example: It is discovered during operation that there is 
a need to include additional information to the packet, e.g. 

number of revolutions per minute. The administrator just 

modifies the packet definition by adding the information 

about the address of given record in the packet, data length 

and adds its meaning in "human" speech. 

 

An example of data visualization is shown on Figure 7. 

Packets can be defined not only for SIGMA, but for 
various applications. The only restriction is packet-oriented 

communication. Packets can have different lengths. 
 

User management allows adding and removing users, 

change data and setup rights. There are three types of users: 

 
• User – with access to User part of application only 

• Administrator – with access to both User and 

Administration parts but with restrictions 

• Super administrator – with access to all parts of 

application without restrictions 

 

 

Figure 7. Event list example 

 

 

3) User part 
 

This part is intended for users to handle data, e.g., 

visualization, filtering and search and if having proper rights 

also to change pump configuration, e.g., limits and work 

values. If commands received via Ethernet are allowed, 

vane angles can be changed too. 

Data can be exported to XLS format for further 

processing (if the user has permission to export). 

All activities accomplished in both Administration and 

User parts are logged. The log is accessible in the 
Administration part. 
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VI. CONCLUSION 

The web application described in this article is designed 

to be as generic as possible and work with various 

applications utilizing the IQRF platform. This approach has 
the following advantages: Visualization is independent of 

the application layer. Thanks to the IQRF DNS server to 

read data from the device buffer it is not necessary to 

program any additional functionality. Handling is very 

intuitive and no extended training of users is needed. IQRF 

protocol, the Apache web server, as well as the MySQL 

database are free resulting in no additional costs required to 

run such applications.  

Specific functionality can be achieved by programming 

TR in C language using OS functions and web application 

in PHP script language using the set of PHP functions. 
Tests have been completed, and, at present, the SIGMA 

application is delivered to its final user for operation in 

practice. 
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Abstract—We design an efficient and transaction cost reduc-
ing Vickrey-Clarke-Groves auction as part of a web service
for the work allocation problem in temporary employment
agencies. In this auction bids are work contracts with multi-
dimensional salaries. To compute the allocation we assume that
every temporary employment worker conveys a utility function
specifying the utility gained from working a given job for a
salary consisting of multiple components. We then embed the
designed mechanism in an updated transaction phase model
describing the repeated allocation of temporary agency workers
to work assignments. We prove that the designed auction
mechanism at the heart of the web service satisfies Incentive
Compatibility and Pareto Efficiency.

Keywords-Vickrey-Clarke-Groves auction; web service; elec-
tronic human resource management; mechanism design; multi-
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I. INTRODUCTION

The last decades saw a swift and fundamental change
of work and working environments. The number of blue-
collar workers has dramatically fallen while the number
of white-collar workers has simultaneously increased. This
change was driven by the so-called “3-sector-hypothesis” or
“Petty’s law” [1]. As a result, many aspects of the working
environment became less rigid and numerous employment
models have evolved. One of the most successful novel
models is that of temporal employment with about 9.5
million employees and a market of more than US$ 340
billion worldwide [2, pp. 11].

Competition pressure creates a sustained impetus for
businesses to lower labor costs, which can be achieved in
two ways. These costs can be lowered by paying lower
wages and salaries or by reducing superfluous transaction
costs [3]–[5]. Taking the first route leads to disappointed and
unmotivated employees [6]–[8]; thus, we will here focus on
the second way instead. Electronic markets are an adequate
and a well-established option to reduce transaction costs [9].
During the last two decades electronic markets for com-
modities were thoroughly investigated and practical business
applications (e.g., eBay and Amazon) flourished. Today such
electronic markets often incorporate web services [10]–[13],
which have also attracted scientific interest on a fundamental
level [14].

Figure 1. Transaction phases according to [18]

By contrast, widespread highly automated electronic la-
bor markets failed so far to materialize. First, unlike well
standardized commodities, labor can only imperfectly be
described [15, pp. 365]. This imperfect description refers to
the description of job demands, to employee characteristics
and to job performance. The difficulty in describing job
performance due to the complexity of the person-situation
interaction has been thoroughly investigated; cf. [16], [17].
Electronic markets for only imperfectly describable goods
and services are scarce in the real world; possibly partly
due to the little scientific interest they received [18]. Thus
e-business applications and web services for such markets
have received little attention in the literature.

Second, the utility (function) of work is very complex
[19, p. 85] and varies individually. An automated labor
market would require market players to specify a priori
utility functions (or a similar encoding of personal prefer-
ences) specifying preferences for an overwhelming number
of possibilities enabling agents to act (search and negotiate)
on their behalf.

As a result, today we either find well described theo-
retical formal models, which are not quite applicable to
real world situations, see further Section II, or we find
matching algorithms aiding the search for a new job or a
new employee [20]. These matching algorithms all address
the information phase of a transaction, further transaction
phases cannot be supported by such algorithms, see Figure 1.
A further automation of electronic labor markets should
also address other transaction phases. One such important
step would be the development of an efficient allocation
algorithm that also computes salaries based on individual
and private preferences of market players.
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The main contribution of this paper is a web service based
application running a novel algorithm (based on a Vickrey
Clarke Groves auction [21]–[23]) that matches workers and
employers efficiently and that computes salaries consisting
of multiple components. In more detail, we consider a
Temporary Employment Agency (TEA) that employs Tem-
porary Agency Workers (TAWs) and in turn lends them to
businesses for a period of time. We develop a Vickrey Clarke
and Groves (VCG) mechanism that allows every TAW and
every business representative to specify multi-dimensional
utility functions. So, in this auction bids and payments are
multi-dimensional. To the best of the authors knowledge
such a mechanism has never been described in the literature
before.

A. Extended Goal Statement

Summing up we want to develop a web service based ap-
plication, which uses a novel allocation mechanism, thereby
covering at least the first two transaction phases. The aim is
that this system satisfies several objectives:

1) Reduce transaction costs.
2) Allocate TAWs to businesses in a Pareto Efficient way,

i.e., there is no other way to make no bidder worse
off and one better off.

3) Ensure bidders bid their true valuations, i.e., the auc-
tion is Incentive Compatible.

4) Enable TAWs to influence their work environment,
thereby increasing job engagement and job satisfaction
and as a result create added value for businesses [24].

5) Create a work environment that is perceived to be
fairer by stakeholders and the general public. Thus
improving the social standing of temporary agency
workers and temporary work as a whole.

The rest of the paper is organized as follows: Next,
we consider related work and the real-world economic
background. Then, we present the auction model, followed
by an evaluation via mathematical proofs for Incentive Com-
patibility and Pareto Efficiency of the auction and we give a
simple example. Finally, we conclude with a discussion of
the model, its limitations and an outlook concerning future
work.

II. REAL-WORLD ECONOMIC BACKGROUND AND
RELATED WORK

We now turn to discussing related work.

A. State of the Art in Electronic Negotiations and E-HRM

Being forecast about three decades ago in [25], electronic
negotiations have been a hot topic in computer science,
so much so that now many well researched overviews
exist [26]–[30]. However, the maximal level of automation
attainable is controversial. We here exhibit the classification
of approaches given in [31].

Figure 2. Classification of electronic negotiations [31]

The landscape of scientific research on electronic negoti-
ations is mainly populated by studies of the process and the
structure of negotiations whereas issues located in the lower
left in Figure 2 have received considerably less attention
[31].

The models of electronic negotiations can be classified as
game-theoretic, heuristic or argumentation-based [32]. The
game-theoretic approach investigates optimal strategies via
the analysis of the equilibrium conditions dating back to the
seminal work of Nash [33]. Game-theoretic models are well
studied, often allowing mathematically elegant investiga-
tions, but their potential in practical applications suffers from
the assumptions of perfect rationality, unlimited resources
and perfect information [32], [34]. Heuristic approaches
reject the assumption of unlimited (computing) resources
and/or perfect rationality and rather employ thumb rules,
see for example [35]. Automated negotiation models based
on heuristic approaches have to be intensively evaluated,
normally via simulations and/or empirical analysis [32, p.
210]. In argumentation-based negotiations (ABN), agents
have the ability to reason their positions. When the negoti-
ation partner is persuaded, who will change her negotiation
position, exemplary we mention the system PERSUADER
[36].

Related, but not directly relevant, are ongoing develop-
ments in e-recruiting and e-HRM, which have been recently
surveyed respectively in [37, pp. 231-232] and [38]–[41].
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B. Imperfect Information about the Negotiation Item

In [18], 96 electronic negotiation models were studied.
Almost all negotiation models (94 percent) assumed imper-
fect information about the negotiation partner(s). Research
on imperfectly described environments and/or negotiation
items is considerably less frequent. Only 8 percent of models
studied considered the problem of imperfect information
concerning the negotiation item, e.g., [42], [43]. Interest-
ingly, one of these models was developed for eHRM [44]
and later extended to FuzzyMAN in [45]. In FuzzyMAN
and the model implemented therein [43] agents’ preferences
regarding the negotiation item are expressed in fuzzy [46]
terms.

Further work dealing with imperfect information about
the negotiation item exists. Different approaches have based
their models on different formalisms: probability [47], [48],
conjoint scheme [48], genetic algorithms [47] and band-
widths [49].

Overall, we want to develop a game-theoretic model
allowing a well-founded evaluation via mathematical proofs.
Any successful real-world implementation of such a model
has to be comprehensible to all stakeholders [50]. Due to
the complex challenges posed by negotiation items that can
only imperfectly be described, we use a well-established
negotiation model of low complexity, i.e., an auction.

C. Auctions

Auctions are one of the oldest (according to ancient Greek
Herodotus, auctions date back to the Babylonians around
500 B.C.) and on the surface simplest form of negotiation.
Today, auctions are the main mean to sell expensive antiques,
U.S. treasury bonds and rights to use the electromagnetic
spectrum for telecommunication purposes. Furthermore, nu-
merous commodity markets rely on auctions [Tsukiji fish
market (Tokyo, Japan), the Bloemenveiling flower auction
(Aalsmeer, The Netherlands)].

Over the centuries, many auction formats have evolved
(first price, second price, open, sealed-bid, with deadline,
without fixed deadline, etc.). Different formats were de-
signed to satisfy a variety of properties such as revenue
maximization, incentive compatibility and efficiency max-
imization. Further auction formats were developed, which
allow the sale of multiple items at the same time, while
other formats discourage collusion and snapping.

More generally, an auction can be understood as a mech-
anism, which takes as input a set of preferences and outputs
an allocation of resources. The art of ensuring that the
outcome has desirable properties is known as Mechanism
Design (MD) [34]. One branch of MD investigates the
design of auctions [51]–[53] to allocate resources to bidders
in exchange for a payment.

A Vickrey auction is a sealed-bid second price auction.
That is, the auction item is allocated to the highest bidder,
who pays the second highest bid submitted. Such an auction

satisfies Individual Rationality, Pareto Efficiency and Incen-
tive Compatibility. A Vickrey Clarke Groves (VCG) auction
[21]–[23] extends a Vickrey auction allowing multiple items
to be auctioned off simultaneously by a single bid taker.
Crucially, a VCG auction also satisfies these three properties.
Even so, VCG auctions are not always an appropriate
mechanism, see for instance [54], [55] and for an overview
[56].

Multi-dimensional extensions of classical auctions have
been studied. This multi-dimensionality either refers to pri-
vate valuations (or signals thereof) [57] or to the auction
item [58]–[62]. It is well known that in case a public multi-
attribute function is used by all participants of an English
auction, then such a multi-dimensional auction is equivalent
to a one-dimensional auction.

A VCG auction with multi-dimensional bids was devel-
oped in [63] by the authors of this paper. In [63] we assumed
that all bids were evaluated with respect to the multi-
dimensional utility function of the center (TEA). We here
build on this work by designing a VCG auction with multiple
bidders and multiple bid takers, which all have their own
multi-dimensional utility function. The allocation and the
payment rule only depend on these functions, in particular
they are independent of the TEA’s utility function. Results
reported in [27] suggest that multi-dimensional auctions
yield more utility for the bid taker.

How far, or even if, game theoretic results regarding multi-
dimensional prices, respectively multi-dimensional auctions,
are transferable to the real world has been investigated in
[64], [65].

D. The Business Model of Temporary Employment Agencies

Temporary employment agencies have become a large-
scale form of labor market intermediary, acquiring the status
of a broker of flexibility at both the micro- and the macro-
level [66]. They meet the needs of enterprises to flexibly
increase or decrease the size of their workforce, while
ensuring for their workers considerable security in terms
of job opportunities and employment standards, including
pay, working time and training [2, pp. 7, pp. 26]. The
business model can be characterized by a triangle. In one
corner is the TEA, which has a labor contract with a TAW.
Crucially this contract contains a clause granting the TEA
the managerial authority to order a TAW to work at (and
under the supervision) of one of its clients.

Furthermore, the TEA has business to business (b2b) con-
tracts with customers specifying commercial details of the
temporal assignment of TAWs. In general, a TAW working
at (and under the supervision of) a client of a TEA and
this client do not enter a contract. For the above auction we
can hence assume that every participating TAW has a valid
work contract with the TEA. Applying the transaction phase
model displayed in Figure 1 to the model we developed here,
we now adapt the realization phase, see Figure 3. Overall,
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this yields an adapted model of transaction phases depicted
in Figure 4.

Figure 3. The adapted realization phase

Figure 4. The new model of transaction phases

One important reason for businesses to use a TEA as an
intermediary is that the assignment of TAWs may be of
limited or unspecified duration with no guarantee of con-
tinuation allowing a flexible management of the workforce
to adapt to quickly changing market conditions.

Providing a service the TEA charges a fee, ultimately
paid by its customers and/or the TAWs. This fee (normally
a fixed percentage of the salary) can amount up to 80%
of the net salary (depending on circumstances and national
laws, e.g., taxes and social security contributions) of a
TAW. A considerable part of the operating costs of a TEA
are generated by the labor intensive (and hence costly)
process of matching TAWs to requests for labor. A further
disadvantage shared by TAWs and customers of a TEA is
that the matching of TAWs and requests for labor is done
to best suit the TEAs’ needs. Having no influence over their
work environment (including salary) TAWs have in general
a lower job engagement, which correlates strongly with
productivity [24], [67]. Furthermore TAWs are typically paid
less than permanent workers doing the same job violating

the principle of same pay for same work causing tensions
in the workforce of the client of the TEA [68].

III. THE AUCTION

We now introduce the auction mechanism.

A. Participants

There are two types of participants. First, any business
that seeks to hire temporary staff from the TEA can take
part. Second, all currently idle TAWs that have a work
contract with the TEA may take part. Unless otherwise
stated, we mean from now by TAW a participating TAW. A
representative of a participating business is from now simply
called employer. Do note that the TAWs are employed by
the TEA. The term employer is chosen here to ease the
understanding and the write-up; see further Section II-D.
To ease the notation, we make the convention that every
employer is looking to fill exactly one full time vacancy
(multiple vacancies at a company are modeled by multiple
employers).

B. Information Phase

During the information phase participants search for po-
tential matches, read background information stored at the
TEA or on the Internet on potential employers (policies,
corporate philosophy and identity) or on TAWs (CV, refer-
ences and possibly a sample of previous work). To predict
future potential job performance of job candidates (TAWs),
employers may carry out e-assessments [69], [70] enhanced
by exchanged emails, interviews conducted via text-based
chat applications and/or (video) calls. Similarly, TAWs may
pick up information crucial for their valuation of future job
assignments. From a formal perspective, the sending and
exchanging of signals, indices and arguments can be seen to
take place to combat the infamous adverse selection problem
[15], [71].

To enhance quality and speed of the search in large
databases, a recommender system [72], [73] and/or a repu-
tation system [74], [75] may be used.

C. Bidding

Let E := {E1, . . . , Ee} be the set of employers seeking
to secure the services of a TAW and let W := {w1, . . . , wt}
be the set of TAWs looking for work. For 1 ≤ i ≤ n let
Mi be a salary component, such as wage per hour, benefits,
sick pay or overtime premiums. Let M = M1 × . . . ×Mn

be the set of all contracts consisting of these components.
We define an additive structure on M by ⊕M ×M → M
via addition by component (m1, . . . ,mn)⊕ (k1, . . . , kn) :=
(m1 + k1, . . . ,mn + kn).

For 1 ≤ i ≤ t let {Ei1 , . . . , Eik(i)
} be the set of employers

interested in acquiring the services of TAW wi. Now every
wi ∈ W sends a utility function ui

ir
: M → R to employer

Eir detailing how much s/he (dis-)likes to work for Eir ,
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if the TAW is sufficiently qualified to perform these jobs.
These utility functions are also communicated to the TEA
and to all other employers. In case TAW wi does not send a
utility function to an employer Eir , the utility function ui

ir
is set to be the zero function. We can hence assume that the
TAWs’ utility functions are functions mapping M×E → R.

A significant proportion of TAWs is low-skilled [2, ta-
ble 3.6 page 19] and might hence require training and/or
decision support tools to construct these utility functions;
see further [76] for one such tool designed for an electronic
labor market. These tools normally use preference elicitation
techniques [77]. Such techniques can go a long way to
aid the understanding and thus acceptance of designed
applications and computer systems [50], [78].

We assume that every employer Ed is risk neutral, fully
rational and the valuation of TAWs and contracts is indepen-
dent of the valuation of other employers. We hence assume
that Ed has a utility function UUd : M×W → R specifying
how much value a TAW working a certain job for a given
contract brings to employer Ed. We assume furthermore that
these functions are additive, that is UUd is given as a sum
of utility functions, i.e., UUd(m,w) = Ud(m) + Vd(w).
This notion of an additive utility function generalizes the
notion of a quasi-linear utility function to multi-dimensional
prices. Furthermore, we assume that Ud commutes with the
additional structure ⊕.

At this point, every employer has a choice to make based
on the utility functions ui

ir
communicated, either to take part

in the following auction and accept the binding outcome or
to drop out and not take part in the auction. For the time
being, we assume, for the sake of a simpler notation, that
no employer drops out. Why an employer might drop out
will be investigated in the section Incentives.

Every employer now makes one sealed bid for each TAW,
from which a not vanishing utility function was received.
That is for 1 ≤ d ≤ e a, in general partial, function bidd :
W →M is communicated to the TEA. These functions are
in general partial because not every w ∈ W communicates
a utility function to all employers.

To ease the notation we make the following convention.
Every partial function bidd is extended to a total function by
setting bidd to zero wherever it was not defined. Furthermore
ui
∅ and bid∅ are set to vanish everywhere.

D. The Allocation
Definition 1 A function f : {1, . . . , t} → {1, . . . , e}∪{∅}

is called an allocation if and only if f(i) = f(k) implies
that f(i) = f(k) = {∅}. Thus an allocation allocates every
employer (representing a single vacancy) at most one TAW.

The TEA then calculates the allocation f that maximizes∑
1≤l≤t

ul
f(l)(bidf(l)(l)) (1)

under the constraint that for f(l) 6= ∅ employer Ef(l) has put
in a non-zero bid for TAW wl. The constraint implies that

an employer will never be allocated a TAW wl, for which
this employer has not put in a bid.

For 1 ≤ d ≤ e let fd be the allocation, which maximizes
the sum in Equation 1 and which satisfies the constraint in
case that Ed does not enter a single bid (or equivalently Ed

does not take part in the auction).
All participants are then informed of the outcome of the

allocation concerning themselves. So every employer Ed

learns, which TAW (if any) has been allocated to work for
Ed, vice versa for the TAWs. To calculate the salary (in
auction terminology: payment rule) we need to introduce
some notation.

E. Salaries

Definition 2 For t ∈ N let [t] := {1, . . . , t} and for 1 ≤
l ≤ t put [t − l] := {1, . . . , t} \ {l} and [t − ∅] := [t]. Let
g : X → Y be a function, then the level set of g at level y
is defined as {x ∈ X|g(x) = y}.

For l ∈ [t], xl ∈ R and a utility function Ud : M →
R let 〈

∑
l∈[t] xl〉d be an element in M that minimizes

Ud(⊕l∈[t]ml) =
∑

l∈[t] Ud(ml) under the condition that for
every l ∈ [t] ml is an element of the level set of ul

fd(l)
at

level xl. That is employer Ed gets to pick an element in
all those level sets. Since this expression will later be part
of a salary paid, the employer makes choices suiting best
his/her needs. For x ∈ R,m ∈ M and a utility function
Ud : M → R let x− Ud(m) be an element of the level set
of Ud at level x− Ud(m).

Employer Ed then pays TAW wf−1(d)

Salary(Ed) :=−
∑

l∈[t−f−1(d)]

uf (l)
l(bidf(l)(l))

+ 〈
∑
l∈[t]

ul
fd(l)

(bidfd(l)(l))〉d. (2)

Do note that the second term in Equation 2 cannot be
influenced by any bids made by employer Ed, since it only
contains terms that are calculated for an auction, in which
she did not participate. To ease the reading we set Ud(Cd)
to be the utility received from this term.

Note that employer Ed wants to maximize the overall
utility received, which equals

Vd(f
−1(d)) +

∑
l∈[w−f−1(d)]

ul
f(l)(bidf(l)(l))− Ud(Cd).

(3)

Any fully rational bidding strategy an employer pursues
will hence only depend on the first term in 2 and the TAW
allocated due to our assumptions about UUd (additive and
commuting with addition).

F. Incentives

Theorem 1 The above auction satisfies Incentive Com-
patibility and Pareto Efficiency.
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Proof: The main idea in the following proof is to show
the fact that it is in every employers best own interest to
maximize the utility to be distributed. That is, a rational
selfish employer seeks to pursue the common good.

Firstly, we have to prove, that bidding their true valuation
is an ex-post Nash equilibrium for all bidders. That is, even
knowing all other bids, it is for every bidder an optimal
strategy to bid true values. We here mean by true valuation
that bidd satisfies Vd(l) = ul

d(bidd(l)) for all l ∈ [t]. So the
employer obtains as much utility from being allocated wl as
the bid for wl by this employer is worth to wl.

Recall that f maximizes the sum in Equation 1. Now if
Vd(l) = ul

d(bidd(l)) for all l ∈ [t], then Equation 1 and
Equation 3 only differ by a constant. So f also maximizes
3 in this case. There is hence no better strategy for employer
Ed than to bid the private true valuations for all TAWs.

Let us now assume for the second part of the proof that
all bidders bid their true valuations (i.e., they all follow
an optimal strategy). Then f maximizes the overall utility
distributed. Hence, allocating more utility to one bidder will
at least make one other bidder lose utility.

In case there is less than full confidence in the TEA
to properly execute the auction and/or to keep information
entered into the system private, an auction issuer [79] can be
used to ensure the proper handling of sensitive information
and to ensure the correct computation of the allocation and
payments.

Example 1 Consider an auction with three employers
{E1, E2, E3}, which have decided to bid for a TAW w1.
Assume furthermore that for the three utility functions
communicated to the employers it holds that ui = u. If
u1(bid1(1)) > u2(bid2(1)) > u3(bid3(1)), then w1 will
work for employer E1 for a salary in the level set of u at
level u(bid2(1)) to be specified by E1.

From this example, the following observation can be
inferred. If there is only one auction item (i.e., one TAW)
and the TAW is only interested in the salary (i.e., not in the
jobs to do), then the winning bidders bid is of lower utility
(to the bidder and the TAW) than the salary paid.

Do note that the above calculations were all done without
the explicit knowledge of Ud, that is the private valuation
of Ed of multi-dimensional salaries. To actually calculate
the figure in Equation 2 one needs to know Ud. In one-
dimensional price VCG-auctions all Ud are simply assumed
to be the identity function id : R → R and furthermore
it is assumed that this is public knowledge. It is hence not
surprising, alas not ideal, that the here presented mechanism
cannot do without any knowledge of the Ud. Assuming
that the Ud are known to the TEA or assuming a certain
knowledge of the level sets of the Ud are two ways of solving
this problem (it suffices to know one element in every level
set of the Ud and the level sets containing the Cd).

Observe that in the one-dimensional case the level sets
completely determine the function. Counterintuitively, this

multi-dimensional price auction requires less information
about utility functions on prices than the one-dimensional
counterpart.

By contrast, note that the bidder’s utility from obtaining
an auction item (i.e., a TAW) is revealed through the design
of the mechanism, if the bidder acts rationally.

Finally we have to consider the case of an employer
Ed that is not allocated a TAW. To keep the attractive
properties of Incentive Compatibility and Pareto Efficiency,
the payment rule also has to be applied to such an employer.
A payment goes to or comes from the center (i.e., the TEA),
as there was no worker allocated to this employer. The
payment can be calculated and subsequently paid in case
one of the above two conditions on the knowledge of the
Ud is satisfied. Note that in case every employer is allocated
a TAW, this issue concerning the payment rule does not
surface.

As we have seen above it makes sense for bidders to
be honest but what about the TAWs? Recall that they also
submitted utility functions; can they obtain an advantage by
not reporting their true valuations? We have already seen in
the above example that misreporting the shape of the utility
functions ui

ir
is in general not advantageous.

Recall that for bidders it is rational to bid such that
Vd(l) = ul

d(bidd(l)). So a TAW stands to gain by making
extraordinary high demands. To discourage such behavior
the ui

ir
are communicated to all bidders, which have subse-

quently the option to abstain from the auction in case salary
demands are perceived to be too high. An employer not
participating in the auction will look elsewhere for workers.

G. The Algorithmic Complexity of Calculating the Alloca-
tion

The number of complete matchings in a connected com-
plete bipartite graph with independent sets of sizes x ≥ y
is x!

(x−y)! . So the number of possible allocations with e ≥ t

is e!
(e−t)! . Hence calculating the allocation f that maximizes

the utility is of high algorithmic complexity [80].
Observe that the problem of calculating this allocation

simplifies significantly in case the bipartite graph consists
of several disconnected components. Connected components
of a bipartite graph can be found in linear time. From a
practical point of view, reducing the problem to connected
components of the graph is hence highly desirable. If the
computational complexity of calculating the allocation after
the decomposition into connected components is still too
high for practical purposes, then approximation algorithms
[81], [82] can be used to calculate an allocation that is close
to the efficient allocation.

H. The Aftermath

Consider a TAW allocated to a given employer and recall
that the VCG-mechanism outputs work contracts consisting
of multiple salary components. Possibly there is a contract,

173Copyright (c) IARIA, 2012.     ISBN:  978-1-61208-200-4

ICIW 2012 : The Seventh International Conference on Internet and Web Applications and Services

                         185 / 307



which both the TAW and the employer prefer to the one
generated by the mechanism. This is in stark contrast to
the one-dimensional case with only one salary component.
There an employer prefers a lower and a TAW a higher
salary. Allowing renegotiations of multi-dimensional salaries
may yield gains for the TAW and the employer (and pos-
sibly the TEA); however, it renders the above mechanism
Incentive Incompatible.

IV. POSSIBLE EXTENSIONS AND FURTHER
APPLICATIONS

Do note that we assumed above that every TAW can only
have one job at the same time. This is surely a sensible
assumption if all jobs are full time jobs. Extending the above
auction to also include part time jobs is possible; one then
has to use multivalued allocations f (instead of functions)
that assign TAWs to (possibly) multiple employers. Again,
this new mechanism does satisfy Incentive Compatibility and
Pareto Efficiency. Due to space constraints and our wish not
to overload this paper with notation we will refrain here
from doing so.

Furthermore, it is possible to include externalities in
the mechanism by allowing for the possibility that the
utility functions ud

l depend not only on the job wl will be
working but on the whole allocation f. For example this
enables a TAW to express that s/he prefers to work at the
same place as her/his husband/wife, yielding monetary gains
(lower transportation costs by using the same car) and non-
monetary gains (joint lunch). From a formal point of view,
extending the framework in this way does not yield; in our
opinion; valuable insights and we will hence not present it
here.

Conversely the framework can be extended to allow
bidders to bid for multiple TAWs simultaneously instead of
single TAWs. So the operator of a restaurant can put in a
combined bid for a cook and a waiter, which have previously
successfully worked together, which may be higher than the
sum of bids for the cook and waiter individually.

The here presented mechanism can of course be also used
to allocate tasks in other circumstances, for instance in grid
and cloud computing similar allocation problems need to be
solved. The tasks to be allocated are computing tasks. One
further area of application is the wide field of social choice
dealing with the multi-faceted problem of how to increase
social welfare [83].

V. CONCLUSION AND FUTURE WORK

We have presented a web service based application run-
ning an algorithm matching TAWs and business, which uses
a multi-dimensional price VCG auction. In this auction, the
TAWs can individually express salary demands, depending
on the job to be done and the employer. We showed
that the best a bidder can do is to bid true valuations.
Furthermore, we have seen that there are also incentives

for the TAWs to honestly report preferences. We have hence
designed a mechanism encouraging proper behavior creating
an environment that hopefully contributes to a rise in the
social standing of temporary workers and temporary work
in general.

Formally, we have applied a model of transaction phases
to our approach and subsequently extended this model,
see Figure 4. This new model allows us to state that our
approach addresses the online information and negotiation
transaction phase inside the realization phase thus allowing
a further automation of a particular labor market. We are
optimistic that electronic auctions are a suitable mean to
reduce transaction costs for trading goods and services that
cannot perfectly be described, in particular labor. Enabling
market players (here TAWs and employers) to specify their
own multi-dimensional utility functions is in our view a key
ingredient for a successful implementation.

Overall, we have reached the goal we set out [see
Section I-A] and alleviated in the last section highlighted
drawbacks of the business model of a TEA.

A. Limitations

The here presented approach is limited by the assumption
that all salary components can be added in a natural way,
furthermore we assumed that the employers utility functions
are additive and commute with addition. A restriction to the
numbers of participants taking part in the auction arises from
the complexity of calculating the allocation f. Furthermore,
the assumptions of full rationality and risk neutrality are in
general not always satisfied in the real world.

One limiting factor in electronic labor markets is the
human aversion to new technologies. However, an easy-
to-use, understandable and benefiting system stands good
chances to mostly overcome such aversions [78].

B. Future Research

In our view, it is desirable to design a mechanism similar
to the above that can handle salary components, which
cannot be added canonically (such as: job title, job location,
work task). We consider the long-term goal of a development
and an implementation of a multi agent system (with agents
acting for and on behalf of market players) for electronic
labor markets worthy of future attention from the scientific
community as well as from business communities.
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Abstract—Tablets and smartphones have gained immense 

popularity in recent times, and it is envisaged that they will 

increasingly be the devices of choice for users accessing the 

Internet. However, the user interface of conventional Web 

search engines, which employ keywords that require many 

taps by the user, are unsuitable for mobile terminals, which 

are normally equipped with touchscreens. We propose a 

cross-domain query navigation system that reduces the taps 

required for inputting queries by providing a content-

dependent word map that presents the relevance between 

keywords. This word map presents keywords that enable 

both narrowing action, whereby users append a new 

keyword to specify the context of a query, and sliding action, 

whereby users replace a keyword to change the query 

context. The word map is unique in that it recommends 

queries for narrowing and sliding transitions by computing 

these two types of directional relevance between input 

keyword and another keyword in the log. The system is 

applicable to the existing query logs of search engines, social 

networking services, and users’ browsers, enabling users to 

control the term recommendation by selecting the logs to be 

analyzed. The recommendation may be a commonly 

recognized relevant term from the global query logs of 

search engines or a personalized term from the user’s 

browser history. 

Keywords-Query Navigation; Personalization; User 

Interface; Collective Intelligence; Web Search Engine. 

I.  INTRODUCTION 

The recent years have witnessed a rapid rise in the 
popularity of tablet devices and smartphones, and 
concomitantly, a widespread increase in the use of the 
touch-based user interface (UI). Statistics published by 
Cisco indicate that the global mobile data traffic grew 2.6-
fold in 2010, nearly tripling for the third consecutive year 
[1]. In addition, statistics published by Google 
Confidential and Proprietary suggest that by 2015, more 
than a quarter of the mobile traffic will be used for 
information retrieval and that the number of Internet users 
not using PC devices will increase to 788 million [2]. 
Hence, a major shift in use of Internet-connected devices, 
from PCs to mobile terminals, is currently underway. 

A large portion of Internet activity is in the form of 
queries to search engines. However, many users have 
difficulty querying a search engine on a complex topic that 
encompasses several terms, such as “JavaScript and 
HTML5” or “ActionScript and API,” relating to a subject 

with which they are not familiar. Mobile devices present 
an additional difficulty: although touchscreens are 
generally very convenient for other functions, they are not 
very convenient to use as a typing tool. In particular, 
queries in Chinese-Japanese-Korean-Vietnamese (CJKV) 
languages present special difficulties because each CJKV 
character requires two or three input strokes. In mobile 
devices, predictive input methods are the predominant 
method for supporting the input of long sentences and 
terms. These predictive input methods recommend terms 
and sentences that can be concatenated to the user’s input 
character sequence. Another conventional method is a 
keyword suggestion approach, such as Google Suggest. 
When a user inputs an initial query term, this method 
suggests related terms by calculating inter-term relevance, 
exploiting the search engine’s query log to recognize the 
relevant terms.  

However, these conventional methods are based on the 
co-occurrence probability and hence are unsuitable for 
inputting queries that consists of several cross-domain 
terms, such as “climbing health care costs.” In such cases, 
predictive input methods may not correctly recommend 
the next search term, and a cross-domain term-relevance 
calculation is required. On the other hand, Google Suggest 
will not tailor the search results to an individual user’s 
interests, because it uses standardized search terms drawn 
from a universal users’ log. Thus, the UIs provided by a 
conventional Web search engine require users to tap many 
times, making these UIs unsuitable for mobile terminals.  

 
Figure 1. User Interface of a Cross-Domain Query 

Navigation System. 
This paper proposes a cross-domain query navigation 
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a content-dependent word map to present the relevance 
between keywords. This system allows users to input 
keywords by selecting an appropriate keyword in a 
convenient manner, because the word map shows the next 
coordinate instantly, as shown in Figure 1. Here, we 
explain an example scenario of query navigation shown in 
Figure 2. This figure shows the following two types of 
navigation: 

● Narrowing navigation: Users append a new keyword 

(e.g., “traffic,” or “global”) to specify the context of a 

query. The appended keyword is at a lower level of 

abstraction than those of the existing keywords.  

● Sliding navigation: Users replace a keyword to change 

the context of a query. Here, a user removes an existing 

keyword (e.g., “traffic”) that is not within the scope of the 

current topic of interest and inserts another one (e.g., 

“user”) that is relevant to the current topic of interest, thus 

shifting the focus of the query. In this case, the system 

recommends a new keyword (e.g., “laptop”) appropriate 

in the current context. 

 
Figure 2. Narrowing and Sliding Transitions in Query 

Construction. 

The advantage of this system is that it obviates the 
need for users to enter the subsequent search terms 
themselves; instead, they are able to select from among 
those that are mapped on the screen. This search story 
approach makes it possible to reduce taps. For example, 
when a user wishes to add the search terms “global,” 
“mobile,” and traffic” to the term “statistics,” which has 
already been inserted in the search box, only one tap is 
required for each term, making three in all. The keywords 
are presented after considering the user’s browser history, 
which enables personalization, and the other users’ 
querying history, which supports a user by exploiting 
collective intelligence. Our system configures the 
balancing between personalization and collective 
intelligence support dynamically, that is not possible with 
conventional search engines. 

Another advantage of the system is afforded by the fact 
that it is also applicable to the search stories of social 
networks, which include groups of experts in various fields, 
as shown in Figure 3. This allows users to search within a 
domain that they are not familiar with, by drawing on the 

collective knowledge and experience of expert groups 
through their search stories. Furthermore, the application 
would also help users construct a query in a language that 
they do not know well. 

II. RELATED WORK 

The query expansion method is a well-known means of 
helping a search engine’s users to input complex queries. 
The traditional example of query expansions is Google 
Suggest, which recommends keywords from a uniform set 
that is derived from all users based on the number of 
previous searches. Currently, many researchers are 
focusing on personalization mechanisms in query 
expansion [3]. For example, Teevan, et al. [4] proposes a 
personalization method that considers the user’s specific 
interests by constructing a user profile from the relevance 
feedback in a ranking. Gauch, et al. [5] proposes an 
implicit personalization mechanism that generates 
ontology-based user profiles without user feedback, by 
monitoring the user’s browsing activities. 

An alternative method of query expansion uses the 
concept of community. Smyth, et al. [6] introduces the 
collaborative filtering method, which exploits a similar 
relationship between queries and result pages for each 
community. The method expands a query by referring to a 
graded mapping between users and items. 

The most significant difference between our approach 
and the conventional ones listed above is the concept of 
query dimension. Our system provides two dimensions in 
the query building process: narrowing and sliding. 
Narrowing is a typical query building method that allows 
users to increase the specificity of a query after starting 
with an initial keyword. Our approach also supports 
sliding, which suggests cross-domain keywords by 
computing the implicit relevance of keywords in different 
domains, such as “climbing,” “health,” “care,” and “costs.” 
To increase the precision of the sliding process, our 
approach exploits the search story of a relevant group or 
community. 

 
Figure 3. Search Story Sharing among Users Empowers the 

System’s Cross-Domain Keyword Recommendation. 
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III. APPROACH 

The narrowing and sliding forms of navigation are 
based on an inter-term relationship matrix constructed 
from a query log, as shown in Figure 4; the purpose of this 
matrix is to record the relationship between keywords for 
each user. The system converts the matrix into 
recommendation scores, which correspond to the 
coordinate values for narrowing and sliding as presented 
on the user interface. The system combines the 
recommendation scores from the user and from social 
groups within the domain of interest.  

The first stage is for the system to construct the matrix 
from the query log, a set of keyword sequences recorded 
when the user inputs a complex query in a search box. 
This matrix contains scores representing relationships 
between search terms. It is updated from the query log. In 
the second stage, the system converts the matrix into two 
types of recommendation scores: sliding and narrowing. 
The system calculates these scores based on computation 
of the inner product of the matrix and the matrix transpose. 
The final stage is to combine the recommendation scores 
of the user with that of social groups within the domain of 
interest. Our concept of social-network-based relevance 
computation is reusing third parties’ knowledge about 
query construction. This system may distinguish several 
groups of users by using other SNS’s social graph, such as 
Twitter’s follower/followee structure and Facebook’s 

friend structure. The user can also adjust the parameters of 
the combination process. 

A. Data Structure 

The data structure in this system consists of two data 
elements—query log and inter-term relationship matrix—
which are now explained in detail as follows. 

 

1) Query Log 
A query log is a set of sequences that consist of search 

terms. We define Log (L) as a data structure that is 
determined based on a Sequence (S) of keywords inputted 
by a user. Li of user i is defined by the following equation. 

     〈          〉 
where n is the number of sequences. 

A sequence is a set of searched keywords. Therefore, 
we define a Sequence (S) as a data structure that is 
determined based on the keyword (k). Sj is defined by the 
following equation. 

     〈          〉 
where n is the number of keywords. 

2) Inter-Term Relationship Matrix 
A function generates a relationship matrix from the 

query log. The relationship matrix contains a set of values 
that represent the directional relevance between each pair 
of keywords (the weight of the association). This is a 
square matrix, whose rows and columns each correspond 
to the same set of keywords. We define the Matrix (M) of 

 
Figure 4. System Architecture of Recommendation of Search Terms on Word Map for Directional Relevance between Input Keyword and 

Another Keyword in the Log. 
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user i as a data structure that is determined based on the 
weight (w). 

   [

             

   
             

] 

where n is the number of keywords. The system also 

generates the matrix transpose   
  for reverse look-up. 

B. Functions 

The proposed system provides three main functions. 
The first function constructs the relationship matrix from a 
query log. The second function converts the matrix into 
narrowing and sliding scores for recommendations. The 
final function combines the recommendation scores of the 
user with those of a social group can provide expertise 
concerning the user’s domains of interest.  

1) Constructing a Matrix from a Query Log 
The system provides a fundamental function to 

construct a matrix from a query log. The function is 
defined as follows. 

          (  )      
where    contains a set of values w[l, m] that represent 

the weight of the directional relevance between kl and km. 
This function updates the matrix every time the user 

inputs a query. Thus, we set the weight (w) of a sequence 
(Sj) as the relevance, determined based on the rank of 
keyword (k). 

      (  )  [
 

    (     )
 

 

    (     )
   

 

    (     )
 ]   

Figure 5 shows an example of this summation process. 

2) Converting a Matrix into Recommendation Scores 
The system provides a fundamental function to 

convert a matrix into mapping arrays. Each mapping array 
contains the vertical and horizontal scores of a given 
keyword in relation to the origin keyword, i.e., the last 
term of a query. Thus, the function fmap generates two 
directional relevance scores, such as sliding relevance and 
narrowing relevance, according to a keyword specified as 
the origin point. fmap(o) is defined as follows: 

    (    )  {〈     〉    〈     〉 }   

〈     〉  〈∑               

 

   

 ∑  
 

     
   

 
     

 

   

〉  

where pv and ph are the vertical and horizontal scores, 
respectively, for the word map. The vertical score 
corresponds to the directional relevance of a narrowing 
search, whereas the horizontal score corresponds to the 
directional relevance of a sliding search. 

3) Combining the Recommendation Scores of the 

User and the Expert Groups 
This system uses the collective expertise of other users 

for its recommendations. This recommendation function 
merges the matrix of a user and the matrices of other 
search engine users in a weighted combination. The 
combination weighting, or rate, is set by the user of this 
system via a slider on the Web page. Thus, we define 
fcombine as a function that is determined based on a 
combination rate (r). 

        (     )   
  (       )   

∑   
   

 
  

   
    

where p is a correlation score and n is number of persons 
in group (G). 

These equations combine the matrix of the main user 
with the average of the matrices of all users to yield a final 
score. 

 
Figure 5. Matrix Composition Process. 

IV. IMPLEMENTATION  

We have implemented a prototype system for 

evaluating the recommendation of search terms by 

analyzing users’ query logs. This system has been coded 

in full-stack JavaScript language, which implies that the 

server-side and client-side modules are implemented in 

JavaScript only. 

1) Modules 

The engine of this system has two main modules for the 

server side and client side. These modules use the same 

data structure, which is a user’s search story, but they 

serve two different functions. On the server side, the 

system provides communitization, whereas on the client 

side, it provides personalization. 
The server-side module of the prototype system 

outputs four types of arrays: narrowing and sliding scores 
for both the user and the community. The advantage of 
these outputs is that the system is able to present search 
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global … 0 1.5 0 0.7 0.5 0.3
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user … 0 0 0 0 0 0

mobile … 0 0 0 0 0 0

Sj := <“statistics”> Sj+1 := <“statistics”, “traffic”>

Sj+2 := <“statistics”, “traffic”, “global”> SJ+3 := <“statistics”, “traffic”, “laptop”>

SJ+4 := <“statistics”, “traffic”, “laptop”, “user”> SJ+5 := <“statistics”, “traffic”, “mobile”, “user”>
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terms with just the client-side module. Therefore, this 
module is only run when the user inputs a new query. 

The client-side module presents search terms on the 
user interface. The system presents the candidate search 
terms in a two-dimensional space that is defined by the 
narrowing axis and the sliding axis. The search terms are 
positioned in relation to parameters that the user inputs 
using two sliders, one of which defines the combination 
rate for other search stories (community) and the other 
defines the scaling rate (zoom factor) for words. 

2) User Interface 
The user interface of this system consists of the word 

map, zoom slider, social slider, search box, and search 
button (Figure 6). The most important control is the social 
slider. This slider defines the extent to which the user’s 
search story is combined with the community search 
stories. The system allows users to discover appropriate 
keywords by adjusting the combination level of search 
terms, if no terms are found initially. 

 
Figure 6. User Interface of Cross-Domain Query Navigation 

System. 

The procedure of this system is as follows:  
Step 1: The user inputs the initial keyword of the query in 
the search box, and the system presents keywords on the 
word map.  
Step 2: The user taps an appropriate keyword. The system 
displays the keyword in the search box and presents a new 
set of keywords on the word map (Figure 6 shows only 
one term in the search box. The system displays the next 
keyword when the user enters it via the touch interface). 
Step 3: If no appropriate keyword is shown, the user may 
drag the social slider until the combination level generates 
a satisfactory range of keywords.  
Step 4: The user repeats Steps 2 and 3 as necessary. The 
user taps the search button and the system retrieves the 
search results. 

Figure 7 shows an example of how the word map can 
be changed using the social slider. The arrows in this 
figure show how the keywords move when the slider is 
operated. The origin point (upper left) corresponds to the 
initial query “JavaScript”. The system provides candidate 
keywords from an expert group of Web designers but not 
programmers, displaying new candidate keywords that are 
used by Web designers, such as “sample code,” “Web 
design,” and “Flash,” but not keywords that are used by 

programmers, such as “Java” and “C++.” The figure 
shows that the keywords that are more often used by Web 
designers than by programmers, such as “HTML5,” are 
slightly shifted from lower right to upper left. The figure 
shows that the keywords that are more often used by 
programmers than by Web designers, such as “API,” are 
shift from upper left to lower right.  

 
Figure 7. Change in the Keyword Positions on Word Map with 

Social Slider. 

V. EXPERIMENTS  

This section presents experimental studies that clarify 
the effectiveness of our approach. In particular, this 
experiment evaluates the fmap function that converts a 
matrix into recommendation scores. The experiment 
evaluates the directional relevance between the input 
search terms and the candidate search terms, based on the 
user and the community query logs. The experiment 
compares the narrowing, which is the legacy keyword 
recommendation, and the sliding, which is the original 
feature of this system. Due to the limitation of the space, 
this experiment clarifies that our approach calculates the 
appropriate distance between query keywords by asking 
10 test subjects to evaluate the navigation results. 

A. Overview 

This experiment measures the precision of the 

keyword ranking of the recommended query keywords by 

comparing the manually-conducted correct result set and 

our system. We have set up the inter-term relationship 
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matrix by submitting 952 queries to Google. As a result, 

we obtained a 108 × 108 matrix. We have designed the 

three test topics, “design,” “e-book,” and “editorial,” as 

the initial keywords. These three test cases generate three 

rankings. We select the top 10 keywords of narrowing / 

sliding relevancy in each search topics, such as “design,” 

“e-book,” and “editorial,” as shown in TABLE I. 

In order to verify the precision of the results, we had 

10 persons evaluate the rankings. 10 test subjects 

evaluated relevance of 60 keywords and three topics from 

the viewpoint of narrowing and sliding. Every subject 

rated each recommended keyword according to the 

following 5-point scheme: 0 (completely not relevant), 1 

(not relevant), 2 (slightly relevant), 3 (relevant), and 4 

(very relevant). We considered the ideal ranking as the 

average of 10 results.  

 
Table I. NARROWING AND SLIDING KEYWORDS AND 

THE RANKS. 

 

B. Evaluation Result 

This experiment compares the keyword ranking of 
narrowing and sliding recommendation with evaluations 
by test subjects. The evaluation of this experiment applies 
normalized discounted cumulative gain (NDCG). 

    ∑
    

     

  
   ,      ∑

     

     

  
   ,       

   

    
 

where reli is the average evaluation score given by the test 
subjects, and rel’i is the average scores in descending order. 
Figure 8 shows NDCG of narrowing and sliding 
recommendation for three topics (“design,” “e-book,” and 
“editorial”). Higher score means a better retrieval 
precision. The most important result is a score of sliding 
recommendation because the narrowing recommendation 
is close to the conventional query recommendation method. 
The NDCG of sliding recommendation is the almost same 
as that of narrowing recommendation. This result implies 
that our sliding recommendation achieves highly practical 
precision, although the sliding recommendation generates 
different keywords from the narrowing recommendation. 
By using this system, the user received the precise query 
keyword, which shared a cross-domain relationship with 
the initial keyword. This recommendation is a very 
powerful tool to input a complex query consisting of cross-
domain keywords. 

VI. CONCLUSION AND FUTURE WORKS 

We have proposed the complex query navigation 
system that exploits search stories of social groups. This 

system recommends candidates for a next search term by 
calculating the directional relevance along two conceptual 
dimensions and performing narrowing and sliding 
operations. A social combination function enables the user 
to utilize the knowledge of social groups to facilitate 
navigation. We implemented a prototype system that is 
able to retrieve and present candidate keywords for 
multiple queries while reducing the number of taps 
required. As a future work, we plan to develop a social-
based query recommendation mechanism and to evaluate 
scalability in a complex query navigation in multiple 
domains. 

 
Figure 8. NDCG of Narrowing and Sliding 

Recommendation. 
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Abstract—Composite web applications built from reusable
components are replacing traditional, monolithic Rich Inter-
net Applications (RIAs). Based on the rising number of
smartphones and the increasing usage of mobile applications,
composite web applications arrive on mobile devices. While
the computing power of the latter rapidly grows, an unsolved
problem persists: the limited energy resources of mobile de-
vices. We propose an architecture for mobile energy-adaptive
RIAs, which allows for energy optimization by adapting the
distribution of components between the server and the device
and minimizing the data communication.

Keywords-composite applications, mobile applications, en-
ergy efficiency, component migration, mashups

I. INTRODUCTION

Service-oriented architectures are current practice to build
reusable and agile composite applications from loosely
coupled services and resources. Lately, this composition
paradigm has been deployed to the presentation layer as
well. This paved the way for mashups, or composite web
applications, as an alternative to former, monolithic RIAs.
Mashups have gained acceptance for consumers as well as
enterprises [1].

At the same time, the number of smartphones sold has
risen tremendously. A Gartner survey shows that, compared
to the same period of 2010, smartphone sales increased by
42 % in the third quarter of 2011, with an even higher
estimation for Q4 and early 2012 [2]. Not only has the
number of devices been growing, but also the usage of mo-
bile applications. Today, emailing, web browsing, personal
navigation and social media applications are used by many
smartphone users. In the future, new usage scenarios will
arise, making excessive use of the device’s sensors [3]. In
parallel, mobile applications rely heavily on remote data and
cloud storage to overcome limitations regarding storage on
the device and to support collaborative scenarios. However,
there exists one thing, which does not even rudimentarily
keep pace with the increasing distribution, performance and
usage of smartphones: the device’s battery capacity (cf. [4]).
Since mobile devices are generally required to last as long
as possible, the limited energy budget and severe energy
consumers are ongoing issues for smartphone users.

In this paper, we introduce our approach towards mobile
energy-adaptive RIAs, in which we capitalize on the mobile

communication management at application layer. We focus
on composite applications based on CRUISe [5], a universal
composition platform for mashups.

The paper is structured as follows. In Section II, we
give a brief overview of the CRUISe composition platform.
Section III summarizes the challenges and related work
regarding energy-aware mobile applications. In Section IV,
we introduce our proposal and describe its respective parts.
Finally, we discuss our findings and outline future work in
Section V.

II. THE CRUISE COMPOSITION PLATFORM

Our approach towards energy-efficient RIAs is based on
the CRUISe Platform for universal mashup composition,
whose principles have been introduced in [6]. CRUISe
extends the known service-oriented paradigm to include the
presentation layer. Applications consist of universal parts,
which provide data access, business logic and UI. These
CRUISe components share a generic component model and
a platform-independent description language, the Semantic
Mashup Component Description Language (SMCDL, see
[7] for more details). The inner workings of a component
are encapsulated by an interface consisting of three abstract
concepts, namely property, operation and event (cf. [8]). The
public state of a component is represented by its proper-
ties, while changes of the inner state result in publishing
events, which could be consumed by the runtime or other
components. The functionality provided by a component is
accessible by calling its operations. This allows for a loose
coupling of components, where an event-based communi-
cation architecture routes event messages from publishing
components to the respective subscribers via event channels.

A composite application is described by a generic com-
position model [8], referencing the involved components’
IDs, the required event channels and layout information. A
service-oriented infrastructure supports the dynamic execu-
tion of CRUISe applications at runtime, as depicted in Figure
1. The composition model (upper left of figure) is interpreted
by a CRUISe runtime environment, shown in the middle, that
brings the composition to life, using universal components
provided by the service layer at the bottom.

The runtime environment receives the component code
of every component from a component repository, shown
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component 
repository
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runtime environment

composite application

composition model

web services, feeds, widgets, databases, ...

universal description (SMCDL)

Figure 1. Architectural overview of the CRUISe composition platform [6]

on right, where all components are registered. Finally, the
runtime integrates and instantiates the components and es-
tablishes the specified event channels.

Thus far, CRUISe provides a mature platform for universal
mashup composition, which allows for dynamic component
integration at runtime and is already in practical use in
industry. However, the existing capabilities of the CRUISe
runtime lack support for energy-aware execution of CRUISe
applications. This is of high importance, especially when
used on mobile devices, as motivated before.

III. CHALLENGES AND RELATED WORK

First of all, it is crucial to determine the main en-
ergy consumers of current smartphones. Carrol and Heiser
performed a detailed analysis of a mobile phone’s power
consumption [9], identifying the display and graphics as the
main consumers, followed by the GSM radio while the CPU,
generally, is of lower relevance. They profiled phone com-
ponents isolated by several benchmarks and measured the
energy consumption for various usage scenarios, e. g., audio
and video playback, text messaging, phone calls, emailing
and web browsing. The results show that the display (LCD
panel, touchscreen, graphics and backlight) head the power
consumption of all none-GSM-intensive scenarios. Other-
wise, e. g., phone calls, emailing and web browsing, the
GSM radio respectively the WiFi system consumed the most
of power, while WiFi showed a noticeable higher energy
efficiency for data transfer. Since the backlight of the display
is either automatically dimmed by the operating system or
explicitly set to a user-specified value, optimizing a device’s
communication behavior provides the most promising ap-
proach for energy optimization at application level.

A specialized analysis of energy consumption of mobile
communication (GSM, 3G and WiFi) was performed by
Balasubramanian et al. [10]. Their results show a fair energy
efficiency for smaller data size (10 KB) using GSM and
for bigger data size (>100 KB) using WiFi. 3G consumes
significantly more energy for data transfer, according to
the high tail energy, which covers the energy consumed
while remaining in a high power transmitting state even
after the actual data transfer is completed. Based on their
measurements, they derived a power model for all three
communication technologies covering ramp, transition and
tail energy as well as the tail time. Besides, they proposed
TailEnder, a network protocol to be integrated in mobile

operating systems, which schedules data transfer for delay-
tolerant applications or prefetches data (e. g., search results)
for suitable usage scenarios. It has to be surveyed, whether
TailEnder could be used in addition to our approach, since it
is a very data-centric view. Besides, its suitability for highly
interactive RIAs has to be proven yet.

Based on the understanding of mobile communication
as relevant energy consumer, it is of high importance to
influence the communication behavior and distribution of
mobile applications. MAUI [4] is an approach to optimize
the device runtime by energy-aware distribution of mobile
code. It relies on special attributes in the code, marking
methods to be (potentially) executed on remote hosts. A
profiler collects context information on the device, the
network and the program state at runtime. A solver processes
the information and decides whether a method should be
invoked locally or remote, taking the overhead (transfer time
and cost, processing cost) into account. Since we focus on
component-based RIAs, where the components act as black
boxes and are handled by their interface description only,
MAUI seems not suitable.

A more coarse-grained approach proposes a method for
energy-efficient workflow distribution [11], in which a work-
flow model is enhanced by a network model and a data
model. The network model describes valid environments
(mobile or hosted) for a workflow’s activity. The data model
describes the transmission costs between two activities,
which are derived from the data size to be transmitted
and the power model presented in [10]. The most efficient
distribution of the activities is calculated by a minimal
cut algorithm, applied to a cost graph. Afterwards, the
workflow is deployed accordingly. Their evaluation showed
average energy savings up to 37 % for optimized distribution.
However, since their approach focuses on workflows with
determined size of data transmitted between activities, it
does not suit highly interactive RIAs. Moreover, we strive
for energy optimization at runtime rather than at application
deployment.

Flinn proposed remote execution for mobile applications
[12], focusing on energy-aware adaptation of application
quality to optimize energy consumption by delivering appli-
cation performance to meet user requirements. However, he
did not account for communication costs while distributing
application code but concentrated on network bandwidth and
latency as performance parameters only.

In summary, it can be stated, that relevant energy con-
sumers in current smartphones, which could be controlled
by system or application level, have been identified clearly:
the mobile communication devices. Thus, research focuses
on optimizing mobile communication: from fine-grain code
level to coarse-grain approaches. Nevertheless, there are
shortcomings regarding energy optimization for highly in-
teractive, component-based RIAs, whose communication
behavior could not easily be predicted prior to runtime.
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IV. PROPOSAL FOR SOLUTION

Facing the afore mentioned drawbacks, we introduce
energy-adaptive Rich Internet Applications (eRIAs): an ar-
chitecture and runtime environment for composite mobile
web applications, which allows for energy-efficient recon-
figuration of applications and migration of components
between client and server. It consists of three main parts,
as depicted in Figure 2: (1) a context monitor, collecting

runtime environment (3)

composite application

context monitor (1) migration manager (2)

composition 
model

services
component 
repository

Figure 2. Architectural overview of the eRIA proposal

information on the application and device state and on user
requirements at runtime; (2) a migration manager, deciding,
which reconfiguration of a component distribution between
server and mobile device is the most energy-efficient one
for a given context and migrating the affected components
accordingly; (3) a runtime environment, supporting the dy-
namic execution of application components on the server
as well as on the client. In the following, we discuss the
respective parts of our proposal in detail.

A. Context Monitor

CRUISe-based composite web applications consists of UI
and service components, loosely coupled by an event bus.
Components are encapsulated by an interface, describing
properties, operations and events by the SMCDL. Thus,
their inner state is unknown to the runtime environment,
which requires monitoring their behavior externally. The
Context Monitor shall collect information on the compo-
nent’s communication traffic to allow for a calculation of
the energy cost. Communication between components can
be measured at the Event Manager (EM), which is part of
the CRUISe runtime environment (cf. [13]), since the EM
is responsible for wiring components by delivering event
messages to operation calls according to the definition of the
composition model. Communication with external services
can be measured at the Service Access (SA, also part of the
CRUISe runtime environment), which acts as a global proxy
for external requests due to client-side security restrictions
(cf. [13]). The SA delivers the received data via a given
callback method to the component.

Besides, the Context Monitor shall gather information on
the energy context of the mobile device. These information
involve the current battery state, whether the device is just
charging, what kind of mobile communication technology is
used and basic parameters for signal strength and bandwidth.
Finally, the Context Monitor shall be able to collect user
requirements, e. g., a user forces a high-performance mode

of an application approving a higher energy consumption
knowing he will soon be able to recharge the device.

B. Migration Manager

Based on the information collected by the Context Mon-
itor, the Migration Manager derives energy costs for data
communication. Given the data size and the specific commu-
nication technology used, the required energy for a transmis-
sion can be calculated with the energy model presented
in [10]. Based on the composition model, which describes
all integral components and their type (UI / none-UI), the
Migration Manager identifies which components could be
migrated in general. At this time, we assume, that UI
components remain unchanged on the mobile device and
will not be replaced adaptively.

Analyzing the calculated energy costs for communication
and the given device’s context information as well as the
user requirements, the Migration Manager determines which
components have to be migrated to or from the server. The
component’s state has to be serialized, transferred to the
server, de-serialized and the component has to be instantiated
with the former state on the server. To lower the transfer
overhead between client and server, the component’s code
itself is not moved to the server. Instead, the server fetches
the component code from the repository via the component’s
ID, known from the composition model. If a component
should be migrated from the server to the mobile device, the
savings of the communication costs must exceed the transfer
costs of the component and its state, if the component has not
been instantiated on the client earlier. Thus, the Migration
Manager holds information on the components’ migration
history. Main parts of the Migration Manager shall run on
the client to avoid transmitting great quantities of context
data to the server for processing.

C. Runtime Environment

The runtime environment is responsible for interpreting
the composition model, contacting the component repository,
receiving the component code, integrating the components
and establishing the needed event channels between the
components according to the composition model. Imple-
mentations of a CRUISe runtime environment have been
developed for server or client side only, recently as a Thin-
Server-Runtime [13], running completely within the web
browser. However, our approach requires a runtime environ-
ment on both the server and the client side, which allows
for the dynamic execution of none-UI components on both
sides. Thus, a dynamic Client-Server-Runtime is currently
under development, which provides component integration
and instantiation on both the server and the client as well
as an event bus (embedding the needed event channels)
between server and client to allow for communication among
migrated components. Initially, we will utilize a server-
side JavaScript executor to run CRUISe components (which
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typically are JavaScript-based) on the server, supporting
further platforms in the future. Access to external services
(cf. SA) will be provided in the same manner on server and
client, to make the actual location of execution transparent
to the components.

V. CONCLUSION AND FUTURE WORK

In this paper, we have introduced our proposal for mobile
energy-adaptive RIAs briefly. Based on collected context
information on the application and the device at runtime, the
Migration Manager decides whether to migrate components
between server and client to minimize data transfer and, thus,
to save energy and lengthen the device’s uptime.

We neglect energy optimization on server side within
our approach, as we focus on mobile devices. Optimizing
energy consumption of component-based applications on
servers has been studied within the CoolSoftware project
[14], introducing Energy Auto Tuning [15].

Our approach has also some limitations. Due to the focus
on communication behavior, CPU-intense applications with
minor external communication will not benefit much from
this proposal. Moreover, it could be difficult to derive a
migration strategy for components that consume and publish
data of equal quantity, as they will cause high communica-
tion costs regardless of where they are executed. Frequent
migration of components could result in high overhead
costs. This can be addressed by migration policies and
initial distribution suggestions for components, derived from
experiments run prior to application deployment.

To achieve our aim, we will face the following challenges
next: We will survey, whether the Context Monitor could
also use prediction technologies (besides runtime monitor-
ing) to determine data traffic or if methods and work from
machine learning could be useful as well. Further research
is required with regards to migration strategies, clarifying
where components should be integrated initially: on the
server or on the client, as this impacts the initial data traffic.
Finally, we have to complete the implementation of the
dynamic Client-Server-Runtime.

To evaluate our approach, we plan a representative user
study, which allows us to measure energy consumption for
several usage scenarios and communication technologies
on current smartphones and to compare our solution with
classical mobile RIAs.
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Abstract—In the Internet age, people are becoming more
and more familiar in experiencing online services. In many
cases, the customer commits herself and her assets in a
business transaction with no (or limited) possibility to test the
service/good she is booking/buying. Hence, there is the need
to prove the trustworthiness of such services for supporting
a user in her choice. Many websites feed the customer with
reviews of past users representing their degree of satisfaction.
In this paper, we consider a scenario where different services
may be grouped together to form packets, and we design and
implement a simple procedure through which a customer can
choose the packet that best satisfies her expectations. The final
choice will be driven both by the qualities of the reviews
on the constituting services, and by the customer’s personal
preference and attitudes. To automatise the procedure, we
survey real behaviours of users when they choose a service and
give reviews, by obtaining a probabilistic model plugged in our
simulator. In particular, we deal with the issue of false review,
reported by unfair users that intentionally act malevolently.
The simulations results show that our system is robust enough
up to a certain number of unfair feedback.

Keywords-Reviewing Systems, Design and Evaluation, Prob-
abilistic Client Model, Unfair Feedback.

I. INTRODUCTION

The availability of a large pool of e-services may lead
consumers to face the difficulty of choosing the one(s) that
satisfy at best their needs. What generally helps in such
situations is a service provider in charge of delivering a list
of services, decorated with additional criteria supporting the
consumer in her choice. A natural support is represented by
rating services, e.g. by attaching numerical scores, or textual
judgments, summing up the degree of satisfaction of past
users towards that service. High scores will encourage the
consumer in making her choice, even if the final selection
will be influenced also by personal preferences (e.g. users
will not always choose the hotel with the highest score, as
it is probably one of the most expensive).

Here, we consider a scenario in which a broker provides
a set of services to different kind of clients. We propose a
procedure for rating services through review computation
and a simple protocol to offer the composition that best
satisfy the client’s needs. For our prototype, we rely on
a probabilistic client model obtained by reproducing the
behaviour of real clients when they give feedback and when
they choose services. For designing and implementing such
a model, we gather and analyse data from two popular
websites. We validate the model through simulations, aimed

at testing how the system works in presence of unfair
clients that intentionally provide false reviews, a frequent
misbehaviour confirmed by recent studies, see, e.g. [1].

The paper is organised as follows. Section II recalls
related work in the area of rating systems. In Section III,
we describe the reference scenario, the procedure for review
computation, and the protocol for requesting and experi-
encing packets of services. Subsection IV-A shows how we
derive a probabilistic model both for the client choice and
the client feedback. In Subsection IV-B, we present a number
of evaluations we have carried out. Finally, Section V
concludes the paper.

II. RELATED WORK

The rating of a service (or a product) is kept up-to-date
according to algorithms generally built on the principle that
the new rating is a function of the old ratings and the most
recent review(s) [2]. In simple models, such the one adopted
by Ebay prior to May 2008, past and new ratings about
the outcome of online transactions between a buyer and a
seller contribute in an equal manner to the calculation of
the trustworthiness of the seller. More recently, Ebay has
started considering only the percentage of positive ratings of
the last twelve months. The same temporal window is also
used in the Amazon marketplace. Other models combine
in a weighted mean the old rating and the newest reviews.
Proposals to evaluate such weights are based on, e.g. the
trustworthiness of the reviewer [3]–[5], the evaluation of the
users satisfaction for a set of parameters characterising the
object [6], the review freshness, or the distance between the
single review and the overall score (as suggested in [2]).
Other work, like in [7], [8], suggests to weigh more the
reviews given by professionals and less the reviews given by
regular users. In our approach, ratings are assigned according
to categories of users, as commonly classified in popular
websites specialised in services advice. The proposed re-
viewing system is parametric with respect to the weights to
be assigned to past and new feedback. In particular, in this
paper, we propose a configuration that is optimal, at least for
our scenario, with respect to a percentage of unfair ratings
and the speed in achieving reviews values comparable with
a set of reference values.

Online reviews posted by users should be considered
truthful if supported by a reputation mechanism assess-
ing the trustworthiness of the reviewers. We acknowledge
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Figure 1. Reference Scenario: Clients-Broker-Packets

research work in the area of immunising reviewing sys-
tems against unfair (or incomplete) ratings, e.g. [9]–[15].
In particular, work in [16] introduces a new definition
of unfairness, by considering two categories of advisers,
the first category representing users that intentionally act
malevolently, instead the second one representing users that
lack of sufficient experience for correctly giving advice.
This differentiation allows the authors to propose a two
layered filtering algorithm that first detect newcomers with
lack of experience, and then classify the remaining advisers
according to their credibility. In this paper, rather than
proposing a way to cut off unfair ratings, we investigate
how robust our reviewing system is, in presence of a certain
percentage of unfair ratings.

Work in [17] focuses on feedback selection, and proposes
an algorithm to filter past feedback that matches best a
user’s context. The framework has been tested with real
consumers to test its accuracy. Here, instead of dealing with
real consumers, we analyse review sets collected from real
websites, in order to automatise the behaviours of real users.

Finally, it is worth noticing that recommendation systems
have been successfully adopted within large-scale agent-
based (social) networks for the selection of trading partners
and useful items: as an example, the author of [18] proposes
a tag-based recommendation system that maximises some
utility function of the users. Also, work in [19] considers
how to enable social evaluations and proposes the integra-
tion of a cognitive agent and a cognitive reputation model
allowing the agent to take decisions in a multi-context
environment based on beliefs, desires, intentions, and plans.
We acknowledge this area of research as a relevant mean to
trade off the subjective attitude of the user’s opinion and the
community’s opinion.

III. ARCHITECTURE AND SCENARIO

Fig. 1 illustrates our reference scenario, in which an online
service broker B provides a list of packets P to a client C.
Each packet consists of constituting services Si. As a simple
running example, we assume that the client is a traveller
willing to book a trip via B. So, C requests accommodation,
transportation, and refreshment, and each packet P j will

consist of: hotel Sj
H , car rental Sj

CR, and restaurant Sj
R

1.
Hereafter, we let a review range over the set {1, . . . , 5} of
real numbers.

The procedure for requesting and experiencing a packet
is quite simple:

1) C asks the broker a packet (hotel + restaurant + car).
2) B presents a list of packets, sorted according to the

client’s preferences. The way in which such prefer-
ences are evaluated is explained in Section IV-A1.

3) C chooses the packet whose review best matches her
preferences (see Section IV-A1), experiences P , and
gives feedback on the services constituting P .

4) B updates the reviews of the single services, and forms
a new list of packets for the next client.

We focus on step 4, i.e. the computation and updating
of the services’ reviews. Not surprisingly, we think that
the new value should depend both on the more recent
reviews and on reviews due to experiences of past users.
The following formula generically indicates that the new
review is a function f of the old reviews and the last one.

RS
new = f(RS

last, R
S
old)

In particular, we propose the next quite simple formula,
where RS

last denotes the last review on the service S, RS
old

is the old review, and wlast, wold are weights ranging over
{0, . . . , 1} and wfb + wold = 1.

RS
new = RS

last ∗ wlast +RS
old ∗ wold (1)

The weights are opportunely tuned in order to give more or
less importance to history rather than to new feedback.

IV. VALIDATION

In this section, we first characterise in a specific way
each actor involved in our scenario. Then, we propose a
way to characterise the clients’ preferences. In particular,
the broker proposes to each client the list of packets in
which the first one is the closest to that client’s preferences.
Also, we present how we derive values RS of clients’
reviews of expression 1. Finally, we propose a number of
experimental results, for validating such formula in presence
of a percentage of unfair clients that report false reviews.

Our scenario involve a set of clients, a broker, and a set
of e-services. In particular:
• The broker is an agent that links services and clients,

by following the protocol given in section III.
• The services are hotels, restaurants, and car rentals.

- In order to validate our proposal, we need reference
values for the review of each service in a steady
state. For each service, we take as the set of

1Here, we simplify the scenario, by considering that all the possible
accommodation services (resp., transportation/refreshment services) are
represented by a hotel (resp., a car rental/a restaurant).
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Figure 2. NYC hotels: preference of clients. Percentage of clients choosing
NYC hotels, per client typology and hotel class

review reference values that one surrounding the
category reported in the website. As an example, a
reference review value for a 5 star hotel ranges
over {4.51 . . . , 5}, and for a 4 star hotel over
{3.51 . . . , 4.5}.

- Each of the services enters the system with an
initial random review value. We justify this choice
to test the goodness of our proposal, in terms of
proving: 1) if the review values come to results
comparable to the reference values (see above); 2)
how fast the review computation mechanism is in
adjusting the initial random values.

• We consider three categories of clients: solo traveller
Cst, family Cf , and businessman Cb.

A. Client Model

1) Modeling a client preference: As introduced in Sec-
tion III, the broker proposes a ranking of packets sorted
according to the client’s preferences. We assume that three
preference values are dynamically associated to each client,
namely vh for hotel, vrc for car rentals, and vr for restau-
rants. All these three values range over {1, . . . , 5}.

We propose to calculate the preference values vi by
considering behaviours of real clients. In particular, we ex-
amine popular websites offering travel advices about hotels,
restaurants, and car rentals2.

Regarding hotels, we consider a subset of the 430 hotels in
New York City reviewed on Tripadvisor.com. This website
allows a user to filter clients’ categories, in order to visualize,
e.g. how many past users of a given category has chosen a
particular hotel. Fig. 2 shows the results obtained by our
survey. For example, we obtain that, on average, about 27%
of the Tripadvisor businessmen users prefer a 5 star hotel,
26% of them choose a 4 star hotel, 16% stay at a 3 star
hotel, while 15% and 16% choose, respectively, a 2 star and
1 star hotel.

Regarding restaurants, we consider a subset of the almost
7000 restaurants in New York City revised on Tripadvisor.
The website distinguishes them according to the price range,
between $ and $$$$. We survey how many businessmen,

2All the surveys refer to data gathered from websites in fall 2011.
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Figure 3. NYC restaurants: preference of clients. Percentage of clients
choosing NYC restaurants, per client typology and restaurant price range

solo travellers, and families have chosen a restaurant that
falls within a particular price range, over a period of time.
This leads to the results shows in Figure 3, where it is
possible to see that, for example, 60% of businessmen
considered in our survey prefer a $$$$ restaurant.

Finally, we consider the website viewpoints.com, giving
advice on best car rentals (www.viewpoints.com/Rental-
Cars). We notice that the majority of car rentals have a
similar number of reviews, meaning that they have been
chosen with a similar frequency.

We suggest to assign to each client a preference value
vi in a probabilistic way. For example, a solo traveller
will have attached vh = 1 with probability 35%, = 2 with
probability 20%, = 3 with probability 15%, and so on (see
figure 2). The same reasoning holds for preference values
vr for restaurants, while, given the results of our survey, we
decide to attach to each client vrc = 1 with probability 20%,
= 2 with probability 20%, etc.. .

Now, we can clarify the way in which the broker sorts
the list of packets according to the clients’ preferences.
Suppose that a businessman asks for a packet (step 1 in the
procedure of Section III). First of all, the broker will assign
to that businessman vbush , vbusr , and vbuscr in a probabilistic
way. Then, B will consider the hotel, the restaurant and
the car rental that have obtained reviews closest to vbush ,
vbusr , and vbuscr . Subsequently, the broker selects the hotel,
the restaurant, and the car rental with the second closest
values of reviews, and these will form the second packet,
etc.. . The numerical closeness is in absolute value.

Figure 4 shows an example of a list prepared for a client
of category businessman whose preference values are vbush =
4, vbusr = 4, and vbuscr = 3. As we can see, the first packet is
the one whose components have obtained the review values
closest to the client’s preference values.

2) Modeling a client review: Once the client has exper-
imented the packet, the broker asks her to provide some
feedback. In order to automatise the review computation,
we propose a probabilistic feedback model, based on real
advices published on Tripadvisor.com. We consider restau-
rants and hotels in New York City.

On Tripadvisor, each hotel has a set of associated reviews.
Reviewers can judge a hotel with five marks: Excellent,
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H8 R5 C31°

2°

3°

4°

5°

= 3.9 = 3.8 = 3

H6 R3 C1= 3.6 = 3.6 = 3.5

H2 R6 C8= 4.5 = 4.4 = 4.2

H1 R4 C3= 4.7 = 4.8 = 1.7

H5 R7 C3= 2.2 = 2 = 1.5

Figure 4. A list of packets with reviews sorted following the client’s
preferences. The example shows the list for a businessman with vh =4, vr
=4, and vcr =3.

Table I

Mark Feedback Values
Excellent [4.51 , . . ., 5.0]
Very good [3.51 , . . ., 4.5]
Average [2.51 , . . ., 3.5]
Poor [1.51 , . . ., 2.5]
Terrible [1.0 , . . ., 1.5]

Very good, Average, Poor, Terrible. Reviews may be filtered
per client typology, e.g. businessmen, families, and solo
travellers. Fig. 5 shows the distribution of feedback, per
client typology and hotel class. As an example, considering
the NYC 5 star hotels, on the totality of 613 businessmen
reporting reviews, 393 give an Excellent mark (64%), 92
businessmen a Very good mark (92%), 72 an Average mark
(12%), 35 a Poor mark (6%), and 21 a Terrible mark (3%).

Tripadvisor does not allow to filter restaurant reviews ac-
cording to the client’s typology. Thus, we consider a generic
traveller. Results of our survey are illustrated in Fig. 6. As
an example, we can see that 44% of clients consider a 4$
NY restaurant Excellent, 33% give a Very good mark, 17%
think that 4$ NY restaurants are on Average, and 4% and
2% are unsatisfied, giving Poor and Terrible marks.

Finally, reviews on car rentals were not sufficient to
derive a feedback distribution. Thus, we decide to consider a
uniform distribution of feedback, ranged over {1.0,. . . , 5.0}.

In our system, each service is associated to a default
classification (e.g. restaurants are classified by price range,
and hotels are classified by stars). When a restaurant (re-
spectively, a hotel) is evaluated, a client feedback is prob-
abilistically obtained according to the percentages given in
Fig. 6 (respectively, Fig. 5).

For example, a 4$ restaurant is judged Excellent with a
probability of 44%, Very good with a probability of 33%,
Average 17% and so on. Since we consider as review values
real numbers ranged over {1, . . . , 5}, such textual feedback
are uniformly mapped to numerical values in intervals as in
Table I. These values are the RS values of expression 1.

3) Unfair clients: Typically, reviewing systems can be
altered intentionally by unfair clients. Goal of these users

 0

 10

 20

 30

 40

 50

 60

 70

Pe
rc

en
ta

ge

Hotel-Class

* ** *** **** *****

Terrible
Poor

Average 
Very Good

Excellent

(a) NY hotels: Business feedback

 0

 10

 20

 30

 40

 50

 60

 70

Pe
rc

en
ta

ge

Hotel-Class

* ** *** **** *****

Terrible
Poor

Average 
Very Good

Excellent

(b) NY hotels: Families feedback

 0

 10

 20

 30

 40

 50

 60

 70

Pe
rc

en
ta

ge

Hotel-Class

* ** *** **** *****

Terrible
Poor

Average 
Very Good

Excellent

(c) NY hotels: Solo travellers feedback

Figure 5. NYC hotels: Clients’ feedback. Percentage of clients giving a
certain feedback, per client typology and hotel class.
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Figure 6. NYC restaurants: Clients’ feedback. Percentage of clients giving
a certain feedback, per restaurant price range.

is to post false reviews in order to penalise services. A
trivial model is represented by clients who give feedback
in a completely random way.

We tackle this issue by considering unfair clients and
observing how our system reacts. Here, we adopt a model
for the attacker that gives reviews in a probabilistic fashion,
and we consider the distribution function got from our

191Copyright (c) IARIA, 2012.     ISBN:  978-1-61208-200-4

ICIW 2012 : The Seventh International Conference on Internet and Web Applications and Services

                         203 / 307



Tripadvisor survey, but in a mirror-like fashion. According to
the trend shown in the figures, an Excellent mark is given to
a high-level service (e.g. a 5 star hotel) with high probability.
Following the mirror-view strategy, an unfair client gives a
Poor mark with that same probability.

B. Experimental Results
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Figure 7. Hotel review (wold = 0.4, wlast = 0.6)

We present some experimental results obtained through a
study aiming at characterising the behaviour of our review-
ing system. The study is performed implementing an ad-
hoc simulator that mimics our framework by letting: 1) the
broker propose the list of packets to each client, according
to their category and preference values (see section IV-A);
2) the client choose and experience a packet; 3) the feedback
be given to each service according to the client’s feedback
model (see section IV-A2); 4) the broker update the reviews
of constituting services according to new and old feedback,
following expression 1 of Section III. A number of different
interactions is realised in subsequent steps.

The simulator has been developed in JAVA
(www.java.com), it is available online3. We ran several
simulations with different values for wold and wlast (see
expression 1 in Section III). Tuning the weights, more
relevance is given to past feedback Rold or to new feedback
Rlast.

1) Fair Clients: Figure 7 shows the review trend in a
setting where all clients provide fair feedback. We simulate
2000 interactions: in each of them a client chooses a packet
according to her preferences, she experiences and she gives
feedback according to her feedback model. Starting by initial
random reviews, the services quite quickly obtain reviews
very close to the reference values. For example, reference
values for high class hotels and restaurants are in {4.5, . . . ,
5}. We can see that the reviews quickly come to comparable
values.

2) Unfair Clients: We aim at finding the optimal weights
in expression 1 in order to suffer as less as possible from
unfair feedback. Thus, we ran several simulations, with
different values for weights and different percentages of
unfair clients, i.e. from 0% to 50%.

3http://www.iit.cnr.it/staff/gianpiero.costantino/CNR-
PersonalPage/Simulator.html

In Figure 8 we show the most relevant results we have
obtained for a 4 star hotel. On the left column, the review
trend is shown in a setting with a low amount of unfair
clients (up to the 20% of the totality), while in the right
column a higher percentage is considered (up to 50%).

Giving more importance to new feedback, the trend is less
stable. Indeed, few new positive (resp., negative) feedback
are sufficient for rapidly increasing (resp., decreasing) the
service’s review values. Hence, an attacker may easily
compromise a service, see, e.g. Fig. 8(a), and above all,
Fig. 8(b), where it is possible to see that a relevant amount
of unfair clients can provoke a completely distorted review
value. On the other hand, when using very low weights for
new feedback (e.g. wlast = 0.1, wold = 0.9, Figures 8(c)-
8(d)), the resulting trend is flatter. A flatter trend may affect
the disclosure of suspicious behaviours.

The best trade off that we have found between wlast

and wold is presented in Figures 8(e) and 8(f). A higher
importance is given to old feedback. Nevertheless, new
interactions are properly considered (wlast = 0.3 and
wold = 0.7). Figure 8(f) highlights that these values of
wlast and wold allow our system to be quite robust even in
presence of a high percentage of unfair clients. Indeed, the
resulting trend is not affected by substantial modifications.

V. CONCLUSIONS

We have proposed a rating system for online services. In
order to automatise the procedure of review computation,
we first collected data from popular websites specialised in
clients’ reviews. From the analysis of such data, we then
derived a probabilistic model of feedback for three kinds
of clients: businessmen, families, and solo travellers. The
efficacy of the model has been evaluated by simulating
a system able to get, as input, feedback of past clients,
distributed according to the model that we have derived,
and return the updated review value. Simulations show that
our mechanism works well up to a certain number of unfair
feedback. Also, in our scenario, different kind of services
can be composed together and they form packets. Packets are
offered to clients according to her preferences, here derived
from the analysis of real behaviours of users when they make
choice on the Internet.

The surveys that we carried out considers a relatively
small number of clients, services, and clients’ typologies,
but this modeling way could be easily adopted in real
world implementations, since many websites specialised in
services’ reviews usually rely on huge datasets.

We think that other interesting directions could be investi-
gated. First, unfair feedback may lead to a complete distorted
review value. Our work could be extended with a proactive
component where alarms are raised when something is
suspected to go wrong. Secondly, assuming that services
initially enter the system with an initial review value fixed in
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(b) wlast = 0.8 and wold = 0.2
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(c) wlast = 0.1 and wold = 0.9
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(d) wlast = 0.1 and wold = 0.9

 1

 1.5

 2

 2.5

 3

 3.5

 4

 4.5

 5

 0  5  10  15  20

R
ev

ie
w

Interaction Number (x100)

100-0
90-10
80-20

(e) wlast = 0.3 and wold = 0.7
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(f) wlast = 0.3 and wold = 0.7

Figure 8. High-class hotel: Review trend varying wlast, wold, and the percentage of unfair clients.

accordance with a broker in a business agreement, anoma-
lies between that value and the value calculated with the
reviewing system may lead to re-considering the agreement.
We leave this for future work based on contracts.
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Abstract—In TDT (Topic Detection and Tracking) of news 

stories, a topic usually contains lots of events. Because of small 

granularity of events, the relationships between events and 

topic are not closely enough to be distinguished. In this paper, 

topic and news stories are described by using event networks, 

and a network clustering algorithm EN-MST based on 

minimum spanning tree is proposed to discover event 

communities in the network. Each community is considered to 

be a sub-topic which could represent an aspect of the large 

topic as a coarse-grained concept. The experimental results 

show accuracy and reasonableness by using our method. In 

our further study, sub-topics obtained by the method proposed 

in this paper will be adopted to represent news stories in order 

to distinguish whether a news story belongs to a certain topic. 

 
Keywords-TDT; topic tracking; event network; community 

discovery;  topic model; EN-MST  

I.  INTRODUCTION  

Topic detection and tracking (TDT) is a research hotspot 
on information recognition, data mining and organization of 
news stories, so as to improve the efficiency of useful 
information acquisition on the Internet. A large topic usually 
contains many events, and there exist semantical 
relationships between event pairs, such as casual relations, 
accompany relations and follow relations. A network of 
events be formed based on the event relation information to 
represent the topic. By analyzing  the network of events, 
some events which have more closely relationship are likely 
to describe one aspect of the topic, so, event clusters in the 
network are considered to be sub-topics. It is known that 
VSM (vector space model) is the main text representation 
method in TDT; however, the main shortcoming of this 
method is the lackness of semantic information. In this paper, 
VSM is replaced by event network to represent topics and 
news stories. A topic hierarchy structure is proposed 
including topics, sub-topics and events. Events with close 
relationships are put together by using network community 
discovery algorithm, to find sub-topics. The sub-topics will 
be a bridge connecting events and the topics to improve the 
accuracy of TDT in further study. 

The remainder of the paper is organized as follows: 
Section II introduces the related work on TDT and network 
community discovery method. Section III discusses the 
definitions about event and event network and how to 
construct an event network. Section IV discusses a 
community discovery method based on MST to obtain sub-
topics from an event network. Section V compares 
experiment results between the objective function in our 

method and other objective functions. Finally, the 
conclusions are given in Section VI. 

II. RELATED WORK 

TDT was proposed in 1996 [1] by the U.S Defense 
Advanced Research Projects Agency (DARPA). Then, 
researchers from DARPA, CMU, Dragon system company 
and Umass [2] began to define the main content of topic 
detection and tracking, and developed some initial 
technologies for the solution to these problems. TDT mainly 
focuses on three tasks[3]: topic tracking, topic detection and 
new event detection. A topic is considered to be only a 
collection of news stories. Although hierarchy was proposed 
for TDT in TDT-2003 [4], the subject of more fine-grained 
information extraction problems have not yet been 
considered. In [5], every news story was considered to be an 
event, and a news probability generation model was 
proposed. News event generated model including person, 
places, content and time was automatically built in a unified 
framework. In [6], a set of sudden outbreak lexical items 
were extracted in a concentrated time window, and further 
emergency was identified according to lexical items. In [7], 
W. Lam extended related words according to the statistical 
results of vocabulary in news stories, and events were 
identified by a method similar to Single-Pass cluster. A topic 
model based on event and event developing relations was 
proposed by Makkonen [8], but the detail for the method was 
not provided. Nallapati [9] gave a more specific concept of 
event identification and event relation extraction with a given 
topic, in addition, provided the corresponding evaluation 
methods and test data. Anicic introduced the concept of 
Event Processing (EP) and a stream reasoning method based 
on a language called EP-SPARQL [10], which provided 
syntax and formal semantics to detect compound events. 

Another related research hotspot is network community 
discovery. Girvan-Newman algorithm was proposed by 
Girvan and Newman [11], whose method was to get 
communities by finding the edge with the highest score of 
betweenness and remove it from the network. Newman [12] 
proposed a weighted network community discovery method 
based on edge betweenness. He proposed that weighted 
graphs be mapped into multi-graphs, the betweenness of all 
the edges be calculated and the largest one be removed in 
turn until it reaches a reasonable structure. Noack [13] 
introduced two energy models whose minimum energy 
layouts represented the cluster structure, one based on 
repulsion between nodes and the other based on repulsion 
between edges. Grygorash proposed a graph cluster method 
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based on MST (minimum spanning tree) [14], and removed 
the edges whose weights were above the threshold to get the 
community structures.  

However, most of the TDT methods were based on 
traditional VSM which lacks semantic information and the 
above community discovery algorithms should be improved 
to be used in our research. In this paper, the content of text is 
described by using event network instead of the traditional 
VSM method, and the event network is divided into event 
clusters by a method based on MST to extract sub-topics 
from a large topic. 

III. EVENT AND EVENT NETWORK 

A. Definitions 

In the field of the TDT, a topic is a collection of several 
related events, including a central event and some other 
events related to it. A story is a news report closely related to 
the topic, which contains two or more independent clauses 
for stating an event. A story is usually a statement of some 
aspects of a certain topic, while a topic contains all the 
content of the related stories. An event involves some 
participants, environment and some other elements. So we 
introduce the definitions of event, event class and event 
ontology in [15] which is the foundation of our work. 

Definition 1 (Event): event is defined as a thing happens 
in a certain time and environment, which some actors take 
part in and show some action features.  Event e can be 
defined as a 6-tuple formally: 

:: , , , , ,defe A O T V P L    

where A means an action set happen in an event; it 
describes the process of the event happens. O means objects 
taking part in the event, T means the period of time that the 
event lasting. The time period includes absolute time and 
relative time. V means environment of the event, such as 
location of the event; P means assertions on the procedure of 
actions execution in an event; L means language expressions. 
In this paper, we use the event elements A, T and V to 
represent events. Different events have different elements. A 
word or a phrase which expresses an event happening can be 
called the denoter of the event. Each event has an event 
denoter in text. However, it is not adequate to distinguish 
events. Such as the Sichuan earthquake and Japanese 
earthquake. Although the event denoters earthquake are the 
same, they do not mean the same event due to the different 
places they occurred in. Therefore, action, time and location 
are important to represent events. 

Definition 2 (Event Class): event class is a set of 
common characteristics of the event. It can be expressed by 

EC.    
1 2 6( , , , , )EC E C C C ; 

where E is the set of events, which is an extension of the 

event class. 
1 2{ , , }i i i imC c c c …, ,… (1 6, 0)i m    is 

the intension of event class, and is the set of common 

characteristics in the i
th

 element of E; 
imc is one of the 

common characteristic in the i
th
 element of each event. 

In this paper, the definition of event network is proposed 
as follow. 

Definition 3 (Event Network): an event network (EN) is 

a directed acyclic graph that consists of a set of nodes and 

edges. The nodes are events, and the edges are event 

relations. 
EN::= (Events, Edges) 
Events ={e1,e2,…,en} 
Edges ={<ei, ej, rij >, <ex, ey, rxy >,…} (1 , , , )i j x y n   

r = {Correlation, Causal, Accompany, Follow } 
where, EN denotes event network, which contains the set 

of event nodes Events and event relations Edges. In Events, 
ei represents an event, rij represents the relation between ei 
and ej. We define four different relations between events in 
our event network model, including: 

Correlation Relation：if two events appear in the same 

story and have common event elements, such as time, 
location or objects, they are correlated.  

      Causal Relation： if event e1 causes event e2, there exists 

causal relation between e1 and e2. Causal is the most 
important relation between two events. It not only reflects 
the interaction between events, but also reflects the time 
sequence of events. For example: 

June 1, in the Afghan city of Kandahar, at least 40 people 
were killed and 60 wounded in an explosion at a mosque.     

where explosion caused killed and wounded, so they have 
the relation of causal. 

      Accompany Relation：if two or several events almost 

happen at the same time, they have the relation of 
accompany. They are often series of actions caused by the 
same event. For example: 

A large truck overturned in the corner, then the electrical 
tools are knocked out, and clips are thrown out to the ground. 
      where overturned, knocked out and thrown exist relations 
of accompany. 
      Follow Relation: two events have the relation of time 
sequence, such as earthquake and rescue, wake up  and teeth 
brushing. 

Definition 4 (Event Ontology). An event ontology is a 
formal, explicit specification of a shared event model that 
exists objectively, denoted as EO. The structure of event 

ontology can be defined as a 3-tuple： 

:{ , , }EO ECs R Rules  

where ECs is the set of all events, R indicates all relations 
between events. Rules are expressed in logic languages, 
which can be used to describe the transformation and 
inference between events. 

In this paper, by using event relations, we connect event 
instances that appear in text and construct an event network 
to represent the text. In contrast to word frequency method of 
VSM, the event network contains more semantic information: 
events and their relations.  

B. Transmission rules of event relationship 

The implicit relations will be extracted between events 
according to the transmission rules in the above event 
relations.  

Causal Relation: The causal relation is transitive. If event 
B is caused by event A and event C is caused by event B, 
then, A causes C. 
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Accompany Relation: If the relationship between event A 
and event B are accompany, event B and event C are 
accompany, then there exists accompany relation  between  
event A and event B. 

Follow Relation: If event B follows event A and event C 
follows event B, then C follows A. 

In CEC corpus [16] (An emergency corpus which 
contains 200 Chinese news stories annotated in Semantic 
Intelligence Lab of Shanghai University.), obvious relations 
between events have been annotated, and it is difficult to 
extract all the relationships manually. In order to extract 
event relations as many as possible to construct an event 
network, some implicit relations will be annotated by using 
these transmission rules above. 

C. Quantified the relationship between events 

While an event network with semantical relationships has 
been constructed, it is necessary to transform the event 
network into a weighted network in order to discovery 
communities of events. The method is introduced in Section 
IV. Each of the relationship will be mapped into a 
corresponding weight in the weighted graph, such as the 
causal relationship, events with causal relations usually 
describe the developing situation of the topic, which are 
more important to represent the theme of news stories. 
Therefore, the weight of causal relation should be larger than 
other types of relations.  

In order to quantify the event relations with weights, The 
method in article [17 ] is introduced which was used to 
calculate the weights between event classes: Choose 200 
stories as sample corpus, then add up each pair of event 
classes on the frequency and calculate the impact factor of 

them. For one text d in the text collection N, ieF means the 

frequency the event class ei appears in d, jeF  means the 

frequency the event class ej appears in d. The formula for 
calculating impact factor between ei and ej is defined as 
follows: 

               








j

i

i

i

e
ed

ij e

e

F
, if F 0

w = F

0, if F = 0

                   (1) 

If 
d

ijw >1, it is normalized, 
d

ijw =1. 

For the whole text collection N, the formula for 
calculating impact factor between ei and ej is defined as 
follow:  

                    


 d
ij

d M
ij

w

w =
| M |

                                    (2) 

M is the text collection where each text contains event 
class ei. 

The steps of calculation are: ①Calculate the impact 

factors of event class pairs in the same text; ②Normalize 

and calculate the average impact factors of event class pairs 
in the text collection, which will avoid unreasonableness 
caused by the large impact factors in a single text. 

IV. COMMUNITY DISCOVERY ALGORITHM BASED ON 

MINIMUM SPANNING TREE 

A. Three-layers model structure of topic 

In this paper, a three-layers model structure which 
contains Event, Sub-topic and Topic is proposed. In contrast 
to a large topic, a news story contains only a few sub-topics 
(usually less than 4 sub-topics). Therefore, a coming news 
story can be represented by some event communities and 
similarity degree between topic and new stories in the sub-
topic level, thus to improve the accuracy in TDT. 

Topic: a seminal event or activity, along with all directly 
related events and activities.  

Sub-topic: one aspect of the whole topic. A large topic 
usually contains some sub-topics and each sub-topic focuses 
on a small aspect of the topic. 

Event: a thing happens in a certain time and environment. 
In news stories, most of the events have implicit elements. 

 

Event

Sub-topic

Topic

 

Figure 1.  The three-layers model structure of topic. 

As Figure 1 shows, a topic contains a lot of events. The 
granularity of events are too small to describe a topic. 
Therefore, the sub-topic level which is represented by event 
communities is proposed to connect events and topic.  

B. Communities in network 

Community is a description of  the close relationships 
between events. A property of community structure, in 
which network nodes are joined together in tightly-knit 
groups and between which there are only looser connections. 
Currently, there is no recognized evaluation criteria for the 
community structure. In 2003, Newman proposed the 
concept of modularity (which is also represented by Q-
function) [12]. This quantity is defined as the fraction of 
edges that fall within communities minus the expected value 
of the same quantity if edges are assigned at random. 
Partitioning result depends on the given community 
memberships and the degrees of vertices. Q-function is 
defined as follow: 

            
 
 
 


i j

ij i j

ij

1 k k
Q = A - δ(c , c )

2m 2m
         (3) 

As to undirected and unweighted graph, if there is 

connection between node i and node j, ijA =1, otherwise, 
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ijA =0.  ij

ij

1
m = A

2
means the edge number in the 

network. ic is the community which node i belongs to. If 

ic = jc , the value of δ function is 1, otherwise, the value of 

δ function is 0. 
i jk k

2m
means the probability of an edge 

existing between vertices i and j. Where ik is the degree of i. 
Although the Q-function is biased, most of the 

community partitioning algorithms choose Q-function as a 
measure means of the clustering quality. A weighted network 

can be mapped into a multi-graph, and ijA can also represent 

the weight between i and j. That means Q-function is also 
suitable for weighted network. However, Q-function is 
difficult to obtain the optimal community structure in the 
sparse graph. 

C.  Communitiy discovery algorithm based on minimum 

spanning tree 

Most of the community discovery algorithms are for 
undirected graphs which can not be utilized in event 
networks. In this paper, an improved algorithm based on 
minimum spanning tree (MST) is proposed for event 
clustering. 

The traditional clustering based on MST is a splitting 
algorithm. In the traditional algorithm, the edges with larger 
weights are removed to form a forest, and every tree in the 
forest is a cluster. The time complexity of the algorithm is 
O(mlogn) (m is the number of edges, n is the number of 
vertices). Any shape and high dimensional data clustering 
problem can be processed. However, the MST algorithm has 
a great complexity, and it is difficult to determine when the 
algorithm reaches the optimal community structure. 
Therefore, an algorithm EN-MST (Event Network MST) 
using the event relation information of event network for 
event clustering is proposed. By querying the event ontology, 
an event network may contain the four types of relations in 
Definition 3. Because causal relation is the most important 
relationship, event network will be simplified as follow: 
remove the relations which are not causal relation and if they 
have common neighbors, the edges between them can be 
removed.  While utilizing MST algorithm, a simplified 

network will be faster. An example is shown in Figure 2： 

 
Figure 2.  Simplify the event network 

In the event network, the greater the weight, the 
relationship between the two events is more close, and the 
probability they are in the same community is greater. 
Therefore, the initial step of the algorithm is to construct a 
tree with the largest weights which is opposite to MST, that 
is, the edges with larger weights will be chosen rather than 

the smaller ones. The adjacent nodes in the tree have close 
relationship and they may be put in the same community. 
There exists several branches in a tree and nodes in the same 
branch are also probably in the same community. However, 
the granularity of community is too small just by using 
branch as the criteria, furthermore, the edge weight is not be 
considered. Perhaps, the community obtained is not accuracy. 

In this paper, Q-function method is improved by 
considering the branches information in the MST, which is 
defined as follow to avoid the shortcomings of Q-function: 

 
 
 


i j

branch ij i j i j

ij

1 k k
Q = A - δ(c , c )μ(b , b )

2m 2m
(4)       

where ib means the branch that node i belongs to. In MST, if 

there are not nodes whose degrees are more than 3 in the 
path from i to j, node i and j are in the same branch, 

i jμ(b , b ) =1, otherwise, i jμ(b , b ) =0. 

In the community discovery algorithm EN-MST, there 
are two main processes. The first one is to generate a 
minimum spanning tree and the second one is to remove the 
edges in the tree to get event communities based on the 
Qbranch function.  

The steps of EN-MST are described in the TABLE I: 

TABLE I.   STEPS OF EN-MST ALGORITHM 

Algorithm： EN-MST 

Step 1. Remove the edges with accompany relation and 
follow relation; 

Step 2. For the edges with causal relation, query the 
impact factors between two corresponding event classes from 

event ontology, and assign them to these edges, thus，get a 

weighted event network EN’; 
Step 3. Calculate all the paths between event pairs. A 2-

dimensions matrix B is to save status whether the two events are 
in the same branch. If node i and j are in the same branch, 
Bij=1, otherwise, Bij=0; 

Step 4. Generate a minimum tree ENTree from EN’ by the 
method of Prim. 

Step 5. Remove the edge with the lowest weight, query the 
matrix B to calculate the value of Qbranch and save the previous 
network condition.  

If (the value of Qbranch is higher than before) 
        Set Qbranch as the largest one;  

Else  
        Recover the previous network condition and the next 

edge is set as the lowest weight ; 
Step 6. Repeat Step 5 until all the edges are checked. Each 

sub-graph is a community in the event network. 

 
Figure 3 shows a minimum spanning tree which is generated 
from an event network. Three event communities are 
partitioned by EN-MST is shown in Figure 4. 
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Figure 3.  A minimum spanning tree by using prim algorithm 

 
Figure 4.  The communities of earthquake event network generated by the 

EN-MST algorithm 

D. The efficiency of EN-MST 

In event network, semantic information is considered and 
unimportant edges are removed, which will improve the 
efficiency of minimum spanning tree algorithm. Compared 
to Girvan-Newman algorithm whose complexity is O(m

2
n), 

EN-MST only removes the edges according to their weights 
rather than calculates the edge betweenness, and the number 
of the edges is the number of nodes minus 1. Therefore, EN-
MST have higher efficiency. The time complexity of the 
algorithm in generating a minimum tree is O(mlogn) (m is 
the number of edges, n is the number of vertices). In the 
process of initializing the matrix B, the time complexity is 
O(n

2
), and the time complexity in the removal of edges is 

O(m). 

V. EXPERIMENT AND RESULTS ANALYSIS 

A. Experimental corpus 

Impact factors between event classes are calculated by 
CEC corpus including different types of emergencies such as 
earthquake, traffic accident, bromatoxism, fire disaster and 
terrorist attack. Each of the stories from the corpus is 

considered to be a single topic. For each emergency, four 
stories are selected to be samples, and sub-topics are 
partitioned manually according to them. The rest of the 
stories in the corpus are selected as test corpus. 

TABLE II.  SUB-TOPICS IN SAMPLES AND THEIR CORRESPONDING 

NUMBER OF EVENTS 

Sub-topics The number of events 

Emergency scene 58 

The rescue 41 

Remedial work 19 

Cause of the incident 16 

International concern 10 

The donation 7 

B. Experimental results and analysis 

In the test corpus, an event network is constructed for 
each story, and EN-MST algorithm is used for sub-topic 
partition. In the experiment, the result of the sub-topic 
partition is  represented by a relation between event nodes, 
that is,  two events are either assigned to the same sub-topic 
or different sub-topics. In a data set with n events, there are 
n(n-1)/2 event pairs. RI is to evaluate the performance of the 
algorithm according to the correct event pairs which is 
defined as follow: 

                      
#CD

RI =
n(n - 1) / 2

                       (5) 

where #CD is the number of the correct decision on the 
event pairs. #CD = A+C. A is the number of the events pairs 
in which the two events belongs to the same sub-topic both 
according to the sample and the algorithm result. C is the 
number of the event pairs in which the two events belong to 
the different sub-topics both according to the sample and the 

algorithm result. It can be seen that 0<RI<1，The value of 

RI is larger，the performance of the algorithm is better. 

In the test set of the emergency corpus, 20 events are 
selected at random. The result of the sub-topic partition 
algorithm is compared to the sample corpus and the RI 
values are calculated by formula (5). In the step of 
generating a minimum tree, according to MST algorithm, the 
MST results are not unique, which may cause the variation 
of community discovery results. Therefore, we repeat this 
process 10 times, then take the average of RI values.  

 
Figure 5.  The result of sub-topic parition based on three methods. 
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TABLE III.  THE AVERAGE NUMBER OF SUB-TOPICS USING THE 

THREE OBJECTIVE FUNCTION 

Topics 
The average number of sub-topics 

TreeBra   Q-function Qbranch 

Earthquake 5.6   2.3 2.8 

Traffic accident  5.4   3.1 3.9 

Bromatoxism 4.8   2.5 3.4 

Fire disaster 5.8   3.3 3.7 

Terrorist attack 6.2   3.6 3.9 

 
In Figure 5, the X-coordinate represents the five kinds of 

emergency corpus, the Y-coordinate represents RI values. 
The RI value by using the method of TreeBra is the lowest. 
Although it is reasonable to partition community by 
removing the edges connecting two branches in a MST, the 
size of each sub-topic is too small,. Sub-topics contain less 
event nodes compared to the sample sub-topics. Thus, the 
objective partition result only by choosing the branches in 
the tree is not corresponding to the sample. Considering the 
edge weights, the Q-function method has higher RI values 
than TreeBra, because in an event network, the weights of 
edges play an important part in the removal of node edges 
and distinguishing whether two events are in the same 
community. However, the sub-topic partition result by the Q-
function is not very reasonable due to ignoring the 
information of nodes in the same branch. Compared to the 
above two methods, the algorithm using the objective 
function Qbranch reaches the highest RI value, in which the 
advantage of TreeBra and Q-function are taken.  

Besides RI value, TABLE III shows the average number 
of sub-topics in each event network. A sub-topic may either 
be the core event which can represent a topic, or the 
collection of some related events. The granularity of sub-
topic is a important factor to evaluating the partitioning 
result. In the method of TreeBra, the sub-topic number is the 
most, which means the granularity of the sub-topics is the 
smallest. In contrast to TreeBra, the size of the sub-topics 
obtained by the Q-function method is the largest, that means 
a sub-topic usually contains some events which do not 
belong to it. In comparison with TreeBra and Q-function, in 
the method of Qbranch, the number of events in each sub-topic 
is reasonable, and it is the most corresponding to the reality. 
Therefore, the EN-MST algorithm has the best performance 
in sub-topic partition.  

VI. CONCLUSION AND FUTURE WORK 

In this paper, topics and news stories are represented by 
event networks, which are divided into event clusters by EN-
MST to extract sub-topics. A topic hierarchy structure is 
proposed, which includes topics, sub-topics and events. In 
comparison of the experiment results, EN-MST gets the 
highest RI values, and the granularity of the sub-topics are 
the most close to the sample. However, the MST is variation 
which will influence the results. In our further research, we 
will find a method to take the place of MST. Similarity 
calculation using sub-topic information will also be studied 
to improve the accuracy in TDT. 
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Abstract—This paper presents the design and functionality of a 
methane (CH4) concentration measurement system, based on a 
virtual instrumentation (VI) solution implemented using 
National Instruments’ LabVIEW. It contains a semiconductor 
type dedicated gas sensor, specific conditioning circuitry and a 
software program running on a portable computer. An 
important feature of the proposed implementation is the 
possibility to transmit calculation results and receive control 
commands from a mobile phone with internet connectivity. 
Other features include data logging of concentration 
parameters and statistical calculations. The instrumentation 
represents a cost effective solution due to software/hardware 
adaptability and can be easily extended for monitoring other 
gases. Experimental results which illustrate the operation of 
the system in CH4 contaminated environments are also 
presented. 

Keywords-LabVIEW; Mobile Phone Control; Gas Sensor; 
Virtual Instrumentation; Methane Concentration. 

I.  INTRODUCTION 
The use of semiconductor type gas sensors for 

applications which investigate ambient air pollution levels is 
a common approach due to several reasons. These sensors 
combine high sensitivity to target gases, low power 
consumption, long life, straightforward installation and low 
cost. Together with an appropriate software application, one 
can develop a measurement system which can be adapted to 
monitor one or several gases [1, 2, 3]. 

The use of combustible gases within industrial and civil 
buildings represents a permanent explosion and/or fire 
potential danger. Such disasters happen due to gas 
accumulations caused by improper device operation or 
leakage. When concentrations of such gases reach the LEL 
(Lower Explosion Limit) values, in contact with the air and a 
fire source (spark, high surface temperature), they can cause 
explosions which may lead to life and material loss. 

Mobile phone applications offer new possibilities of 
effective remote control and monitoring. They are becoming 
more reliable, interesting and attractive. Extensive 
development of such solutions for domains like city car 
parking, power plant monitoring, SMS (Short Message 
Service) if monitored parameters are outside allowed limits, 
SMTP e-mailing or medical condition monitoring, is a 
current concern. Instrumentation companies offer software 

and hardware packages for development of mobile solutions 
for hand-held devices and smart-phones. 

Wen et al. [4] describes an interesting tele-monitoring 
application which records ECG signals, processes the 
waveforms and sends SMS (Short Message Service) 
messages to authorized mobile phones if anomalies are 
automatically detected. The communication between the 
elements of this system is provided by a Web Server and the 
TCP/IP protocol. 

Another implementation which uses a mobile device for 
transmission of SMS warnings with the purpose of alerting 
farmers is proposed by Aziz et al. [17]. Recorded 
temperature data is processed and with the help of a GSM 
modem, alerts are sent to mobile phones in case levels 
exceed accepted limits.    

This paper presents a virtual instrumentation which was 
designed for CH4 concentration calculation and monitoring. 
The concept of VI involves a software and hardware 
ensemble which has the purpose of replacing a stand-alone, 
dedicated device. The main advantage of this approach is the 
possibility to exploit the calculus power and performances of 
the PC on which the software component runs. 

Technological innovations together with customer needs 
for increased functionality in smaller dimensions devices, 
have caused the spread of VI in domains like: health and 
medicine, environmental monitoring, remote monitoring, 
structural investigations, clean energy production, data 
transmission, industrial control, education, robotics and/or 
automation. 

In related literature, the use of VI is demonstrated by 
Farhey in [5]. The author presents a solution for monitoring 
the structure of a bridge. Recorded data are used for 
evaluating the condition of the construction. The system 
includes sensors, wireless transmitters and a user-friendly 
graphical user interface. 

Rana and Khan [6] present the complete implementation 
of a Digital Oscilloscope which uses a NI PCI-6035E card 
and LabVIEW. This tool is used to study complex signals 
and includes algorithms for frequency and time domains 
analysis. 

In order to extend the mobility of our application, access 
to measurement results and program control is available by 
the use of a web browser on a mobile phone. The user can 
also choose to store data values and calculations results on 
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the host computer. These options turn the proposed 
instrumentation into a portable solution which is both 
reliable, low cost and can be easily adapted to perform 
different analysis on the measured data [4, 6]. 

There are two important components which constitute the 
CH4 monitoring system.  

The hardware includes the TGS2611-C00 methane gas 
sensor. This sensor satisfies the performance requirements of 
the UL1484 and EN50194 standards. Specific applications 
are domestic gas alarms, portable gas detectors or gas leak 
detectors for gas appliances. It is part of a measurement 
circuit connected through a data acquisition device to a 
personal computer. The sensor’s analog output is sampled 
and transmitted to a computer program using USB 
connectivity. In manufacturer specifications, the use of this 
sensor is restricted to detecting if the CH4 concentration 
exceeds the accepted limit. 

The software component uses state-machine architecture 
for both, control of the measurement circuit and data 
processing requirements [7, 8]. It was implemented using 
LabVIEW development environment with the Database 
Connectivity Toolset and the NI DAQ MX drivers. NI 
Multisim 11.0 was used for circuit design and analysis. PHP 
5.3.5 and MySQL 5.1.54 (embedded in EasyPHP 5.3.5.0) 
were used for data transmission and application control. Line 
style flash charts designed by AmCharts were included in the 
mobile phone user interface. The LabVIEW Web Publishing 
Tool was used for creating the HTML document which can 
be accessed using a notebook. In such cases, one has to 
check if the RunTime Engine software component is 
installed on the remote computer [10, 11]. 

Section 2 presents the CH4 concentration measurement 
system. This section includes a description of a proposed 
empirical algorithm for methane concentration calculation. 
The virtual instrumentation hardware and the software 
components are discussed. Section 3 presents relevant 
experimental results. Conclusions regarding both 
experimental results and future development of the 
application are mentioned in the final section. 

II. METHANE CONCENTRATION MEASUREMENT SYSTEM 
An overview of the CH4 measurement system is 

presented in Fig. 1. The functionality was tested under 
laboratory conditions. The measurement circuit contains the 
CH4 gas sensor and the proper signal conditioning. This 
circuit was placed in a laboratory where we could safely feed 
target gas concentrations to the sensor. Using a data 
acquisition device (NI USB-6251) as interface between the 
circuit and the computer running the acquisition software, 
data is sampled and analyzed. If the user chooses to remotely 
view the calculation results and control the application, an 
option for Internet Connectivity is available. In this scenario, 
raw measured data and calculation results are sent to a 
remote Web Server with SQL and PHP support. Remote 
access to all available information requires authentication 
(using a username and a password) and can be obtained via 
an html page which resides on the Web Server. For this case 
we used a Mobile Phone and a Notebook to both view data 
and control the measurement circuit. 

 
Figure 1. Overview of the methane concentration measurement system. 

 
The TGS2611-C00 semiconductor type gas sensor is the 

core of the application. It provides high sensitivity to 
methane and low power consumption. For this particular 
application, the sensor was used with the pre-calibrated 
NGM2611-C13 module. This module includes temperature 
compensation and meets RoHS regulations. Variations of the 
electrical parameters for the TGS2611-C00 sensing element 
are very consistent with concentrations of CH4 in the 
surrounding environment [3, 9, 15]. 

Fig. 2 shows the logarithmic representation for the 
sensitivity characteristics of the TGS2611-C00 under 
standard test conditions (manufacturer specifications). One 
can notice that the sensor internal resistance ratio (Rs/Ro), 
decreases as target gas concentration increases. 
 

 
Figure 2. Gas sensor TGS2611 description: sensitivity characteristics. 
 
In the case of methane, the sensitivity characteristics 

show that R0 is equal to the sensor resistance Rs when the 
concentration is 5000 ppm. The recommended concentration 
values domain is 300 ppm to 10000 ppm. These 
characteristics are specific for every sensor type. Therefore, 
one should pay attention to the producer code for each device 
(#11 in our case) because the load resistor should be chosen 
in accordance. 

The accepted Lower Explosion Limit (LEL) value is 
50000 ppm. For this particular case, the NGM2611-C13 
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module was calibrated to generate an alarm signal when the 
gas concentration reaches 5000 ppm (or 10%LEL). In 
practice, this limit is variable due to factors like test 
conditions tolerances, heat generation inside the sensor 
enclosure or humidity. If the circuit is operating at 
recommended parameters, the interval for the accepted alarm 
limit value is 5%LEL to 20%LEL. 

Fig. 3 shows the NGM2611-C13 basic circuit diagram. 
 

 
Figure 3. Calibrated module basic diagram. 

 
The operation of the implemented measurement circuit 

requires a current IC = 90 mA and a steady VC = 5 V voltage. 
As the current flows through the heater, the sensing element 
is heated and starts to react to the target gas. The voltage 
divider which contains the sensing element and RL outputs at 
pin number 2 an electrical potential which increases with the 
gas concentration. At the same time, the voltage divider 
composed of R1, RTH, R2, R3 and RVR (potentiometer 
resistance) sets on pin 3 the alarm signal threshold which in 
this case is approximately VAlarm = 2.5 V (alarm threshold). 
When the voltage on pin 2 exceeds VAlarm the alarm signal is 
triggered. In this way one can detect if the CH4 concentration 
is above the established limit. 

A. An empirical relation for concentration calculation 
As specified by the manufacturer, the common use of the 

TGS2611-C00 is for detecting if the CH4 concentration level 
exceeds the 5000 ppm limit. This paper extends the 
application range of the TGS2611-C00 sensor to continuous 
monitoring of methane concentration. Thus, based on the 
sensitivity characteristics presented in Fig. 2, an empirical 
relation between the CH4 concentration value and the 
sensor’s output voltage was determined. As a first step, the 
empirical relation (1), between the sensor’s internal 
resistance ratio Rs /Ro and the methane concentration C, was 
found. 
 

ppmCppmfor
C
D

R
R

k
s 10000300,
0

          (1) 

 
The values of the empirical constants are: D = 46.2 and k 

= 0.45. Fig. 4 shows two graphical representations of the 
internal resistance ratio (Rs/Ro) versus methane 
concentration. The logarithmic representation (bottom) is 

consistent with the appropriate sensitivity characteristic 
presented in Fig. 2. This means that the constants D and k 
were accurately determined. 

 

 
Figure 4. Resistivity ratio versus. methane concentration: 

natural (upper) and logarithmic scale representation (bottom). 
 

From Fig. 2, the voltage VRL measured on the load 
resistor RL can be expressed as: 
 

L
LS
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RR
VV 


                            (2) 

 
For an output voltage VRL = VC/2 = 2.5 V corresponding 

to a CH4 concentration C = 5000 ppm, it follows that RL =  
Rs at C = 5000 ppm, or RL =  R0. Thus, (2) can be also 
written as:  
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Combining (1) and (3), one can determine the empirical 

relation between the measured output voltage and the 
methane concentration,C : 
 

ppmCppmfor
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2.461 45.0 


 
 (4) 

 
Finally, from equation (4) one can express the methane 

concentration as a function of the measured output voltage.  
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VC                       (5) 

 
Fig. 5 shows the natural scale representation of the CH4 

concentration values as a function of measured sensor output 
voltage.  
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Figure 5. Methane concentration versus sensor output voltage. 

 

B. Virtual instrumentation hardware 
For this particular application, the data acquisition device 

must provide 2 analog input lines and the 5 V power line. 
The multifunction NI USB-6251 device offers the required 
features. A connector with screw terminals (CB-68LPR) was 
used to easily access individual signals. Highly selective 
response to CH4 can be obtained by eliminating transients by 
using a filtering material or an appropriate delaying circuit. 
The latter solution was chosen for this particular 
implementation. The sensor's response to the target gas 
stabilizes within minutes (2.5 minutes according to 
manufacturer specifications), depending on how long it has 
been inactive. A warm-up alarm prevention RC circuit was 
implemented with the purpose of delaying the sensor 
response after power-up. Only when the acquired data is 
stationary can the correct concentration be calculated [12, 
13]. 

Target gas concentration may fluctuate around the 
10%LEL level. A circuit for prevention of disturbing 
intermittent alarming was implemented. In this way a range 
for the alarming threshold was created. The alarm is 
triggered when the sensor voltage exceeds the upper range 
and lasts until the voltage drops below the lower range. 

A final RC circuit was implemented with the purpose of 
eliminating false alarms caused by the sensor’s reaction to 
transient interference gases such as alcohol vapors. The 
recommended timing for the alarm delay is 15 s. 

The component values for the TGS2611-C00 sensor were 
set in order to simulate the case when the RS value 
corresponds to a 5000 ppm gas concentration.  The values 
for the NGM2611-C13 module components are set 
according to specific measurements. The Data Acquisition 
part was implemented using the MCP601 amplifier as a 
voltage follower. In this way the sensor voltage is transferred 
to an input line of the NI USB-6251. The conditioning 
circuits were designed using LM339 comparators. A single 
LM339 chip was used in the actual circuit since it contains 
four separate comparators.  

C. Virtual instrumentation software 
The main features of the proposed instrumentation are: 
 The possibility to change the acquisition sampling 

time from 1 second to 5 seconds. The user can stop 
the acquisition and resume it without losing the 
displayed data. 

 For ulterior processing, measurement data and 
calculations results can be saved in a text file on 
the host computer. 

 The user can activate the option for sending data to 
the server and for allowing remote application 
control from the mobile phone. 

 Calculations are performed and displayed with 
each measurement. Methane concentration 
calculated in ppm and percentage, real-time voltage 
values for the sensor signal and the alarm limit 
(VAlarm). The concentration values are obtained 
based on the linearity of the sensitivity 
characteristics. The voltage values can be studied 
in order to see if the circuitry is functioning at 
correct parameters. 

 Error messages are displayed if the server or the 
input lines of the NI USB-6251 cannot be accessed. 

 Time domain representations for the sensor output 
voltage, alarm limit voltage and a running average 
of the last 4 measured sensor voltage values are 
presented.   

Some practical applications in which these features can 
be used are gas concentration monitoring in residential 
buildings, tunnels or underground parking. Also, collected 
data can be used for statistical calculations which are used 
for long term studies of concentration evolution. 

Fig. 6 presents the basic execution diagram of the 
software component. 
 

 
Figure 6. Basic software execution diagram. 

 
The software component was developed using the JKI 

software add-on state-machine architecture. The advantage 
of using the JKI state-machine is that starting from a well 
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defined structure, new states for Acquiring Data, 
Calculations and Data Saving were introduced. We adapted 
the existing Data Initialize/CleanUp states according to 
particular needs. Another important issue is the functionality 
of the front panel buttons when the application is running. 
Property nodes which disable and enable the front panel 
buttons can be used as the code execution flows through the 
states. In this way one can avoid the situation of front panel 
freezing when the application is in the Acquiring Data state 
and the user presses the Exit button.  

Fig. 7 shows the front panel of the virtual instrument. A 
short period when the gas concentration exceeds the allowed 
limit can be noticed on the voltage waveform graph. 
Operation settings, calculation results and functionality 
errors indicators are included. 
 

 
Figure 7. Front panel of the virtual instrument. 

 
The Database Connectivity Toolset is used to transmit 

and receive information to/from a server from/to the 
application running on the software program. Before running 
the program, an UDL (Universal Data Link) file was created 
in order to define the communication with the server. This 
file is used by the DB Tools Open Connection function from 
the Database Connectivity Toolset. Once the remote 
connection is successful, the program will be able to transmit 
and receive data over the Internet. Two tables are used for 
this particular application. One is used for storage of current 
measurement data, the other is used for remote commands 
sent from the mobile phone to the instrumentation [14, 16]. 

If new measurement data is available on the server, a 
remote user can connect to the database and view the results. 
The same server hosts the PHP files which can be accessed 
using the mobile phone browser. Furthermore, if the remote 
user works with a portable computer, two connectivity 
possibilities are available: either by using the PHP files on 
the server or by using the HTML document created with the 
LabVIEW Web Publishing Tool on the host computer. The 
client computer must have the RunTime Engine software 
component installed. This allows complete control of the 
main application, if requested by the client computer and 
granted by the host computer. 

When accessing the PHP file on the server, an 
AmCharts’ Flash line graph is loaded. Using the same PHP 
script, data values (last 12 recorded) and calculation results 
are read from the database and displayed on the mobile 
phone screen. If needed, the mobile phone user can stop the 
main application.  

Fig. 8 shows the remote operation of the measurement 
system using a client notebook (upper image) and the mobile 
phone (bottom image). In both cases one can notice that the 
measurement system senses the presence of a higher 
methane concentration. 
 

 
Figure 8. Illustrations for the remote operation of the virtual instrument. 

 

III. EXPERIMENTAL RESULTS 
Confirmation of the application’s functionality was 

carried out in laboratory conditions. The NGM2611-C13 
module was exposed to concentrations which were above 
and below the accepted LEL value. 

Table 1 presents measurement results recorded several 
minutes after the sensor response has settled, including the 
short time period when a high CH4 concentration was 
recorded. Immediate reaction to the presence of CH4 inside 
the sensor’s enclosure can be noticed. After the target gas 
slowly exits, the sensor’s response falls to initial values. The 
values presented in the table were obtained using (5). Since 
this relation is considered accurate over the 300 ppm to 
10000 ppm domain, one can notice that the valid calculations 
are presented in bold.  

TABLE I.  RECORDED MEASUREMENT VALUES WHEN THE SENSOR WAS 
EXPOSED TO A SUDDEN HIGH METHANE CONCENTRATION 

Sensor Output (V) Alarm Limit (V) PPM (rounded) Alarm 
1.23 2.51 413 0 
1.36 2.51 558 0 
1.49 2.51 740 0 
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1.51 2.51 772 0 
1.49 2.51 740 0 
1.59 2.51 912 0 
1.62 2.51 969 0 
1.54 2.51 822 0 
1.41 2.51 623 0 
1.73 2.51 1207 0 
1.84 2.51 1493 0 
1.87 2.51 1581 0 
1.92 2.51 1737 0 
1.96 2.51 1872 0 
2.04 2.51 2171 0 
2.11 2.51 2467 0 
2.17 2.51 2751 0 
2.28 2.51 3353 0 
2.35 2.51 3799 0 
2.41 2.51 4227 0 
2.48 2.51 4787 0 
2.53 2.51 5232 1 
2.58 2.51 5718 1 
2.61 2.51 6031 1 
2.68 2.51 6833 1 
2.72 2.51 7339 1 
2.71 2.51 7209 1 
2.65 2.51 6477 1 
2.61 2.51 6031 1 
2.54 2.51 5325 1 
2.48 2.51 4787 0 
2.41 2.51 4227 0 
2.24 2.51 3121 0 

 
Fig. 9 presents the graphical representation of the 

recorded data presented in Table I. The evolution of the 
recorded values is presented both as sensor output voltage 
(using the -*- format) and as CH4 calculated concentrations 
(using the -- format). The voltage limitation of 2.51 V is 
presented as a dashed line. The Alarm region indicates that 
the calculated concentration exceeded the 5000 ppm 
limitation.  
 

 
Figure 9. Representation of recorded data and concentration calculations. 

IV. CONCLUSIONS 
In this paper, the design and implementation of a virtual 

instrumentation solution for monitoring CH4 concentrations 
was presented. The application uses the TGS2611-C00 

sensor, the NI USB-6251 data acquisition device and the 
LabVIEW 2009 development environment. 

An original and state of the art feature of the proposed 
system is the possibility to remotely view measurement 
results and control the operation using a mobile phone with 
Internet connectivity and Flash script capabilities. Remote 
access from a client computer, using the LabVIEW Web 
Publishing Tool, is also possible. 

Experimental results showed that the proposed system’s 
response to the sudden exposure to a high concentration was 
accurate and fast. Remote monitoring from a mobile phone 
and a client notebook were successful. This determined the 
conclusion that the proposed instrumentation has been 
properly designed and implemented. An empirical formula 
for concentration calculation was proposed in (5) and was 
implemented in the software component. 

As further development, our goal is to test the precision 
with which CH4 concentrations are determined. This can be 
done by taking measurements in spaces where a 
predetermined methane concentration is inserted. 
Furthermore, new options for controlling the instrument 
using the mobile phone are needed. This will assure 
complete operation from distance without the imperative 
need of a computer.  
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Abstract—Cloud computing has become a hot topic in 

research in the enterprise and consumer sector. It is clear to 
everyone that the opportunities and applications of cloud 
computing are versatile and that cloud computing is an emerging 
computing paradigm. However when decisions on adopting cloud 
computing-related solutions are made, trust and security are two 
of the most critical obstacles for the adoption and growth of 
cloud computing today. We think there are ways to largely 
eliminate concerns of potential cloud users by taking advantage 
of numerous existing technological possibilities, including trust-
building measures, like standardization, cryptography, isolation 
and many more. 

Keywords-cloud computing; security; identity-management; 
encryption; trust 

I.  INTRODUCTION 
Cloud Computing can be regarded as the most important 

evolution of the mid 1990’s concept of grid computing [1]. In 
recent years cloud computing clearly became the trend to 
follow in the IT-industry, providing flexible and scalable 
software-, platform- and infrastructure-services on demand [2]. 
However, to fully leverage its potential for cost-savings, cloud 
computing still has to overcome some major obstacles. As 
traditional network borders are breaking down at the same time 
as security threats are increasing, the most important concern 
about cloud computing are issues of security and trust that have 
only been partially solved so far.  

A lot of literature about cloud computing, trust and security 
does exist, though most of it is IT-centric [3] [4] [5] [6]. What 
is less examined and documented is the human perspective that 
examines the shortcomings of cloud computing, people’s 
expectations and anxieties as well as psychological aspects. 
This paper’s objective is to focus on both perspectives, IT and 
human and try to narrow the gap between both by offering a 
state of the art overview of mechanisms that help secure the use 
of cloud computing and thereby create trust in cloud 
computing. The research question is: Can cloud computing 
gain enough trust from its users and customers to be even more 
successful and become an indispensable utility like the power 
grid? 

Our approach to this subject included research on the 
history and state of cloud computing today, thereby identifying 
trust and security as the most critical factors of success for 
future growth and adoption. With these findings in mind, our 
research was refined on trust and security in cloud computing 
and its supporting and control mechanisms. The research 
methodology included investigating multiple of the most 
relevant online scientific journals databases (Springer Link, 
JSTOR, ScienceDirect, Elsevier, IEEE Xplore Digital Library 
and ACM Digital Library). 

The remainder of the paper is organized as follows: In 
Section II we recognize related work. Then the paper gives an 
insight into the history, different types and sources of trust in 
non-technological fields and ways in Section III. These fields 
include trust in general, in psychological and in economical 
aspects. The paper outlines the difference between party trust 
and control trust and sets up a framework for trust that is 
transferred to Section IV, where the framework is mapped to 
cloud computing technology. The paper continues with Section 
V by describing various types of technology aiming to enhance 
user’s and decision makers trust in cloud computing. Finally, in 
Section VI, we draw the conclusion and provide 
recommendations for future work and show the need for 
optimizing existing trust infrastructure and mechanisms. 

II.  RELATED WORK 
In his article “Cloud Computing”, Brian Hayes discusses 

the trend of moving software applications into the cloud and 
the related trust privacy, security, and reliability challenges [7]. 
E. Pearson focuses on privacy challenges as important issues 
for cloud computing, both in terms of legal compliance and 
user trust and says that it needs to be considered at every phase 
of design. He suggests key design principles for software 
engineers and argues that privacy must be considered when 
designing any aspects of cloud services, for both legal 
compliance and user acceptance [8]. The article “A View of 
Cloud Computing” defines classes of utility and cloud 
computing and creates a ranked list of critical obstacles to 
adoption and growth of cloud computing. The list includes 
availability, data lock-in, data confidentiality and auditability 
as the top three factors for adoption [9]. M. Mowbray and S. 
Pearson of HP Labs in their paper “A Client-Based Privacy 
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Manager for Cloud Computing” state that processing sensitive 
user data in the cloud poses a significant barrier to the adoption 
of cloud services and that users fear data leakage and loss of 
privacy. Mowbray and Pearson describe a client-based privacy 
manager that helps reduce this risk as well as providing 
additional privacy-related benefits by reducing the amount of 
sensitive information sent to the cloud [10]. 

III. CONCEPTS, TYPES AND SOURCES OF TRUST 
People have been aware of the concept of trust for quite a 

long time. In fact, it is as old as the history of man and the 
existence of human social interactions [11]. The majority of 
literature and studies about trust comes from classic disciplines 
like philosophy, psychology and economics, all of which 
concentrate on exploring a general understanding of trust. This 
paper focuses on trust in cloud computing, by referring to these 
studies that explain classic forms of trust alias offline trust.  

Philosophy traces the concept of trust back to the ancient 
Greek. They believed that people trusted others, only if they 
were confident that the others feared detection and punishment 
enough to deter them from harming or stealing.  

Psychology focuses on interpersonal trust and agrees that it 
was an especially important concept in psychology and vital to 
personality development (Erikson, 1963) [12], cooperation 
institution (Deutsch, 1962) [13] and social life (Rotter, 1980) 
[14]. Rotter gave a frequently cited definition of interpersonal 
trust as “an expectancy held by individuals or groups that the 
word, promise, verbal, or written statement for another can be 
relied on [14].” He has also proven through experiments, that 
trust has positive consequences to people and society overall. 

Economics study trust intensively in organizational 
contexts. Among other factors it is considered a predictor of 
satisfaction in organizational decision-making. It was also 
recognized that trust is able to reduce the cost of both intra- and 
inter-organizational transactions and able to enhance business 
performance [15]. Trust, defined as “a willingness to rely on an 
exchange partner in whom one has confidence”, assumed an 
essential role in establishing and maintaining a long-term 
relationship between sellers and customers [16]. 

It can be stated already, that trust is a complex, subjective 
and abstract concept that is difficult to define. You can find 
many definitions of trust in literature substituting it with 
credibility, reliability or confidence. The Oxford English 
Dictionary in 1971 defines trust as “confidence in or reliance 
on some quality or attribute of a person or thing, or the truth of 
a statement’’. Mainly though it is a mechanism reducing social 
complexity on the one hand, but causing vulnerability towards 
something or somebody on the other hand. 

In an article regarding e-commerce, Tan and Thoen 
considered party trust, control trust and the duality between 
trust and control as important concepts [17]. Party Trust means 
trust in the other party. It is subjective and has both an action 
and an information perspective. Mayer et al. define it as “the 
willingness of a party to be vulnerable to the actions of another 
party based on the expectation that the other party will perform 
a particular action important to the truster, irrespective of the 
ability to monitor or control that other party [18].” Control 

Trust means the trust that is created by a control mechanism. It 
tends to be more objective than party trust. If there is not 
enough party trust in a situation, an instance of control trust 
should be used to increase the overall level of trust. For 
example, getting a receipt at the dry cleaners stating how many 
pieces of clothes you handed in, increases your level of trust to 
get all the pieces back later on. 

Psychology was found to one of the most important aspects 
of trust, which is why it is helpful to have a framework of 
criteria on how trust is generally observed. Using this 
framework it will then be possible to draw comparisons 
between offline trust, in the before described sense, and online 
trust in the field of technology and cloud computing.  
According to the overview of Wang and Emurian [11] most 
researchers study four characteristics of trust: 

1. Trustor and trustee 
A trusting relationship always consists of a trusting party 

(trustor) and a party to be trusted (trustee). “The development 
of trust is based on the ability of the trustee to act in the best 
interest of the trustor and the degree of trust that the trustor 
places on the trustee“[11].  

2. Vulnerability 
The concept of trust only works and is needed in 

environments where vulnerability, uncertainty and risk are 
involved. A trustor relies on the trustee not to exploit his 
vulnerabilities. 

3. Produced actions 
“Trust leads to actions, mostly risk-taking behaviors. The 

form of the action depends on the situation, and the action may 
concern something either tangible or intangible [11].” 

4. Subjective matter 
In every case trust is a subjective matter. Each individual 

regards trust differently on a case-by-case basis being 
influenced by personal and situational factors. 

IV. TRUST IN CLOUD COMPUTING TECHNOLOGY 
As the introduction of the paper says, some of the major 

concerns in cloud computing are trust and security. Trust is one 
of the most critical obstacles for the adoption and growth of 
cloud computing. Therefore, in this section we will not only 
refer to the framework with the four characteristics of trust we 
have just laid out in the preceding chapter, but go beyond this 
and include security as an object of study, which interacts 
bilateral with trust. 

1. Trustor and trustee 
The cloud also relies heavily on the concept of trustor and 

trustee parties to establish trusting relationships. The difference 
is that with online trust, the distribution of roles is narrowed 
down to the cloud service provider being the trustee and the 
cloud service customer or end user being the trustor. 
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2. Vulnerability 
The count of vulnerabilities enterprises face in cloud 

computing are innumerable. In the digital age of software bugs 
and ideological hacking groups such as “anonymous” and 
“LulzSec”, the news are full of exploited vulnerabilities in the 
Internet. They reach from inadvertent loss of privacy and data 
theft, to loss of reputation and therefore money. Together, these 
reasons contribute to the necessity of trust in an insecure and 
hostile online world. 

3. Produced actions 
Customer’s trust in cloud service providers can generate a 

couple of desired actions. An enterprise starts using a cloud 
service and shares its private and precious data with the cloud 
computing provider. On top of that, an enterprise might be 
confident to even pay for the cloud service and continue using 
it on a regular basis. 

4. Subjective matter 
Trust in cloud computing and technology is fundamentally 

as subjective as its offline counterpart. Again each individual 
and enterprise has different affections and preferences 
regarding technology that influences the level of trust towards 
cloud computing. 

Meanwhile even more frameworks regarding trust in cloud 
computing exist. For example, a recent study from the 
University of Adelaide showed how to determine the 
credibility of trust feedbacks. In their paper “Trust as a Service: 
A Framework for Trust Management in Cloud Environments” 
they implement the Trust as a Service (TaaS) framework to 
improve ways on trust management in cloud environments 
[19]. 

V. CREATING SYSTEMIC TRUST THROUGH IT TECHNOLOGY 
In a world wide web and in clouds of anonymity personal 

trust is a trait that is very hard to find. Therefore, cloud 
computing has to earn the trust of enterprises, decision makers 
and users, by relying on other forms of trust. Fortunately, there 
are many methods to create systemic trust by means of control 
mechanisms and help of modern virtualization and security 
technology. 

The next sections follow and expand a proposal for a 
reference deployment model to eliminate user concerns on 
cloud security by Zhao, Rong, Jaatun and Sandnes [20]. The 
model deals with security related issues in cloud computing 
and proposes five service deployment models to address these 
issues. The proposed model provides different security related 
features to address different requirements and scenarios. While 
some scenarios of the deployment model have multiple valid 
solutions at hand, others have not yet been entirely solved. 
Keeping the model in mind it is used as a basis and expanded 
with some similar, but more practical solutions towards a 
trusted and secure enterprise cloud:  

A. Separation, Isolation and Multi-Tenancy 

B. Availability and Reliability 

C. Data and Service Migration 

D. Cryptography 

E. Contractually Fixed Agreements 

F. Certifications, Standards Compliance and IT Service 
Quality 

G. Transparency 

A. Separation, Isolation and Multi Tenancy 
Some central mechanisms of increasing importance are 

identity management and access control. They fit into the 
category of separation, isolation and multi-tenancy.  In contrast 
to applications and services hosted in-house, proper access 
management is a must-have. As soon as enterprises decide to 
use more than one cloud computing service, the challenge rises 
quickly, due to a couple of issues. Users have to deal with an 
inflation of credentials, thus increasing the risk of simple and 
re-used passwords for multiple services. The responsible IT-
Managers cannot oversee the access rights of employees or 
users that are spread across multiple cloud service providers. 
This fact leads to difficulties in access control management, 
especially if changes in responsibilities or personnel take place, 
or an employee resigns. This decentralized identity 
management also makes central logging of access much more 
difficult. 

A solution to this issue could be to recentralize identity 
management and access control back into the enterprise by 
means of single-credential and single-sign-on solutions. A 
single-credential solution uses a master identity store, either 
replicated to the cloud, or queried by the cloud service 
provider, for example via Lightweight Directory Access 
Protocol (LDAP). A Single-Sign-On solution leverages the 
single-credential solution and requests authentication from the 
user only once at the first login. Subsequent authentications to 
cloud services are automated via asymmetric encryption 
mechanisms such as Public Key Infrastructure (PKI) using the 
trust model of certificate authorities (CA). These underlying 
mechanisms are transparent to the user. Both solutions require 
an effective protection of the central identity store, as a theft of 
those credentials provides potential access to all cloud services, 
granting access based on single-credential or SSO solutions 
[21]. 

In their article “Isolation in Cloud Computing and Privacy-
Enhancing Technologies” N. Sonehara, I. Echizen and S. 
Wohlgemuth discuss the common issues around data leakage 
and loss of privacy [22]. They see isolation as a special kind of 
privacy protection mechanism, which avoids information 
exchange between cloud services through their users. 
Furthermore, isolation should be able to hide the objectives of 
cloud-users from the cloud service provider. They agree with 
Ambrust et al. 2010 [9] that the most current and common 
security mechanism in today’s clouds, to reach the goal of 
isolation, is primarily virtualization. Ambrust states “It is a 
powerful defense, and protects against most attempts by users 
to attack one another or the underlying cloud infrastructure. 
However, not all resources are virtualized and not all 
virtualization environments are bug-free. … Incorrect network 
virtualization may allow user code access to sensitive portions 
of the provider’s infrastructure, or to the resources of other 
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users. These challenges, though, are similar to those involved 
in managing large non-cloud data centers, where different 
applications need to be protected from one another. Any large 
Internet service will need to ensure that a single security hole 
doesn’t compromise everything else [9].” Due to such flaws in 
technology, it is important not only to rely on a single 
mechanism to provide trust and security, but to interlink and 
connect with other mechanisms, as explained in the following 
sections. 

B. Availability and Reliability 
Some of cloud computing’s key requirements for 

information security are availability and reliability. Data 
centers and cloud services should be designed for scalability 
and performance as well, and limit the necessity of human 
interaction [23]. Nonetheless we have seen a number of 
complete datacenters outages in the recent past, including 
market leaders such as Amazon and Google. Undheim, 
Chilwan and Heegaard focus on four different types of failures, 
namely failures in the power distribution or cooling, network 
failures, management software failures and server failures [24]. 
For all types of potential failures there are mechanisms in place 
that help to reduce the availability- and reliability risks to a 
minimum level. Two of the four mentioned types of failures 
were picked, and related work was investigated: 

Regarding network failures, Gill, Jain and Nagappan 
present a large-scale analysis of failures in a data center 
network [25]. Their key observations state that data center 
networks are already reliable, especially because of their highly 
redundant design. Nevertheless, there is room for improvement 
in some areas.  They state that load balancer reliability and the 
effectiveness of network redundancy have to be improved to 
mask the impact of network failures from applications. Further 
they recommend separating the network control plane from the 
data plane to avoid undesirable interference between 
application and control traffic. 

Venkatesh and Nagappan study server failures, hardware 
repairs and reliability for large cloud computing datacenters 
and present a detailed analysis of failure characteristics, as well 
as a preliminary analysis on failure predictors. They state that 
“8% of all servers can expect to see at least 1 hardware incident 
in a given year and that this number is higher for machines 
with lots of hard disks. … Chances of seeing another failure on 
the same server is high. We find that the distribution of 
successive failure on a machine fits an inverse curve. … We 
also find that the location of the datacenter and the 
manufacturer are the strongest indicators of failures, as 
opposed to age, configuration etc. [26].” In ongoing work they 
are working on models for server reliability, including 
replacing hard disk drives (HDD) with solid state drives (SDD) 
for better reliability. 

Now that we have given an insight into various types of 
failures, we want to show a conceptual and simple solution 
design, to circumvent all types of failures that jeopardize 
availability and reliability of cloud services. The reference 
deployment model of Zhao, Rong, Jaatun and Sandnes [20] 
corresponds with the central point on Ambrust’s [9] top ten list 
of obstacles for growth of cloud computing, namely 

availability + business continuity. Their solution is to use 
multiple cloud service providers, as they describe in their 
reference deployment model. The model builds an availability 
model on top of at the best already redundantly designed cloud 
infrastructure, adding an extra layer of redundancy of its own. 
The model achieves this by meeting the following three 
requirements: 

• Get two independent cloud service providers offering 
equivalent data processing services and two 
independent cloud service providers offering 
equivalent data storage services. 

• Data replication between both data storage providers is 
bidirectional and transparent to the user. 

• Both data processing services must have access to both 
data storage services, assumed authorization is granted. 

“The Availability Model imposes redundancy on both data 
processing and cloud storage, hence there is no single point of 
failure with respect to data access. When a data processing 
service, or a cloud storage service experiences failure, there is 
always a backup service present to ensure the availability of the 
data [20].” 

All of the above clearly shows that availability and 
reliability can be established in multiple and redundant ways, 
and, therefore are able to contribute to establishing trust in 
cloud services. 

C. Data and Service Migration 
Another concern of cloud users is potential lack of long-

term service viability and, as a result, the inability to get the 
data, once placed there, out of the cloud, due to data lock-in 
with one cloud service provider. In this scenario users would 
be forced to stay with their cloud service provider, who might 
request premium prices and thus discourage potential 
customers to use the cloud service at all. They would only use 
it, if they really had to, or if they were assured that their data 
could freely be migrated to other cloud service providers. 

Hao, Yen and Thuraisingham consider the problem of 
service selection and migration in a cloud and developed a 
framework that simplifies service migration. It also includes a 
cost model and a genetic decision algorithm to discuss 
tradeoffs of that matter and find the optimal service migration 
decisions. In their opinion the important issues surrounding the 
paper are: “It is necessary to consider the infrastructure support 
in the cloud to achieve service migration. The computation 
resources (computer platforms) in the cloud need to be able to 
support execution of dynamically migrated services. We 
develop a virtual machine environment and corresponding 
infrastructure to provide such support. … It is also essential to 
have a strong decision support to help determine whether to 
migrate some services and where to place them. The 
consideration involves the service migration cost, consistency 
maintenance cost, and the communication cost gains due to 
migration. We develop a cost model to correctly capture these 
costs and help determine the tradeoffs in service selection and 
migration in clouds. Then, we use a genetic algorithm to search 
the decision space and make service selection and migration 
decisions based on the cost tradeoffs... [27].” 
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With their reference deployment model Zhao, Rong, Jaatun 
and Sandnes go a bit further by stating: “a model that can 
ensure the capability of migrating data from one cloud to 
another is imperative… [20].” They demonstrate an abstract 
model where “the migration of data is guaranteed”. The model 
utilizes a data processing service through which users process 
their data and that is capable of migrating data from one cloud 
storage service to another. The model achieves this by meeting 
the following three requirements: 

• There is a Cloud Data Migration Service that can 
interact with the Cloud Storage Service that keeps 
users’ data for exporting users’ data. 

• There is a second Cloud Storage Service that allows 
users to import and export data. 

• Two independent cloud providers should provide the 
two Cloud Storage Services. 

Hirofuchi, Ogawa, Nakada, Itoh and Sekiguchi are 
fulfilling this migration model and believe “the next stage for 
IaaS cloud technology is cloud federation … users can easily 
deploy their applications on any IaaS cloud providers in the 
same manner, and transparently relocate them to other 
providers on demand [28].” They back up their proposal with 
an “advanced storage access mechanism that strongly supports 
live VM migration over WAN. It rapidly relocates VM disks 
between source and destination sites with the minimum impact 
on I/O performance. It is implemented as a transparent proxy 
server for a storage I/O protocol … which can be integrated 
into SAN services in datacenters. This means that the proposed 
mechanism is independent of VMM implementations [28].” 
This counters the risk of data lock-in with a particular provider, 
while still enabling users to select the most appropriate 
provider any time with the framework of Hao, Yen and 
Thuraisingham.  

The solutions and proposals in [20][27][28] correspond to 
the second central point on Ambrust’s [9] top ten list of 
obstacles for growth of cloud computing, namely data lock-in. 
He thinks standardization of APIs and compatible software 
enable a surge or hybrid cloud computing. Offering different 
cloud service selection and migration models, as well as 
standards, can be used to increase trust in cloud computing. 

D. Cryptography 
One common way to preserve key requirements, such as 

confidentiality and integrity in computing, is to encrypt data 
before, during and even after transport through the Internet for 
secure storage. As the cloud service provider has access to the 
data of all its customers, and may offer it, inadvertently or 
deliberately, to third parties, there is an urgent need for data 
encryption. One way to conduct this measure is by using 
combinations of encryption mechanisms. The trust-building 
and underlying technique used is pre-egression or pre-internet 
encryption (PIE). This simply means, encrypting data with 
your own encryption keys before sending it to the cloud. The 
encryption keys are in possession of the data owner only and 
are unknown by the cloud service provider or any 3rd party. 
After the data is encrypted locally it will leave the local 
premises and transit through the Wide Area Network (WAN). 

The cloud service provider should not only offer a tunneled and 
encrypted transit through the network to the storage destination 
in the cloud. He should also offer encrypted storage of the data. 
However, since the cloud service provider knows the 
encryption keys to those tunnels and storage, the only secure 
method of processing data is the aforementioned PIE. 

Pushing the idea of end-to-end encrypted data even further, 
is the concept of homomorphic encryption. It can be used to 
conduct mathematic operations on encrypted data without 
decrypting it [29]. The major and still unsolved downside to 
this approach is the immense computing power needed to 
process the encrypted data and limited support for computing 
operations, which is why this concept is almost unheard of in 
the public discussion about cloud trust and cloud security. 

E. Contractually Fixed Agreements 
As stated earlier in the text, trust can be established by 

establishing control mechanisms. One example of those control 
mechanisms is Security Service Level Agreements (SSLA) 
sometimes also referred to as Protection Level Agreements 
(PLA). They include contractually fixed security restrictions, 
compliance checks, as well as security information and event 
management (SIEM). They can be compared to general terms 
and conditions a company bases its contracts on or to an 
acceptable use policy (AUP) and are the only legal obligation 
of the cloud service provider. However, as of today, besides the 
technical standardization, there are no publicly defined 
standards yet in the field of information rights management, 
secure virtual runtime environments and externalization of 
identities [30][31]. 

F. Certifications, Standards Compliance and IT Service 
Quality 

Online trust needs a solid and justified foundation to build 
upon. There are a number of trust-building measures in the 
field of standards compliance and certifications, three of which 
we find particularly appealing. 

The first trust-building measure that should help choose the 
right cloud service provider is certifications. Looking at 
geographical boundaries, there is the Cloud Security Alliance 
(CSA) in the US and the Federal Agency for Information 
Security (BSI) in Germany. Both support an initiative called 
EuroCloud Star Audit that provides a seal of quality for 
Software-as-a-Service (SaaS), one of the three subdomains of 
cloud computing. It focuses on topics like data security, data 
privacy, drafting of contracts and compliance on the one hand, 
on the other hand, topics such as professional IT management, 
transparent and comprehensible processes, encryption, backup, 
archiving, exit-strategy, service level agreements, performance 
and many more have top priority. By means of a scoring 
system, cloud service providers are rated with one to five stars, 
expressing the degree of fulfillment of aforementioned criteria 
and therefore the trustworthiness. In the near future EuroCloud 
Star Audit will be expanded to the other two subdomains of 
cloud computing, namely Platform-as-a-Service (Paas) and 
Infrastructure-as-a-Service (IaaS), to enable a more complete 
rating of cloud service providers [32]. 
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The second trust-building measure that should help choose 
the right cloud service provider is standards compliance. The 
International Organization for Standardization (ISO) and 
International Electrotechnical Commission (IEC) created a 
series of information security standards, namely the 27000-
series. It provides best practice recommendations on 
information security management, risks and control within the 
context of an overall Information Security Management 
System (ISMS). The series is applicable to all types and sizes 
of organizations and, most importantly, for cloud service 
providers. Among other topics it covers privacy, confidentiality 
and IT or technical security issues. The standards series 
includes ISO/IEC 27001, a standard that specifies requirements 
for establishing, implementing, operating, monitoring, 
reviewing, maintaining and improving a documented 
Information Security Management System within the context 
of the organization's overall business risks. It specifies 
requirements for the implementation of security controls 
customized to the needs of individual organizations or parts 
thereof. It is designed to ensure the selection of adequate and 
proportionate security controls that protect information assets 
and give confidence to interested parties. The succeeding 
standards ISO/IEC 27003, 27004, 27005 and 27006 all refer to 
the requirements defined in 27001. ISO/IEC 72003 focuses on 
the critical aspects needed for successful design and 
implementation of an ISMS. ISO/IEC 27004 provides guidance 
on the development and use of measures and measurement in 
order to assess the effectiveness of an implemented ISMS. 
ISO/IEC 27005 specifies guidelines for information security 
risk management and ISO/IEC 27006 specifies requirements 
and guidance for bodies providing audit and certification of an 
ISMS and is primarily intended to support the accreditation of 
certification bodies providing ISMS certification [33]. By 
implementing an ISO/IEC 27001 information security 
management system, the organization adopts a comprehensive 
and systematic approach to the security of the process control 
systems and can therefore be formally audited and certified 
compliant with the standard. 

The third trust-building measure that should help choose 
the right cloud service provider is IT service quality as defined 
in the IT Infrastructure Library (ITIL) framework. It is 
independent of manufacturers, and describes systematic 
procedures for the strategic development, design, introduction, 
transition, operation and improvement of IT services. It closely 
follows ISO/IEC 20000, which provides a formal and universal 
standard for organizations seeking to have their service 
management capabilities audited and certified. ITIL version 3, 
passed in June 2007, consists of five books: Service strategy, 
service design, service transition, service operation and 
continual service improvement. Cloud service providers that 
have aligned their services to the ITIL framework can increase 
their trustworthiness not only, but mainly because of three ITIL 
building blocks: 

• Information Security Management (ISM) 

• Availability Management 

• Access Management 

ISM ensures most of the information security key concepts: 
Confidentiality, integrity and availability of an organization’s 

assets, information, data and IT services. Information security 
is aligned with business security and ISM ensures that 
information security is effectively managed in all service 
management processes, activities, etc. The ISM process should 
be a focal point for all IT security issues and should increase 
awareness of the need for security within all IT services. A 
main task of ISM is to produce, maintain and enforce the 
information security policy. 

Availability Management focuses and manages all 
availability-related issues and is responsible for defining, 
analyzing, planning, measuring and improving all aspects of 
the availability of IT services. It ensures that the IT 
infrastructure and processes, tools, roles etc. are appropriate for 
the agreed service level targets for availability. This process 
thus secures the level of availability delivered in all services is 
matched to, or exceeds the current and future agreed needs of 
the customers in a cost-effective manner. Availability 
Management is important because availability and reliability 
are highly visible to the customers and can directly influence 
customer satisfaction and the service provider’s reputation. 

Access Management deals with protecting the 
confidentiality, integrity and availability of the organization’s 
data and intellectual property. It achieves this by ensuring that 
only authorized users are able to access or modify the service 
assets. It provides the right for users to use a service or group 
of services, while preventing access to non-authorized users. It 
may also be needed for regulatory compliance reasons. 
Technologically, Access Management is usually executed by 
means of directory services [14][34]. 

All of the three suggested trust-building measures have one 
thing in common: They prove through examination of a trusted 
third party that the cloud service provider operates with the 
necessary care and accuracy required by the presented 
certifications, standards, frameworks and grants compliance. 
The willingness of the provider to do so creates transparency 
for the cloud users and a chance to make a well-informed 
decision. 

G. Transparency 
As learned, trust is always a subjective matter, which gives 

transparency requirements for trust a soft and elastic touch. 
Transparency has multiple facets though. Trust through 
transparency can be induced by very simple means such as a 
web interface design or by more sophisticated means such as a 
conglomeration of technological factors. 

In [11], a framework of four trust-inducing features is 
proposed by taking existing relevant studies on enhancing 
online trust by web interface design and using them as 
dimensions of the framework. The four dimensions are graphic 
design, structure design, content design and social-cue design. 
Graphic design refers to the graphical design factors on the 
web site that normally give consumers a first impression. 
Structure design defines the overall organization and 
accessibility of displayed information on the web site. Content 
design refers to the informational components that can be 
included on the web site, either textual or graphical. Social-cue 
design relates to embedding social cues, such as face-to-face 
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interaction and social presence into web interface via different 
communication media. 

Compared to a trust-inducing web interface design, 
transparency as add on to technological security mechanisms 
has much clearer and more precise requirements. Contradicting 
the often-used principle of security by obscurity, T. Weichert 
demands security by transparency [31]. He sets up multiple 
factors on how to reach this goal: 

• State of the art measures 

• Access restricted to entitled users 

• Differentiated access management 

• Encryption capabilities 

• Anonymization tools 

• Adequate separation of data by isolating 

• Client-side application security 

• Documented data privacy management 

His statement is simple to understand: The more of these 
factors are in place, the higher the transparency and therefore 
security for cloud service customers will be. 

VI. CONCLUSION AND FUTURE WORK 
Cloud computing services will grow further, regardless of 

whether a cloud service provider sells services at a low level of 
abstraction as IaaS, at the medium level as PaaS or at the top 
level as SaaS. Trust and security go hand in hand - one might 
even go as far as saying one induces the other.  

This paper presented a state of the art overview of the role 
of trust in cloud computing. Explaining and mapping offline 
trust to online trust, we showed that the concept of trust does 
also exist and even plays a vital role in the online world. Trust 
and security are an integral part of cloud computing and 
essential for its adoption and growth.  

Our main contribution is showing multiple ways to improve 
online trust and security by leveraging and combining as many 
existing technology and trust building measures as possible, 
and by that, minimizing concerns of potential or existing cloud 
service users. In our opinion, the bottom line of this state of the 
art overview is, that trust in cloud computing can indeed be 
improved by means of technology. 

A. Limitations 
The paper did provide several existing approaches to the 

issue of insufficient trust and security in cloud computing. 
However, there are several limitations that have to be 
acknowledged. The paper did not examine infrastructure issues 
such as data transfer bottlenecks and performance 
unpredictability. Computing, storage and networking must all 
focus on horizontal scalability of virtualized resources rather 
than on single node performance. Infrastructure in all areas has 
to be improved, not only in respect to trust and security, but 
also in respect bandwidth and cost. Furthermore, the paper only 
highlighted a fractional amount of available security and trust 

enhancing mechanisms, which we found most important. There 
are a large number of other efficient mechanisms, standards 
and an even larger number under investigation in research and 
development. 

B. Future Research and Recommendations 
This paper’s examples contribute to the ongoing effort of 

minimizing the challenges regarding trust and security in cloud 
computing. What still remains is the issue that users have to 
trust the presented technology, certifications, standards and 
finally the cloud service provider itself. 

Even though trust per definition remains the willingness of 
a party to be vulnerable to the actions of another party, many 
unsolved technical issues still exist and many solutions can be 
improved in order to reduce this inevitable residual risk. 

Future research on this topic should include the 
simplification of cloud security models, for example by 
standardizing and leveraging protocols, such as the Open 
Authorization Protocol (OAuth) and the Security Assertion 
Markup Language (SAML). With the vision of Inter-Cloud-
Computing in mind, which introduces an additional 
management layer above conventional cloud computing 
systems [35] to reach greater sustainability and availability, 
large IT companies have to work together more intensely in 
taskforces, alliances and foundations to push towards this 
common goal. 
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Abstract— In this work, we present a novel approach for 

evaluating job applicants in online recruitment systems, 

leveraging machine learning algorithms to solve the candidate 

ranking problem. An application of our approach is 

implemented in the form of a prototype system, whose 

functionality is showcased and evaluated in a real-world 

recruitment scenario. The proposed system extracts a set of 

objective criteria from the applicants’ LinkedIn profile, and 

infers their personality characteristics using linguistic analysis 

on their blog posts. Our system was found to perform 

consistently compared to human recruiters; thus, it can be 

trusted for the automation of applicant ranking and 

personality mining. 

Keywords - e-recruitment; personality mining; recommendation 

systems; data mining. 

I.  INTRODUCTION 

The rapid development of modern Information and 

Communication Technologies (ICTs) in the past few years 

has resulted in an increasing number of people turning to the 

web for job seeking and career development. A lot of 

companies use online knowledge management systems to 

hire employees, exploiting the advantages of the World 

Wide Web. These are termed e-recruitment systems and 

automate the process of publishing positions and receiving 

CVs. E-recruitment systems have seen an explosive 

expansion in the past few years [1], allowing Human 

Resources (HR) agencies to target a very wide audience at a 

small cost. This situation might be overwhelming to HR 

agencies that need to allocate human resources for manually 

assessing the candidate resumes and evaluating the 

applicants’ suitability for the positions at hand. Automating 

the process of analyzing the applicant profiles to determine 

the ones that fit the position’s specifications could lead to an 

increased efficiency. For example, SAT telecom reported 

44% cost savings and a drop in the average time needed to 

fill a vacancy from 70 to 37 days [2] after deploying an e-

recruitment system. 

Several e-recruitment systems have been proposed with 

an objective to speed-up the recruitment process, leading to 

a better overall user experience. E-Gen system [3] performs 

analysis and categorization of unstructured job offers (i.e., 

in the form of unstructured text documents) as well as 

analysis and relevance ranking of candidates. CommOn 

framework [4] applies Semantic Web technologies in the 

field of Human Resources Management. In this framework, 

the candidate’s personality traits, determined through an 

online questionnaire which is filled-in by the candidate, are 

considered for recruitment. In order to match applicants 

with job positions these systems typically combine 

techniques from classical IR and recommender systems, 

such as relevance feedback [3], semantic matching [5] and 

Analytic Hierarchy Process [6]. Another approach proposed 

in [7] uses NLP technology to automatically represent CVs 

in a standard modeling language. These methods, although 

useful, suffer from the discrepancies associated with 

inconsistent CV formats, structure and contextual 

information. What’s more they are unable to evaluate some 

secondary characteristics associated with CVs, such as style 

and coherence, which are very important in CV evaluation. 

In this work, we propose the application of supervised 

learning algorithms in automated e-recruitment systems, to 

solve the candidate ranking problem. What’s more, we have 

implemented and tested an integrated company oriented e-

recruitment system that automates the candidate pre-

screening and ranking process. In the proposed system, the 

applicants’ evaluation is based on a predefined set of 

objective criteria, which are directly extracted from the 

applicant’s LinkedIn profile. What’s more, the candidate’s 

personality characteristics, which are automatically 

extracted from his social presence [8], are taken into 

account in his evaluation. Our objective is to limit 

interviewing and background investigation of applicants 

solely to the top candidates identified from the system, so as 

to increase the efficiency of the recruitment process. The 

system is designed with the aim of being integrated with the 

companies’ Human Resource Management infrastructure, 

assisting and not replacing the recruiters in their decision-

making process. 

The rest of this work is organized as follows. In Section 

II, we present an overview of the proposed e-recruitment 

system. In Section III, a personality mining scheme is 

proposed, to extract the applicant’s personality traits from 

textual data available for the candidate in the web. In 
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Section IV the supervised learning algorithms used to rank 

the candidates are detailed, and, in Section V, we present a 

set of experimental results that showcase the effectiveness 

of our system in a real-world recruitment scenario. Finally, 

the proposed system was implemented in the form of a web 

application, whose design and prototype implementation is 

presented in Section VI.  

 

II. SYSTEM OVERVIEW 

In this work, we have implemented an integrated 

company-oriented e-recruitment system that automates the 

candidate evaluation and pre-screening process. Its objective 

is to calculate the applicant’s relevance scores, which reflect 

how well their profile fits the positions’ specifications. In 

this section, we present an overview of the proposed system 

architecture and candidate ranking scheme. 

 

A. Architecture 

The proposed e-recruitment system implements 

automated candidate ranking based on a set of credible 

criteria, which will be easy for companies to integrate with 

their existing Human Resources Management infrastructure. 

In this study we focus on 4 complementary selection 

criteria, namely: Education (in years of formal academic 

training), Work Experience, Loyalty (average number of 

years spent per job) and Extraversion. The system 

architecture, which is shown in Fig. 1, consists of the 

following components: 

 Job Application module: It implements the input 

forms that allow the candidates to apply for a job 

position. The candidate is given the option to log 

into our system using his LinkedIn account 

credentials, which allows the system to 

automatically extract all objective selection criteria 

directly from the user’s LinkedIn profile. 

 Personality mining module: If the candidate’s blog 

URL is provided, it applies linguistic analysis to 

his blog posts to derive features reflecting the 

author’s personality. 

 Applicant Grading module: It combines the 

candidate’s selection criteria to derive the 

candidate’s relevance score for the applied 

position. The grading function is derived through 

supervised learning algorithms. 

 

Each applicant’s qualifications, as well as his relevance 

score, are stored in the system’s database. At the end of the 

recruitment process, the top candidates are called to 

participate in the interview process. It must be noted here 

that during the job application process, the applicant is not 

required to manually enter information or participate in 

time-consuming personality tests. Thus, the user friendliness 

and the practicality of the system are maintained. 

 

B. Candidate Ranking 

The increasing number of submitted CVs may overwhelm 

HR departments, which typically perform manual evaluation 

of job applications. Automated candidate ranking systems, 

that have been proposed to speed-up the recruitment process 

typically require a model of the HR department’s decision 

making process, as well as a careful parameterization by the 

department’s expert recruiters. This is a complex and error-

prone procedure, which must be repeated each time the 

selection criteria change. The proposed system leverages 

machine learning algorithms to automatically build the 

applicant ranking models. This approach requires sufficient 

training data as an input, which consist of previous 

candidate selection decisions. Methods that learn how to 

combine predefined features for ranking by means of 

supervised learning algorithms are called “learning-to-rank” 

methods. In recent years, learning to rank has become a hot 

research direction in information retrieval [9], but it can also 

be applied in many real-world ranking problems.  

In Fig. 2, the typical “learning to rank” process is shown. 

A training set is used that consists of past candidate 

applications represented by feature vectors, denoted as xi
(k)

, 

along with an expert recruiter’s judgment of the candidate’s 

relevance score, denoted as yi. Candidate’s features can be 

assessed either on a numerical scale (e.g., years of work 

experience) or with a Boolean variable, which represents 

whether the candidate reports a certain skill or not in his 

LinkedIn profile. The training set is fed to a learning 

algorithm which constructs the ranking model, such that its 

output predicts the recruiter’s judgment when given the 

candidate’s feature vector as an input. In the test phase, the 

learned model is applied to sort a set of candidate 

applications, and return the final ranked list of candidates. 

Many learning-to-rank algorithms can fit in the 

abovementioned process, and each one models the process 

of learning to rank in a different way. 

  

Figure 1. System Architecture 
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III. PERSONALITY MINING 

The applicants’ personality traits are critical for their 

selection in many job positions, but are usually overlooked 

in existing e-recruitment systems. Typically, candidates’ 

personality is assessed during the interview stage, which is 

reserved to the candidates that passed the pre-screening 

phase. However, gathering some preliminary data for the 

candidate’s personality in the pre-screening phase is 

considered valuable, and such information is often obtained 

through web searches. In the Web 2.0 era, there are large 

amounts of textual data for millions web users, that have 

been shown to be reliable predictors of user’s personality. 

The proposed system automates the task of personality 

mining using text analysis, an approach proposed in [8]. 

Previous works have shown that by applying linguistic 

analysis to blog posts, the author’s personality traits can be 

derived, [10] as well as his mood and emotions [11]. The 

text analysis in these works is performed with LIWC 

(Linguistic Inquiry and Word Count) system, which extracts 

linguistic features that act as markers of the author’s 

personality. LIWC uses a dictionary of word stems 

classified in certain psycholinguistic semantic and syntactic 

word categories. It analyzes written text samples by 

counting the relative frequencies of words that fall in each 

word category. Pennebaker and King have found significant 

correlations between these frequency counts and the 

author’s personality traits [12] as measured by the Big-Five 

personality dimensions. 

In this work, we focus on the extraversion personality 

trait, due to its importance in candidate selection. 

Extraversion is a crucial personality characteristic in 

positions that interact with customers, while social skills are 

important for team work. Ιt has been shown that 

extraversion is adequately reflected through language use in 

written speech and it is possible to be discriminated through 

text analysis. Specifically, the emotional positivity and 

social orientation of candidates, both directly extracted from 

LIWC frequencies, can act as predictors of extroversion trait 

[8].  

In this work, an expert recruiter has assigned extraversion 

scores to each of 100 job applicants with personal blogs, 

which were part of a large-scale recruitment scenario (see 

Section V for a detailed description of the scenario). The 

recruiter’s scores were used to train a regression model, 

which predicts the candidates’ extraversion from their 

LIWC scores in the {posemo, negemo, social} categories. In 

what follows, a linear regression model was selected as a 

predictor of the extraversion score E, as proposed in [13], 

due to its good accuracy and low complexity. Equation (1) 

corresponds to the linear model that minimizes the Mean 

Square Error between actual values assigned by the recruiter 

and predicted scores output by the model: 

 NPSE *250.2*335.1   

where S is the frequency of social words (such as friend, 

buddy, coworker) returned from LIWC, P the frequency of 

positive emotion works and N the frequency of negative 

emotion words.  

IV. LEARNING TO RANK ALGORITHMS 

In this work, we leverage machine learning techniques to 

solve the candidate ranking problem in e-recruitment 

systems. In the candidate ranking problem, a scoring 

function h(x) outputs the candidate relevance score, which 

reflects how well a candidate profile fits the requirements of 

a given job position. As the relevance score is a continuous 

variable, the candidate ranking problem can be reduced to a 

regression problem where the candidate scoring function 

must be learned using supervised learning techniques. Then 

the system outputs the final ranked list by applying the 

learned function to sort the candidates. The score function 

h(x) derives the candidate’s relevance degree yi from the 

values of his feature vector xi. In this work, the feature 

vector xi consists of a set of m attributes {a1, …, am} that 

correspond to the candidate’s selection criteria. These can 

be either continuous variables (representing a candidate’s 

feature assessed on numerical scale) or Boolean variables 

(declaring whether he has a desired skill or not). The true 

scoring function is usually unknown and an approximation 

is learned from the training set D. In the proposed system 

the training set consists of a set of N previous candidate 

selection examples, given as an input to the system: 

   N

ii

m

iii RyRxyxD
1

,|,


  

In what follows, we present a set of representative 

“learning to rank” algorithms [9] that map the training set D 

of previous recruiting decisions to a regression model that 

serves as a predictor of future recruiting decisions.  
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Figure 2. The “learning to rank” process 
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In linear regression, the relevance score yi of the i
th

 

candidate is predicted as a linear function of the selection 

criteria, which comprise the candidate’s feature vector xi 

plus noise e (regression error): 

 exwy i

T

i   

The linear regression algorithm finds the optimal parameter 

vector w that minimizes the regression error. 

2) Regression Tree 

When selection criteria interact in complex and non-linear 

ways, linear regression that constructs a linear prediction 

formula for all data space is not an appropriate model. 

Regression trees can be a viable alternative, as they 

recursively partition the predictor space using a divide and 

conquer approach. They have the same structure as 

propositional decision trees; internal nodes contain tests and 

leaves contain predictions for the class value (see Fig. 3). In 

our experiments, we use an M5’ model tree and a REPTree 

regression tree. 

3) Support Vector Regression 

Support Vector Machines (SVMs) are a set of related 

methods for supervised learning, applicable to both 

classification and regression problems. The power of SVMs 

comes from the kernel representation, which allows a non-

linear mapping of input space to a higher dimensional 

feature space. The objective of Support Vector Regression is 

to find a function f that minimizes the expected error – i.e., 

the integral of a certain loss function – according to the 

unknown probability distribution of the data. This 

minimizes the empirical risk that the estimated function 

differs from the original (yet unknown) one. Assuming N 

data points and a Kernel K, the support vectors and the 

support values of the solution define the following 

regression function: 

 RabbxxKaxf i

N

i

ii 
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V. EXPERIMENTAL EVALUATION 

The proposed system was tested in a real-world 

recruitment scenario, to evaluate its effectiveness in ranking 

job applicants. The system’s performance evaluation is 

based on how effective it is in assigning consistent 

relevance scores to the candidates, compared to the ones 

assigned by human recruiters. 

A. Data Collection 

In the recruitment scenario used in our tests, we compiled 

a corpus of 100 applicants with a LinkedIn account and a 

personal blog, as these are key requirements of the proposed 

system. The applicants were selected randomly via Google 

blog search API with the sole requirement of having a 

technical background, as indicated by the blog metadata (list 

of interests), as well as a LinkedIn profile. Our corpus of job 

applicants was formed by choosing the first 100 blogs 

returned from the profile search API that fulfilled our 

preconditions. We also collected three representative 

technical positions announced by an unnamed IT company 

with different requirements, i.e., a sales engineering 

position, a junior programmer position and a senior 

programmer position. 

Τhe sales engineering position favors a high degree of 

extraversion, while experience is the most important feature 

for senior programmers. Junior programmers are mainly 

judged by loyalty (because a company would not invest in 

training an individual prone to changing positions 

frequently) as well as education. What’s more, each position 

has its own desired set of skills, which are matched with the 

skillset reported by each user at his LinkedIn profile. 

Specifically, the junior position requires programming skills 

in C++ or Java development languages, while the senior 

position requires a 5-year experience in J2EE technologies. 

The use of different requirements per position is expected to 

test the ability of our system to match candidate’s profiles 

with the appropriate job position. 

B. Experimental Results 

In our experiments, we assume that each applicant in the 

corpus has applied for all three available job positions. For 

each job position, applicants were ranked according to their 

suitability for the job position both by the system 

(automated ranking) and by an expert recruiter. Human 

recruiters had access to the same information as the system, 

i.e., the candidate’s blog and LinkedIn profile. It must be 

TABLE I. CORRELATION COEFFICIENTS FOR APPLICANTS’ 

RELEVANCE SCORES VS DIFFERENT MACHINE LEARNING MODELS 

Correlation 

coefficient 
LR 

M5’ 

Tree 

REP 

Tree 

SVR, 

poly 

SVR, 

PUK 

Sales 

engineer 
0.74 0.81 0.81 0.61 0.81 

Junior 

programmer 

0.79 0.85 0.84 0.81 0.84 

X1

LM1 LM4LM3LM2

X2 X3

>4.5

=0 =1>2,5 2.5

4.5

 

Figure 3. M5 Model tree 
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Senior 

programmer 
0.64 0.63 0.68 0.62 0.73 

noted though that despite the fact that the selection criteria 

are known to the system, the recruiter’s interpretation of the 

data and the exact decision-making process is unknown and 

must be learned. 

In our first experiment, we use Weka [14] to evaluate the 

learning-to-rank models. Specifically, we test the correlation 

of the scores output from the system (i.e., model 

predictions) with the actual scores assigned by the 

recruiters, using the Pearson’s correlation coefficient metric. 

Table I shows the correlation coefficients for 4 different 

machine learning models, namely: Linear Regression (LR), 

M5’ model tree (M5’), REPTree decision tree (REP), and 

Support Vector Regression (SVR) with two non-linear 

kernels (i.e., polynomial kernel and PUK universal kernel). 

It can be seen that the Tree models and the SVR model with 

a PUK kernel produce the best results. On the other hand, 

Linear Regression performs poorly, suggesting that the 

selection criteria are not linearly separable. It must be noted 

here that all values are averages, obtained with the 10-fold 

cross validation technique. 

It can be seen in Table I that the consistency of the 

system’s scores is highly dependent on the nature of the 

offered positions. For the sales position, the recruiter’s 

judgment is dominated by the highly subjective extraversion 

score, thus increasing the uncertainty of the overall 

relevance score. Still, the system was able to achieve a 

correlation coefficient of up to 0.81, depending on the 

regression model used. On the other hand the selection of 

junior programmer candidates is based on more objective 

criteria such as loyalty and education, thus resulting in a 

slightly higher correlation coefficient, up to 0.85. Finally, 

the senior programmer’s position exhibited the lowest 

consistency, with a Pearson’s correlation of up to 0.73. This 

can be attributed to the high complexity of building a 

regression model for a senior position, which typically 

requires domain-specific experience and specific 

qualifications. 

In our second experiment, we evaluate the effectiveness of 

the personality mining scheme, presented in Section III. As 

mentioned earlier, our system exploits textual data from the 

candidate’s blog to predict his extraversion score, as 

determined by an expert recruiter who had access to the 

same blog posts. The extraversion score is predicted by 

training a regression model to the extroversion scores 

assigned from the recruiter to each of the 100 candidates. In 

this experiment we use Weka to test the effectiveness of 4 

different regression models, compiling a table (Table II) 

with the Pearson’s correlation coefficients and relative 

errors between system’s and recruiter’s scores. It must be 

noted that regression models try to replicate the actual scalar 

values associated by the recruiter, which is a hard problem. 

Nevertheless, a significant correlation was found, with a 

Pearson’s coefficient of up to 0.65. 

VI. PROTOTYPE IMPLEMENTATION 

The proposed e-recruitment system was fully 

implemented as a web application, in the Microsoft .Net 

development environment. In this section we will present 

the main application screens and discuss our design 

decisions and system implementation. The system is divided 

in the recruiter’s side and the user’s side. 

A. Job application process (user’s side) 

Job applicants are given the option to authenticate using 

their LinkedIn account credentials (see Fig. 4) to apply for 

one or more of the available job positions. This allows the 

system to automatically extract the selection criteria 

required for candidate pre-screening from the applicants’ 

LinkedIn profile, so the user experience is streamlined. 

Users are authorized with LinkedIn API, which uses OAuth 

[15] as its authentication protocol. After successful user 

authentication, an OAuth token is returned to our system 

which allows retrieving information from the candidate’s 

private LinkedIn profile. It must be noted here that the 

system does not have direct access to the candidate’s 

account credentials, which could be regarded as a security 

risk. Users without a LinkedIn profile are given the option 

to enter the required information manually. 

As part of the job application process, the candidate is 

asked to fill-in the feed URI of his personal blog. This 

allows our system to syndicate the blog content and 

calculate the extraversion score with the personality mining 

technique presented in Section III. Blog posts are input to 

the TreeTagger tool [16] for lexical analysis and 

lemmatization. Then, using the LIWC dictionary which is 

distributed as part of the LIWC tool, our system classifies 

the canonical form of words output from TreeTagger in one 

of the word categories of interest (i.e., positive emotion, 

 

Figure 4. Job application process 

 

TABLE II. CORRELATION COEFFICIENTS AND RELATIVE 

ERRORS FOR APPLICANT’S EXTRAVERSION SCORE VS MACHINE 

LEARNING MODELS 

Correlation 

coefficient 
LR 

M5’ 

Tree 

REP 

Tree 

SVR, 

poly 

SVR, 

PUK 

Pearson’s 

Coefficient 
0.63 0.63 0.65 0.28 0.65 

Relative 

error 
25.3% 25.3% 22.5% 57.4% 23.1% 
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negative emotion and social words) and calculates the 

LIWC scores. Finally, the system estimates the applicant’s 

extraversion score. 

B. Recruitment process (recruiter’s side) 

After authenticating with their account credentials, 

recruiters have access to the recruitment module, which 

gives them rights to post new job positions and evaluate job 

applicants. In the “rank candidates” menu, the recruiter is 

presented with a list of all available job positions and the 

candidates that have applied for each one of them. Upon the 

recruiter’s request, the system estimates applicants’ 

relevance scores and ranks them accordingly. This is 

achieved by calling the corresponding Weka classifier, via 

calls to the API provided by Weka. The recruiter can modify 

the candidate ranking, by assigning his own relevance 

scores to the candidates, as shown in Fig. 5. This will 

improve the future performance of the system, as the 

recruiter’s suggestions are incorporated in the system’s 

training set and the ranking model is updated. It must be 

noted here that the ranking model is initialized as a simple 

linear combination of the selection criteria, until sufficient 

input is provided from the recruiters to build a training set. 

VII. CONCLUSIONS 

In this paper, we have presented a novel approach for 

ranking job applicants in online recruitment systems. The 

proposed scheme relies on objective criteria extracted from 

the applicants’ LinkedIn profile and subjective criteria 

extracted from their social presence, to estimate applicants’ 

relevance scores and infer their personality traits. Candidate 

ranking is based on machine learning algorithms that learn 

the scoring function based on training data provided by 

human recruiters. An integrated company oriented e-

recruitment system was implemented based on the proposed 

scheme. Our system was employed in a large-scale 

recruitment scenario, which included three different offered 

positions and 100 job applicants. The application of our 

approach revealed that it is effective in identifying the job 

applicants’ extraversion and ranking them accordingly.   
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Abstract—Obtaining the expected performance from a work-
flow would be easier if every task included its own specifications.
However, normally only global performance requirements are
provided, forcing designers to infer individual requirements
by hand. In previous work we presented two algorithms that
automatically inferred local performance constraints in Unified
Modelling Language activity diagrams annotated with the Mod-
elling and Analysis of Real-Time and Embedded Systems profile.
In this work, we present an approach to use these annotations
to generate performance test cases for multiple technologies,
linking a performance model and an implementation model with
a weaving model. We describe how it can be applied to Java
code and to Web Service compositions, using existing open source
technologies and discussing the challenges involved. The resulting
processes follow a meet-in-the-middle approach, allowing the user
to write their software according to their needs.

Keywords-software performance; Web Services; MARTE; model
weaving; model driven engineering.

I. INTRODUCTION

Software needs to meet both functional and non-functional
requirements. Performance requirements are among the most
commonly used non-functional requirements, and in some
contexts they can be just as important as functional re-
quirements. In addition to soft and hard real-time systems,
Service Oriented Architectures (SOAs) must be considered
as well. Within SOAs, it is common practice to sign Service
Level Agreement (SLAs) with external services, to compensate
consumers in case of problems. It is also quite common to
create “service compositions”, which are services that integrate
several lower level services (normally, Web Services from
external providers). However, it may be difficult to establish
what performance level should be required from the composed
services. Too little, and the performance requirements for the
composition will not be met. Too much, and the provider may
charge more than desired. In addition, developers must test the
external services to ensure that they can provide the required
performance levels.

There is a large variety of proposals for estimating the
required level of performance and measuring the actual per-
formance of a system [1]. Measurements can be used for

detecting performance degradations over time, identifying load
patterns or checking the SLAs. However, the requirements set
by the SLA are usually broad and cover a large amount of
functionality: when violated, it might be hard to pinpoint the
original cause. Ideally, we should have performance require-
ments for every part of the system, but that would be too
expensive for all but the most trivial systems.

In our previous work [2], we presented two inference
algorithms for performance annotations in workflow models.
These algorithms can “fill in the blanks” for the response time
and throughput requirements of every activity in the model,
starting from a global annotation and some optional local
annotations set by the user. Users would then write the actual
performance tests manually, taking the results produced by
these algorithms as a reference. However, writing these tests
for every part of a reasonably-sized system could incur in a
considerable cost: ideally, it should be partly automated.

In this work, we will outline how to reduce the effort
involved in using the results produced by these algorithms
by assisting the user in producing concrete performance tests.
The models will be used to generate partial test plans and to
wrap existing functional test cases as performance tests. To do
so, we will weave the existing performance models with de-
sign and/or implementation models, relating the performance
requirements with the appropriate software artefacts.

The rest of this work is structured as follows: after introduc-
ing the models used, we will describe our general approach for
generating tests. We will then show two applications, linking
the performance requirements to several kinds of software
artefacts, and select several candidate technologies. Finally,
we will offer several conclusions to this work, and list some
future lines of work.

II. PERFORMANCE MODELS

This section will present the notation used by the perfor-
mance algorithms described in [2]. We use standard UML
activity diagrams, annotated with a small subset of the OMG
Modelling and Analysis of Real-Time and Embedded Systems
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(MARTE) profile [3]. MARTE provides both a set of prede-
fined performance metrics and some mechanisms to define
new ones. In our case, we are using the predefined perfor-
mance metrics defined in the Generic Quantitative Analysis
Modelling (GQAM) subprofile. GQAM is the basic analysis
subprofile in MARTE: the Schedulability Analysis Modelling
(SAM) and Performance Analysis Model (PAM) subprofiles
are based on it. However, SAM and PAM are outside the scope
of our approach.

Figure 1 shows a simple example. Inferred annotations are
highlighted in bold:

1) The activity is annotated with a�GaScenario� stereo-
type, in which respT specifies that every request is
completed within 1 second, and throughput specifies
that 1 request per second needs to be handled.

2) In addition, the activity declares a set of con-
text parameters in the contextParam field of the
�GaAnalysisContext� stereotype. These variables rep-
resent the time per unit of weight that must be allocated
to their corresponding activity in addition to the mini-
mum required time. Their values are computed by the
time limit inference algorithm.

3) Each action in the activity is annotated with
�GaStep�, using in hostDemand an expression
of the form m + ws, where m is the minimum time
limit, w is the weight of the action for distributing the
remaining time, and s is the context parameter linked
to that action.
The time limit inference algorithm adds a new constraint
to hostDemand, indicating the exact time limit to be
enforced. The throughput inference algorithm extends
throughput with a constraint that lists how many
requests per second should be handled. As these con-
straints have been automatically inferred, their source
attribute is set to calc (calculated).

4) Outgoing edges from condition nodes also use
�GaStep� but only for the prob attribute, which is set
by the user to the estimated probability it is traversed.

III. OVERALL APPROACH

The model shown in the previous section is entirely abstract:
at that level of detail, it cannot be executed automatically. It
will have to be implemented through other means.

After it has been implemented, it would be useful to take
advantage of the original model to generate the performance
test cases. However, the model lacks the required design and
implementation details to produce executable artefacts. To
solve this issue, several approaches could be considered:

1) The abstract model could be extended with additional
information, but that would clutter it and make it harder
to understand.

2) On the other hand, the implementation models could be
annotated with performance requirements, but this would
also pollute their original intent.

3) Finally, a separate model that links the abstract and con-
crete models could be used. This is commonly known

as a weaving model. Several technologies already exist
for implementing these, such as AMW [4] or Epsilon
ModeLink [5].

In order to preserve the cohesiveness of the abstract perfor-
mance model and the design and implementation models, we
have chosen the third approach.

After establishing the required links, the next step is gener-
ating the tests themselves. To do so, a regular Model-to-Text
(M2T) transformation could be used, written in a specialised
language such as the Epsilon Generation Language [6]. In case
it were necessary to slightly refine or validate the weaving
model before, an intermediate Model-to-Model (M2M) trans-
formation could be added. Figure 2 illustrates the models and
steps involved in our overall approach.

IV. APPLICATIONS

We will now show several instances of the overall approach
in Figure 2, using different technologies to assist in generating
performance test artefacts in different environments.

A. Reusing functional tests as performance tests

Generating executable performance test cases from scratch
automatically will usually require many detailed models and
complex transformations, which are expensive to produce
and maintain. The initial effort required may deter potential
adopters. An alternative inexpensive approach is to repurpose
existing functional tests as performance tests. This is the aim
of libraries such as JUnitPerf [7] or ContiPerf [8]: we will
target these libraries in order to simplify the transformations
involved and make the generated code more readable.

Listing 1 shows how JUnitPerf is normally used. The
original TFunctional functional test suite is wrapped into a
TimedTest (implemented by JUnitPerf) that checks that every
test case in TFunctional does not take any longer than 1000
milliseconds. The wrapped test case is wrapped once again
with a LoadTest (also implemented by JUnitPerf) that emulates
10 users running the test at the same time. In combination, the
resulting test checks that each of the 10 concurrent executions
of the wrapped test finishes within 1 second.

Listing 2 shows a similar fragment for ContiPerf. Instead of
using Java objects, ContiPerf uses Java 6 annotations, which
would be easier to generate automatically. The @PerfTest
annotation indicates that the test will be run 100 times using
10 threads, so each thread will perform 10 invocations. @Re-
quired indicates that each of these invocations should finish
within 1000 milliseconds at most. @SuiteClasses points to the
JUnit 4 test suites to be reused for performance testing, and
@RunWith tells JUnit 4 to use the ContiPerf test runner.

In both cases, the code itself is straightforward to generate.
However, the generated code must integrate correctly with the
existing code. If the code was not produced using a model-
driven approach, there will not be a design or implementation
model to link to. Instead, we will derive a model of the
structure of the existing code using a model discovery tool
such as Eclipse MoDisco [9]. Eclipse MoDisco can generate
models from Java code such as that shown in Figure 3.

222Copyright (c) IARIA, 2012.     ISBN:  978-1-61208-200-4

ICIW 2012 : The Seventh International Conference on Internet and Web Applications and Services

                         234 / 307



<<GaStep>>
{hostDemand={(expr=0.4+0*swEP, unit=s, source=req),

(value=0.4, unit=s, source=calc)}, throughput=
{(value=1.0, unit=Hz, source=calc)}}}

Evaluate Order

[acep] <<GaStep>> {prob=0.8}

<<GaStep>>
{hostDemand={(expr=0+1*swCR, unit=s, source=req),

(value=0.2, unit=s, source=calc), throughput=
{(value=0.8, unit=Hz, source=calc)}}}

Create Invoice

<<GaStep>>
{hostDemand={(expr=0+1*swRP, unit=s, source=req),

(value=0.2, unit=s, source=calc), throughput=
{(value=0.8, unit=Hz, source=calc)}}}

Perform Payment

<<GaStep>>
{hostDemand={(expr=0+1*swNP, unit=s, source=req),

(value=0.4, unit=s, source=calc), throughput=
{(value=0.8, unit=Hz, source=calc)}}}

Send Order

[else] <<GaStep>> {prob=0.2}

<<GaStep>>
{hostDemand={(expr=0+1*swCP, unit=s, source=req),

(value=0.2, unit=s, source=calc), throughput=
{(value=1.0, unit=Hz, source=calc)}}}

Close Order

<<GaScenario>> {respT = {(value = 1.0, unit = s, source = req)}, throughput={(value = 1.0, unit = Hz, source = req)}}
<<GaAnalysisContext>> {contextParams = {$swEP=0, $swCR=0.2, $swRP=0.4, $swNP=0.2, $swCP=0.2}}
Manage Order

Fig. 1. Simple example model annotated by the performance inference algorithms

Performance
model

Design/impl.
model

Model discovery

Code

Weaving model

M2M refinement
transformation

Refined
weaving model

M2T
transformation

Test artefacts

Fig. 2. Overall approach for generating performance test artefacts from
abstract performance models

final int users = 10;
final int tlimit ms = 1000;
Test testCase = new TFunctional();
Test test1User = new TimedTest(testCase, tlimit ms );
Test testAllUsers = new LoadTest(test1User , users );

Listing 1. Java code for wrapping the TFunctional JUnit 3 test case using
JUnitPerf

@RunWith(ContiPerfSuiteRunner.class)
@SuiteClasses(TFunctionalJUnit4 . class )
@PerfTest( invocations = 100, threads = 10)
@Required(max=1000)
public class InferredLoadTest {}

Listing 2. Java code for decorating the TFunctionalJUnit4 JUnit 4 test suite
using ContiPerf

Once we have the performance and the implementation
models, the next step is to link them using a new weaving
model. Each model consists of an instance of WeavingModel,
which contains a set of Links between a �GaStep� stereo-
type of the MARTE performance model, and a MethodDecla-
ration of the MoDisco model. We can populate the weaving
model using the standard Epsilon Modeling Framework (EMF)
editors or using Epsilon ModeLink (as in Figure 4).

After linking both models with the weaving model, the
last step is running a M2T transformation to produce the
actual performance test artefacts. The generated code would
be similar to that in Listings 1 or 2.
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Fig. 3. MoDisco model browser showing a model generated from an Eclipse Java project

Fig. 4. Screenshot of the Epsilon ModeLink editor weaving the MARTE performance model and the MoDisco model

@WebService
public class HelloWorld {

@WebMethod
public String greet (@WebParam(name=”name”)
String name)
{

return ”Hello ” + name;
}
}

Listing 3. Java code using JAX-WS to implement a “HelloWorld” Web
Service

B. Partial test plan generation for Web Services

In the previous section, we applied our approach to existing
JUnit test cases, repurposing them as performance test cases.
In this section we will discuss how to generate performance
test artefacts for a Web Service (WS) [10] in a language
agnostic manner.

Web Services based on the WS-* technology stack are
usually described using a Web Services Description Language
(WSDL) [11] document. This XML-based document is an

abstract and language-independent description of the available
operations for the service and the messages to be exchanged
between the service and its consumers. Existing Web Service
frameworks such as Apache CXF [12] can generate most of
the code required to implement and consume the services
from the WSDL description. Users only need to implement
the business logic of the services. In addition, some frame-
works (CXF included) can work in reverse, generating WSDL
from adequately annotated code. Listing 3 shows an example
fragment of Java code that implements a simple “Hello world”
Web service using standard JAX-WS [13] annotations.

Since a WSDL document is a declarative and language-
independent description of the Web Service itself, we can use
it as our design model. After transforming automatically the
XML Schema description of the WSDL document format into
a regular ECore metamodel [14], we will be able to load
WSDL documents as regular Eclipse Modeling Framework
models, reusing most of the technologies mentioned in Sec-
tion IV-A.

The weaving model needs to relate the �GaStep� stereo-
types with the operations of the services in the WSDL
document. For instance, we might want to ensure that every
invocation of the evaluate operation of the Order processing
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grinder . processes=5
grinder . runs=100
grinder . processIncrement=1
grinder . processIncrementInterval =1000

Listing 4. Example .properties file with configuration parameters for
the workload

class TestRunner:
def call ( self ):

def invoke ():
response = HTTPRequest().POST(

”http :// localhost :8080/ orders” ,
” (... SOAP message ...)”)

stats = grinder . statistics . getForCurrentTest ()
stats . success = (response . statusCode != 200

and stats . time < 150)
test = Test (1, ”Query order by ID”).wrap(invoke)
test ()

Listing 5. Example Jython script for The Grinder with the contents of the
performance test to be run by each simulated client

service finishes within a certain time while handling a certain
number of requests per second.

After weaving the WSDL-based model with the perfor-
mance model, the next step is generating a test plan for a
dedicated performance testing tool such as The Grinder [15].
Using a dedicated tool allows for defining tests with less
cost and in a way that is independent of the implementation
language of the software under test.

In the case of The Grinder, we would need to generate
two different files: a .properties file indicating several
parameters of the workload to be generated, and a Jython
script with the test to be run by each simulated client.
Listings 4 and 5 show simple examples for these two files.
The .properties file in Listing 4 indicates that 5 processes
should each run the test 100 times, starting with 1 process and
adding one more every 1000 milliseconds. On the other hand,
the test itself consists of sending an appropriate SOAP message
to a specific URL and checking that the response has the OK
(200) HTTP status code and that it was received within 150
milliseconds. Since these inputs are quite concise, we deem it
feasible to generate an initial version of both files, letting the
user add a meaningful SOAP message later.

Later iterations of this application could generate larger
parts of the test plan by assisting the user in producing
the messages themselves. Links in the weaving model could
allow the user to specify a certain strategy for generating the
messages to be sent, such as random testing, variations upon a
predefined template or static analysis of the code implementing
the service. The strategy could be applied in the weaving
model refining step showed in Figure 2.

V. RELATED WORK

According to Woodside et al. [1], performance engineering
comprises all the activities required to meet performance
requirements. These activities include defining the require-
ments, analysing early performability models (such as layered
queuing networks [16] or process algebra specifications [17])
or testing the performance of the actual system. Our previous
work in [2] focused on helping the user define the require-
ments using MARTE-annotated [3] UML activity diagrams as
notation. The present work is dedicated to helping the user
create the performance test artefacts.

Our work does not deal directly with the implemented
system, but rather with a simplified representation (a model).
There is a large number of works dealing with model-based
testing, i.e., “the automatable derivation of concrete test cases
from abstract formal models, and their execution” [18]. Most
of them (as evidenced by [18] itself) are dedicated to func-
tional testing: we will focus on those dedicated to model-based
performance testing.

Barna et al. present in [19] a hybrid approach, which uses a
2-layered queuing network (LQN) to derive an initial stress
workload for a website. This workload is used to test the
system and refine the original LQN model in a feedback
loop that searches for the minimum load that would make the
system violate one of its performance constraints. Like our
work, it combines the analysis of a model with the execution
of a set of test cases. However, its goal is completely different:
we intend to define the appropriate quality service levels for
the individual services in order to meet the desired quality
service level of the entire workflow, whereas this approach
would estimate the maximum workload that a workflow could
handle within a certain quality service level.

Di Penta et al. show in [20] another approach with the same
goal of finding workloads that induce service level agreement
violations. However, they use genetic algorithms instead of a
LQN model and test WSDL-based Web Services instead of a
regular website.

Suzuki et al. have developed a model-based approach for
generating testbeds for Web Services [21]. SLA and behaviour
models are used to generate stubs for the external services used
by our own service. This allows users to check that their own
services can work correctly and with the expected level of
performance as long as the external services meet their SLAs.
However, this approach does not generate input messages
for the services themselves. Still, we could use this work to
check the validity of the performance constraints inferred by
our algorithms in [2] in combination with the approach in
Section IV-B, by replacing all services in the workflow with
stubs and testing the performance of the composition.

As illustrated by the above references, there is a wealth of
methods for generating performance test cases and testbeds
for Web Services. However, we have been unable to find
another usage of model weaving for generating performance
test artefacts for multiple technologies. This is in spite of
the fact that model composition using model weaving has
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been used regularly ever since the authors of the original
ATLAS Model Weaver proposed it [4]. For instance, Vara
et al. use model composition to decorate their extended use
case models with additional information required for a later
transformation [22].

VI. CONCLUSION AND FUTURE WORK

In this work, we have described an overall approach for
generating performance test artefacts from the abstract perfor-
mance models produced by our inference algorithms in [2].
To generate concrete test artefacts while keeping the abstract
performance models separated from any design or imple-
mentation details, we propose linking the performance model
to a design or implementation model using an intermediate
weaving model. If a design or implementation model is not
available, it can be extracted from the existing code. The
weaving model can be then optionally refined using a model-
to-model transformation, and finally transformed into the
performance test artefacts with a model-to-text transformation.

We have performed an initial study of the feasibility of the
approach by studying how to apply it in two situations. The
first application will reuse existing JUnit test cases as perfor-
mance test cases with JUnitPerf and ContiPerf. The implemen-
tation model is extracted from the Java code implementing
the test cases using the model discovery tool MoDisco [9],
and the weaving model links the MARTE annotations in our
performance model to the Java test methods in the MoDisco
model.

The second application will generate test plans for an
independent load testing framework, such as The Grinder [15].
In this case, the WSDL description of the service serves
as an explicit design model, and the weaving model links
the MARTE performance requirement to an operation of the
service. Later revisions of this approach may use the weaving
model to specify a strategy for generating the required input
messages, instead of leaving it up to the user.

Our next work is to further these feasibility studies by
implementing the required transformation workflows. We have
implemented a considerable part of the first approach already
using MoDisco and Epsilon ModeLink, and we are currently
implementing the code generation step in the Epsilon Gener-
ation Language.
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Abstract—The purpose of this paper is to evaluate the 
effectiveness of using virtual laboratory as a complementary 
tool for mechanic teaching. The use of Virtual Oscilloscope 
Web and Virtual Damped Oscillations Laboratories, together 
with the study of the vibration of beams Experiment in a real 
Laboratory in the university teaching system, are explained. 
The computer programmes can be used from the online and 
download areas of the Applied Physics and Mechanics 
Departments internet server, in order to be executed via web. 
These computer applications permit one to simulate practice 
behavior, and the users can work step by step in the same way 
as they do in the real laboratory, obtaining the corresponding 
calculations and plots. The Virtual Laboratory Web has been 
developed by our research team and the main objective is to 
familiarize the student with the oscilloscope and the Damped 
Oscillations experiment for its later handling in a real 
laboratory. The aim of these tools is to help students to learn, 
to study, and to investigate on their own. Furthermore, 
students can prepare their experiment lessons before going into 
the laboratory and revise them whenever, and as many times 
as they want to. Consequently, in using the computer as a 
complementary educational tool, the quality of university 
teaching is greatly improved. 

 
Keywords–Education; Technology; Simulation Software; 

Multimedia; Oscillations; Virtual Laboratory. 

I. INTRODUCTION 

In the past twenty years, there has been widespread 
experimentation with computer-assisted didactic models in 
the training of highly qualified experts such as aircraft 
pilots, astronauts and engineers specialized in controls. The 
same has happened in teaching centers using models, which 
allow the computer to emulate the working of different 
laboratory equipment and to instruct students, how to use it.      

The carrying out of these experiments in the Mechanics 
teaching laboratory is very costly and requires students to 
devote considerable time to the study of each of the 
experiment facilities and to the handling of the equipment. 
In the Laboratory of the Mechanics Department at Córdoba 
University, we have two real vibration bench practices that 
we use to study the natural frequencies of simple beams 
(Isostatic beams as cantilevers, articulated beams, etc.) with 
or without damping vibrations. 

However, due to severe overcrowding in classrooms and 
not enough necessary time, we have been developing and 
using a virtual lab that shows the real practices to the student. 

This paper presents a new learning experience of the 
coordination between the virtual laboratories and the real 
experiment in the beams vibration practice.  

Firstly, we describe two virtual laboratories developed by 
our research team: the virtual web oscilloscope and the 
virtual Damped Oscillations laboratory.   

Furthermore, we present their application to the practice 
in the Mechanics Laboratory and we analyze the results 
obtained by the students in the practice classes. 

II. STATE OF THE ART  

Currently, a lot  programmes for the simulation of 
certain important Physics experiments have been created 
[1], whose worth lies in contributing to the students’ 
capacity to perform, in a simplified manner, those mental 
actions which are similar to those that they might have to 
carry out in a traditional laboratory, with the aid of these 
models.   

From a general point of view, numerous applications 
exist whose main objective is education and the transmission 
of knowledge [2]. The use of the computer for such an aim 
accelerates the learning process of the concepts dealt with, 
since the interaction with the user allows them to be 
assimilated in a more rapid and easier way [3]. 

In the field of scientific and technological education, the 
computer can be used as a reflective tool, where the student 
is a protagonist of his own learning process   [4] [5]. 

From this perspective, our line of work has focused on 
the development and evaluation of applications that include 
different modules: diagnoses of knowledge and previous 
ideas, resolution of problems, numerical simulations, virtual 
laboratories, interactive tutorials, etc. From an educational 
point of view, the principal didactic usefulness of the tool 
presented is that simulations of the phenomena and virtual 
experiments offer a certain degree of realism so that the 
student can modify the independent variables or the initial 
conditions and can analyze the changes that take place in the 
systems [6]. 

The development in the Departments of Applied Physics 
and Mechanics at the Polytechnic School of Córdoba 
University (Spain) of computer applications for didactic 
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purposes began during the academic year of 1988-1989. 
From the 1991-1992 academic year onwards, the imparting 
of practices simulated together with the experimental 
practices has been generalized. This methodology is applied 
in the learning of Physics and Mechanics in the first years of 
Industrial Engineering and Computer Engineering [7]. 

For all these reasons, our group has been involved in the 
development, application and evaluation of virtual 
laboratories and their utilization, with a series of encouraging 
results that have been described in other works [8]. 

III.   OBJECTIVES  

The purpose of this study is to evaluate the effectiveness 
of using virtual laboratory as a complementary tool for 
mechanic teaching. For that, an objective is to coordinate 
virtual web and experimental laboratories. 

 Also, another objective is to familiarize the student with 
the oscilloscope and the Damped Oscillations experiment 
for its later handling in a real laboratory. 

 These tools help students to learn, to study, and to 
investigate on their own.  

The computer applications include Interactive tutorials, 
and Questionnaires, which give students the possibility of 
evaluating themselves.  

IV. TEACHING EXPERIMENT DESCRIPTION 

Before doing the practices, the student downloads the 
programme guide from the learning web of the Mechanics 
Department, in which a brief  introduction is given on the 
theoretical fundamentals, recommending the student to 
consult the virtual laboratories [9] [10],  the tutorials [11], 
the apparatus, and the operating mode of the experiment. 

On the day that the experiment takes place; the student 
has to take a brief summary to the laboratory to be handed 
in the moment the experiment begins. If possible, the 
student is recommended to take a portable computer to the 
laboratory so that there is one per 2 students (one for each 
work post). The teachers also provide them with two 
computers.  

The students carry out the experiment processes by 
consulting the operating mode in the virtual laboratories and 
checking the results obtained experimentally with those that 
they would obtain by simulation. Finally, students have to 
hand in a final report of the practical, in which they include 
the data treatment, results obtained and conclusions. 

V. SOFTWARE TECHNICAL DETAILS ON THE TOOL/SYSTEM 

The damped oscillation software  has been created 
using Visual Basic 5.0 language, with the aim of making the 
user feel that he/she understands and has a good command 
of it since we have tried to make it very intuitive and easy to 
use. The Oscilloscope programme has been created with 
Action Script and it permits user-software maximum 
interaction via web.  

Both programmes are in research team VLC web 
server   [10] [11]. 

VI. SOFTWARE PROPERTIES  

The interface of the computer applications must be the 
simplest, most intuitive and most attractive possible, so that 
it allows the user to interact with the machine and to obtain 
an ideal execution of the presentations that the application 
developed offers [12]. The characteristics of our system are 
described as follows: 

*It facilitates the user's browsing for the different 
parameters included in the application; presenting them in a 
form arranged in such a way as to avoid confusion. 

*The elements of the interface are accommodated so that 
their position on the screen facilitates the transition between 
the thought of the user and the action to be carried out.  

*The application is intuitive and attractive.  
*There is an exhaustive control of erroneous information 

so that mistaken results cannot be returned to the users 
without providing informative messages about the mistake 
committed. 

VII.  OBJECTIVES  OF THE IMPLEMENTED SOFTWARES  

The primary target of this work has been to remedy the 
deficiencies of Technical Studies students at the time of 
acquiring knowledge.  Concretely, in doing practice work in 
laboratories, especially in that corresponding to  
experimentation with beam vibrations , for which it is 
necessary to know how to use with ease an oscilloscope and 
the experimental handling of damped oscillation equipment. 

By means of the virtual oscilloscope, which  is included 
within a more global project of virtual laboratories   
encompassing different Physics and Engineering problems, , 
the student can become familiar with the handling of an 
oscilloscope (Figure 1).   Other objectives   achieved are: 

•Objective 1: Multimedia has been developed for a 
system that includes sample information necessary for 
students in the Vibrations field. 

• Objective 2: It allows the user to become familiar with 
some of the devices used in the oscilloscope.  

• Objective 3: “Multiplatform” works in surroundings; in 
addition, the application can be used under any platform, or 
Linux, Windows, etc.  

• Objective 4: To reproduce schemes of the real systems 
so that the students can visualize the problems created.   

VIII.  DESCRIPTION OF THE VIRTUAL LABORATORY 

A. Oscilloscope Virtual Laboratory  

The Software [10] is structured in three different 
sections: Tutorial, Simulation, and Help. 

General Interface. The interface of a computer system 
must be as simple, intuitive and attractive as possible, so as 
to allow the user to interact with the machine. 

Theoretical Tutorial Module. The tutorial is clear and 
concise, using pictures and diagrams, the basic concepts of 
the subject matter, the study's scope and its application to 
the vibrations of simple beams. 
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Figure 1. Virtual Oscilloscope 

Simulation. The main objective of this lab is to learn to 
use the analog oscilloscope to display and measure periodic 
signals in time. For this, as shown in the image of the virtual 
oscilloscope, we have different switches and controls that 
allow us to modulate the frequency, the amplitude of the 
signal, and so on. 

B. Damping Oscillation Simulation Lab 

The study of the vibrations in beams is implemented by 
an experimental bench with springs. 

The practice laboratory that we have implemented in the 
computer basically consists of a frame on which springs 
with different elastic constants can be suspended and loads 
also added. A piston is placed in a vessel which is filled 
with liquids of different viscosities and a recorder equipped 
with a pen traces the different types of motion: quasi-free, 
under damped, critically damped and over damped 
oscillations. In actual fact, we have tried to simulate the real 
vibration bench practice shown in Figure 2.   

The essence of this application consists of the design and 
creation of interactive software incorporating the most 
important experiments that can be done by students with a 
free and damped vibration bench. This comprises four parts, 
which can be accessed from the main menu: Tutorial, 
Simulation, Introduction and on-line Help. 

In the simulation module, a study can be made of the 
motion of a load suspended vertically from a spring in terms 
of the following parameters: viscosity, system load and 
elastic constant of the springs. This module is a virtual 
representation of the instruments necessary for the student 
to be able to have it recognized and learn how to use the real 
vibration bench when he/she has completed this practical.  

In order to create the multimedia system, a video camera 
film was made. It displayed both the components of the 
practical (loads to attach, springs, oils, etc.) and the 
experimental process itself. The application generates 
graphic and numerical results. The button “Print” enables 
the student to print the register of the corresponding motion. 
The button “Following” makes it possible to go on to any 
new motion resulting from having modified the conditions 
of the system.  (Figure 3) 

 

Figure 2. The real vibration bench practice 

 
Figure 3. Screen for damped motion generation 

IX.  EDUCATIONAL APPLICATIONS 

We have used these virtual laboratories as 
complementary tools to traditional teaching methods, with a 
view to obtaining more personalized teaching to counteract 
the present overcrowding of university classrooms.  

With the aim of checking the degree of influence of the 
coordination of virtual and experimental laboratories on the 
learning process, the results of the didactic experiments 
carried out during the last two academic years were 
compared. 

Of the 160 students enrolled in each academic year, 
approximately 100 signed on for the laboratories web. This 
was an indispensable condition for carrying them out.  

Of the 100 students who began the course, approximately 
90% did the real and virtual experiments, subsequently 
handing in their reports.  This is also an indispensable 
condition for passing the subject “Mechanics in 
Engineering”. 

The assessment of the programmes used was made by 
evaluating the individual reports of the students at the end of 
the experiment and some complementary questionnaires on 
the topics tackled.  
    This evaluation was analyzed by classifying the results 
obtained by the students and establishing three categories of 
knowledge, i.e., abandonment of studies, fails and passes.   

The results obtained show (Table 1) that, in the past two 
years, the number of students abandoning the experiment 
and virtual laboratories, and, therefore, the subject has 
dropped. What is more, in the same period during which the 
virtual Laboratories were increased and coordinated (2010 
and 2011), the percentage of students failing diminished, 
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and the amount of students with improved results in 
practical works rose. Thus, it can be concluded that the 
putting into practice and implementation of virtual 
laboratories in coordination with experimental ones triggers 
a great improvement in teaching. 

   

 
Table 1. Comparison of overall results for subject of Mechanics  

X. CONCLUSIONS 

This paper has presented the computer applications 
designed for didactic purposes in university teaching of a 
scientific and technological nature, which are currently 
being used and evaluated – in real education contexts – with 
first-year students of industrial engineering studies at 
Cordoba University (Spain).  

The programmes are equipped with complete tutorials, 
presented with hypertext and images in order to help 
students to understand the concepts. These tutorials include 
animations, sound and videos, which increase their appeal to 
students, who can browse through the different parts of the 
Tutorial by means of hyperlinks and buttons  connecting 
different parts of the system.  

The simulation and virtual laboratories of real 
experiments are undoubtedly the most important items of 
these applications. Using them, students can actively 
interact: by incorporating data into the independent 
variables, in the observation of experiments, in the analysis 
of the results obtained, and in other aspects related to the 
solution of any problems encountered.  

These computer applications are compact, intuitive, and 
easy-to-use tools, which combine, in a single application, 
the main elements involved in the education process: 
theoretical contents, practical activities (solution of 
problems, simulations, and virtual experiments), and the 
evaluation of previous or acquired knowledge.  

The computer applications have been used as a learning 
tool incorporating it into the tasks of the course. 

The evaluation of the results of student grades has 
shown that the use of computer simulation tools encourages 
students' interest in the subject and improves their marks 
helping to raise their level of knowledge of theoretical 
concepts and practical teaching techniques and problem 
solving. 

Finally, in future projects we hope to develop 3D Virtual 
Labs as a relevant solution to immerse the students in a 
realistic experimental environment.   
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Abstract—”Learning by doing” has incontestably the highest
enduring and motivating effects in learning. It challenges the
exploratory aptitude and curiosity of a person. In higher
education in information technology, exploratory learning is
hindered by technical situations that are not easy to reproduce
and to verify. Technical skills are, however, mandatory for
employees in this area. On the other side, theoretical concepts
are often compromised by commercial implementations. The
challenge is to contrast and reconcile theory with practise.
In two European Union funded projects we designed, imple-
mented, and evaluated a unique e-learning approach, which
realises a modularised teaching concept that provides easily
reproducible virtual hands-on labs. The novelty of the approach
is to use software products of industrial relevance to compare
with theory and to contrast different implementations. Pilot
applications in several European countries demonstrated that
the participants gained highly sustainable and profound un-
derstanding about the learning objects.

Keywords-learning by doing, virtual laboratory, hands-on
lab, e-learning concept.

I. INTRODUCTION

Aristotle already promoted ”learning by doing” in his
eminent work on ethics, the Nicomachean Ethics [1]. The
concept became known in pedagogy through the work of
Comenius [2]. From the perspective of developmental bi-
ology learning by doing is known even from animals [3]
and experimenting (the systematic learning by doing) is
fundamental in the development of the homo sapiens [4][5].

Effective knowledge transfer at Higher Education (HE) in-
stitutions and Vocational Educational Training (VET) should
be tailored to the needs of its clients. Employees are highly
motivated to acquire new skills but are often hindered to
follow a scheduled training programme. Students face a
denser curriculum due to the Bologna process with a high
degree of optional courses whose schedules and prerequisites
are not aligned. Therefore it is essential to provide self study
courses with small module sizes to enable the participants to
learn in their spare time at an individual pace. In addition,
in financially difficult times, knowledge transfer should be
highly scalable in terms of costs. E-Learning offers this
capability but has the difficulty to keep motivation high.

As consequence, e-learning has to solve a multidimen-
sional problem: The learning content needs to be chunked

into ”digestible” portions while keeping the necessary con-
text. Technological reality has to match with the theoreti-
cal underpinning. Technological aspects in Information and
Communication Technology (ICT) are of particular impor-
tance to empower students and employees for a competitive
labor market. This will stimulate the secondary motivation
of the learners.

In our case we focus on one of the most important areas
in ICT competency for information management profession-
als: database systems. Databases are now the underlying
framework of information systems that have fundamentally
changed the way organizations and individuals structure and
handle information.

One crucial competence within the database domain is
how to structure efficiently a database and how to correctly
process the data. For example, in the case of a banking
application the database has to process correctly and reliably
the financial transaction under any circumstances.

This requires a sound understanding of the theory and
practical skills of software products at the same time. Such
a highly specialized knowledge cannot be only theoretically
taught neither could it be trained only by examples like
a cookbook. This is the scenario for our e-learning based
concept with hands-on labs.

A. Structure of the Paper

With the following overview on related work in cognitive
science the context for our learning theory will be settled.
In Section II we point out the pedagogical requirements, the
modularization constraints dictated by the learning object
and the stress field between industry demands and long
term knowledge for the students. This clarification is used
in Section III as criterion for developing a unique reference
model for the example learning object database systems.

Section IV describes the supporting technology, in par-
ticular, the environment for the hands-on labs. Our findings
during pilot runs of the learning modules are presented and
discussed in Section V. We end the paper with a conclusion.

B. Related Work

E-learning is a promising research subject and there is
an abundance of publications on the foundation of on-line
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learning (e.g., [6][7][8][9][10]) as well as on problems. For
instance, the decreasing motivation was described by Prenzel
[11] and Paechter et al. [12]. It is also confirmed by our own
experience with e-learning.

According to the constructionism [13] the learner gener-
ates knowledge by individual experience (radical construc-
tivism [14]) or by social interaction within a cultural con-
text (social constructivism [7]). As consequence, knowledge
should be acquired by the learner in authentic situations
that keep motivation high [15]. Connolly and Begg [16]
report similar experiences and recommend teaching database
analysis and design in a problem based environment.

Communication with fellow students and team work
supports motivation, too [9]. This makes a communication
and collaboration tool an indispensable ingredient of an e-
learning system.

Multimedia support through E-learning systems is a an
enabler for flexible and scalable HE and VET, but is no
guaranty for a successful on-line course. Critical voices
raised the issue of superficial and routine knowledge that
may easily be transferred. This knowledge refers to the cog-
nitive domains one (knowledge) and two (comprehension)
of Bloom’s taxonomy [8]. Bloom’s knowledge taxonomy
was chosen because it fits well into the evaluation of skills
related learning. But, profound insights (analysis, synthesis,
and evaluation in Bloom’s categories) are difficult to convey
with a computer based learning environment as the study
conducted by Spannagel [17] reveals.

It seems difficult to ensure that theory and the necessary
abstraction are drawn from an example. There are concepts
that try to overcome these problems with the use of multi-
media technology [10].

Blended learning, for example, tries to combine classroom
learning with e-learning ([6], chap. 10 and 29). Classroom
teaching can provide for theory and the e-learning session
practise the knowledge in form of exercises or experiments.
We apply this technique for our virtual laboratory work-
shops described in Subsection III-C. This hybrid learning
does not ensure sustainable and deep understanding, but, a
well thought concept may help to convey deep insights as
Astleitner and Wiesner [9] point out.

Our concept aims further: It contrasts and reconciles
theory with the reality of commercial software products.
This is important because software professionals and experts
need the competence to verify the real behavior of a database
system for instance and compare it with the theory. As
consequence real products are necessary as training tools
and for assessment. No learning concept, so far, has tried to
deal with the peculiarities of commercial software products.

II. PROBLEM DESCRIPTION AND CONTRIBUTION

The goal is to provide a highly modularized e-learning
environment for the specific theoretical and practical needs

of HE and VET in the domain of ICT. For the proof of con-
cept we have chosen the material produced during two EU
funded projects: DBTech Pro (funded by the Leonardo da
Vinci programme) and its successor DBTech EXT (funded
by the EU Lifelong Learning Programme). The content
focus was on in depth knowledge with hands-on labs for
database design, transaction processing, and data mining.
More information about both projects may be found at
http://www.dbtechnet.org.

From the pedagogical view we identified the following
requirements:

• self controlled learning
• authentic problem oriented learning
• most effective, cooperative learning
• self assessment
• feedback and evaluation

Self controlled learning is important because of the above
mentioned time constraints and with regard to different
precognitions of the learners. For high motivation it is
necessary to pose authentic, real world problems to solve
[16]. This requires state-of-the-art software used in industry.

Cooperative learning has two positive effects, one for the
learner and one for the teacher: Communication among the
students and working in groups keep motivation high and
yield better learning results. From the teacher’s view the
communication provides feedback on the effectiveness of the
teaching and exercise material. In addition, communication
among students reduces teacher intervention.

Memorized knowledge may be assessed easily through
multiple choice tests but constructive tasks and creative work
are a challenge to assess in a automated way.

From the skills and competences demanded by employers
the following requirements need to be taken into account:

• ability to solve real world tasks (problem solving)
• knowledge about state-of-the-art technology
• social skills, so called soft skills

Employees and students have increasing interest in learn-
ing skills that give a fast and easy to see return on their
learning investment in form of directly applicable knowledge
at their working place. This validates the first two qualifi-
cation requirements. Problem solving and social skills are
indispensable for highly demanding ICT jobs [18].

In addition to the above requirement, the teaching units
(modules) need to comply with the taxonomy of that domain,
which defines how to slice the content along the aspects:

• competence level
• subject area
• technology

Cutting the content along the competence level provides
different degrees of detail in line with target competencies
and work profile. Students of HE institutions prefer a
different learning concept than in VET courses. The latter
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have a tighter time schedule with less time for reflection of
theoretical issues than HE students.

So, apart from the challenging content we tried to address
all of the above requirements by slicing the learning content
so that it can be combined and composed in multiple ways.

A. Contribution

The contribution of this paper consists of an integrated
learning concept for e-learning addressing the needs and
constraints of HE and VET. For each learning unit the most
appropriate learning concept was applied. Furthermore, the
framework solves the problem of content modularization.
Exemplary e-learning material that was used in multiple
pilot runs proofed the usefulness and superior knowledge
sustainability compared to traditional university teaching.
The main advantage lies in the practical skills acquired using
real DBMS products in the hands-on labs. The necessary lab
environments are easy reproducible and provide full control
of license restrictions.

III. THE REFERENCE MODEL

The reference model applies different learning concepts
reflecting the different aspects and challenges presented in
the previous Section. The interrelation of these requirements
make it difficult to optimise the learning concept. For
better understanding we treat the dimensions content, lab
environment, and project work separately and discuss the
global optimisation in Subsection III-E at the end of this
section.

A. Knowledge Taxonomy

It is common to define a syllabus for the learning content.
Structuring the syllabus results in a knowledge taxonomy
of the teaching domain. From this structure we are able to
deduct pre-requisites, identify learning elements, and des-
ignate learning outcomes. Structuring the teaching domain
along the knowledge levels defined by Bloom [8] helped
us to modularize the content according to knowledge depth
and to provide teaching units for different target groups.
As an example, Figure 1 shows an cutout of the DBTech
database taxonomy [19] showing the comprehension levels.
From this layering we were able to deduct pre-requisites
for every learning unit. For instance the unit data modeling
(see Silberschatz et al. [20]) requires knowledge about the
relational, hierarchical, and network model.

B. Virtual Laboratory

The most important component of our e-learning model is
the ”learning by doing”. The psychomotoric learning keeps
motivation high and supports a high degree of practical skills
needed by companies. Moreover, the endurance of knowl-
edge is much better and profound than without hands-on
labs. Small, practical exercises and experimenting prepares
the way for problem based learning.

In the case of ICT we have to deal with sophisticated,
interdependent software systems like database management
systems, application servers, data warehousing, OLAP sys-
tems, or business intelligence suites. A student would need
excessive time to install and set up the lab environment. This
is unfeasible, considering only the risk that the system might
be (unconsciously) misconfigured.

An other obstacle could be inhomogeneous hardware
that might impede the installation of a certain product.
The only technical solution that works without problems is
the virtualization technology. It provides a lab environment
independent of the physical computer, which can be copied
across the Internet to computers of the learners. Even if a
student accidentally damages the virtual system he can reset
it to its original state. He is also able to save his results
in a snapshot and continue later or at a different computer.
There exist virtual image capturing and playing software that
is freely available.

C. Virtual Laboratory Workshops

The technological complexity of the Virtual Laboratory
makes it necessary to provide detailed, step-by-step tutorials
for experimenting. In order to make the learning more
effective, we decided to use blended learning techniques
and gather students for live workshops using the virtual
laboratory. One trainer for about 10 students was sufficient
to answer questions or to provide help with the virtual lab
environment.

Between workshop sessions and for remote participants
Skype telephone and remote assistance via web conferencing
tools have been available. This allowed interactive help
directly with the laboratory environment.

The students had to submit their deliverables electroni-
cally via the e-learning platform for grading. The e-learning
system was also heavily used as a discussion board and
for feedback from students. The feedback was used for
improvements.

D. Project Work

While teaching theory in a didactic way and practising
or verifying the transferred knowledge in hands-on labs
there is no guaranty that the students really acquire a
problem solving competence. It is necessary to combine
different knowledge pieces, then abstract and apply them
as a whole. This systemic knowledge gap can be easily
seen when students know about the ACID properties [21]
of a transaction, but cannot relate a real world problem
like the concurrent on-line reservation of flights with the
concurrency issue. In the lab with real products it is possible
to test the behavior of the used software also in case of
concurrent clients.

Moreover, students might be skilled in technological as-
pects of application servers but do not realize the danger
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Figure 1. Mapping of DBTech Database Taxonomy to other CS curricula (partial view) [19]

of compromised transaction due to technological tricks like
pooled connections or disconnected components.

To ensure problem solving competences beyond technical
issues students have to develop their ability to work in teams,
manage tasks, organise releases and orchestrate different
versions. All these knowledge can be learned from real world
projects.

E. E-Learning Model

We believe it is best to decide from the learning content,
which learning concept will be best suited for a specific
content. The e-learning model we present integrates different
learning concepts (see Issing [6]):

• Learning as behavioral modification for practical skills
and verification of the theory

• Learning as active information processing using assim-
ilation and accommodation processes to build a mental
model of the theory

• Learning as construction of knowledge used for prob-
lem based learning as in project work

All these concepts are used in an integrative way in order
to get the most effective results in terms of applicable
knowledge and profound cognition that enable abstraction
and problem solving to a large extent. The design of the
e-learning model (see Figure 2) starts with structuring the
learning area guided by a taxonomy. The area is sliced with
a minimum of dependencies and each chunk of learning
content is represented in a theory unit, with examples and
demonstrations of the theory. Hands-on experiments help

Figure 2. E-Learning Model Overview

to verify the theory. The global optimization task is to put
together all aspects in balance with the target learning group.

Examples and demonstrations explain the theory, making
it easier to understand. Hands-on experiments motivate and
stimulate students to reflect the theory. Examples provide
the students with analogous situations that could be applied
and abstracted in the project work. The interrelation of all
these elements provided in a virtual lab environment with
the theory units and the examples are as shown in Figure 2.

The concrete real world problem forces the students to
abstract from examples and construct a model of the problem
world in order to find a solution.
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IV. TECHNICAL FRAMEWORK AND INFRASTRUCTURE

The framework of technologies provides a central, web
based repository for teaching material, lab environments,
multimedia, communication and collaboration tools.

A. E-Learning Portal

We provide all e-learning material through a portal
(see http://dbtech.uom.gr and [22]) using Moodle as soft-
ware platform. It contains all theory units, mostly as
reading material, video lectures, tests, assessments and
experimental lab environments that will be described in
the following subsection. Local versions, like transla-
tions or modifications that fit the curriculum constraints
are hosted and maintained at the project partners sites
(https://relax.reutlingen-university.de for Reutlingen Univer-
sity, or https://elearn.haaga-helia.fi/moodle/login/index.php
for Haaga-Helia University for Applied Sciences).

B. Virtual Laboratory Infrastructure

The lab environments are available either through tech-
nologies like desktop virtualization or virtual machines run-
ning computer software images. The latter is used when the
image only uses free software. In this case, there is no need
to control the number of downloads or to provide licences.
After downloading the image it can run off-line. Free player
for the image are available, e.g., VirtualBox.

For commercial software products where licenses are
needed, the use of a desktop virtualization is more ap-
propriate as it let easily control the number of remote
application accesses. Citrix XenDesktop or VMware View
are examples that provide a Virtual Desktop Infrastructure
(VDI) for different operating systems.

VDI provides remote access to a pool of virtual machines
through a connection broker. If the license policy is for a
number of concurrent users it is no problem to limit the
concurrent users with this software. Access control may
be enforced by LDAP or Active Directory. The virtual
machines are automatically managed in terms of multiple
and customized instances of computer systems, applications,
and for every users. Independent virtual machines may be
assigned to avoid any resource access conflicts. Access to
different operating systems is possible and the assignment
to a client’s PC may be persistent or transient.

As infrastructure for accessing the virtual machines from
a client machine a local or public area network is needed.
Client computers only need a web browser with ActiveX or
Java Applet technology support. Such a support is given by
the most common web browsers.

DBTech EXT uses a VDI operated by the University of
Málaga. The number of concurrently active virtual machines
depend on the resources (processor cores, memory, and disc
space) provided. In the case of DBTech EXT labs Málaga
uses two VMware servers with two quad-core processors
and 32 Gigabytes of RAM each [23]. This infrastructure

Figure 3. Virtual Desktop Infrastructure for virtual labs [23]

has enough power to run 96 concurrent virtual systems,
each with 512 Megabytes of memory. The VDI architecture
is presented in Figure 3 showing the VMware architecture
consisting of a virtual center and two Hypervisor ESX
servers that provide for multiple operating systems running
on a single server. The broker is responsible for dispatching
the connection requests from clients and to control the access
with the help of an authentication service.

V. EXPERIENCES

The experiences mainly stem from two EU funded
projects that were carried out during the years 2002-2005
and 2009-2010 (see http://www.dbtechnet.org). During the
first project phase we identified important knowledge areas
of database systems and syllabi of courses. The syllabi were
later extended to a taxonomy and integrated within a unified
learning concept.

A couple of example e-learning modules have been de-
veloped as testing material and these courses were used as
teaching material for virtual workshops conducted during
the second project. For the virtual workshop the e-learning
platform was enhanced by communication and collaboration
tools like Skype, discussion boards and upload areas for
deliverables. Teaching material was structured and furnished
with exercises and assignments for the students. The exer-
cises used the previously described virtual infrastructure to
guaranty a predefined and fully functional environment. As-
sessment of the student was done by on-line tests preferably
in form of multiple choice questions.

The methodologies used to evaluate and assess our con-
cept included informal and formal (survey conducted via the
e-learning platform) feedback and self evaluation, discus-
sions with students, and the results of written examinations
(open and multiple choice questions).

The answers to the multiple choice questions were col-
lected and assessed with the help of the e-learning system.
However, the type of questions allowed only to test the
analytical skills and not the construction of knowledge or
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innovative solutions. As consequence the project work was
only assessed manually at the partner’s institutions.

In Reutlingen study projects of real world problems
are incorporated into the curriculum since more than 10
years. Over many generations of students the feedback was
uniformly positive. Students appraise the real life character
of the projects. In about one third of the projects, the
problem was posed by a company that also collaborated
with the students team. From the didactics point of view the
motivation was kept high if the company or the university
committed itself to use the project results. In most cases this
was a software to be developed by the students.

Problem based learning confirmed the proposed high
motivation if in addition the knowledge background of the
project team was sufficient to master the problem. It was
not necessary that each of the participants was an expert
programmer or had managing competence. It was sufficient
to have at least one with the necessary capability. In most
cases this stimulated the team and resulted in an intensive
team internal learning process. The supervising professor
has the responsibility to make sure that the students with
less knowledge will not become frustrated. The intervention
could be additional training for the ”weaker” students or
to assign a different role to the ”dominant” student. In
individual situations we have been successful if the more
knowledgeable student acts as a trainer for a while.

Comparing student teams that work physically together
outperform teams that only work together virtually. In
feedback discussions the students state a lower motivation
and commitment to the project team if they worked remote
without meeting each other. Asking for reasons the students
named the missing personal contact and commitment. In
contrast the teams that met regularly developed a culture
of responsibility that supported motivation and contributed
to the project success.

VI. CONCLUSION

The outstanding lessons learned of this long term e-
learning experience can be summarized in three statements:

1) A key success factor is the adequate slicing of
the knowledge domain. Only if this requirement is
granted, the necessary small chunks of information
are identified and can be prepared according to our
e-learning model. If the chunks are not small and
sufficiently independent it is hard to provide e-learning
modules that can be worked through without the
constant help of the teacher.

2) E-Learning is not superior to face-to-face teaching.
It is more difficult to motivate the students. The
preparation of study material is much more elaborate
than for traditional teaching.

3) E-Learning scales better only for knowledge and com-
prehension level (Bloom’s taxonomy) and partially
for the application level. For higher level (deeper

understanding) as synthesis, evaluation and analysis
a stronger communication seems to be necessary for
this cognitive levels.
We found no way to automate the assessment of
creative and constructive results like the assessment of
a project or a software. This is a challenge for future
work.
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Farfán-Leiva, Martti Laiho, Fritz Laux, Dimitris A. Dervos,
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Abstract— In this paper, a novel platform for curriculum 
development and design used for creating a Virtual University 
System is described. The platform has been developed based 
upon experience of using Web-based Computer Science virtual 
environment. The system consists of Interface, Automatic 
assessment and Tutoring modules, and is used for dynamic 
creation of new courses, syllabi, and curricula. The Web-based 
technology we applied enables the use of virtual environment 
for computer science courses in distance learning. 

Keywords - Dynamic curriculum; Virtual learning 
environments;  Web-based education 

I. INTRODUCTION  

This paper describes a novel approach to curriculum 
development and design in creating Virtual University 
System. Most existing educational environments use Virtual 
Reality (VR) techniques, which concern the creation and use 
of the Virtual Learning Environment (VLE) [1]. Use of the 
VLE at universities requires collaboration and interaction 
between the onsite and distant students and instructors. 

Distance learning is an alternative and a supplement to 
traditional classroom instruction. The interactive nature of 
virtual classroom addresses the main challenges found in 
distance education, namely student involvement and 
participation. Virtual classrooms often rely on software 
simulators of pedagogical computer systems. A number of 
software tools targeting teaching and learning in introductory 
courses in computer science have been proposed and 
developed [2]. Also, dynamic curriculum development has 
been an active area of research [3] [4].   

Our research goal has been the development of Virtual 
University System based on the experience of applying 
online teaching and learning for the last decade. Our virtual 
learning environment is designed to address the limitations 
of existing distance education systems. The result of our 
work is practically implemented system for distance learning 
and dynamic creation of curricula, whose novelty with 
respect to all current educational systems is threefold: 

• Enables integration of virtual and real 
classrooms; 

• Applies a specific pedagogical approach based 
on students’ feedback; 

• Allows for dynamic creation of new syllabi and 
curricula. 

A curriculum defines learning content of a course or 
program of study in terms of knowledge and skills, i.e., 
specifies main teaching, learning, and assessment methods. 
Curriculum also indicates learning resources required to 
support the effective delivery of the course. A syllabus 
describes the content of a specific program of study and can 
be thought of as a part of curriculum [3]. 

The elements of a curriculum are: learning outcomes, 
content, teaching and learning methods, assessment, and 
virtual learning resources. There are a number of papers 
dedicated to curriculum development and design, 
[5][6][7][8]. None of them offers specific pedagogical 
approach based on student profiles and educational materials 
retrieved by using specific module, taking into account 
previous teaching experience.  The curricula are developed 
and modified dynamically, through monitoring and 
evaluating at the end of each semester, when instructors 
compare them with corresponding curricula of the most 
renowned universities. Starting point for development is an 
IEEE curriculum standard in which the existing programs are 
dynamically modified or simple changes made to individual 
lessons [9]. The instructor chooses course materials based on 
his preferences and student feedback. 

Creating new curricula is modular, aiming to provide 
instructors with some of the background theory related to 
curriculum design and course development, while integrating 
best-practice approaches and recent trends in computer 
science education. Curriculum development is an iterative 
process in three phases: evaluation, content modification, 
adding new methods and corrections.  

Our Virtual University System applies the Problem 
Based Learning (PBL) methodology by implementing it as 
project-based learning [10]. This methodology engages 
students to integrate theory and practice, and see the big 
picture, rather than only pieces of the problem.  
The analysis of system use, together with the observed fact 
that students tend to spend much time in virtual reality, 
justify the choices taken in development of a virtual system 
and orientation towards integrating virtual environment with 
reality.  

The rest of the work is organized as follows: Section 2 
contains background and motivation, concerns with 
technologies, environments, platforms, and related work; 
Section 3 describes phases and modules in dynamic creation 
of curriculum; Section 4 gives a case study example of 
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Computer Graphics (CG); Section 5 describes the results of 
the application and evaluation; and finally, Section 6 
concludes and presents future work. 

II. BACKGROUND AND MOTIVATION  

There are two essential parameters relevant for 
developing virtual learning environments: the first are 
technologies used for implementation, and the second are 
previously implemented virtual environments upon which 
new ones can be based. This section gives a short overview 
of 3D technologies and environments related to education.  

A. 3D Technologies  

There are many technologies which enable the 
presentation of 3D data on the Internet; an excellent survey is 
given in [11]. The most commonly used are X3D (eXtensible 
3D) and WebGL (Web-based Graphics Library), both 
designed for the creation of interactive Web-based and 
broadcast-based 3D content, and suitable to integrate with 
multimedia. WebGL works without installing additional 
software, but only within a compatible Web browser. 
Regardless of the fact that X3D works at much lower level 
and needs installation of an appropriate plug-in, it works 
within any Web browser, and as scene-graph system and 
with XML encoding, it is much better choice for beginning 
students. 

B. Environments 

Learning Management Systems (LMS) dominate in e-
learning; the most prominent examples are Blackboard [12], 
Moodle [13], ATutor [14], and dotLRN [15]. These are 
integrated systems which support a wide area of distance 
learning activities. Platforms are often used in education and 
they are commonly divided into commercial and non-
commercial products. For example, Sloodle [16] integrates 
Moodle, the open source tool for learning with Second Life, 
the most used commercial platform. Both commercial and 
non-commercial platforms lack important functionalities, 
such as cooperativity, real-life experience, and desktop 
sharing, while offering only average graphics quality. Most 
Virtual Universities are based on commercial platforms.  

C. Related Work 

There are many systems conceptually similar to ours, but 
none of them offers full range of functionality. In particular, 
these systems are not extendible. For example, the virtual 
classroom with smart tutor described in [17] is a good 
solution, but only for single courses. There are also solutions 
using X3D for creating virtual learning classrooms and labs. 
EVE [18] is the closest solution to ours, especially when it 
comes to CG course, but without real-time streaming. Paper 
[19] describes an excellent course for engineering students, 
but without collaboration, text or video chat. The solution 
[20] combines many features of X3D and ActiveX in 
creating virtual lab, but lacks the possibility of dynamic 
curriculum creation. Finally, [21] offers an excellent 
interface with much functionality, but lacks groupwork 
support. With respect to all described educational systems, 
our approach is superior because of the integration of virtual 

and real classrooms, application of specific pedagogical 
approach based on students’ feedback, and support for 
dynamic creation of new syllabi and curricula. 

III.  DYNAMIC CREATION OF CURRICULUM  

Our Virtual University System consists of three software 
modules (Figure 1):  

 
• Interface module 
• Content retrieval module (MSearch) 
• Assessment module (MTutor).  

 

 
 

Figure 1.  Three components of dynamic curriculum creation cycle. 

Our platform allows for creating of new syllabi and 
curricula based on the previous ones. This process is 
dynamic; it iteratively uses student profiles and educational 
materials retrieved by using specific module.  

We will begin by describing separate functionalities of 
three different modules, and proceed with an overview of 
dynamic curriculum creation process. 

A. Interface module  

This module defines the interaction between participants 
in the process, and serves as the starting point for 
assessment. Interface module is based on the following 
components:  
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• Component which defines student’s profile by 
using learning and adaptive modules; 

• Component which defines the connection between 
a student and other group members working on the 
same project, teaching assistant and instructor;  

• Component which defines the connection between 
instructors and teaching assistants.  

Interface is not an independent component, but instead 
incorporates feedback from other modules. Specifically, the 
system is able to dynamically change the course contents 
based on student profile; instructor tracks the changes and 
selectively incorporates them into the syllabus based on his 
own judgment. 

B. Modeling of virtual environment 

Since most of computer science courses are taught in 
computer labs, the necessary component of our virtual 
environment is a virtual model of a real laboratory. A virtual 
lab is a component of interface module. 

The basic components of any laboratory are virtual client 
computers. The physical interface takes the form of a 
classroom equipped with thin clients. By virtualizing client 
computers, important benefits such as flexibility and 
availability are achieved. Virtual machines are much cheaper 
and easier to install/clone than physical ones. Furthermore, 
they consume less electrical power and space. Also, because 
different labs are executed on core servers at different times, 
virtualization allows hardware reuse by switching between 
different virtual machines. The default protocol for accessing 
client virtual machines is VNC, making them platform 
independent. Software configuration of each virtual machine 
in a lab is different, customized for course requirements. 

Other components of the lab include electronic 
educational materials (documents, simulators, and evaluation 
systems) and real-time streams. The laboratory core is built 
using cluster servers which provide execution of virtual 
machines, configured for educational processes. 

C. Content module  

MSearch retrieves educational material (in the form of 
pdf, ppt, and html files) from different universities’ Web 
sites based on user query for a text phrase and a query for an 
image name. MSearch allows personalizing the learning 
process, as well as reusing previous research efforts, results, 
and experience. At the end of each semester, teaching and 
testing materials are compared with other universities. This 
approach enables instructors to assess the difficulty level of 
their lessons and practical work with respect to the same 
courses at other universities, and to include other instructors’ 
experience in new syllabi and curricula. 

MSearch searches Google Web and Google Images, with 
a query filtering set for academic domains. Dodget Get Links 
displays top 10 links for a text query and top 10 links for an 
image query (Figure 2). The top three ranked links (or a link 
of the user's choice) are passed to the crawler. Afterwards, 
complete indexing, retrieving images, as well as doc, rtf, and 
pdf documents from selected Web pages is performed. 

Indexing of documents is multimodal, i.e., both text and 
image metadata are indexed. 

 

 
 

Figure 2.  Text query and choosing learning object. 

Based on the results that MSearch presents, the 
instructor is able to decide which link to use to compare 
retrieved exam questions with his own (Figure 3). The 
instructor can also define new questions or decide to import 
the questions retrieved from the selected link into the 
assessment module. This approach enables instructor to 
define the difficulty level of questions, and by taking into 
account students’ feedback he can balance students’ load 
accordingly. At the same time, the instructor incorporates 
changes of the curricula at universities that he considers 
relevant. For example, Figures 2 and 3 illustrate the use of 
materials from Berkeley, which is among top computer 
science universities. 
 

 
 

Figure 3.  Text query results. 

D. Assessment module 

 MTutor, is subsequently used for computer testing and 
defining appropriate learning steps by applying student-
centered rules during learning and testing. MTutor system 
allows using textual and multimedia querying with true/false 
and multiple choice questions. Statistical processing of 
students' results is enabled on class, single student, question 

240Copyright (c) IARIA, 2012.     ISBN:  978-1-61208-200-4

ICIW 2012 : The Seventh International Conference on Internet and Web Applications and Services

                         252 / 307



and answer base levels. Besides grading students, these 
results are important for other purposes, such as recognizing 
high-quality questions (that are correlated with overall 
course goals) and eliminating low-quality questions. In this 
way, course questions pool is iteratively improved after 
every examination, and as a result overall validity and 
reliability of grading method used is improved. Another 
purpose is comparing student groups and class results by 
using integrated T-test component. This feature enables 
instructors to measure the impact of curriculum changes that 
were applied. Finally, statistical processing of students' 
results enables instructors to quantitatively measure 
performance of a single student during the course. 

 

 

Figure 4.  An example question in MTutor module.  

The process starts and finishes with searching for various 
test types and comparing them with the existing ones using 
the automatic search engine and finishes by gathering the 
selected questions into the system for the final exam 
(MTutor module). 

IV. PROCESS OF CREATING DYNAMIC CURRICULUM 

Heterogeneous groups of students are formed based on 
students’ learning styles. In general, adaptive systems for 
individual learning include modeled entities on which the 
decisions on adaptation are based (i.e., user preferences) 
described in [22].  

Dynamic curriculum is developed in the following three 
phases (Figure 1):  

• Phase 1: Pretesting, using the adaptive system and 
self-assessment to obtain student profiles and change 
the learning modules. After creating learning 
modules tailored to a specific student, heterogeneous 
groups of students are formed. A project is assigned 
to each group.  

• Phase 2: The three subprojects are merged into the 
"big picture", followed by interactive assessment 
(supervised by an instructor) and exams, a final step 
in which everyone participates. The instructor makes 
final suggestions based on students’ opinions about 
the work of others. The results of the second phase 
are documentation of the final project, with an option 

to use different types of assessments, and adaptive 
testing.  

• Phase 3: Objective assessment, using students’ 
educational materials, is done as a final exam, under 
the responsibility of a supervisor. Student evaluation 
is based on this assessment. Upon conclusion of the 
exam, the supervisor corrects submitted materials 
and stores them. The supervisor and/or groups of 
students, based on the previous experience, proceed 
in making changes to learning modules of the old 
syllabus and iteratively change it.  

Described phases are performed by using resources of a 
virtual lab, while the instructor is allowed to control and 
eventually alter their execution.  

Course design and curriculum development tools are 
saved to be reused for subsequent iterations of the same 
process. The process of creating a dynamic syllabus is 
repeated for many courses and is eventually used for 
constructing a new curriculum. We use a pedagogical 
approach based on student-virtual system-instructor 
feedback. Each module contains an introduction to the topic 
along with explanations of concepts, illustrations, and, where 
appropriate, interactive components to visualize algorithms 
related to that topic. 

 
Example: COMPUTER GRAPHICS LAB 
 

We will explain the previously described ideas on an 
example in which creating a computer graphics lab is 
assigned as a group project to students.  

IEEE curriculum [7] defines modeling, visualization, and 
virtual reality as principal interrelated fields of interest for a 
computer graphics course. These three main components 
were used for defining a computer graphics group project. 
The project is implemented through three subprojects 
assigned to each group; the subprojects are: 

• Modeling 3D virtual laboratory environment 
(adding objects such as tables, PCs, routers etc.) 

• Enabling communication by using predefined chat 
and real-time streaming components, and also 
connecting components created in the first 
subproject 

• Integrating the two previously created components 
into a Web-based application.  

 

 
 

Figure 5.  Implementation of the 3D lab for computer graphics course. 

The first subproject consists of creating a 3D lab model 
in X3D with objects for computer graphics. Many tools for 
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3D modeling and animation enable exporting in X3D format; 
students used 3ds Max software for creating a final model of 
the lab (Figure 5).  

The second subproject involves integrating virtual client 
computers into the graphics laboratory. The physical 
interface consists of thin clients. Web interface to client 
virtual machines is implemented as an X3D lab, with 
integrated Virtual Network Connection (VNC) client 
software. The idea is that 3D environment should replicate 
real laboratory. 

Further development of the virtual lab is done in X3D-
Edit by adding functionalities, such as interaction, 
animation, and navigation. Animation involves adding 
timers and interpolators to drive continuous events, 
interaction concerns mouse-based picking and dragging, 
while navigation defines user movements, collision, and 
visibility detection. It is also necessary to enable 
collaboration (synchronous communication) within X3D 
lab. A lab must contain a link to dynamic libraries, 
described in an XML file. A student must use Flash to 
connect to Virtual Machines.   

V. THE RESULTS OF THE APPLICATION AND EVALUATION 

In this section, we present a general evaluation of our 
virtual educational model and its implementation during two 
semesters. Qualitative and quantitative evaluation of the 
proposed educational approach was conducted. The 
qualitative evaluation included a number of student surveys 
and discussions with instructors. Surveys attempted to 
determine what students perceived as good educational tools 
and how they assessed the overall effectiveness of this 
approach. Students mainly complained about the steep 
learning curve of the system, and their suggestions have been 
implemented in subsequent iterations of our system. Few 
lessons at the beginning of each course were dedicated to 
training students on how to use the system. Also, manuals 
and tutorials explaining the toughest steps of using VUS 
were developed and integrated into the system. Manuals also 
describe how to use the existing tools in all different phases 
of learning, self testing, group work, and exam taking.  

Students also complained that during preparation for self 
testing cannot decide which tools to use. This was also 
perceived as a difficulty in learning process; as a remedy, the 
option to choose the right tool based on experience of 
previous users (i.e., statistical data on most used tools and 
materials) was added. The statistical data are regularly 
updated upon completion of the course and used in a new 
syllabus.  

Yet another students’ complaint was the low speed of 
access to the environment. It had been noticed that in days 
before the exam the number of VUS site visitors had rose up 
to 80% of students. The problem of the access speed to the 
environment was solved by using the appropriate software 
for load balancing. 

We also measured system efficiency by comparing final 
results of students who used the laboratories through the 
virtual and physical interface. 

The exam was conducted in a controlled environment 
(Computer Graphics exam, Figure 5.) with 40 students, of 
which 20 used the physical environment, and the other 20 
used the virtual environment. The testing process was 
supervised by two instructors and two teaching assistants. 

The results of the statistical analysis (T-test) of final 
exam test scores are presented in Table 1. 

TABLE I.  RESULTS OF THE STATISTICAL ANALYSIS OF FINAL EXAM 
TEST SCORES ON A SAMPLE OF 40 STUDENTS DIVIDED INTO TWO 

EQUALLYSIZED GROUPS 

 Control group 
(physical 

environment) 

Experimental 
group (virtual 
environment) 

No of students 20 20 
Mean result (points) 71.55 79.35 
Standard deviation 17.73 15.20 
Variance 314.35 232.04 

 
Comparing results with the corresponding values in the 

T-table (for a statistically acceptable p - value of 0.05, 
calculated on the basis of degrees of freedom for both 
groups) showed no statistically significant differences in 
results achieved by control and experimental groups.  

The results of this statistical analysis, combined with the 
observed fact that students tend to spend much more time 
engaged in virtual reality than in using multimedia 
instructional materials, further encourage the orientation 
towards a completely virtual environment in the future.  

The results of our analyses prove the usability of our 
approach and justify the attempts to dynamically adapt new 
curricula by comparing the results achieved by different 
generations of students.  

VI. CONCLUSION AND FUTURE WORK 

Our Virtual University System is developed as a distance 
education system to enable fully integrated real and virtual 
labs. The labs posses unique characteristics that address the 
limitations of existing distance education systems. New 
courses and their syllabi are defined using three software 
modules. The new Web-based curricula are created 
iteratively, taking into account previous teaching experience. 
The results of our experiments are promising enough to 
encourage further integration of Virtual University System 
with sensors, semantic 3D model retrieval, and 3D searching. 
In the next development phase, a significant research effort 
will be put into automating all phases in creating a Virtual 
University System by introducing artificial intelligence, 
through curriculum sequencing as a way of helping the 
student to find the best route through the educational 
material. The plan for future research is to integrate students’ 
profiles as input parameters for curriculum sequencing to 
provide personalized learning paths through the course 
content (texts, exercises, examples, and questions).  
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Abstract—There are several students who give up exercises 

because they cannot specify their program errors to fix. We 

considered the reason were the following. One is that the 

students do not have enough comprehension of their programs 

– questions ask their understanding of control structure, 

computer resource control, and behavior. Another is that 

procedures to specify program errors are complex because an 

assembly program has a lot of instructions. Furthermore, 

oversight, which is caused by misunderstanding questions and 

checking a lot of items, is also the causes. The purpose of this 

study is to develop a system which generates expression for 

specifying program errors by helping students understand 

their program comprehension. The features on realizing the 

system are making use of chunks, dynamic backward slices, 

and correct answer samples. We conclude that the expression 

is helpful to specify program errors according to an evaluation 

experience.  

Keywords-programming; assembly language; program slice; 

chunk; 

I.  INTRODUCTION 

The “Systems Programming” course offered by the 
Department of Computer Science, Nagoya Institute of 
Technology, aims to help students understand hardware 
activities that occur in response to application software 
requests for computer resource control (e.g., controlling 
registers and main memory) and control structures 
(sequencing, selection, iteration, and function/procedure). 
Therefore, the class includes an assembly programming 
exercise  in which students translate high-level-language 
(e.g., C) programs, whose activities are regarded as 
application software requests, into low-level-language 
programs (e.g., assembly language CASLL-II [1], whose 
activities are regarded as hardware activities. 

In class, students solve exercises on structured 
programming using the above-mentioned control structure. 
Questions in the exercise include the requirements of 
program behavior, computer resource control, and control 
structure in the form of text and C programs. Students’ 
answers (hereafter, “answer program”) are considered 
correct if they do not contain all of the following error types. 

・ Behavior error: answer program does not behave 

according to the requirements of questions. 

・Computer resource control error: computer resources 

are not used according to the requirements of questions. 

・ Control structure error: control structure is not 

designed according to the requirements of questions. 
We developed a programming exercise system that can 

automatically detect these error types [2]. This enables 
students to immediately confirm whether their answers are 
correct. First, the system obtains two detailed “trace data” 
(i.e., a sequence of pairs of instructions that are executed 
stepwise and the computer resources that are updated by the 
execution) by the stepwise execution of the answer program 
and the correct answer program (hereafter, simply “correct 
program”) with test cases. Each pair of trace data for a given 
step in the sequence is called “step data”. Next, the system 
extracts characteristic points (e.g., order of label appearance, 
variable values, relation between locations of instructions) 
from both trace data. If differences are detected between 
corresponding characteristic points, the system judges that 
the answer includes errors. After the evaluation is completed, 
the results are displayed to the student; if errors are present, 
the test case is also displayed. A student whose answers are 
incorrect is expected to try to specify the causes of errors by 
using her/his program, question, and test case. S/he should 
analyze control structures, trace the dependency of computer 
resource control, simulate the test case behavior, and so on. 
S/he should consider whether these satisfy the requirements 
of the question. If not, s/he should specify error instructions 
in her/his program. 

However, several students are unable to complete these 
tasks. We believe that some students lack an understanding 
of the control structure, computer resource control, and 
program behavior (we collectively term this as “program 
comprehension”). Others find the procedures for specifying 
causes of errors too complex because an assembly program 
contains many instructions. Finally, some problems are due 
to oversight stemming from, say, misunderstanding of 
program requirements and the need to check many items. 

In this study, we develop a function that generates 
expressions that help students specify causes for their errors 
by supporting their program comprehension. We call these 
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expressions “assistance expressions.” The function detects 
errors in answer programs and classifies them as 1) control 
structure errors or 2) behavior errors and computer resource 
control errors, and it generates assistance expressions for 
each error. 

In order to implement this function, we use “chunks,” 
“dynamic backward slices,” and correct answers. A “chunk” 
is a meaningful block (sequential elements). It is easier to 
understand and memorize programs when they are expressed 
as a sequence of chunks. A “dynamic backward slice,” a type 
of program slice, is a sequence of instructions that influences 
variable v, which is defined at time r when an instruction is 
executed, when executing a program with input arguments x.  
Hereafter, we call time r the “execution point” and the triple 
of x, r, and v, the “slicing criterion (x, r, v).” The dynamic 
backward slice at an execution point where variables differ 
between the answer and the correct program includes the 
causes of errors (inclusion of error instructions and lack of 
necessary instructions). Therefore, its use can help students 
specify the causes of errors. 

The function generates the following three types of 
assistance expressions. 

(1) Chunk expression of programs: It is important to read 
and understand programs in order to specify the causes of 
errors. However, as mentioned above, assembly programs 
are difficult to read and understand. We solve this problem 
by explicitly expressing control structures in a program and 
meaningful instruction sequences in control structures by 
using chunks. A chunk containing instructions is called a 
“static chunk.” Expressing programs using static chunks 
helps in understanding control constructions and specifying 
causes of errors, in addition to reading programs. For 
example, although instructions of “readout arguments” are 
connoted by the control structure “sequence,” it is possible to 
show a composition of the control structure “sequence” to 
students by defining a static chunk “readout arguments.” In 
addition, it is possible to show the control structures that 
contain errors to students by defining a static chunk of error 
implementations. This function generates an expression that 
is a static chunk sequence of both an answer and a correct 
program, and the expression includes instructions that 
constitute the chunks of the answer program. The aim of the 
expression is to help students notice the differences in 
control structures and specify the causative instructions. 

(2) Chunk expression of trace data: Trace data is useful 
for specifying the causes of behavior error and computer 
resource control errors. However, it is difficult to read and 
understand because it is large in amount, and it is 
troublesome to match to a program because of the use of 
different expressions. We solve this problem by expressing 
trace data using chunks that are related to static chunks. 
Hereafter, a chunk containing trace data is called a “dynamic 
chunk.” This function generates an expression that is a 
dynamic chunk sequence of both an answer and a correct 
program to help students notice the difference between the 
two. 

(3) Projection expression of error steps: Some 
instructions, called as an “error instruction sequence,” 
contain important clues for specifying the causes of program 

behavior error and computer resource control errors, and 
their execution results influence the difference between the 
trace data of an answer and a correct program. A student 
specifies the causes of errors in the answer program by 
confirming the relationships between the error instruction 
sequence and the remaining instructions and by comparing 
the execution results of the answer and the correct program. 
However, (1) and (2) are not suitable for such procedures. 
The former does not show error instruction sequences and 
their execution results to a student, and therefore, it is 
difficult to compare an execution result between the answer 
and the correct program. The latter does not show all 
instructions of the answer program, and therefore, it is 
difficult to confirm the relationships between instructions in 
the answer program. Accordingly, we try to solve the 
problems by computing an error instruction sequence and 
expressing it and its execution result for the answer program. 
The function generates an expression that is based on (1) 
with an error instruction sequence of an answer program, the 
execution results of it and a correct program. 

II. RELATED WORKS 

A “program slice” is a set of instructions that influences a 
certain instruction in a program [3][4][5]. Program slices are 
used for program debugging and program comprehension. A 
dynamic backward slice in this study is characterized by its 
slicing criterion which is a point that causes difference of 
program behavior and computer resource control between an 
answer and a correct program. Namely, its feature is to use 
not only an answer program but also a correct program. 
Using this criterion, we can compute a slice that includes the 
causes of errors. 

Static chunks are calculated by pattern matching between 
a program and a pattern that defines a rule of a static chunk. 
As a related study that uses pattern matching in assembly 
programs, W.Kozaczynski et al. proposed the replacement of 
frequently used instruction sequences with simple 
expressions and comments for easy readability and 
understandability [6]. We, however, propose a method to 
generate information that simplifies the reading and 
understanding of programs and trace data and the 
correspondence between programs and trace data using static 
chunks. 

III. FUNCTION FOR GENERATING ASSISTANCE 

EXPRESSIONS 

A. Placement in our programming exercise system 

Fig. 1 shows the structure of our system. The exercise 
system consists of an exercise server on a machine, and web 
browsers for each student and teacher on their PCs. And the 
machine and the PCs are connected to the Internet. A student 
receives a question from the exercise server (“b”), composes 
an answer to the question, and submits it to the server (“c”). 
The server detects errors in the answer, and generates 
assistance expressions that depends on the error type by 
using the answer program, a correct program, test cases, 
“static chunk conditions,” and “evaluation item sets” (“d”). 
A “static chunk condition” is a condition for extracting 
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instructions from a program. An “evaluation item set” is a set 
of input/output variables in static chunks that are compared 
between the answer and the correct program. The student 
confirms the true/false judgment of her/his answer; if the 
answer is false, s/he corrects it on a Screen using assistance 
expressions. A teacher registers questions, correct programs, 
test cases, static chunk conditions, and evaluation item sets 
with the exercise server before the student starts the 
exercises (“a”). 

B. Function structure 

Fig. 2 shows the structure of the function for generating 
assistance expressions in “d” of Fig. 1. “d2” extracts 
instructions of answer and correct programs and converts 
their formats to that shown in Fig. 3. The function then 
extracts bodies of “routines” from both converted programs 
(Section III.C.1). Henceforth, a “routine” is a main routine or 
a subroutine that is a sequence of instructions from “start” to 
“end.” In addition, the body of a routine (called a routine 
body) is a sequence that consists of machine instructions and 
macro instructions. “d1” generates each step data by 
stepwise execution of an answer and a correct program with 
test cases (Section III.C.2). “d4” extracts static chunks of an 
answer and a correct program by comparing instructions of a 
routine body with static chunk conditions (Section III.C.3). 
“d3” extracts dynamic chunks by comparing stepwise 
executed instructions with instructions that consist of static 
chunks (Section III.C.4). “d5” compares input/output 
variables between an answer and a correct program in the 
order of executed instructions. In the comparison, the 
variables are selected in accordance with an evaluation item 
set, and their values are computed using step data. When 
“d5” detects a difference in the comparison, it computes a 
dynamic backward slice of the variable that causes the 
difference, and it regards the slice as an error instruction 

sequence (Section III.C.5). “d6” classifies an answer 
program as being correct or as containing a control structure 
error or behavior/computer resource control error, and it 
generates assistance expressions (Section III.C.6). 

Hereafter, this paper describes a new data type using a 
structure in the C language. However, “struct” is omitted in 
the member and variable declarations. For example, a data 
structure X with int type members a and b is described as 
“struct X {int a; int b;}.” A variable z of data type X is 
described as “X z;.” A member a of z can be referred to by 
“z.a.” 

C. Implementation methods 

1) Convert programs and extract routine bodies 
Answer and correct programs conform to the CASL-II 

grammar. We have extended this grammar by adding 
operation codes SSP and LSP, which save and load a stack 
pointer, respectively. These are necessary for the class to 
implement a general procedure of a function call, which is 
implemented by stack frame operations in most assembly 
languages such as GNU assembly language.  

The data structure of a program in our algorithms is a 
character array. Instructions in a program are converted from 
their original formats into the one shown in Fig. 3, and then 
stored in the character array (e.g., Fig. 4). Henceforth, “<>” 
indicates that the elements therein can be omitted, and “{}” 
indicates that elements therein are necessary. We call 

<label>{space}{operation code}<{space}{operand1}<,operand2><,operand3>>\n 

Figure 3. Format of an instruction in our algorithms 
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Figure 2.  Structure of function for generating assistance expressions 
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character strings that are located at the label, operation code, 
operand1, operand2, and operand3 identifiers. Variables P_P 
and A_P store the answer program and correct program, 
respectively. 

A routine is a main routine or a subroutine that is a 
sequence of instructions from start to end. In addition, the 
body of a routine (called a routine body) is a sequence that 
consists of machine instructions and macro instructions. 
Routine bodies are extracted from converted answer and 
correct programs. The data structure of a routine body in our 
algorithms is of the Block type. Block type is designed for 
pointing to a sub array “sub_array” in an array “array,” and it 
is defined as “struct Block{int s; int e;}.” Members s and e 
are the indexes of elements in “array” that are respectively 
the first and last elements of “sub_array.” P_R and A_R, 
which are Block-type array variables, respectively store the 
routine bodies of the answer program and correct program in 
the order found in the programs. For example, a character 
string that is from P_P[P_R[0].s] to P_P[P_R[0].e] is the 
instruction sequence of the first routine body in P_P (Fig. 5). 

2) Generate step data 
A step datum is a result that is generated by stepwise 

executing a program with a test case as input. It consists of 
an executed instruction, names of computer resources that 
are updated by executing the instruction, and their values. 
The data structure of a computer resource in our algorithms 
is defined as “struct CmpRes{char[] n;char[] v;}”; members 
n and v are the first addresses of character arrays that stores a 
computer resource name and computer resource value, 
respectively . The data structure of a step datum is defined as 
“struct Step{int i;CmpRes[] cr;}”; member cr is the first 
address of a list that stores computer resources that are 
updated by stepwise execution on an instruction whose first 
character is the i+1st character in a program. Step type arrays 
P_S and A_S respectively store step data of the answer and 
the correct program in order of stepwise execution. For 
example, P_S[k] is a step datum of the k+1th stepwise 
execution in answer program P_P. P_P[P_S[k].i] is the first 
character that is an executed instruction; the character string 
whose first address is pointed to by P_S[k].cr[0].n is a 

computer resource name that is the first updated by the 
executed instruction; and P_S[k].cr[0].v points to the 
character string of its value (Fig. 6). 

3)  Extract static chunks 
As mentioned in Section I, static chunks help in 

reading/understanding programs, understanding control 
structures, and specifying causes of control structure errors. 
The control structure in the class includes the sequence, 
selection, repetition, and function/procedure. To extract other 
static chunks, it is necessary to define new static chunk 
conditions and register them in the system. 

A static chunk is an instruction sequence that has a 
meaning in toto. The data structure of a static chunk in our 
algorithms is defined as “struct SChunk{int t; struct Block 
b;}”; member t is a type (Tabel 1), and member b is a 
character string that is from the b.s+1th character to the 
b.e+1th character, and this character string is an instruction 
sequence that constitutes this static chunk. SChunk type 
arrays P_SC and A_SC respectively store static chunks of an 
answer and a correct program in the order of extraction. For 
example, a character string that is from P_P[P_SC[i].b.s] to 
P_P[P_SC[i].b.e] is an instruction sequence that consists of 
the i+1th static chunk that is extracted from an answer 
program.  P_SC[0] in Fig. 5 is extracted first; its type is a 
sequence according to P_SC[0].type=0, and it consists of a 
character string that is from P_P[P_SC[0].b.s] to 
P_P[P_SC[0].b.e]. 

The data structure of a static chunk condition in our 
algorithms is a pair of a static chunk type and a condition for 
extracting instruction sequences (called the “instruction 
sequence condition”). Because the identifier and number of 
instructions depend on the questions, it is difficult to define 
instruction sequence conditions using only instructions of 
CASL-II; it is necessary to define many conditions. Regular 
expressions and pattern matching are effective ways to solve 
this problem. However, it is necessary to consider the 
following points. 

Requirement 1: It is necessary to extract instruction 
sequences that include arbitrary and same identifiers at 
multiple points of the sequence. For example, in an 

 
Figure 4. An example of a variable P_P that contains a program 
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Figure 5.  An example of the arrays P_P, P_R, and P_SC 
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Figure 6.  An example of the arrays P_S and P_DC 
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instruction sequence selection, the operand of the operation 
code branch and label of the branch destination are an 
arbitrary and same identifier. 

Requirement 2: It is necessary to extract a character 
string that is matched to a particular part in a regular 
expression. This is used for specifying a character string, 
extraction target, by the character before and after it. For 
example, Fig. 7-a) shows that the instruction sequence from 
line 1–4 is the chunk selection. The tail of the chunk is 
characterized by an instruction immediately in front of the 
branch destination (line 5). In such cases, the first 5 lines are 
extracted, and then, line 5 is removed. 

We adopted Perl, whose regular expressions enable a 
character string extracted by a regular expression to be 
referred to from the back of the expression itself (for 
requirement 1). It is possible to refer to a character string that 
is matched to a group by group numbers after completing the 
matching (for requirement 2). Therefore, an instruction 
sequence condition consists of a regular expression and a 
group number. 

Fig. 7-b) shows an example of an instruction sequence 
condition for the chunk selection. It expresses 1 line 
character string by dividing it into multiple lines owing to 
space limitations. The first group is a regular expression 
from the left parenthesis in line 1 to the right parenthesis in 
line 4, and it is designed to extract an instruction sequence of 
a chunk selection. The second group is “(\w+)” in line 2, and 
it is referred to by "\2" in lines 3 and 5. When it applies this 
regular expression to the instruction sequence in Fig. 7-a), 
because line 2 in Fig. 7-a) matches the line 2 in Fig. 7-b), a 
character string that matches the second group is considered 
as “L1,” and “\2” in lines 3 and 5 is specified as “L1.” In 
addition, the character string from lines 1–4 in Fig. 7-a) 
matches the first group, and it is extracted as the instruction 
sequence of a chunk selection. 

The data structure of a static chunk condition in our 
algorithms is defined as “struct ChunkCond{int t;char[] ptn; 
int g;}”; member t is a type of a static chunk (Table 1), 
member p is the first address of a character string of an 
instruction sequence, and member g is a group number for 
designating a character string in the extraction. A 
ChunkCond type array CC stores static chunk conditions. 

 Fig. 8 shows an algorithm for extracting static chunks. 
The program in the class conforms to the rule of structured 
programming, and it is not allowed to jump between routines 
by operation code jump. Therefore, we developed a simple 
algorithm that extracts static chunks from every routine 
because there is no chunk through multiple routines. A 
function “int N (T[] array1)” returns the number of elements 
in arbitrary type T array array1. A function “void merge(T[] 

array1, T[] array2)” merges the elements of arbitrary type T 
arrays array1 and array2 so that the elements of array2 are 
appended to the end of array1. A function “void add(T[] 
array1, T elem1)” appends arbitrary type T elem1 to the end 
of arbitrary type T array array1. When P_P and P_R, or A_P 
and A_R, are respectively stored in P and R and static chunk 
conditions are stored in CC, following which static_chunk(P, 
R, CC) is executed, an SChunk type variable that contains 
static chunks is obtained. 

4) Extract dynamic chunks 
A dynamic chunk is a sequence of step data that is 

generated by single stepwise execution of instructions from 
the start to the end of a static chunk. The data structure of a 
dynamic chunk in our algorithms is Block type; members s 
and e in P_S and A_S indicate that step data from P_S[s] to 
P_S[e] or A_S[s] to A_S[e] is included in the extracted 
dynamic chunk. Dynamic chunks of an answer and a correct 
program are stored in Block-type arrays P_DC and A_DC, 
respectively, in order of extraction. For example, a Step-type 
array from P_S[P_DC[m].s] to P_S[P_DC[m].e] is a step 
data instruction of the m+1th dynamic chunks that are 
extracted. Fig. 9 shows an algorithm for extracting dynamic 
chunks. When P_SC and P_S, or A_SC and A_S, are 
respectively stored in SC and S, following which 
dynamic_chunk(SC, S) is executed, a Block-type array that 
contains dynamic chunks is obtained. 

5) Extract error instruction sequences 
An “error instruction sequence” is a sequence of 

instructions that affects the difference between the trace data 
of an answer and a correct program. We call such 
instructions “candidates for error instructions.” Error 
instruction sequences and their execution results are 
important clues for specifying the causes of program 
behavior errors and computer resource control errors. Trace 
data of an answer and a correct program are compared based 
on evaluation item sets. An evaluation item set is a 
designation of computer resources that are compared 

TABLE I.  STATIC CHUNKS 

type chunk name 

0 sequence processing 

1 start processing of function 

2 start processing of function (with errors) 

3 end processing of function 

4 end processing of function (with errors) 

5 readout processing of arguments 

6 readout processing of arguments (with errors) 

7 repetition processing 

8 selection processing 

 
Figure 7.  An example of instructions and an instruction sequence condition for selection processing 
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between an answer and a correct program in the input or 
output. 

The data structure of an error instruction sequence in our 
algorithms is a Block-type array. An element e of the array 
indicates a candidate for error instruction, which is a 
character string from the e.s+1th to the e.e+1th character in a 
program. An error instruction sequence is stored in the order 
extracted from a dynamic backward slice. The data structure 
of an evaluation item set in our algorithms is a char-type 
four-dimensional array. CK is designed for holding 
evaluation item sets; CK[a][0][c] points to the first address 

of the c+1th variable name that is compared between an 
answer and a correct program in the input of the a+1th static 
chunk that is extracted, such as P_SC[a] and A_SC[a]. 
CK[a][1][c] points to the first address of the c+1th variable 
name that is compared between an answer and a correct 
program in the output of the a+1th static chunk that is 
extracted, such as P_SC[a] and A_SC[a]. 

Fig. 10 shows an algorithm for extracting an error 
instruction sequence. A function “error_ins” first judges, in 
the order of executing instructions, whether an answer 
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Block[] dynamic_chunk(SChunk[] SC,Step[] S){ 
  Block DC[0]; 
  for(int j=0;j<N(SC);j++){ 
    for(int i=0;i<N(S);i++){ 
      if(S[i].i==SC[j].b.s){ 
        Block dc = {i, -1}; 
        while((i+1<N(S)) && 
             (S[i].i<S[i+1].i) && 
             (S[i+1].i<=boi(SC[j].b.e))){ 
          i++; 
        } 
        dc.e = i; 
        add(DC, make_array(dc)); 
      }}} 
  return DC; 
} 

Figure 9.  An algorithm for extracting dynamic chunks 
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SChunk[] static_chunk(char[] P,Block[] R, ChunkCond[] CC){ 
  SChunk SC[0]; 
  for(int i=0;i<N(R);i++) 
    merge(SC, f(P,R[i],CC,0)); 
  return SC;} 
SChunk[] f(char[] P,Block b,ChunkCond[] CC,int cc_i){ 
  SChunk SC[0]; 
  if(cc_i == N(CC)){ 
    SChunk sc = {0, b}; 
    add(SC, sc); 
    return SC; 
  } 
  Block m = match(P,b,CC[cc_i]); 
  if(m.s == -1 && m.e == -1) 
    merge(SC,f(P,b,CC,cc_i+1)); 
  SChunk sc = {CC[cc_i].t, m}; 
  add(SC, sc); 

Block next = {m.e+1, b.e}; 
Block prev = {b.s, m.s-1}; 
  if(b.s == m.s && m.e < b.e){ 
    merge(SC,f(P,next,CC,cc_i)); 
  }else if(s < m.s && m.e < e){ 
    merge(SC,f(P,prev,CC,cc_i+1)); 
    merge(SC,f(P,next,CC,cc_i)); 
  }else if(s < m.s && m.e == e){ 
    merge(SC,f(P,prev,CC,cc_i+1)); 
  } 
  return SC;} 

Block match(char[] P, Block b, ChunkCond cc){ 
  Block m = {-1,-1}; 
Extract character string ss that matches the cc.g-th group in 

cc.ptn from the character string that is from P[b.s] to P[b.e]; 
if (ss exists) 
m.s=x and m.e=y on the condition that ss is the character 

string that is from P[x] to P[y], and b.s<=x and y<=b.e 
return m;} 

Figure 8.  An algorithm for extracting static chunks 
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Block[] error_ins(char[] P_P, char[] A_P, SChunk[] 
P_SC,SChunk[] A_SC,Step[] P_S,Step[] A_S,char [][][][] CK){   
for(int i=0,k=0;i<N(A_S)||k<N(P_S);){ 

Using j and l, which are A_S[i].i == A_SC[j].b.s and P_S[k].i 
== P_SC[l].b.s, for(int m=0;m<N(CK[j][0][m];m++){ 

if(value(P_S,k-1,CK[j][0][m]) differs from value(A_S,i-
1,CK[j][0][m])){ 

int s = def(P_S,k-1,CK[j][0][m]); 
if(s!=-1){ 

b[w]={x,y} on the condition that the instruction that is 
from P_P[x] to P_P[y] is equal to the w+1th instruction 
in a dynamic backward slice on slicing criterion=(s, 
CK[j][0][m], the test case); 
return b; 

}else{ 
b[w]={x,y} on the condition that the instruction that is 
from P_P[x] to P_P[y] is equal to the w+1th instruction 
from the first instruction in P_SC[l]; 
return b; 

}}} 
Using j and l, which are A_S[i].i == boi(A_P,A_SC[j].b.e) and 
P_S[k].i == boi(P_P,P_SC[l].b.e), for(int m=0; 
m<N(CK[j][1][m]; m++){ 

if(value(P_S,k-1,CK[j][1][m]) differs from value(A_S,i-
1,CK[j][1][m])){ 

int s = def(P_S,k-1,CK[j][1][m]); 
if(s!=-1){ 

b[w]={x,y} on the condition that the instruction that is 
from P_P[x] to P_P[y] is equal to the w+1th instruction 
in a dynamic backward slice on slicing criterion=(s, 
CK[j][1][m], the test case); 
return b; 

      }else{ 
b[w]={x,y} on the condition that the instruction that is 
from P_P[x] to P_P[y] is equal to the w-th instruction 
from the last instruction in P_SC[l]; 
return b; 

}}} 
if(i<N(P_DC))  i++; 
if(j<N(A_DC))  j++; 

}} 
int def(Step[] S,int i,char[] n){ 

for(;0<=i;i--) 
for(int j=0;j<N(S[i].CR);j++) 

if(the character string that is pointed to by S[i].CR[j].n is 
equal to the character string that is pointed to by n) 
return i; 

return -1;} 
char[] value(Step[] S,int i,char[] n){ 

int j=def(S,i,n); 
if(j!=-1) 
  for(int k=0;k<N(S[j].CR);k++) 

if(the character string that is pointed to by S[j].CR[k].n is 
equal to the character string that is pointed to by n) 
return S[j].CR[k].v; 

return "";} 

Figure 10.  An algorithm for extracting an error instruction 
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program is equal to a correct program in terms of the input 
and output, which are designated in CK. Lines 3–5 search 
the first step data of a static chunk in the order of executing 
instructions, and lines 6–7 compare variables, which are 
designated in an evaluation item set, between an answer and 
a correct program at the input point that is immediately 
before the stepwise execution of the first instruction of a 
static chunk. In addition, lines 3 and 21–23 search the end 
step of the static chunk in the order of executing instructions, 
and lines 24–25 compare variables, which are designated in 
an evaluation item set, between an answer and a correct 
program at the output point that is immediately after the 
stepwise execution of the end instruction of a static chunk. 
Lines 10–13 and 28–31 compute a dynamic backward slice 
when the compared computer resource at the input or output 
point differs between the answer and the correct program, 
and the compared resource is defined at the comparison time. 
Otherwise, when the compared resource is not defined at the 
comparison time, lines 16–18 and 34–36 consider 
instructions that are from the instruction at the comparison 
time to the first instruction of a program as an error 
instruction sequence. When instructions from P[x] to P[y] 
include P[e], a function “int boi(char[] P, int e)” returns x. 
When error_ins(P_P,P_SC,A_SC, P_S, A_S, CK) is 
executed, a Block-type array that contains an error 
instruction sequence is obtained. 

6) Generate assistance expressions 
Our system first tries to detect a control structure error. If 

such errors are not detected, next, it tries to detect a behavior 
error and a computer resource control error. A control 
structure error is detected when a static chunk sequence of an 
answer program differs from that of a correct program. If 
such an error is detected, the system generates a chunk 
expression of the program by using static chunks of the 
answer and the correct program, and the answer program. A 
chunk expression of the program places static chunk 
sequences of the answer and the correct program side-by-
side with the instructions of the answer program. A behavior 
error and a computer resource control error are detected 
when an error instruction sequence contains instructions. 
When such an error is detected, the system generates a chunk 
expression of trace data by using the answer program and 
dynamic chunks of the answer and the correct program. A 
chunk expression of trace data places dynamic chunk 
sequences of the answer and the correct program side-by-
side. In addition, the system generates a projection 
expression of error steps by using the answer program, 
evaluation item sets, static chunks of the answer and the 
correct program, and step data of the answer and the correct 
program. A projection expression of error steps adds a chunk 
expression of the program to an error instruction sequence of 
the answer program and its execution results, and the 
execution result of a correct program. 

IV. PROTOTYPE SYSTEM 

This system holds the following static chunk conditions; 
sequence processing, start processing of function, start 
processing of function (with errors), end processing of 
function, end processing of function (with errors), readout 

processing of arguments, readout processing of arguments 
(with errors), repetition processing, selection processing. The 
question shown in Fig. 11 requires the implementation of a 
function sum that adds two arguments and stores the result in 
GR1. The behavior of the function in assembly is specified 
by a question sentence and a C program. For computer 
resource control, the use of all registers in the assembly 
program is specified by the corresponding C program. For 
example, the use of GR1 is specified by “assign GR1 to 
variable x” in the question sentence and variable x in the C 
program, which is assigned to the first argument. 

Fig. 12 shows a correct answer (a) for the question shown 
in Fig. 11 and three incorrect answers (b, c, and d). In terms 
of behavior error, addition is correct instead of subtraction at 
line 6. In terms of control structure error, the instructions 

Develop a function sum by CASL-II programming; the function is 

expressed by the following C program, and arguments of the function 

are held in the stack shown in the image below.

However, your program should conform to the following conditions.

・ Store the return value in GR1

・ Consider GR7 as a stack frame pointer

・ Consider GR1 as variable x

・ Consider GR2 as variable y

・ Implement readout processing of arguments and the end processing 

of function by using the stack frame pointer

・ Implement save processing of a stack frame pointer in the readout 

processing of arguments by operation code PUSH

・ Implement load processing of a stack frame pointer in the end 

processing of function by operation code POP

・ Consider P11 as the label of the function sum
 

Figure 11.  A question on function implementation 

 
Figure 12.  A correct answer and incorrect answers of the question in Fig. 

11 
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described at lines 4 and 5 in the answer program are missing. 
The two instructions are used for readout of the arguments. 
In terms of computer resource error, the control structure is 
correct but the second operands of LD at lines 4 and 5, which 
are used for the readout of arguments, are incorrect. 

Fig. 13 shows an assist expression for an answer program 
that contains a construction structure error (Fig. 12-c). A 
chunk “readout processing of arguments” is not shown 
because the answer program lacks instructions for the 
readout of arguments. A student notices this by comparing 
the chunk sequences of the answer and the correct paper.  

Fig. 14 shows trace data of the correct and the answer 
program containing a behavior error (Fig. 12-b). A student 
specifies the causes of errors by confirming the difference 
between the trace data of his/her program and the correct 
program. Line 1 in Fig. 14 indicates the start of the readout 
of the argument. Lines 8 and 12 indicate the processing. Line 
17 indicates the start of the end of the processing of the 
function. Furthermore, the student can notice the difference 
between the variables in his/her program and the correct 

program at line 29. The student can notice that lines 1–5 in 
his/her program in Fig. 12-b are correct because lines 1–14 
in the chunk expression of the trace data of his/her program 
and the correct program are identical. Additionally, the 
student can notice that lines 7–9 in his/her program in Fig. 
12-b are correct because lines 17–25 in the chunk expression 
of the trace data of his/her program in Fig. 14 and the correct 
program are identical. Therefore, the student can understand 
that the error in his/her program is caused at line 6 in Fig. 12-
b. 

Fig. 15 shows the projection expression of error steps for 
the computer resource control error in Fig. 12-d. The 
instructions in the dashed rectangle include causes of errors, 
and they are a dynamic backward slice that is computed 
because the value of GR1 of the answer program differs 
from that of the correct program at the output point of the 
second chunk. GR7 of the answer program is equal to that of 
the correct program at the output point of the first chunk, but 
GR1 differs at the output point of the second chunk. 
Therefore, the causes are narrowed to the following; in the 
second chunk, the instructions for GR7 are missing, and the 
instructions for GR1 are missing or incorrect. In a similar 
manner, narrowing down instructions that need to be 
reviewed using a dynamic backward slice and showing 
instructions and their execution results can help students to 
specify the causes of errors. 

V. EVALUATION EXPERIMENT 

An experiment was carried out to evaluate the 
effectiveness of assistance expressions. Chunk expressions 
of programs (expression 1), chunk expressions of trace data 
(expression 2), and projection expression of error steps 
(expression 3) help students specify the causes of their errors. 
We conducted a questionnaire survey for our system in the 
“Systems Programming” class, which is for second-year 
students in our university. The class includes four assembly 
programming exercises, and the students attempted 13 
questions using our system. After finishing the fourth 
exercise, we distributed the questionnaires, which were 
aimed at determining how effective our system was in 
helping students specify the causes of their errors. The 
subjects answered the questions using the following five-
point scale: 5 - very much, 4 - a lot, 3 - somewhat, 2 - not 
much, 1 - not at all. The questionnaires also contained space 
for comments. 

24 valid responses were obtained. The average is rounded 
off to three decimal places, and the p-value is the value 
computed by a Wilcoxon test. The average and p-value of 
expression 1 are 3.88 and 0.0007, those of expression 2 are 

 
Figure 13.  Chunk expression of program 

 
Figure 14.  Chunk expression of trace data 

 

Figure 15.  Projection expression of error steps 
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4.25 and 0.0002, and those of expression 3 are 4.29 and 
below 0.0001. The averages and the p-values confirm that all 
suggested expressions helped the subjects specify the causes 
of their errors. The comment for expression 2 is “I could 
notice errors in my program behavior using the expression, 
but I spent a lot of time specifying the corresponding 
instructions in my program.” Because expression 3 is 
designed to resolve such problems, we will link expressions 
2 and 3 using a hyperlink in future work. The comment for 
expression 3 is “It is helpful to narrow down instructions that 
are related to errors.” On the other hand, “This expression 
was not very helpful to specify operand order errors.” Such a 
solution is beyond the scope of our study at this time. We 
will develop functions to solve such problems in future work. 

VI. CONCLUSION AND SUMMARY 

In this study, we proposed a system that generates 
expressions for helping students specify causes of errors by 
helping them comprehend their program; students can use 
the developed functions to automatically judge whether their 
programs are correct. We developed this system because 
some students are unable to perform the above mentioned 
tasks in assembly programming exercises. In this system 
answers, correct answers, test cases, evaluation item set, and 
static chunk conditions are provided as inputs, and true-false 
judgments, chunk expressions of programs, chunk 
expressions of trace data, and projection expressions of error 
steps are provided as outputs. To generate such expressions, 
we suggested extraction methods for static chunks, dynamic 
chunks, and error instruction sequences. Through a 
questionnaire survey, we evaluated the effectiveness of the 
suggested expressions in helping students specify the causes 
of their errors. The results suggested that the expressions 
were quite helpful. 
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Abstract — Different types of Virtual Learning 
Environments (VLE) have evolved and there is a steady 
ongoing progression of different concepts. During the last 
10-15 years Learning Management Systems have dominated. 
Learning Management Systems are often presented as the 
solution for a range of educational needs. This paper 
presents a study of a mashup approach to the VLE using 
web widgets. A prototype was developed and discussed, 
covering technological aspects such as modularity, 
integration and adaptability as well as some pedagogical 
aspects, such as pedagogical flexibility and technological 
responsiveness. An alternative modular approach to the 
implementation of VLEs is suggested based on recent 
developments within web technology, stressing the use of 
standards and simplicity in order to address common 
problems of complexity and inflexibility resulting in poor 
conformance to pedagogical requirements. 

Keywords – LMS; MUPPLE; web widgets; mashup; VLE; 
PLE; e-learning. 

I.  INTRODUCTION 
Different types of Virtual Learning Environments 

(VLE) have evolved over the years and there is a steady 
ongoing change and progression of different ideas and 
concepts for the VLE. During the last 10-15 years much 
has revolved around concepts Learning Platforms, such as 
Learning Management Systems (LMS). These systems are 
often presented as a common solution for a range of 
educational needs – much like a “Business System” for 
learning and education. However, the LMS have been 
criticized for being too inflexible and hard to adapt to 
different pedagogical contexts and needs (see, e.g., [1], [2] 
and [3]). The LMS are also criticized for having too much 
focus on the administrative aspects of learning with little 
support for pedagogical activities and pedagogical 
processes. Hence, having a strong focus on Learning 
Management rather than on actual learning and 
pedagogical activities per se - as the name actually 
suggests. From a system perspective LMS are commonly 
criticized for being designed and implemented in a silo-
like fashion, contributing to lock-in effects of information 
and processes - very similar to the critique that is often 
heard about business systems in general. There is also a 
built-in conflict between the development and 
implementation of systems like LMS on the one hand and 
the development of social software and Web 2.0 on the 
other hand. While many LMS that are currently in use try 
to create a well-defined kind of “shielded community” for 
learning, web 2.0 is associated with open communities, 
global social interaction and open information services that 

can be used as building blocks for new services - such as 
for a Personal Learning Environment (PLE). However, 
observe that the notion of services for Web 2.0 refer to 
services that targets users and are not equivalent to 
services as in Service Oriented Architectures (SOA), 
which is to be regarded as a software design paradigm [4]. 
While the technology platform underlying Web 2.0 
services may very well be a SOA platform, there is an 
unfortunate mix-up of those two rather different notions of 
services when discussing Web 2.0. 

In order for services to be used as building blocks in 
such compositions (i.e., a mashup) the building blocks 
need to be well defined and with well-defined interfaces. 
Many web 2.0 services use proprietary interfaces such as 
the Twitter API, the Facebook API or APIs from Google 
and/or they use lightweight interfaces and protocols, such 
as RSS or Atom. This works well in many cases, but in 
order to build more sophisticated services and service 
compositions there is a need for more sophisticated 
interfaces and concepts for interaction [1]. This can 
obviously be accomplished by using advanced proprietary 
APIs, as illustrated in [5], but from a wider perspective, 
common open standards are preferable. This is also one of 
the issues the study discussed in this paper is set out to 
examine. The next section describes the state of the art, 
followed by a brief discussion of some central concepts 
and ideas related to some previous work, followed by a 
description of the presented study and the experimental 
implementation of a Mashed-up PLE. Finally the results of 
the study are discussed in the light of the ongoing progress 
and previous research in the field. 

A. State of the art 
While LMS-like system are typically implemented by 

most educational institutions, the movement within the 
teaching community as well in the research community is 
towards adaptive and responsive learning environments, 
similar to PLEs, see e.g., [3][6][7][15][28]. However, 
while pedagogical concepts like responsive learning 
environments are attractive, the technology currently in 
use doesn’t support it very well. At the same time, 
education needs specialized services for dealing with 
pedagogical requirements, such as Personal Development 
Plans (PDP), digital portfolio, services for discovery and 
integration of digital learning resources, and so forth, 
which are resulting in several good and useful tools for 
learning, but they are not well integrated with the rest of 
the VLE [1][19][28]. These and similar issues are often 
addressed through different approaches to system 
integration, such as using proprietary APIs or more general 
integration by Web Service technology [1][4][5][14]. 
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However, such approaches to building the Learning 
Infrastructure has turned out to be problematic for several 
reasons. Firstly, it becomes expensive to integrate “per 
system”, using proprietary APIs. API integration also 
makes the systems hard coupled, which supresses 
flexibility [1][10]. Secondly, using (commonly SOAP-
based) Web Service technology tend to become very 
complex as well as expensive, adding an cost, as well as 
technical, overhead [1][10][13], which is also illustrated in 
the VWE case discussed in section B. And thirdly, by 
mixing a monolithic concept, like the LMS with a modular 
service based approach some of the technical flexibility 
needed for dealing with some of the pedagogical 
requirements is lost [1][3][6]. In recent years there has 
been a general development on the Internet towards 
modularity and an alternative kind of loosely couple 
services driven by less complex and more web friendly 
service integration, such as using RESTFul APIs [21] and 
lightweight APIs and protocols, such RSS and Atom 
combined with widget and mashup technologies 
[16][17][20], which are described in detail in section C. 
This development stands out as exceedingly suitable for 
the next generation of learning environments, fulfilling the 
flexibility requirements for personal and responsive 
learning environments by providing a standardized 
framework for modularity and loose integration on the web 
that is now being studies by the research community in 
general and in an education context [25][28][30][31]. 

B. The Personal Learning Environment 
Simply put, a PLE can be described as a learning 

environment where the learner is in focus as well as in 
control of the learning environment. However, the main 
objective of the PLE is to put the learner in control of his 
own learning rather than in control of the learning 
environment, even though these two are obviously related. 
Learning is regarded as a constant, ongoing process, as is 
the evolvement and change of the learning environment. 
The learning environment needs to be responsive and 
adapted to different contexts, needs and pedagogical 
requirements. These are qualities that are commonly 
emphasized, such as in [1], [3], [6] and [7], to give just a 
few examples. One of the ideas that are often emphasized 
in relation to PLEs is that personal “tools”, such as blogs, 
twitter, etc., that are personal and used in other contexts 
can also be used as components of the PLE. 

1) The Virtual Workspace Environment 
The concept of a PLE is very similar (if not identical) 

to the idea underlying the Virtual Workspace Environment 
(VWE) that was first outlined in 1998, described in [2], 
even though the means to accomplish it were different. 
Simply put the VWE can be described as a component 
based VLE where users (i.e., teachers and students) can 
construct personal or shared learning spaces using a web 
browser. 

In recent studies [1][5], it was shown that using 
modular approaches for the design and implementation of 
learning environments can address some of the LMS 
related issues, that were described in the previous section. 
A common modular taxonomy (The VWE Learning Object 
Taxonomy) for use with both VLEs and Digital Learning 
Resources (DLR) was presented in [2]. The taxonomy was 
compatible with the widely referenced Learning Object 

Taxonomy by Wiley [8] and demonstrated how the VLE 
and DLR could be implemented using a common modular, 
conceptual and architectural model that allowed for a 
common composition of both the VLE and learning 
content. Altogether this work resulted in two prototypes 
for composing and assembling modular VLEs; called the 
Virtual Workspace Environment (VWE). The VWE was 
presented in [9], where the two different implementation 
approaches were compared. One using a JAVA RMI based 
approach and the other using a Web Service (SOAP) based 
approach. Both prototypes made it possible for teachers 
and/or learners to compose shared or personal learning 
environments by picking and choosing from a set of 
functional (software) components (called VWE tools). The 
VWE tools acted as building blocks providing the 
functionality for the learning environment. The ideas 
underlying the VWE were to a great extent inspired by the 
development of component-based software, as well as the 
fundamentals of Service Oriented Architectures (SOA), 
described in, e.g., [4][10][11][12]. 

A “proof of concept” was established, and by 
developing the prototypes using two different 
implementation approaches it was possible to isolate a 
couple of issues resulting from the taxonomy versus the 
model and the implementation approaches [9]. One of the 
problems that were identified was that, even though the 
use of standards was extensive (such as standards for Web 
Services, communication protocols etc.), the prototypes 
(and thereby the modular approach) only worked within 
the isolated context of the prototype environments and 
could not be generalized without new standards. This 
problem was mainly caused by a lack of standards 
supporting modularity for the creation of Rich Internet 
Applications (RIA) (see, e.g., [13]). In recent years, things 
have changed and standards have evolved and matured. 
Among the most interesting directions, from a modularity 
and RIA perspective, is the idea of Web Widgets and 
Mashups, see, e.g., [14][15][16][17]. The study presented 
in this paper starts out from the hypothesis that widget 
technology and widget mashups have the potential of 
overcoming many of the problems encountered during the 
VWE project [9], while still providing full support for the 
underlying ideas of modularity and the shift of central 
functionality and software from the desktop to the web, 
allowing for collaboration and social interaction with 
typical desktop functionality in ways that are only possible 
on the web. Furthermore, the creation of mashup learning 
environments can be adapted to different pedagogical 
scenarios and approaches in a dynamic and transparent 
way. Such transfer of functionality with its built-in 
potential has already been proven by services like Google 
Apps and other similar (web/cloud) services, see, e.g., [18] 
and [19]. However, the kind of rich functionality that is 
provided by such services needs to be put into context as 
an integrated part of the learning environment. Mashup 
Learning Environments (MUPPLE) are a step in this 
direction and it is also where the study presented in this 
paper and the WiMUPPLE project come in to play. 

In retrospect, it can be said that the PLE concept is 
more Web 2.0 friendly and as such more flexible in terms 
of interpretation and implementation - with reference to 
choice and use (as well as “misuse”) of technology, 
whereas the VWE concept provides a more explicit 

254Copyright (c) IARIA, 2012.     ISBN:  978-1-61208-200-4

ICIW 2012 : The Seventh International Conference on Internet and Web Applications and Services

                         266 / 307



architecture model for the technology platform in relation 
to modularity and composition of mashup environments 
[9]. However, those features have also made VWE 
proprietary as only components that follow the VWE 
conceptual model and architecture can be used as building 
blocks. As a result, the VWE has also become too complex 
and dependent on VWE services and APIs as shown in 
Figure 1. 

 

 
Figure 1. The figure shows an overview of the VWE architecture, the 
VWE Kernel and the VWE services used by tools to interact with the 
workspace. 
 

In order for a component to work in the context of a 
VWE workspace, it needed to implement the VWE 
Service APIs, and all interactions with the workspace and 
other tools were via those server-side services. These were 
dependencies that severely limited the flexibility and 
usefulness of VWE from a Web 2.0 point of view. 

For those reasons, one of the objectives of the 
WiMUPPLE project is to illustrate a third implementation 
strategy that addresses those problems and that makes the 
learning environment more generic, which is likely to be a 
characteristic needed in order for the concept of MUPPLEs 
to gain wider acceptance. 

C. Mashups and Widgets 
There are several (but similar) definitions of a mashup. 

A mashup is commonly defined as being a combination of 
different services on the web in a way that create a new 
composite application (or service) with added value. A 
widget-based mashup obviously uses widget technology 
and is currently typically constructed using a mashup 
environment such as Netwibes, iGoogle or our 
WiMUPPLE-environment [20]. A mashup can also be 
created by very simple means, using simple web tools that 
allow users to combine services on the web by matching 
and mixing information using lightweight interfaces such 
as RSS or Atom. However, in such cases it is mainly about 
mashing up information and not about mashing up 
functionality and services in a way that goes beyond the 
delivery and consumption of information. However, 
information mashups can be valuable in many cases, as 
part of a PLE. 

Even so, if you are a developer or an experienced user 
you might want to use one of the more sophisticated 
approaches that are available for the development of web-
based applications, or RIA as it is sometimes referred to. 

The widget landscape is somewhat complex and can be 
roughly divided into three main categories: widgets for 
cellular phones (such as widgets for Android phones), 
desktop widgets (such as the widgets in OS X or gadgets 
in Windows) and finally web widgets, which are basically 

widgets that are distributed in the web browser [20]. The 
widgets referred to in this paper are solely web widgets. 
Even though these are three rather distinct categories there 
are several important similarities. One of the most 
significant similarities is that their implementations are 
based on web technology (or at least technologies that are 
commonly used on the web), such as html, JavaScript and 
XML (and AJAX). This is also an important property for 
sharing and reusing information and functionality since 
web technology relies on well-established standards. 
Besides the commonly used web standards there are 
widget-specific standards as well. However, widget 
standards are still rather untested and/or under 
development and there is still some way to go before it is 
possible to say that there are well established standards for 
widgets in the same sense as for the web. This means that 
there is always a trade off between the use of standards and 
proprietary widget technology when developing widgets 
that need sophisticated functionality. 

The remainder of this paper presents and discusses a 
study that illustrates how widget technology can be applied 
to a modular concept, like the one previously described [2] 
and how a modular and web based learning environment 
can be implemented and assembled “on the fly” by 
learners and/or teachers. Both PLEs and LMS-like learning 
environments can be constructed in similar ways 
depending on the type of widgets, and supporting backend 
systems that are available. The same underlying SOA 
based server-side architecture that was used in the VWE 
project could in fact be used to support a client 
implementation using widgets, even though a REST based 
architectural model is preferred in order to avoid some of 
the complexity and limitations of the previous prototypes 
that were discussed above and in [9][21]. A RESTful 
approach also contributes to making integration with third 

Figure 2. An overview of the WiMUPPLE-prototype architecture and its 
different parts with the Widget Container in the browser, interacting with 
the server layer via the REST API using JSONP. 

 wi 
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party services easier and generally less complex and is 
more “web friendly”, even though not all problems can be 
solved in a RESTful way. 

II. OBJECTIVES 
The main objective of the research presented in this 

paper is to explore how widget-based mashups can be used 
as a basis for constructing a PLE or Mashup Personal 
Learning Environments (MUPPLE) as PLEs are referred 
to when implemented as mashups. The mashup approach 
can be compared to the two approaches used in the VWE 
project that was briefly described above. 

In addition, the widget based MUPPLE approach is 
applied to a similar modular concept that was presented by 
Paulsson and Berglund in [9], where it was illustrated how 
the modular concept of Learning Objects can be extended 
to also become a modular concept for the whole VLE (i.e., 
a PLE or an LMS) by adding some basic software 
architectural rules and principles that conjures a number of 
essential properties to the otherwise content centred 
concept of Learning Objects, see [22][2][1].  

Another objective is to illustrate that the concept of a 
modular framework, such as the VWE Learning Object 
Taxonomy, can be applied using more Web 2.0 friendly 
and generic approaches. Therefore the work presented in 
this paper will be discussed and compared to the work 
presented in [2], where the VWE Learning Object 
Taxonomy was introduced and in [1][9], where the two 
VWE prototypes were discussed (also discussed above) in 
relation to pedagogical requirements and learning theories.  

III. METHODOLOGY 
Besides surveying the literature in the field, this study 

is based on an experimental approach where a prototype 
was developed and tested. It should be emphasized that 
even though this study addresses issues and requirements 
that emanate from a pedagogical standpoint, i.e., creating 
conditions for pedagogical adaptability and responsiveness 
in technology, the objective is not to evaluate the 
pedagogical implications at this point. The purpose is 
instead, which is also discussed above, to evaluate how the 
concept of a more generic and web friendly approach, 
using widgets and mashups, can be utilized from a 
technological standpoint to build MUPPLE, in comparison 
to earlier less generic implementations, such as the VWE. 
And furthermore - how to do this by applying existing 
concepts. However, in the discussion section of the paper 
the results are also discussed in relation to some 
pedagogical issues and implications based on experience 
from other studies, in order to better illustrate how 
modularity, technology implementations and pedagogical 
issues are linked. 

1) Technology settings 
An important starting point was to avoid developing 

everything from scratch. There are a multitude of ongoing 
development and project addressing widgets and mashups 
and whenever it has been possible existing work has been 
used. 

The prototype architecture follows common design 
paradigms and patterns, illustrated by Figure 2, which also 
illustrates how widgets are handled on the client using a 
widget container that renders the widgets. The inner 
working of the widget container is illustrated in Figure 3 

and described in more detail below. Even though Figure 2 
illustrates a schematic architecture using a web browser as 
the client, the client could in fact be any other widget 
platform, such as a handheld device or dashboard widget. 
The widgets used for the purpose of the prototype are 
described from the point of view of being used in the 
context of a VLE, but in theory most of the widgets could 
be used in other contexts as well as they are often generic 
functional components that have been contextualized by 
the mashup and the pedagogical context. 

JavaScript Object Notation (JSON) [23] is used for 
communication and data interchange between widgets and 
servers. As illustrated by Figure 2 and Figure 3, widgets 
that run on the WiMUPPLE platform can interact with a 
widget server, a widget engine or any other external server 
using JASON (or JSONP for managing cross domain 
interaction). This creates a flexibility that goes beyond the 
“local” ICT infrastructure and makes it possible for 
widgets to potentially interact with any servers that are of 
interest, acting as lightweight clients for other systems that 
may be relevant in the context of a learning environment. 
This differs from the previous VWE implementations in 
that it provides a transparent and generic infrastructure 
rather than a proprietary and platform dependent API. 

This creates flexibility in terms of making the learning 
environment adaptable to different and chancing 
requirements. Furthermore, it makes the learning 
environment independent of a specific LMS vendor to 
implement certain functionality. It has proven to be quite 
straightforward to develop simple widgets that can act as 
clients to different legacy (as well as to other) systems. 

Flexibility, in terms of being adaptable and distributed, 
is an essential property of a modular environment since it 
allows for the learning environment to be distributed 
(service-wise) over the Internet and at the same time it 
makes it possible to personalize and adapt the learning 
environment at the service level for group preferences as 
well as for personal preferences. It also creates the 
characteristics needed for responsive VLEs. These are 
important differences compared to the concept of an LMS, 
which has a centralized approach with clear system 
borders limiting the ability to interact with the surrounding 
world to the interactions that are countered by the LMS 
vendor or (in some cases) plug-ins and suchlike developed 
by third-parties, This also means that the functionality is 
limited to what is supported by the LMS, while 
functionality can be added and removed dynamically in the 
mashup PLE. 

B. The Widget Container 
The client hosts the widgets within the widget 

container (see Figure 2), which is loaded into the browser 
and rendered. Each widget has the possibility to 
communicate and interact with external servers as well as 
“internal” widget specific servers that are specifically 
developed to serve the widget. The widget container can 
actually be compared to the “kernel” in the VWE 
implementation. However, the kernel was implemented as 
a Java Applet, while the widget container relies on the 
JavaScript capabilities of the web browser and the 
standards associated with widgets and is therefore a more 
generic solution. Figure 1 illustrates the VWE kernel 
implementation, while Figure 2 illustrates the role of the 
Widget Container. 
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Figure 3. Illustrates the design and inner works of the Widget 
Container and how widgets interact with the widget server and/or 
external servers using JSONP. 

Technically, the widgets used by the system consist of 
JavaScript that is loaded into the widget container where 
they are rendered and executed. The Widget Server keeps 
track of what widgets are available and the Widget 
Container communicates with the Widget Server using 
JSONP and the predefined RESTful API. Thanks to the 
Widget Container, it is possible to move the widgets 
around in the browser’s workspace. Hence, the Widget 
Container also serves as the “glue” that holds the browser 
representation of the learning environment together and 
creates the feeling of an integrated environment in the 
same sense as the LMS. There is however an essential 
difference in the philosophy and approach underlying the 
integration. While the LMS relies on a strong, silo-like 
strategy for integration, the MUPPLE relies on loose 
integration of freestanding services and components. 

C. The Widget Server and the Widgets 
As previously mentioned, widgets are basically 

JavaScript uploaded to the Widget Container via the 
Widget Server. Besides the communication with the 
Widget Server, widgets can communicate with other 
external servers using JSONP. In the case of WiMUPPLE 
a choice was made to use Yahoo Querying Language 
(YQL) [24] for the implementation of the widget server in 
order to avoid unnecessary in-house development. 
However, it is fully possible to use other approaches as 
well, such as Google or other servers that are widget 

specific, with similar results. This is actually not a big 
issue and is illustrated by Figure 2. Besides YQL, the 
WiMUPPLE Widget Server was built using the Python-
based Django framework and a traditional MVC pattern. 

IV. RESULTS AND DISCUSSION 
The experimental implementation and the resulting 

prototype show that it is quite possible to implement a 
modular VLE using widgets and mashup technology. Or in 
the WiMUPPLE case, a framework for composing and 
administrating mashup learning environments in a way 
that can be managed by teachers and students (shown by 
Figure 4) and in which functionality can easily be added 
and removed. With the right set of widgets, a complete 
LMS could theoretically be built using the WiMUPPLE, 
even though an LMS is probably not what is wanted or 
needed. 

The WiMUPPLE implementation makes it quite clear 
that it is less complex using a widget approach compared 
to the Java RMI and/or SOAP approaches used in the 
VWE-project [5]. However, the widget mashup approach 
is in general less powerful in terms of building 
sophisticated functionality. One of the main issues in this 
respect is the internal communication, i.e., inter-widgets 
communication. In an LMS everything is closely 
integrated, which is also what causes the main problem 
with the LMS concept, but at the same time it is a strength 
in terms of inter-system communication. All parts within 
the system can easily be made aware of all other parts in 
the system. In a mashup everything is loosely coupled and 
different widgets are normally completely self-standing 
and self-contained and not “aware” of the context in which 
they are used. This makes it harder to maintain the feeling 
of a well-integrated learning environment. The VWE 
implementation had similar problems that were solved by 
implementing a “Message Service” (see Figure 1) that 
managed the interaction between components and different 
parts of the learning environment, including other 
components (tools). The drawback with this solution, 
besides being proprietary, was that all the components 
became dependent on a common server side infrastructure 
in order to function in the context of an integrated learning 
environment. When working with widget-based mashups 
such solutions become a problem, as we want to be able to 
use any kind of widgets that follow the widget standards, 
i.e., not depending on a common server side infrastructure. 
An alternative solution would therefore be to make the 
widgets aware of each other within the web browser and 
allow widgets to interact and communicate with each other 
directly. This is technically possible and Sire et al. have 
described an example of such interaction in [25], where 
they discuss the implementation of drag and drop between 
widgets in the browser. There is currently no standardized 
or obvious way of implementing direct widget interaction 
and it will demand some tweaking to work. However, this 
is one of the issues that are likely to be solved by html5.  

There has been some tweaking in order to get 
everything to work as expected, which was mainly caused 
by the immature nature of the widget technology concept 
compared to the maturity of Java RMI and SOAP. 
However, it is highly likely that the adoption of html5 will 
solve many of the problems and issues encountered here as 
well. Figure 4. Screenshot of a learning environment created using WiMUPPLE 

with a number of widgets for different purposes. 
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The fact that the principle of modular VLEs is realistic 
was shown in [1][9] it was discussed how modularity 
contributes to creating important pedagogical advantages 
related to flexibility and adaptability, which are qualities 
needed to create learning environments that are responsive 
and adaptive to users needs and to changing pedagogical 
requirements. The WiMUPPLE add to those 
characteristics by using generic and web friendly 
technology that open up for a much wider range of 
components to choose from. 

Furthermore, modular learning environments are better 
adapted to suit different learning theories and pedagogical 
approaches as well as to changing pedagogical scenarios. 
Such features are beneficial, even essential, in many 
learning scenarios, especially when working with 
pedagogical methods and approaches like Learning, where 
it is hard (if not impossible) to foresee the learning path 
from start to finish beforehand – and thereby also to 
foresee the needs of the learning environment. These are 
also the main reasons why it is important to continue the 
research and development of modular concepts for VLEs - 
like the WiMuPPLE. Taken as a whole, the project also 
illustrates potential business cases where market 
competition is opened up for smaller actors to compete 
with LMS vendors by providing small and specialized 
components acting as building blocks in a mashup learning 
environment. 

It has already been shown that modular learning 
environments hold an interesting pedagogical potential. In 
[1], it was illustrated that there is a correlation between 
modular environments and adaptability and responsiveness 
and that such features create pedagogical flexibility. The 
experimental study presented in this article shows that, not 
only is it possible to build modular learning environments, 
but it can be done using web based standard technology 
that bears the potential of almost endless flexibility in 
terms of access to functional components – in this case 
widgets. In the long run, this means that generic 
components (i.e., widgets) can be integrated as a part of a 
modular VLE without the need of adding learning specific 
code or support for certain APIs, even though such APIs 
may be beneficial in many cases, something that is 
discussed below. Even though the experiments showed 
that this can be technically accomplished (even if the 
technology is still somewhat immature) there is still a need 
for a better “glue” to tie mashup learning environments 
together and to create pedagogical context.  

A. 3.2 Future work and developments 
There are some very intriguing progresses around the 

corner that are likely to benefit the development of mashup 
learning environments. On the one hand there is the 
general development, such as the gradual evolvement of 
html5 and standards for widgets and mashups. On the 
other hand there are developments within the field of 
learning technology standards that, at least on paper, look 
very promising from a modular learning environment 
perspective. Among the most interesting developments are 
the new specifications from IMS: IMS Common Cartridge 
(IMS CC) [26] and especially the IMS Learning Tools 
Interoperability (IMS LTI) [27]. We are currently in the 
process of examining whether IMS CC can be used as a 
packaging format for our widget-based MUPPLE and 
furthermore, if IMS LTI can be used as a standard for 

widget communication and interactions within a widget-
based VLE. Severance et al. have already described some 
experiments in [28] where IMS LTI was tested in a 
mashup environment and the results seem promising and 
could be taken even further in the WiMUPPLE 
environment. 

Another direction, that has already started, is the 
integration of the Spider and the WiMUPPLE 
environment. The Spider is a national search service for 
digital learning resources that connects a number of 
repositories, using either metadata harvesting or search 
federation, in a way that makes it possible to search for 
learning resources from several sources from a single point 
[29]. The idea is to use the Spider to search for Widgets 
and learning content that can be included in a mashup 
learning environment and then use IMS CC to package 
them into a “package” that, when unwrapped, constitutes a 
mashup learning environment. In conjunction to this it 
seems reasonable to start discussing digital learning 
resources from a broader perspective – not just being about 
learning content, but also functional components, such as 
widgets. 

In parallel with the developments described in the 
previous section, another project will start where some 
pedagogical experiments will be carried out using the 
WiMUPPLE environment, where the idea of mashup 
learning environments will be tested in real pedagogical 
situations with students and teachers. 
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Abstract—Secure routing in P2P distributed hash table
based systems has been an open subject for several years
due to the importance of the routing protocol in these
systems. Providing security at the routing level is a hard
task because of the open nature of these systems. This
article presents a protocol for reliable routing in P2P
DHT-based systems, which mitigates routing attacks. It
makes use of a quorum topology and a reputation system
to provide security at the routing level. It is shown,
theoretically and by simulations, that proposed protocol
keeps stable the number of involved messages in the
forwarding process, as well as it tolerates up to 30%
of malicious nodes.

Keywords-P2P DHT-based systems; security, threats;
routing; quorum; reputation; Bayesian-systems.

I. INTRODUCTION

Distributed hash table based systems are a spe-
cial class of distributed system with interesting prop-
erties such as scalability, decentralization and self-
organization. On top of these systems have been built a
plenty applications such as distributed storage, applica-
tion layer multicast, and so forth [5]. Nevertheless, on
building of these applications has not been considered
security as a main quality attribute, for that exists
several threats to be taken into account.

Providing security to these systems is rather chal-
lenging due to DHT inherent features. According to
Sit and Morris [28], threats against these systems
comes from anywhere. In fact, they identified sev-
eral attacks, and further classified them into routing,
storage/retrieval and miscellaneous attacks. Particularly
those threats against routing mechanism are extremely
important, since they could compromise the proper
functioning of the whole system.

The routing process is composed of two main sub-
processes: routing table maintenance and message for-
warding. Therefore, a malicious peer could misroute
or drop messages along the path -incorrect lookup-
, attempt to corrupt routing table entries of other
nodes - eclipse attack [27][6])-, fool any peer through
joining process in order to induced it into an incorrect
network -overlay partition-, send unused messages or
frequently joining/leaving the overlay network.

Although there are several works that have addressed
this problem [33], these works are isolated, namely,
only focusing on a specific system or attack; they even
do not consider performance issues as number of mes-
sages. This paper presents a protocol that extends the
underlying DHT to a redundant topology and makes
use of one reputation mechanism in order to harden
the DHT, but mantaining the number of sent messages
stable and being easily coupled to other mechanisms.

This paper is organized as follows: Section II
presents models and assumptions, which are used
throughout all this paper. Section III presents strate-
gies proposed to mitigate the impact of the routing
attack. Section IV presents the reliable routing protocol
SecureRoutingDHT. Section V presents the theoretical
and practical (through simulations) analysis. Finally,
Section VI concludes and gives some perspectives
about future works.

II. ASSUMPTIONS AND DEFINITIONS

Each DHT system is defined over an identifier space
K, where peers and resources are mapped into. A
closeness metric ρ is used for matching resources to
peers. Commonly, this is achieved by using a proper
hash function h, defined from the peers/resources set
to K [5].

Furthermore, each node p within the system has
at least two different types of links to other nodes,
namely, p maintains links to specific close and distant
nodes. Those links form the so-called routing table,
which is used in the forwarding process. This process
uses a greedy algorithm that has been implemented in
three different ways: recursive, iterative and trace [33].

In recursive routing, a initiator p requests for a
resource and consequently this request is forwarded
by each intermediate peer to a next one independently.
Whenever this request has reached to the responsible
node, the reply is sent directly to the initiator or
forwarded back by peers on the reverse path. Unlike
previous, initerative routing each intermediate peer
sends contact information of next peer back to the
initiator, hence p will be able to contact directly to the
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next peer. As a consequence, p is able to detect mis-
behaviour peers through techniques based on structure
of DHTs, nonetheless the latency of the forwarding
process is augmented.

Finally, tracer routing is a combination from both
previously introduced techniques [35]. In this mecha-
nism, each intermediate node must forward the mes-
sage to next peer but also sends contact information of
next peer to the initiator. Therefore, p knows about the
entire process but routing latency is not affected.

In connection with the security model to be con-
sidered, it is supposed that there is a mechanism that
randomly assigns a nodeid to each new peer. In fact,
this can be accomplished by coupling our proposal to
other ones whose goal is to mitigate the Sybil Attack
[1][17]. As a consequence, only a fraction of malicious
peers exist during a period of time, as well as peers
are uniformly distributed over the DHT. Moreover,
a malicious peer can discard, generate or incorrectly
forward any message. This model is widely known as
random fault model [4], where a peer is malicious with
probability at most f .

III. SECURE ROUTING IN DHT-BASED SYSTEMS

There are several proposals that try to mitigate rout-
ing attacks. In previous work [33] , we classified these
strategies based on how attacks are addressed, namely,
we identified three styles of solutions: those based on
message redundancy, those based on malicious node
detection and those trying to avoid malicious nodes by
computing trust profiles of other peers.

As far as redundancy-based strategies are concerned,
the requester sends several messages in order to in-
crease the probability of reaching the responsible peers.
In this style of solution, two approaches were identi-
fied: multi-path routing, where the requester peer sends
a message among its neighbours, hence it is being
forwarded to the responsible peers through multiple
paths [4][11][15][23]. On the other hand, in wide-path
routing strategies, peers are re-arranged in groups (quo-
rums), hence the initiator peer broadcasts the request to
each peer within its group, afterwards the message is
broadcasted at same way by other peers until it reaches
the destination quorum [19][24][36].

Concerning malicious node detection techniques, the
sender detects a malicious node by verifying whether
an invariant of the system is fulfilled - one of the most
used invariant is that each hop is closer to the target
during lookup process-. Otherwise, the sender requests
to a previous considered-good node for another peer,
in order to continue with the search [20][21][29][34].

Incidentally, strategies based on trust profile at-
tempt to measure, under a well defined mechanism,
which peers are the more suitable in the forwarding
process. These mechanisms have been implemented
using reputation systems and social networks. The

former allows each peer to construct the profile of
other peers using historical data and recommendations
[9][21][24][25][26].

Conversely, those using social network build the
trust profile of peers based on features of the social
network graph. For instance, Sprout [18] relies on
the fact that friends are expected to have a more
reliable behavior than other ones. On the other hand,
the technique introduced by Danezis et al. [7], is based
on sending requests to peers which have appeared a
few times in social graph paths, therefore requests are
balaced over the system.

IV. SECUREROUTINGDHT
This section introduces SecureRoutingDHT, a pro-

tocol to provide reliability in the lookup process. In
essence, this section presents decisions that were taken
into account for constructing this protocol.

A. Routing Protocol Construction

The routing protocol is defined over a redundant
structured topology that is organized into several
groups of peers called quorums. These groups are con-
nected among them and are constructed by augmenting
the routing table. A quorum provides flexibility and
diversity for selecting a peer during the lookup process,
as well as storing multiples replicas of an object and
cooperating among peers.

Each peer p in a redundant topology, maintains three
levels for routing information:

1) Peers within its quorum: the peer p has links to
all peers in its quorum.

2) Peers in other quorums: For each contact peer,
q, of p, it maintains links to all peers within the
quorum of q.

3) Backpointers: p maintains pointers to the peers
pointing to it.

The aforementioned construction suggests that the
overlay structure is strongly connected (redundant).
Hence, some of the attacks previously introduced are
hardly to lunch. In fact, with this structure, each node
can verify their links so as to detect lunched routing
poisoning and unsolicited message attacks.

1) Protocol: SecureRoutingDHT makes usage of
the recursive style routing; but, during the process,
each peer is provisioned of a selection function (Repu-
tation mechanism) that chooses the most reliable peer
within the next quorum, to send the request. Finally,
at penultimate node, the request is broadcasted to a
subset of peers within the last quorum, thus resistance
to storage and retrieval attacks is provided. Figure 1
illustrates, in a general fashion, how the routing process
is performed by SecureRoutingDHT.

Let Qk be a quorum at k − th step of the routing
process, Rqp be the reputation of peer q maintained by
p and h be the average number of steps to reach the
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Figure 1. Routing Process

target. Now, let us suppose a peer p ∈ Q1 (initiator)
requests for key k, so the protocol works as follows:
• p constructs a set of peers, S , whose reputation

value exceeds a threshold u (configuration param-
eter). Formally, S = {q ∈ Q2|Rqp ≥ u} and for
completeness S = Q2 if S = �. Now, peer p
randomly chooses a peer q2 from S and sends
the request. This random selection allows feeding
the reputation mechanism.

• Let p = q2 and repeat step 1 until reaching
quorum Qh−1.

• Finally, qh−1 sends the request to each node
within a subset D ⊆ Qh, which is responsible
for storing k.

2) Routing Protocol Maintenance: Each overlay
network needs a process to keep up to date the
organization of the peers within it. This process is
time consuming since it is performed frequently, but
it is even more consuming in quorum based overlay
networks because of its higher number of links among
peers. However, there is a trade-off between security
and performance.

Whenever a peer p is joining to the network, it
contacts another peer q by sending its corresponding
membership token. At that point, q validates the token
sent by p. Afterwards q forwards a join message with
identifier idp. As soon as q receives the responsible
quorum, it sends back to p. At that stage, p is able to
notify to each neighbour, allowing them to update their
routing information. Finally, p performs a similar pro-
cess by sending multiple queries, which depends on the
underlying DHT, in order to build of other quorums.
Moreover, for each formed quorum, p notifies them, so
as that they can update their backpointer information.

B. Reputation Mechanism

The proposed reputation mechanism was designed
by taking into account three components suggested

by Hoffman et al. [12]. These components are: (1)
Formulation, (2) Calculation, and (3) Dissemination.
The first one defines the reputation metric foundations
and the information sources. In turn, the second one
describes the formulae to compute the reputation of a
peer, and finally, the third one defines the interaction
mechanisms among peers.

1) Formulation: Since the routing process is recur-
sive, a peer is only able to compute ratings in accor-
dance with the success or failure of sent messages.
Thus the reputation-updating process is realized by
asking recommendations or through own interactions.
Accordingly a 4-tuple (Ee, Ef , Re, Rf ) is defined,
where variables Ee and Ef are two events, reprsenting
if a message is forwarded successfully or not respec-
tively. In turn, Rf and Re are events representing
whether a recommendation is considered as biased or
non-biased respectively. As it can be noted, a peer only
assigns reputation values to peers within its routing
table.

2) Calculation: There are several ways to compute
the reputation of a peer, namely, average ratings, trust
models or Bayesian models and so forth [13]. On the
one hand, models based on simple average are not
appropriate since they do not allow representing the
context adequately. On the other hand, trust models
and Bayesian systems, which have been extensively
studied and proved as equivalent, are more adequate
because of their properties such as context evaluation,
easy computation, extensibility in terms of number of
variables and aging [14]. Moreover, Bayesian reputa-
tion systems are those based on the Dirichlet function,
for that allowing the definition of several variables
[14].

Let X = {X1, X2, . . . , Xk} be the set of k random
variables, which represent the events of the observa-
tions and pi be the probability function for Xi which
satisfies

∑k
i=1 pi = 1.

The computation Dirichlet function is not practical;
as a consequence this value is calculated as [14]:

℘ = Σkj=1τj
~S(Xi) (1)

where ~S(Xi) = E(~p(Xi)|~r,~a) = ~r(Xi)+W ·~a(Xi)

W+Σk
j=1

~r(Xj)
is

the expected value of Xi and values 1 ≤ τj ≤ k are
weights.

Note that, if τj = 1 for all 1 ≤ j ≤ k, ℘ will be
equal one. In addtion, ~a is the base rate vector over the
state space and W is a weight, which is typically set
to 2, but W could be chosen higher in order to reduce
the influence of new evidence over the base rate [14].

Observations are accumulated as a vector ~R =
(R1, R2, · · · , Ri, · · · , Rk) by each peer. If an event
which affects to variable Xi is detected, ~R will be
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updated by performing ~R = ~R + Ii, where Ii is the
identity vector.

For aging observations, let My,t be the set of peers
that collect observations during a interval time t for an
agent y, ~rxy be the vector of observations collected by
x for y in the same interval. Now let ~ry,t be the set
of the total observations in the interval t for agent y,
hence ~ry,t = Σx∈My,t

~rxy . Furthermore, vector ~R can be
updated by computing ~Ry,t = λ ~Ry,t−1 + ~ry,t, where
0 ≤ λ ≤ 1. As it can be noted, a higher value of λ
gives more priority to historical data.

Finally, the reputation of a peer is calculated as
follows

℘ = τEe
~S(Ee) + τRe

~S(Re) + τEf
~S(Ef ) + τRf

~S(Rf ) (2)

where τEe
= 1, τRe

= 0.5 and τEf
= τRf

= 0.
These assignments give a higher priority to successful
messages, because they are performed more frequently.

3) Dissemination: There are two sources of infor-
mation: direct and indirect. The former encloses the
interactions which a peer has with other peers, and the
latter comprises the provided recommendations from a
peer.

The recommendation process builds a set of peers
built from known quorums and asks for a recommen-
dation to each peer within it of another peer. Each
provided recommendation is sent back by using the
Piggyback protocol. As soon as recommendations are
received, those are classified as biased or non-biased
by performing the following classification algorithm:

Suppose that p asks for recommendations for a peer
r to a group of peers Cr. At that point, there is
expected that each peer c within Cr sends to p the
corresponding recommendation as a vector ~Rcr,t. As
soon as a defined time has elapsed, p computes the
local reputation value of r, ℘pr , as well as ℘cr for each
received recommendation from c ∈ Cr. These values
are computed with ~Rcr,t and the local base vector ~a.
Afterwards, p computes the following

σ =
√

Σc∈Cr (℘p
r−℘c

r)2

|Cr| (3)

Now, let us consider the interval I = [℘pr − k ·
σ, ℘pr + k · σ], where k is a positive constant that
generally is setted to 1. The classification method
arranges each received-recommendation ℘cr, as biased
or non-biased, if ℘cr is within the interval or not
respectively. For those peers which sent a considered-
biased recommendation, the corresponding variable
Rf is incremented by 1, otherwise the corresponding
variable Re is incremented by 1.

Furthermore, a new set of recommendations, E, is
formed with each one of received recommendation
considered as non-biased- these recommendations are

represented as a vector-. From the set E, p only
chooses a few recommendations in order to avoid
that colluding peers try to overstimate/understimate
the reputation value of another peer; and updates the
corresponding reputation value by computing ~Rpr,t =
~Rpr,t + Σc∈Hr (℘pc · ~Rcr,t).
Besides of mentioned components, it is important

to define a mechanism to reduce the impact of churn
to the reputation system. In fact, a peer can take of
advantage of the joining/leaving process to gain a new
reputation value [25]. Therefore, a mechanism that
alleviates this threat must be implemented.

A possible solution is to use the same system
to store these values, even though this would imply
an increment of the number of messages, as well
as adressing new concerns - those related to data
availability, integrity, privacy and access controls [22].
Therefore, this sort of solution is not appropiate.

As a consequence, another strategy is implemented
which takes advantage of the fact that several Sybil
attack solutions assign a fixed identifier to each peer
[1][4][16][17]. Following this, it is likely that the set
of backpointers of the joining peer would be the same,
consequently a local cache is proposed in order to store
calculated reputation values of the off-line neighbours.

Since cache size is finite, the implemented replace-
ment policy only maintains reputation values of those
peers which are likely to rejoin to the system (LRU-
based). Each peer is assigned a default estimated off-
line period, called PER0 at first time. In this way,
whenever a peer leaves/joins the system, its backpoint-
ers peers calculate a off-line period PF and update the
correspoding PER by computing PERi+1=PERi ×
α+PF ×β, where α, β are weights which tipically are
set to 0.2 and 0.8, respectively [3].

V. EVALUATION

On this section is presented an analysis of our
protocol regarding the number of messages during
its operations, as well as the probability of success
whenever messages are forwarded.

A. Theoretical Analysis

Theoretical analysis is presented regarding number
of involved messages in the forwarding and main-
tanance proccess, as well as the expected probability
for that a message reaches to responsible peers.

1) Number of messages: Suppose that q1 ∈ Q1 is
searching the responsible nodes of one resource with
id k. Let Q1, Q2, · · · , Qh involved quorums during the
routing process. Note that h depends on the underlying
P2P DHT-based system. Moreover, let D ⊆ Qh be
the set of peers storing key k. Hence, the expected
number of messages to reach D is equal to h−1+|D|.
Particularly, If Chord is the underlying system, there
holds that h = O(log2 n).
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TABLE I
EXPECTED NUMBER OF MESSAGES

Strategy Number of expected Error
messages

Chord [30] log2 n 0

Replica [11] 2|D|−1 log2 n log2 n · (2|D|−1 − 1)
S-Chord [10] |D|2 log2 n log2 n(|D|2 − 1)
QuorumP1
[36]

2 · |D| log2 n log2 n(2 · |D| − 1)

QuorumP2
[36]

(log2 n−1)
1−f

+ 2 · |D| f ·log2 n−1
1−f

+ 2 · |D|

Secure
Routing log2 n− 1 + |D| |D| − 1
DHT

Figure 2. Expected number of messages

Table I presents formulae for strategies analyzed and
its corresponding error. This value is defined to be
equal to the difference between the strategy number of
messages and Chord number of messages. Moreover,
Figure 2 shows how the number of messages is reduced
by SecureRoutingDHT due to usage of the reputation
mechanism. Note that results are roughly equivalent to
Chord, when number of peers grows.

2) Maintenance: The expected number of required
messages during the maintenance process is derived
from sum up each message involved in the update of
the routing table. On the one hand, the number of
expected messages to obtain the corresponding quorum
is (h− 1) + (2r + 1). On the other hand, the number
of expected routing contacts depends on the underlying
DHT, say, Cf , hence the expected amount of messages
is:

Cf · (h+ 2r) (4)

When Chord is the underlying DHT, roughly Cf =
h = log2 n. Moreover, if 2r = log2 n, as in Myrmic
[34], the expected number of messages is 2(log2 n)2,
namely, the complexity is O((log2 n)2). It is important
to notice that 2r = log 2n is a value that increments
failure tolerance, so it is an acceptable value.

3) Tolerance to malicious peers: This subsection
compares the proposed protocol with other approaches
regarding the probability of success when a message
is forwarded, namely, the measure of its reliability.

From threat model, it can be seen that a peer is
malicious with a probability at most f . Hence that
probability of E1, the event representing a path with
h hops and not containing malicious nodes, is

Pr(E1) = (1− f)h (5)

Let us consider a multi-path based strategy in where
a message is sent through d independent paths. Further-
more, let X2 be a random variable that represents the
number of paths that does not contain any malicious
nodes. Therefore, the failure probability of a multi-path
based strategy is given by Pr(fail)≤Pr(X2=0).

As it is known that a free-malicious path has prob-
ability Pr(E1) = (1− f)h, then the probability that a
path contains at least a malicious node is 1−Pr(E1).
Therefore, the probability of each path would be non-
free-malicious is given by (1 − Pr(E1))d. Finally,
the probability that at least a path is free-malicious,
Pr(E2), is given by :

Pr(E2) = Pr(0 ≤ X2) = 1− (1− (1− f)h)d (6)

Conversely in wide-path-based strategies, a message
is successfully forwarded if at least one peer within
each intermediate quorum is not malicious. Let E3

be the event that one message has been forwarded
successfully. It is clear that the probability that, in
a quorum of size d, will be there at least one non-
malicious peer is 1− fd. Therefore,

Pr(E3) = (1− fd)h (7)

For our protocol, analysis is based on that introduced
in [26]. Let α be the probability that the reputation
mechanism excludes an honest peer and β be the
probability that the reputation mechanism chooses a
malicious peer. Furthermore, let Di be a set of size d
and E4 be the event that a malicious peers is selected
from a set Di of size d. Finally, let E5 be the event
that a peer is selected from a quorum by the reputation
systems.

Evidently Pr(E4) = f ·d
d = f and Pr(E5) = (1 −

α)(1− f) + fβ, where (1−α)(1− f) and fβ are the
probabilities of choosing a honest and malicious peer
by the reputation system respectively. Consequently,
the probability of the event of choosing a malicious
peer in the set Di given that the reputation system has
already chosen one, namely, γ = Pr(E4|E5) is:

γ = Pr(E4∩E5)
Pr(E5) = fβ

(1−α)(1−f)+fβ (8)
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Figure 3. Probabilities of success

As it can be noted, 1− γ represents the probability
of choosing a non-malicious peer within Di. Thus, the
probability of success of SecureRoutingDHT is (1 −
γ)h−1. This new equation is similar to equation (5)
and as can be seen, γ must be smaller than f in order
to increment the probability of success. Suppose that
γ < f and 0 < f, α, β < 1, then :

fβ
(1−α)(1−f)+fβ < f

β
(1−α)(1−f)+fβ < 1

β − fβ < (1− α)(1− f)
β(1− f) < (1− α)(1− f)

β < 1− α

(9)

The above means that whether β is sufficiently
small, the probability of success of SecureRoutingDHT
will increment. For instance, setting to f = 0, 25,
n = 4000, h = log2 n and α = β = 0, 05,
the probability of success of SecureRoutingDHT is
82%. Figure 3 shows the probability of success of the
strategies analysed.

As it already has been shown, strategies based
on wide-path have a higher probability of success.
However, the number of sent messages is higher than
other strategies (Figure 2). In turn, the introduced
protocol provides an acceptable probability of success
while using a smaller number of messages, moreover
it can tolerate theoretically up to a fraction of 35% of
malicious peers.

B. Simulation

Simulations were performed by using Overlay-
Weaver [31]. These were carried out during a period of
time, where relevant information was collected in order
to measure the number of messages and the probability
of success.

The deployed scenarios to evaluate the protocol are
described below.

1) Scenario 1 (scalability): Deploying up to 4000
nodes and issuing of requests for a selected key

Figure 4. Number of messages in the simulation

Figure 5. Probability of success in the simulation

in order to compute the average of number of
messages per query.

2) Scenario 2 (tolerance): Deploying 4000 nodes
and uniformly distributing a fraction f of mali-
cious peers, in order to evaluate the probability
of success if f is incremented.

Next results are presented according to the scalabil-
ity and tolerance of malicious peers.
Scalability: The test was performed by choosing ran-
dom peers and a key k over the system. Each random
chosen peer issues a request for the key k and finally
the average of messages per query is computed. Fig-
ure 4 shows obtained results for Chord, Replica and
SecureRoutingDHT. As can be noted, results support
the scalability of SecureRoutingDHT in terms of the
number of messages.
Tolerance to malicious peers: The test was performed
by uniformly distributing a fraction f of malicious
peers over the system, namely, f · 4000 peers are
randomly chosen and considered as malicious. In this
scenario a malicious peer does not cooperate with the
routing process.

Figure 5 shows results that are obtained for Chord,
Replica and SecureRoutingDHT. As it can be noted,
the introduced protocol exceeds the probability of
success than those guaranteed by Chord and Replica
and to tolerate up to 30% of malicious peers, which
is an acceptable value due to the fact that solutions to
theSybil attack try to limit the number of misbehaivours
peers.
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VI. CONCLUSIONS AND FUTURE WORK

P2P systems were created without any security con-
siderations; thus, there are a lot of attacks against them,
such as sybil, eclipse, routing, storage and retrieval
attacks. As the routing process is one of the most im-
portant mechanisms within the context of P2P systems,
this paper addressed threats against this process.

The paper introduces SecureRoutingDHT, a reliable
routing protocol that aims to mitigate routing attacks
and provide direct access to all replicas of a requested
resource. This protocol is compatible with several
solutions to the sybil attack and it is decoupled from
the underlying P2P DHT-based system. As well as
reduces the number of messages in comparison with
those consumed in S-Chord [10], Replica [11] and
Quorum [36].

Furthermore, a theoretical and practical (through
simulations) analysis of the protocol are presented,
concerning its scalability in terms of number of sent
messages and tolerance to malicious peers. Particularly,
when SecureRoutingDHT is built on top of Chord,
it was theoretically shown that the expected number
of messages is log2 n − 1 + |D|, as well as that
the expected number of sent messages during the
maintenance protocol is log2 n · (log2 n + 2r). The
above evidences the dependency to churn rates. Finally,
as for the reliability, the benefits that were obtained are
significant, since that our protocol behaves fairly well
up to a 30% percentage of malicious nodes.

Finally, it would be interesting to evaluate perfor-
mance and probability of success of proposed protocol
whenever iterative routing is implemented. Addition-
ally, consider other possible mechanisms to obtain rec-
ommendations, indeed, there can be taken advantage of
back-pointer information for enriching the recommen-
dation process. There is a need for an implementation
of this protocol, as well as a set of software libraries,
in order that there could be built new applications that
take advantage of it.
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Abstract—Information retrieval (IR) is a field that deals with
storage and access to relevant information according to the
user needs. The main goal of an Information Retrieval System
(IRS) is to return to the user the most valuable documents in
response to his queries. Classical models in IR are based on
a general approach that meets the users invariably returning
the same results for two users with the same issued query
but having different information needs and different research
preferences. Hence, the need to combine user domain interests
with information retrieval becomes a challenge. The major
issues raised by information retrieval, mainly, concerns domain
interests modeling and domain exploitation in IR models. The
major limitation of testbeds in distributed information re trieval
(DIR) is mainly related to testbed that does not include domain
interests as a source of evidence for evaluation of relevant
documents. This problem becomes more insistent in Peer-to-
Peer Information Retrieval (P2PIR) where there is not yet a
standard testbeds for use. In this paper, we propose,DBT,
a Domain-based Testbed for P2PIR. DBT is based on a new
method for modeling peer and query domains. We represent
these domains by using YAGO ontology.

Keywords-Testbed; Information retrieval; P2P systems; YAGO
ontology.

I. I NTRODUCTION

Information retrieval (IR) is a field that deals with storage
and access to relevant information according to the user
needs. The main goal of an information retrieval system
(IRS) is to return to the user the most valuable documents
in response to his queries. For a user query, an IR system
allows to find a subset of potentially relevant documents,
from a documents collection, responding to this query.

The growth of the web has delivered the IR face new
challenges of access to information, namely to find relevant
information in a diversified area and considerable size and
that meets the need for specific user information. The major
limitation of most classical information retrieval systemis
that they return, for a same query submitted by different
users, the same results. However, users have different search
background like interests, preferences, etc.

Studies, in [1], show that the problem of these systems lies
partly in the fact that they are based on a general approach
that considers the user information needs is completely

represented by its query. To overcome this issue, the rep-
resentation of user need must be extended in order to return
the most useful information. As a result, the evaluation
methodologies of these systems have been challenged by
the consideration of extra external knowledge rather than the
queries terms. That’s why an appropriate testbed is needed,
either in centralized IR or in distributed IR (particulary
P2PIR) where queries and peers have limited descriptions.
The testbed will be extended by semantic information pro-
vided from a semantic resource such as ontologies.

The main purpose of this extension is to make the
testbed more enriched where user (i.e., peer) need is not
only represented by his queries but also through domains
that describe the subject of the queries and peers. In this
paper, we propose a domain-based testbed, suitable for the
evaluation of P2PIR systems that takes in consideration the
domain of queries and peers.

The paper is organized as follows. In Section II, we recall
the key notions used throughout this paper. We review, in
Section III, related work about building testbed for IR. In
Section IV, we describe our approach of building distributed
domain-based testbed. In Section V, we show our first
experimental results. Finally, we present our conclusions
regarding the current work and how this may relate to future
trends P2PIR systems.

II. K EY NOTIONS

Before presenting our approach, we provide a simplified
definition for some of the key concepts used throughout in
this paper, namely,testbedandontology.

A. Notion of ontology

An ontology represents knowledge as a set of concepts
within a domain, and the relationships between those con-
cepts. It can be used to reason about the entities within that
domain and may be used to describe the domain [2]. An
ontology can be constructed in two ways, domain dependent
and generic. CYC [3], WordNet [4], and Sensus [5] are
examples of generic ontologies.
One way of introducing external knowledge into IR is by
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using ontology, for instance, by means of a list of keywords
that reflect knowledge about the domain.

B. Notion of testbed

Definition 1 (Centralized information retrieval testbed):
Testbed = documents collection + queries collection +
relevance judgments.
Indeed, a testbed must provide the documents and the
queries to be raised on these documents. The answers to
the queries are often data provided by experts, together with
the relevance judgements [6].

Definition 2 (Distributed information retrieval testbed):
Testbed = documents collection+ queries collection +
documents and queries distribution method among peers +
documents and queries replication method among peers +
evaluation metrics+ queries responses [7].

Definition 3 (Domain-based DIR testbed):We define the
main components which a domain-based distributed testbed
must provide as follows:

1) Test collection: documents collection, queries collec-
tion and relevance judgments.

2) A definition of a documents and queries distribution
methods among peers.

3) A definition of a documents and queries replication
methods among peers.

4) A set of semantic resources, such as ontologies, which
provide semantics information.

In the following section, we review various work on the
building testbeds in a centralized and distributed systems.

III. R ELATED WORK ON TESTBED BUILDING FORDIR

A. Testbeds for centralized systems

For centralized Information Retrieval, there exist a signif-
icant number of standard centralized testbeds, such as the
yearly competitions conducted by Cranfield [8] TREC [9],
DMOZ [10], etc.

• Cranfield: Cranfield is the first centralized testbed, was
created under the direction of C. Cleverdon. It is started
in 1957 [8]. Cranfield is composed of1400 documents
and221 queries [8].

• TREC: Text REtrieval Conference(TREC) [9] is de-
signed as a series of workshops in the field of informa-
tion retrieval.

B. Testbeds for decentralized systems

Building testbeds for distributed information retrieval sys-
tems is a challenge, in particular in P2PIR systems. Indeed,
there is not yet a standard testbeds for use. To overcome
this lack, Peer-to-Peer Information Retrieval benchmarking
(P2PIRB), a framework for building distributed testbeds, is
proposed in our previous studies [6]. P2PIRB framework
provides a certain nombre of testbeds (such as Uniform
Testbed, Random Testbed and specialized Testbed) [6].

C. Summary

Testbeds for classical centralized/decentralized IR systems
have several problems, among which we can mention:

1) Testbeds are based on queries which are the only
resources reflect information needs key of the user.
Indeed, information needs of the user is represented
by a single key resource, including a query keywords
often expressed in natural language.

2) The interests of users, having made these queries, does
not form a part of testbed.

3) Absence of real users: traditional evaluation model
does not include real users in research contexts and
replaces them with experts responsible for creating
relevance judgments for each topic.

4) Classical evaluation measures are not exhaustive in the
sense that the document is considered relevant if it
recovers query topic, independently of the context and
the task of research.

In this paper, we focus on the two first limits. In the litera-
ture, few approaches have been proposed for integration of
interest domains in centralized testbeds [11][12][13]. How-
ever, theses testbeds are not freely available and not stan-
dardized. To the best of our knowledge, building domain-
based testbeds has not been widely addressed in distributed
information retrieval.

To tackle this limitations of traditional testbeds, in recent
years, there has been an increasing research interest in the
problem of enrichment testbed with domains of interest. Ad-
dressing these issues, we propose a domain-based distributed
testbed suitable for the evaluation of P2PIR systems.

IV. D OMAIN -BASED TESTBED FORP2PIR

A. Global architecture of creating a domain-based dis-
tributed testbed

The aim of our approach is to build a distributed testbed
extended with metadata representing the domains of query
and peer. The use of domain in evaluation approaches
addresses the above limitations of the traditionnal evaluation.
Therefore, the proposed approach consists of three parts:
testbed building, domain modeling and domain integration.
The architecture of the process of creating a domain-based
distributed testbed is described in Figure 1.

B. Testbed building

To distribute documents and queries among the set of
peers, we used the Benchmarking Framework for P2PIR [6].
This framework is configurable, which allows user to choose
certain parameters (i.e., number of peers, replication of
queries, etc.) and provides XML files describing the nodes,
the associated documents and the queries to be launched on
the network.

269Copyright (c) IARIA, 2012.     ISBN:  978-1-61208-200-4

ICIW 2012 : The Seventh International Conference on Internet and Web Applications and Services

                         281 / 307



Figure 1. Global architecture of creating a domain-based distributed
testbed

C. Ontology-based domain modeling

Modeling domain, in our work, is based on extracting
knowledge from a given ontology. Knowledge extraction
refers to the automatic extraction of structured information
such as entities, relationships between entities, and attributes
describing entities from unstructured sources such as text.
Our domain modeling can be formulated as follows:
Let T = {t1, . . . , tn}: a set of terms andO: an ontology.
After doing the correspondence between the terms ofT
and the entities ofO, we obtain, fromO, a set of entities
(i.e., terms). For several terms, we will obtain a larger set
of ontology entities. The entities with higher frequency are
selected and it represents the most appropriate sense to the
set of terms:E = {e1, . . . , ei}.
For eachei, we extract fromO:

• a set of synonymsSyn= {s1, . . . , sj},
• a set of general termsG = {tg1, . . . , tgk},
• a set of specific termsS = {ts1, . . . , tsl}.

Therefore, the domainD, of the set of terms inT , is
represented by a set of entitiesE , called domains. Each
domainei, is represented by the set of synonymsSyn, the
set of general termsG and the set of specific termsS:
D =< ei,Syn,G,S >

D. Domain integration in testbed

A node, in a P2P network, contains a collection of ho-
mogeneous documents that represents its center of interest.
In order to realize this, we use a dataset that reflects real

Figure 2. Domain modeling process

scenarios. Figure 3 illustrates the structure of a peer content.
Each peer is described by its documents and a set of
domains:

p = (docs, {dom1, dom2, . . . , domk})

where: docs is the documents of peerp and k is the
number of domains for considered peer and each domain
is constructed as follows:

dom = (synos, sub catgs, sous catgs)

synos, sub catgs, sous catgs are respectively: synonyms,
sub categories, sous categories of peer documents.
Figure 2 provides a visual representation of domain-based
peer enrichment.

V. EVALUATION METHODOLOGY

In order to get meaningful terms in the centralized collec-
tion, we decided to build a new test collection, where queries
and documents terms are not generated randomly but in a
way to ensure semantic between terms.
To build a test collection, you must specify:

• What are the criteria for the selection of documents.
• How to identify relevant documents for each query.

A. Document collection

We choose to use Delicious [14] tags and we consider the
tags made by each user for a specified article as the terms of
a document. For this purpose, we used the dataset published
in Social-ODP-2k9 Dataset [15].
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Figure 3. Illustration of the peer’s structure

Delicious is a website that save and share tagged web page
and classify them according to the principle of folksonomy
by tags. It was created in2003 by Joshua Schachter in order
to save their personal bookmarks. The site interface is based
on HTML, which makes the site easy to use. Delicious
content is organized via RSS (Rich Site Summary) and
is based ontags notion. Tags are keywords describing the
content of the document (e.g., Sports, Cinema, Internet, etc.).
We investigate the tag sets in delicious thanks to both its pop-
ularity and availability. Social-ODP-2k9 is a dataset created

Algorithm 1: DOCUMENTS-BUILD

Algorithm: Documents-Build(AC, Pnb, n)
Input :
AC: Articles collection.
Pnb: Peers number in network.
n: Documents number per peers.
Output :
DF = {Dpeer1} ∪ {. . .} ∪ {DpeerPnb

}: Documents
collection.
begin

for (i = 1; i < |AC|; i++) do
Dpeeri := ∅;
for (j = 1; j < n; j++) do

dj = ExtractTagsFromUsers(j, DPnb);
Dpeeri = Dpeeri ∪ {dj};

DF = {Dpeer1} ∪ {. . .} ∪ {DpeerPnb
} ;

return (DF )

during December2008 and January2009 with data retrieved
from Delicious and StumbleUpon social bookmarking sites,
the Open Directory Project and the Web. It is available

for research purposes and has XML format, as shown in
Figure 4. The tags<document> and</document> mark

Figure 4. Illustration of the delious’s structure

the beginning and the end of a document respectively, and
each document has a number of users (encapsulated in a
<user> element) who have tagged (delimited by<tag>
element). The construction of test collection from delicious
is described by algorithm 1. All articles (i.e., documents)
in AC collection is partitioned according to the number
of documents per peers. To build the documents collection
associated to peeri, we useExtractTagsFromUsers
algorithm to extract the tags corresponding to the articlei.

Delicious is based on tags technology. Tags are in the form
of a word (e.g., sports, movies, Internet, etc.) can quickly
find relevant sites to the tag. Therefore, an ODP site (having
url) can be tagged by multiple users with different terms. In
our case, we considered:

• The URLs of ODP represent peers.
• The tags, for a given user and article, represents docu-

ment terms.
The idea behind this choice is that each peer usually has
a homogeneous collection of documents representing these
interests. However, an ODP article is tagged by several users,
but these tags, necessarily, have a certain correlation between
them. To simulate this behavior and remain in a realistic
environment, we have assigned the sets of tags (each set of
tags represents a document), corresponding to a given URL,
to a given peer.

B. Queries collection and relevance judgements

A query represents the user information need. Queries
collection must adequately model human users behavior.
Indeed, queries collection should represent the needs of non-
expert users (for example, ambiguous query represented by
a single term) and must also represent expert need users.
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Studies have shown that the queries submitted by users
are relatively short and are generally limited to less than
three keywords [16]. For this, we have established three set
of queries: the first contain one term, the second contain two
terms and the third contain three terms.
Relevance judgements are obtained using the cosine func-
tion, given in equation 1.

S(dj , q) = cos(−→q ,
−→
dj) =

dj × q

|dj | × |q|
(1)

The cosine function, given in equation 1, is often used to
determine the similarty between a documentdj and a query
q.

C. Queries Distribution

Queries distribution among peers is done in a completely
random manner, but under the constraint that queries repar-
tition is proportional to the documents one. We used the
IRP2PBtool for queries distribution on peers [6].

D. Ontology

YAGO (Yet Another Great Ontology) is a huge semantic
knowledge base. Figure 5 represent a fragment of YAGO
knowledge representation. It contains2 million entities (such
as persons, organizations, cities, etc.). This ontology contains
20 million facts about these entities [17]. The main reasons
for using this resource are:

• It is derived from Wikipedia and WordNet.
• It exists in many formats (XML, SQL, RDF, etc.).
• It covers a vast amount of individuals.

Location

City Country

subClasssubClass

Kiel

instanceOf

Max Planck

"Dr Planck"

born in

means

Figure 5. Fragment of YAGO ontology

E. PeerSim simulator:

To evaluate the approach proposed in this paper, we have
chosen to use the PeerSim [18] simulator which is an open
source tool written in Java. It has the advantage of being
dedicated to the study of P2P systems [7]. It has an open
and modular architecture allowing it to be adapted to specific
needs. More precisely we use an extension of PeerSim

developed by the RARE project [19]. This extension can be
seen as a PeerSim specialization for information retrieval.

F. Routing Algorithms:

• Gnutella: a system that used a simple constrained
flooding approach for search. A query was forwarded to
a fixed number of neighbors until its time-to-live (TTL)
in terms of forwarding steps was exhausted or a loop
was detected [6].

• DBR (Domain-based routing): The pseudo-code for our
routing algorithm is given by algorithm 2.
The DBR peer selection algorithm uses the YAGO
ontology for select suitable peers. This is due to the
enrichment of peer structure by its interests (i.e., ex-
tracted domains from YAGO). Indeed, initially, each
peer has a set of documents representing their interests
(i.e., domains). In order to express, explicitly, we used
YAGO ontology (as detailed previously in the section
IV-C).
For a queryQ, the algorithm determines from ontology,
a set of domains associated to the query (denoted by
QueryDoms: getQueryDomains).
Determine the set of domains, for each pair, denoted by
PeersDocsDoms (getPeersDocsDomains() function).
For each peer domain, determine a set of domains
similar to Q which are sorted according to the
similarity value (getSimilarDomain() function of
algorithm 2).
The similarity between a domaindom ∈
PeersDocsDoms and the domains QueryDoms
of Q is determined by the formula as follows:

Sim(QueryDoms, dom) =
|QueryDoms ∩ dom|

|QueryDoms ∪ dom|
(2)

G. Evaluation Metrics:

To compare the performance of the two routing algo-
rithms, we used the metrics Recall (R) and Precision (P )
defined as follow: given a queryQ, considerRDR the
number of relevant documents returned,RD is the number
of relevant documents andDR the number of documents
returned:

R(Q) =
RDR

RD
(3)

P (Q) =
RDR

DR
(4)

H. Initialize simulation parameters

The simulation, of both algorithms DBR and Gnutella, is
based on the parameters:

• TTL (Time To Live): Maximum depth of research,
initialized to 4.
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• Pmax: Maximum number of peers which the query
should be propagated to.

• Overlay size: Number of peers in the network, initial-
ized to500.
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Figure 6. Relation between Recall and Nbr of Queries according to
Gnutella and DBR algorithms
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Figure 7. Relation between Precision and Nbr of Queries according to
Gnutella and DBR algorithms

I. Experimental Results

In this experiment, we compared the performance of
routing algorithms performed with and without considered
interest domains of user.

To compare the performance of the domain-based algo-
rithm (i.e., DBR) and the classical routing (i.e., Gnutulla),
we calculate the average recall and precision per interval of
2000 queries sent by different peers in the system.

Figure 6 shows that the average recall of DBR algorithm is
between0.33 and0.38 while the average recall for Gnutella

is between0.19 and0.22.
Figure 7 shows that the average precision of DBR algorithm
is between0.18 and 0.20 while the average precision for
Gnutella is between0.13 and0.17.

These results show that theDBT testbed significantly
improves the effectiveness of the DBR routing algorithm.
In addition, when comparing classical routing to the domain-
based routing, we see better recall and precision in the search
results since domain-based query retrieve documents that
would not be retrieved by using only the keyword-based
query.

VI. CONCLUSION AND FUTURE WORK

The field of information retrieval is very experimental in
nature. We identify the need to create testbeds for informa-
tion retrieval experimentation. We propose,DBT, a testbed
for P2PIR, based on interests domains peers. In this paper,
we demonstrated that ontology can be used to model peer
interest domains and these domains can be used to improve
distributed information retrieval.

The first tests presented in this paper are very encourag-
ing. One possible perspective to this work is to vary the
number of documents and queries and use other routing
algorithms in the aim of makingDBT testbed more used.
We plan to study a new dimensions such as peer location,
time and integrate them in distributed testbeds to the aim of
improving search effectiveness.

Algorithm 2: DOMAIN -BASED ROUTING ALGORITHM

Algorithm: Domain-Based Routing Algorithm(Q, O)
Input :
Q: Query.
O: Ontology.
Output :
selectedPeers : selected peers list.
begin

QueryDoms := getQueryDomains(Q, O) ;
PeersDocsDoms := getPeersDocsDomains(O);
SimQP := ∅;
foreach PDom ∈ PeersDocsDoms do

SimQP := SimQP ∪
getSimilarDomain(PDom, QueryDoms);

selectedPeers := getSelectedPeers(SimQP ) ;
return (selectedPeers)
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Abstract—Laws, regulations and contracts often allow ac-
tions, such as usages of data artefacts, under the condition
that a set of obligations is fulfilled. Formalising such allowances
as policies enables the automated testing whether actions are
compliant. Previous approaches to formalise obligations treat
them as special objects in the underlying logic. We propose
to represent obligations and other compliance conditions in a
uniform way, in order to increase understandability by non-
expert users. The challenge of such an approach is to differen-
tiate between policy violations and not yet fulfilled obligations.
We present a solution based on abductive reasoning, which is
described in general terms for policy languages based on first-
order logic (FOL). Furthermore, we discuss the use of decidable
fragments of FOL as a base for practical policy languages.

Keywords-policy; obligations; usage policies

I. INTRODUCTION

Processes that have to comply with laws, regulations,
norms, licenses, and contracts are ubiquitous. Data owners
can restrict processes that use their data based for example
on privacy law or copyright law. One important aspect of
such restrictions are obligations. Obligations are duties that
have to be fulfilled, when a right is exercised. Consider for
example that it is allowed for a blogger to reuse an image in a
non-commercial blog post, however the blogger is obliged to
add an attribution of the original creator of the image to his
post. Here, the obligations are clearly separated from other
restriction, e.g., that the post must be non-commercial. This
separation is also found in existing approaches to formalise
such restrictions as computer-understandable policies, where
obligations are modelled with special operators. Formalisa-
tions are useful to automate compliance checks in order to
enable systems that adhere to restrictions or assist human
users to do so. Special obligation operators that specify,
which actions have to be performed to reach compliance,
have two drawbacks:
• The policy remains at a lower conceptual level than

goal-based policies, which only describe compliant
states, and leave the computation of required actions
to the policy engine.

• Special operators in a language or its underlying logic
mean additional effort for non-expert users to under-
stand them and use them correctly.

In this paper, we propose a novel approach to represent
policy conditions and obligations in a uniform way as goal-
based policies. Definitions of obligations are given specific
for each application in the corresponding domain vocabulary,
defined and understood by the system users. Our approach is
defined and described in abstract terms using first-order logic
and abductive reasoning. We also discuss concrete policy
languages that can be used to apply the theoretical results
to practical problems.

The rest of the paper is structured as follows: in Sec-
tion II, we introduce a motivating use cases for formalising
policies with obligations. Goal-based data usage policies are
introduced in Section III. Our core approach is explained in
Section IV. Throughout the technical parts, we go through
one continuous example from the use case to illustrate the
introduced concepts. In Section V, we discuss practical
policy languages and the realisation of the use case. Finally,
we discuss related work in Section VI, and conclude in
Section VII.

II. USE CASE: RESTRICTED DATA USAGE

Usage of data artefacts can be restricted on the foundation
of copyright and privacy laws, company internal guidelines
or social norms. We consider usage policies of data artefacts
as the formal specification, which usages are allowed and
which conditions apply. For formalizing policies, we need
a vocabulary for describing data usages, which is visualised
in Figure 1. The vocabulary describes Artefacts that can
be used in Processes. An artefact has a Policy, to which
processes using the artefact must comply. Processes are
divided in (i) Usages, which consume an artefact for a
specific Purpose, and (ii) Derivations, which generate new
artefacts on the base of the used artefacts. A process a can
trigger another process b, meaning that the execution of a
will lead to the execution of b. We present the following
examples of conditions on allowed data usages:

• A derivation of an artefact with usage policy p is
allowed, if the generated artefact will also be assigned
the same policy p. Such conditions are used, e.g., in
Creative Commons ShareAlike licenses.
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Figure 1. Vocabulary for Data Usage Restrictions

• A usage of an artefact is allowed, if the usage is for
non-commercial purposes and triggers an attribution of
the artefact’s creator. Such conditions are used, e.g., in
Creative Commons NonCommercial (NC), Attribution
(BY) licenses (abbreviated as BY-NC).

• A usage of an artefact (e.g., a electronic health record)
is allowed by doctors, who can also store the artefact
under the condition that it is deleted after one year.

III. GOAL-BASED DATA USAGE POLICIES

In computer science, the notion of a policy refers to a
formal description of the actions and behaviors that are al-
lowed or required in a protected context. The context can be
characterised for example by the data artefacts that are used,
properties or identities of agents involved in performing the
action, or temporal constraints. Formal specifications enable
the automated detection of policy violations of systems or
agents that are formally described. Additionally, in many
applications, required adoptions to transit from violation to
compliance, can be automatically computed and realised by
the corresponding system or agent. In this sense, policies can
be used to formalise laws, norms and regulations that apply
to a computer system, or a process realised or supported by
such a system.

In our approach, we consider goal-based policies as
defined by Kephart and Walsh [1]. Goal-based policies are
on a high conceptual level, as they only describe the desired
states of (the modelled) world, instead of specifying how
such a state can be reached.

In the following, we give a general formal definition of
policies based on first-order logic (FOL). We assume that
the state of the world is described by the FOL theory T
of the signature consisting of constants C and predicates
P . A policy p is applicable to a set Sp ⊆ C of policy
subjects. Policy subjects can either be compliant or non-
compliant with p, all other constants c ∈ C \ Sp are called
inapplicable. A policy p is defined by a formula φp[x] with
one free variable. The compliant subjects are given by the
set of constants that when replacing x in φ establish T |= φ.

In the following, we restrict all given theories, formulae,
and policies to stay in the Datalog fragment of first-order
logic. Datalog is the FOL language of function-free Horn
clauses [2] and is used as a base for many policy languages,
e.g., [3], [4], [5]. Policies in our definition as formulae

with one free variable can be expressed as monoid Datalog
queries. Compliance checks can be solved via query evalua-
tion, which is decidable. As we will discuss in Section V-B,
also all other required operations are decidable for Datalog.

As an example, we formalise the policy BY-NC restricting
data usages to trigger an attribution of the original creator
(see Section II):

BY-NC(x)←Usage(x) ∧ triggers(x, a) ∧ Attribution(a)∧
hasPurpose(x, r) ∧ NonCommercial(r).

In Datalog, the variables a and r are existentially quantified,
which means that the right-hand side of the rule is a FOL
formula with one free variable (x) and thus defining φBY-NC.

IV. DISTINGUISHING OBLIGATIONS AND VIOLATIONS

In situations, where a data usage is classified non-
compliant to the used artefact’s policy, we have to dis-
tinguish between policy violations and not yet fulfilled
obligations. Obligations are temporary violations of a policy,
which will be fixed after a certain amount of time to
reach compliance. Consider for example the obligation to
attribute the original creator of an artefact when it is used:
using the artefact is classified as non-compliant but only
temporarily until the attribution is given and thus compliance
reached. If usage is restricted to non-commercial purposes
and a usage is classified as non-compliant because it has
a commercial purpose, the violation is not temporary and
thus there is not an obligation required, but the usage should
be prevented. In the following, we present an approach to
distinguish violations and obligations for usages classified
as non-compliant to a policy.

Consider a data usage described by the theory T , where a
policy subject s is found non-compliant to a policy p defined
by φp[x]. The solution is structured along the following
steps:

1) finding out why s is non-compliant;
2) if s can be made compliant by adding new facts,

identify the required facts;
3) identify obligations in the facts;
4) checking whether obligation handling makes the usage

compliant;
5) if compliance is given, schedule the obligations with

the corresponding handlers.
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Figure 2. Architecture of a Policy-aware System for Data Usage and Automated Obligation Handling

Step 1: Finding out why s is non-compliant:
We consider s to be non-compliant with p, if we cannot
infer that s makes φp true, i.e., T 6|= φp[s]. One reason why
we cannot infer φp[s] can be that it contradicts T , i.e., T |=
¬φp[s]. In case of a contradiction, we cannot establish φp[s]
by adding new facts (e.g., from describing the fulfilment
of an obligation), because of the monotonicity of FOL. As
such contradictions cannot be fixed by obligation handling,
we only proceed if T 6|= φp[s] and T 6|= ¬φp[s].

As an example, consider the following theories describing
data usages:

T1 : Usage(u1) ∧ hasPurpose(u1, r1) ∧ NonCommercial(r1).

T2 : Usage(u2) ∧ triggers(u2, a2) ∧ Attribution(a2).

T3 : Usage(u3) ∧ hasPurpose(u3, r3) ∧ Commercial(r3).

All three theories T1, T2, T3 do not model a usage compliant
to the policy BY-NC. However, T3 |= ¬φBY-NC[u3] and thus
will be disregarded in further examples.

Step 2: Identify suitable theories to add:
Next, we search for a set E of theories that make s compliant
to p. The search naturally translates into a problem that can
be solved by abductive reasoning. The term of abductive
reasoning goes back to Peirce [6] and refers to finding an
explaining hypothesis for a circumstance. In other words,
for a given observation b find an explanation a from which
b can be logically inferred. In this sense, abduction is
the reverse of of deduction, where b is found for a given
a. Abductive reasoning was applied to formal logics and
several algorithms were given for various logic formalisms
(e.g., [7], [8], [9], [10]). In the following, we formally define
our understanding of abductive reasoning for FOL. Given

a theory T and a set F of atomic facts (formulae of the
form p(c1, . . . , cn), where p ∈ P is a predicate of arity
n, and each ci ∈ C is a constant), find an explanation
E, such that F can be inferred from T and E, or more
formally: T ∪ E |= F . Additionally, we require that there
exists an interpretation for T∪E, i.e., T∪E is consistent. For
sake of simpler notation, we also apply abduction to find an
explanation for a sentence φ[c], where φ[x] is a formula with
the only free variable x. This can be realised by introducing
a fresh unary predicate p′ and the axiom ∀x.p′(x) ↔ φ[x];
then abduction can be applied to finding an explanation for
the atomic fact p′(c). Applying abduction to our problem
of finding suitable theories for making s compliant to p, we
search a set E , such that: ∀E ∈ E .T ∪E |= φp[s]. We require
that every explanation E is minimal in the sense that there
is no other explanation E′ which entails E and there is no
subtheory of E, which is also an explanation:

∀E ∈ E . 6 ∃E′ ∈ E .E 6= E′ ∧ T ∪ E′ |= T ∪ E.
∀E ∈ E . 6 ∃E′.E′ ⊆ E ∧ T ∪ E′ |= φp[s].

The set of explanations can still be of infinite size, e.g., be-
cause of transitive predicates, and the minimality conditions
might not always be desired [7]. We leave the exact defini-
tion of the explanations selected for E open to be specified
for concrete applications. Similarly, there maybe a system-
specific preference order on the explanations, therefore we
describe the following steps for a single explanation E ∈ E .

Continuing the previous examples, we choose the follow-
ing explanation E1, E2 such that T1 ∪E1 |= φBY-NC[u1] and
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T2 ∪ E2 |= φBY-NC[u2]:

E1 : triggers(u1, a1) ∧ Attribution(a1).

E2 : hasPurpose(u2, r2) ∧ NonCommercial(r2).

Step 3: Identification of obligations:
An explanation E contains facts that would make s compli-
ant to p. Not all of the facts in E however can be fulfilled
by adding the description of an obligation, but could only
be the result of complying to an unfulfilled condition (see
example below). Depending on the specific application, we
thus define a set O of obligations, and for every obligation
o ∈ O a query qo(p1, . . . , pn) and an obligation handler ho.
The query qo defines, which kind of required facts can be
handled by the corresponding obligation handler ho. In our
example, we define one obligation o1 with a handler ho1
that can automatically add attributions to data usages. The
corresponding query qo1 is defined as:

qo1(x, a)←triggers(x, a) ∧ Attribution(a).

The bindings for the query are passed to the obligation
handler ho, which will return a FOL theory T ′ that describes
the planned fulfilment of the obligations identified by the
bindings. In our example, for E1 the query qo1 gives the
binding {x 7→ u1, a 7→ a1}, for which the handler ho1 plans
to create an attribution action, described by the returned
theory:

T ′1 : triggers(u1, a1
′) ∧ Attribution(a1′).

For the explanation E2, the query qo1 gives no bindings, and
thus the obligation handler only returns the empty theory T ′2.

Step 4: Checking if obligation handling leads to compli-
ance:
After getting the descriptions of the planned obligation ful-
filments, we want to ensure that fulfilling them is sufficient
to make s compliant. For this we check whether T ∪ T ′ |=
φp[s]. If this is the case, we can proceed to the next step
and schedule the planned obligation fulfilments. Otherwise,
we found out that s is not only a temporary violation, but
should be prevented completely. In our example, we see
that T1 ∪ T ′1 |= φBY-NC[u1], but T2 ∪ T ′2 6|= φBY-NC[u2].
Thus, we prevent u2 from execution, but allow u1 and tell
the obligation handler ho1 to schedule the attribution a1′

(Step 5: Obligation handling).
A system architecture realizing the complete process of

Steps 1 to 5 is visualised in Figure 2.
In order, to ensure that every obligation can be unam-

biguously assigned to an obligation handler, one can require
that the qo queries define pairwise disjoint sets for different
obligations. Another, weaker, requirement would be that no
obligation definition is subsumed by an other definition. In

some systems, however, it may also be practical to pose
no such requirements and have an obligation subsuming
all other obligations, which has an handler that logs all
obligation instances.

V. IMPLEMENTATION AND APPLICATION

In this section, we describe how the proposed concepts
can be used for realising the use case of data usage restric-
tions. We then argue, how two popular policy formalisms
(Datalog and OWL) can be used with our approach, by
describing how the required operations can be realised with
standard reasoner methods. Finally, we briefly describe how
we implemented the approach for Datalog-based policies.

A. Realisation of Use Case

We already discussed the Creative Commons NonCom-
mercial, Attribution policy and its application to three dif-
ferent usages as a running example in the explanation of our
approach. The other two policies are given in the following:
• Creative Commons ShareAlike (abbreviated SA): de-

rived artefact should have the same policy:

SA(x)←Derivation(x) ∧ wasGenBy(a, x) ∧ hasPolicy(a, SA).

Assigning an allowed target policy for a generated arte-
fact, can be done automatically by an obligation handler
ho2 taking the bindings of the following obligation
query: qo2(a, p) ← hasPolicy(a, p). If the obligation
handler receives bindings that would assign incom-
patible policies to an artefact, the obligation handler
returns an empty theory back, meaning that it cannot
fulfil the obligations. Otherwise, it returns a theory
describing that a compatible policy is assigned to the
artefact, which is scheduled in case that the obligation
descriptions make the usage compliant.

• Electronic health record policy (abbreviated EHR):
doctors can use the artefact and store it for one year:

EHR(x)←
(
Usage(x) ∧ performedBy(x, a) ∧ Doctor(a)

)
∨(

Storage(x) ∧ performedBy(x, a) ∧ Doctor(a)∧

triggers(x, d) ∧ Deletion(d)∧

performedAt(d, t) ∧ t ≤ now() + 1y
)
.

To a storage action, which is classified as non-
compliant, at least one of the following applies: (i)
it is not performed by a doctor, or (ii) there is no
deletion scheduled. The former cannot be handled as
an obligation: allowing only doctors access to the
health record is a hard constraint, which cannot even
temporarily be violated. In contrast, an automated dele-
tion can be scheduled by an obligation handler in
the future, making the storage action compliant. The
corresponding obligation query is given as
qo3(d, t)← Deletion(d) ∧ performedAt(d, t).
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B. Applicability to Concrete Policy Formalisms

We used a Datalog-based policy formalism in this work,
as it is a popular choice for policy languages and has
desirable computational properties: compliance checks and
obligation identification can be solved via query evaluation,
which is decidable. Checking whether an obligation query
is subsumed by another query is a query containment
problem, which can be reduced to query evaluation [11].
Testing whether obligation queries are disjoint is equivalent
to testing disjointness of database views and queries, for
which algorithms exist [12]. Finally, there exist numerous
approaches to abductive reasoning that can be applied to
Datalog, e.g., [8], [10].

Other fragments of FOL, for which practical tools ex-
ist, are represented by Description Logics [13], namely
the Web Ontology Language (OWL) and its profiles [14].
OWL is also used for policy languages (e.g., [15], [16])
and defines concepts, which correspond to formulae with
one free variable, and thus is compatible to our approach.
Standard inference tasks for OWL reasoners cover almost
all required tasks for our procedure presented in this paper:
instance classification (for compliance checks and obligation
identification), class subsumption (for checking subsumption
of obligation queries) and class disjointness checks (for
testing disjointness of obligation queries). Missing is only
abduction, which is not regarded as a standard task, but
solved by several approaches, e.g., [9].

C. Implementation

We developed a prototypical implementation of our ap-
proach for Datalog-based policy languages, as described in
this paper. The prototype uses the DLV System [17] for
compliance classification and a custom obligation handling
system based on the abductive reasoning engine HYPRO-
LOG [18] running on SWI-Prolog [19]. The prototype is
not optimised, but is able to classify simple examples based
on our use case in less than 0.2 seconds and find and handle
obligations in less than 1 second on a 2.4 GHz standard
laptop computer. The conducted measurements show that an
integration into a fast design, compliance check, modification
life cycle is possible. More extensive performance measure-
ments will be conducted in future work, when the policy and
obligation engine is integrated into a concrete policy-aware
system for exposing compositions of data artefacts on the
Web.

VI. RELATED WORK

As noted before, the term of abductive reasoning goes
back to Peirce [6] and many technical solutions for different
logic formalisms were developed, e.g., [7], [8], [10], [9].
Related to our task to find out the reasons for a policy
non-compliance are so-called why not, respectively how to
questions [20]. Becker and Nanz explicitly mention the use
of abductive reasoning in policy systems to determine what

is missing to reach compliance [8]. Not targeted at policies
but at formal knowledge systems in general is the work of
Chalupsky and Ross for answering why not queries, i.e.,
giving reasons why some desired inference does not hold
[21]. The applications of explanations and abduction to
policies have in common that they aim at helping the user
to reach compliance. Our goal is to automatically identify
obligations and pass them to an obligation handler. Not
all missing pieces described by an explanation can just
be regarded as obligations, but could also be violations of
the policy. Finding out, which pieces are obligations and
whether they cover the full explanation is a non-trivial task
for a policy-based system, for which we presented to the
best of our knowledge, the first solution.

Xu and Fong present a policy language with obliga-
tions [22], for which they list a set of requirements taken
from surveying obligation policy languages in the literature,
including [23], [24], [25], [26], [27]. In contrast to the
languages analysed by Xu and Fong and the language they
propose, there are no special logic operators for repre-
senting obligations in our approach. Instead, domain- and
application-specific types of obligations can be defined. We
model only desired goal states, i.e., the states compliant to
a policy, and leave computation of what has to be done to
reach compliance (including the fulfilment of obligations) to
the policy system. This is in contrast to the other approaches,
which specify the actions that have to be performed directly
using the obligation operators. In the following, we describe
how the requirements identified by Xu and Fong [22] are
handled by our approach:
• Trigger and obligation: define under which conditions

the obligation is applicable, and what the obligation
is. In our approach, both are described in one logical
formula specifying the desired and compliant goal
states.

• Temporal constraint: specifies the time span in which
an obligation should be fulfilled. In our approach, this
can be modelled, if needed, as part of the domain ontol-
ogy. Depending on the application, different models of
time spans can be employed, e.g., (i) attribution must
be given at the same time as usage, or (ii) deletion
of artefact must take place latest one year after it was
stored.

• Penalty or reward: what happens if the obligation is
violated (penalty), respectively fulfilled (reward). A
penalty can just be modelled as another possibility to
reach compliance, namely by executing the protected
actions and fulfilling the penalty instead of the obli-
gation. A reward is simply a more relaxed policy, i.e.,
allowing more actions if the obligation is also fulfilled.

VII. CONCLUSIONS

We presented a novel approach to formalise obligations
and other compliance conditions in a uniform way. The
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approach enables goal-based policies on a high conceptual
level without the need for users to learn special operators
in the policy language. Instead definitions of obligations
can be specified using domain- and application-specific
vocabularies that are defined and understood by the users.
Explanations about what a policy subject lacks to compli-
ance are found by abductive reasoning. We presented a novel
method to check whether an explanation is fully covered by
obligations and to identify the obligations.

For future work, we plan to integrate the implemented
method in a concrete application, realising the automated
handling of obligations when using data with restricted
usages to create new services and data sources.
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Abstract—Security should be considered throughout a software 
development process to develop secure applications. This 
security engineering effort is restricted due to  the complexity 
and diffusion of  todays security knowledge. Approaches, such 
as  misuse cases for threat specification and patterns for 
security functionality modeling, try to  use and integrate 
security into software development, but their combined use is 
still  difficult. In this  paper a framework for developing secure 
software systems is  presented, which aims at incorporating  and 
unifying  existing security engineering approaches by applying 
well-established reuse-oriented software development 
paradigms, such as service-orientation. The security-related 
activities and reusable artifacts  of important development 
phases are discussed and the mapping of  artifacts between 
different development phases is presented.

Keywords-security engineering; software development; 
security patterns; service-orientation

I. INTRODUCTION

The increasing number of attacks on software systems 
makes it more important than ever to develop secure 
software systems. Especially web-based applications and 
services are faced with numerous threats due to their public 
access. But, the prevailing custom of including security 
functionality after the functional development is infeasible, is 
not fulfilling the actual security needs. Security engineering 
aims for a consecutive secure software develop-ment by 
introducing methods, tools, and activities into a software 
development process [1].

Such an integration has not yet been achieved completely 
as the amount of security knowledge, including theoretic 
models,  technologies and standards, developed until now is 
complex, often diffused, and seldom structured enough to be 
used in a software development process. Opposed to this, 
security can usually be considered reusable across hetero-
geneous functional domains, e.g., access control models such 
as role-based access control (RBAC, [2]) can be used in 
different domains. Yet, so far structured means for reuse of 
security functionality are not successfully employed. Exist-
ing approaches contribute mainly to specific develo-pment 
phases. Yet, while each of these approaches is beneficial in 
its intentions, they are hard to integrate.

In this work, an early version of a framework is 
presented, which aims at structuring existing security know-
ledge in a reusable fashion and providing decision support to 
integrate existing security engineering approaches and 

methodologies more concisely.  The concepts of modern 
reuse-oriented paradigms, such as service-orientation, soft-
ware product lines (SPL) as well as model-driven software 
development (MDSD), are facilitated in our approach.

The goal is to present developers a structured tool set, to 
ease the coherent integration of security aspects into each 
phase and across phases. Thus an increased quality of the 
security functionality is achieved.The framework comprises 
security requirements analysis templates and security pattern 
languages.  The former can be instantiated to analyze the 
security needs of an application in a deterministic way, while 
the latter can be used to choose appropriate security solutions 
and iteratively refine them.

In the next section, approaches relevant for our work will 
be discussed.  In Section 3, the contribution of our approach 
will be described. We further present two projects which lead 
to the development of our framework in Section 4. A 
conclusion closes the body of this paper.

II. RELATED WORK

Reuse in security engineering processes is discussed in 
several approaches. The SECTET-framework [3] provides a 
service-oriented security engineering approach for authori-
zation in inter-organizational workflows, but concentrates 
mostly on web-service based architectures.  The Secure-
Change-Project aims at a change-driven security engineering 
approach, in which security requirements are specified, 
which evolve throughout the lifetime of software [4]. While 
the focus of this project is change of security requirements 
and security design, our focus lies on presenting feasible 
choices and decision support for them to increase quality of 
security functionality.

Threat and risk analysis techniques for analyzing and 
specifying security requirements include STRIDE [5], attack 
trees [6], and misuse cases [7].  We are aiming at providing 
deterministic threat descriptions at an appropriate abstraction 
level and link them to appropriate security requirement 
specifications to complement theses techniques, as this is 
were each of them fails short and is thus difficult to apply.

Security patterns are a popular and widely accepted 
method for modeling technology-independent security 
functions [8]. Security pattern languages are utilized to 
describe the connections between multiple patterns and their 
combined usage [9]. But, alternative solutions are not 
considered by existing languages. So far, only SPL 
approaches consider such variations [10]. We aim to enhance 
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Figure 1. Overview over the security engineering framework

security pattern approaches by explicitly showing alternative 
pattern solutions to security problems.

Model-driven security applies to methods of model-
driven software development to the security domain. Secure-
UML [11], UMLSec [12], and the work of Emig et al.  [13]
are among the most prominent approaches in this field. They 
do not consider existing security infrastructures in a service-
oriented way as we intend to do. Also,  they also do not 
provide chocies between alternative security patterns.

III. SECURITY ENGINEERING FRAMEWORK

The framework presented in the following complement 
and unifyies existing approaches in the security engineering 
field by providing reusable security-related development 
artifacts and a decision support for them.

Reuse is at the core of many well-established software 
engineering paradigms, which aim at managing complex 
software systems development, such as service-orientation, 
SPL and MDSD. A security engineering methodology based 
on the reuse of existing security knowledge will lead to an 
increased efficiency in the development of secure software 
and to an improved quality of the security functionality.

An important goal for our approach is to be development 
process agnostic, i.e., the artifacts contributed by our 
framework should be independent from specific software 
development processes and instead be applicable in different 
methodologies and paradigms.

We further aim for decision support and guidance in 
using security knowledge. The security domain comprises a 
large knowledge base, including, e.g., security standards and 
technologies as well as security models,  principles and 
policies. A structured approach is needed for applying this 
knowledge in a development process. The focus lies on 
supporting a decision process by pointing out alternative 
solution to security problems.

Currently, the framework is limited to security within 
web application and service development, thereby neglecting 
lower levels of security measures such as web server, 
operating system, and network, even though this is 

considered bad security practice. Yet,  we do not rule out the 
applicability of our approach to these levels.

The next sections will present the core elements of our 
framework and their intented function. The focus, thereby, 
lies upon the first three phases, i.e., requirements analysis, 
design and implementation phase. Testing and operation are 
important phases in the development of secure applications 
as well, but we exclude them here for brevity reasons.
A. Reusable Security Requirements Templates

Similar to functional requirements elicitation, security 
requirements need to be analyzed and specifed as well to 
determine application security needs. Difficulties in this 
phase concern the appropriate abstraction level and the 
format of the security requirements specification. Often they 
are specified by proposing security functionality, instead of 
constraints to the functionality [14][15].

According to our goals,  our approach strives for 
contributing reusable security requirements analysis 
templates (SecRAT) to this phase. The template’s core is 
based on the relationships between threats, which violate 
security objectives, security requirements, which are capable 
of mitigating the threats and implement security objectives. 
These entities and their relationships form a basic security 
requirements analysis domain model (SecADM), giving 
structure to the templates.  The templates will further be 
categorized into domain-independent SecRATs,  applicable to 
multiple functional domains,  and domain-specific SecRATs, 
describing security requirements and threats specific to a 
functional domain.  This allows for a more focused and 
structured approach to requirements analysis.

Reuse of security knowledge is thereby achieved by 
documenting existing threat knowledge and explicitly 
linking it to appropriate security requirements and objectives. 
Therefore, if a threat is determined to be applicable in an 
application development process,  the appropriate template 
can be instantiated, directly leading to related security 
requirements as well as objectives and vice versa.

The templates are thereby independent of any approach 
for analyzing and specifying security requirements such as 
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those mentioned in Section 2. Instead they can be used as a 
structured decision support tool to determine necessary 
security requirements as well as a common specification 
format for any such process and modeling tools. Further, 
each SecRAT is linked to an abstract security functions,  
thereby supporting the transfer between requirements 
engineering and design phase.
B. Security Pattern Language and Variability Model

The goal of the design phase is to implement security 
requirements using appropriate security functions. They are 
firstly specified at a coarse-grained, technology-independent 
architecture-level design and iteratively refined to an fine-
grained, implementation-level design. These functions form 
the security architecture of one or more applications and thus 
need to be integrated into the overall architecture [16].

For the iterative refinement process, a concise security 
pattern language (SecPAL) for each security function design 
is proposed, which builds upon and complements previous 
approaches. It enables the use and combination of multiple 
security patterns, each of which relates to and implements a 
certain security requirement. Thus a decision support is 
offered, in that only compatible patterns are connected in the 
pattern language. Yet,  opposed to previous approaches, the 
focus of the SecPALs lies on iterative refinement.

At each iterative refinement the design is not always 
obvious. In fact, a choice between several design options can 
be made. For example, to implement access control, several 
alternatives exist, including role-based (RBAC, [2]) and 
attribute-based access control [17], each of which might be 
more suitable depending on application context.

To provide an overview over viable alternative security 
patterns applicable to specific security problems, the Sec-
PAL is complemented by a security pattern variability model 
(SecPVM).  In each iterative refinement of a pattern, the 
variability model can be applied to select an appropriate 
variant for a pattern, if necessary. Currently, feature models 
[18], a common tool to model commonality and variability in 
SPL development, are feasible candidates to describe 
security pattern variants including mandatory, optional and 
exclusion relationships.
C. Service-Oriented Security Design

The combination of SecRAT, SecPAL, and SecPVM is 
intended to support the development of new or the extension 
of existing security functionality for software systems. But 
they can also be used to support secure development pro-
jects, which need to be integrated into an existing security 
infrastructure, e.g.,  in an enterprise environment.  In this 
context, we build upon our previous efforts [16][19] by 
applying the service-orientation paradigm, i.e., the reuse and 
restructuring of existing software systems to satisfy business 
needs, to the design phase of security engineering as well.

Reusing existing services narrows security design 
decisions. When developing an application for an IT 
infrastructure in which, e.g.,  RBAC is the standard access 
control policy model, a decision about the policy model to 
use for access control in the newly developed application is 
already determined.

In order to achieve the benefits of using security services 
in the design models, an abstraction of the implemented 
services to a technology-independent level is required, 

displaying appropriate views of the complete security 
architecture to developers [20].

We currently employ a manual approach, in which 
required abstractions are provided by security experts once 
for each utilized product, as we have done in previous work 
[19]. The SecPAL can in this case be used as guidance to 
identify fine-grained patterns within existing security 
frameworks and products. SecPVM can be used to identify 
and document alternative implementations offered by the 
security framework or product. By following the language 
paths in reverse direction, a relationship to more abstract, 
coarse-grained patterns can be established.
D. Standards- and Pattern-based Model-Driven Security

Despite the reuse of existing functionality it is inevitable 
that certain artifacts need to be developed as part of the 
security engineering approach, even though our goal is to 
reduce the number of such artifacts to allow for an efficient 
development. In this context, we continue our previous 
efforts on model-driven security [13], but are more focussed 
on integrating it into a security engineering approach using 
security technology standards and patterns to automatically 
generate necessary artifacts.

While implementing security functionality, employing 
security technology standards offers product independence 
and interoperability. Yet, applying standards without in depth 
knowledge is difficult,  as they include a large degree of flexi-
bility. A very good example for this is the slowly progressing 
adoption of XML-based security standards, developed main-
ly for web service-based applications [21][22]. Note that the 
same can be argued for security frameworks and products.

As a benefit of the security pattern identification and 
specification using the SecPAL described in the previous 
section, specific guidelines and templates on how standards 
are to be utilized to implement a certain security pattern. As 
such, we are able to provide a security platform description, 
which is used as a automatically generate relevant artifacts 
from design models specified using SecPAL.

IV. MOTIVATING CASE STUDY SCENARIO

We are currently applying, refining, and evaluating our 
approach by applying it in the development of two real-
world projects, requiring security functionality.
A. Case Study Description 

The KITCampusGuide (KCG) is a web-based and 
service-oriented geographic information system (GIS). It 
supports employees, students and guest of the Karlsruhe 
Institute of Technology (KIT) with their daily campus 
activities.  Its basic functionality allows the user to search for 
points of interest (POI),  such as buildings, rooms or offices, 
and display results on a campus map.

This functionality will be extended as a proof-of-concept 
for the european project OpenIoT by enabling students to 
search for available workplaces on the campus. This func-
tionality will be implemented using smart objects. These 
virtual or physical objects, such as rooms, are active partici-
pants in the information systems and can be remotely queried 
and their state modified using sensor and actor technology.

Very early it became clear, that security aspects needed to 
be implemented in the KCG application as the KIT is 
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restricted by legislative regulations, so that the privacy and 
anonymity of the users, as well as integrity and confiden-
tiality of the processed data need to be assured, due to the 
location sensitive nature of the application.

As the application was targeted to be integrated into the 
overall KIT  IT-infrastructure, utilization of the existing secu-
rity infrastructure was required. Therefore, the capabilities of 
the provided security services need to be analyzed, so that 
the analyzed security requirements can later be mapped upon 
them.
B. Preliminary Results

We are currently in the progress of formulating an initial 
set of reusable SecRATs for web-based GIS and IoT appli-
cations based on our experiences in developing the KCG ap-
plication as well as best practice security requirements found 
in literature. These SecRATs are extensions of a domain-
independent SecRAT, which is currently developed as well. 
From these, a first draft of the SecADM will be developed. 
For the documentation we are currently using textual 
templates, but are evaluating more formal methods.

We are further using existing works on security patterns 
to formulate appropriate SecPALs for different security 
solutions such as authentication and authorization. Not many 
such patterns are available in the field of IoT-applications, 
which is why we will document new security solutions as 
well. In doing so, we are evaluating and formalizing 
alternative design decisions into an appropriate SecPVM 
using feature models.

We plan to validate our approach by applying it to other 
projects from the same domain to test the integrity of the 
developed artifacts. We further plan to adopt our approach to 
different domains including cloud based applications. To 
evaluate the increased quality of the implemented security 
functionality empirical studies will be performed.

V. CONCLUSION AND OUTLOOK

In this paper, a security engineering framework was 
outlined, which focuses on the structured reuse of existing 
security knowledge by providing analysis templates and 
pattern languages for security to increase quality of the 
implemented security functionality. We argued the benefits 
of security engineering and pointed out short-comings of 
existing approaches due to missing integration and 
combination. We identified that a structured approach need 
to be based on reuse of existing security knowledge and a 
decision support system in order to be feasible in the field. 
We presented an outline for several contributions to the 
different phases of a development process based on and 
complementing existing approaches, which we think will be 
beneficial to more efficient security engineering. In future 
works, we will flesh out the details of the contributions. We 
further presented current projects, which are used as cases 
studies to demonstrate the practicability of our approach.
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Abstract— This paper proposes a stream-oriented community 

generation that associates real-time TV streams and Web 

resources by analyzing the communication among users on a 

social network service (SNS). The aim of this system is to 

provide a novel media environment for enhanced cross-media 

communication and discussion by dynamically creating social 

communities according to the real-time contexts of TV stream. 

The unique feature of this system is an implicit community 

analysis mechanism that employs the TV stream as a powerful 

and well-organized “context-creator” for SNS users. This 

system extract a group of viewers who have the same or similar 

interests by integrating the term co-occurrence statistics of 

SNS messages and their synchronicity to TV. To detect the 

context-dependent group of users, this system provides a 

dynamic feature keyword selection mechanism to create a 

vector space, which is specifically tailored to the TV context. 

The application scope of this system includes analysis of 

community-level sentiments in SNS messages associated with a 

TV program and the analysis of transitions in the sentiments of 

communities to develop effective advertising strategies. 

Keywords- Community Generation; Social Network Services; 

TV streams; Cross-media Infrastructure; Sentiment Analysis. 

I.  INTRODUCTION 

With the popularization of Internet-enabled TVs and 
smartphones, the demand for integrating synchronous TV 
with asynchronous SNSs has increased because their 
relationship is complementary [1, 2]. TV motivates viewers 
to interact with each other by generating common interests 
among them, and SNS enables this interaction. Integrating 
TV with interactive services increases its value [3]. 

Although TVs and SNSs are popular information 
resources, studies on the implicit community analysis and 
community creation by integrating these media have been 
limited. This is because the current Internet TV (ITV) 
technologies focus on the integration of video streams with 
textual information retrieved from the Web by developing 
screens that are capable of displaying Web contents. 
Therefore, cross-media communication infrastructure is 
essential to get the integrated sentiment information and its 
context which are present in a fragmented and closed manner. 

In this paper, a stream-oriented community generation is 
proposed to create a group of viewers, i.e., a community of 
users, who have common interests by integrating real-time 
TV streams and SNS messages. “Community Generation”, 
which is used to widen the scope of communication by 
adopting a dynamic configuration, is the key concept in such 

communication infrastructure [4]. Community Generation 
enables viewers to broadcast messages about the current TV 
program to the appropriate audience. In order to realize 
community generation, this system extracts an implicit 
structure of viewers who have the same or similar interests 
by analyzing their comments about a TV stream. The 
association between a community of TV viewers and a 
community of SNS users are established according to the 
information appearing on both the TV and the SNS. This 
system automatically extracts a “community of interest” 
(CoI) structure from the SNS messages and TV program 
guides. Unlike Google TV that uses a single display for 
synchronous TV streams and asynchronous SNS messages, 
this system enables cross-media communication between the 
two information resources. 

The aim of this system is to provide a novel media 
environment where a TV stream and related messages are 
exchanged seamlessly according to its context. As shown in 
Figure 1, this system uses the TV stream as a powerful and 
well-organized “context-creator” for SNS users. The context-
creator affects a vast array of users by posting the same 
content at the same time over many SNSs. By introducing 
TV as a context-creator into SNS community analysis, the 
system recognizes the topic in the SNS messages by 
leveraging the powerful context created by the TV. 

 

 
Figure 1. Fundamental Concept of Stream-Oriented Community 

Generation. 

 
The most important advantages of this system are 

recognition of overlapping structures among communities 
and tracking viewers’ transitions among multiple 
communities by detecting the sentiments expressed in SNS 
messages related to a TV stream. This tracking mechanism 
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focuses on the community-level viewing history, rather than 
a personal-level viewing history, in order to detect changes 
in a community’s interests. The effect of a TV program can 
be assessed by analyzing the community-level sentiments 
using this tracking mechanism, and this information can be 
used to design TV program guides. This system reveals the 
transitions in the sentiments of communities, i.e., how many 
viewers change their opinion and how drastically they do this 
over the duration of a program. 

The remainder of this paper is structured as follows. 
Section 2 presents motivating example of our community 
generation. Section 3 summarizes the related work briefly. 
Section 4 describes fundamental concept and system 
architecture. Finally, Section 5 concludes this paper. 

II. MOTIVATING EXAMPLES 

Our community-oriented community generation system’s 

unique feature is community-of-interest-based 

communication mechanism that allows viewers to publish 

their comments about a TV program. This mechanism 

provides a context to the fragmented messages on the Web, 

which is an asynchronous medium, through TV, which is a 

synchronous medium. Thus, in our ITV model, TV —the 

1st screen— provides contexts to the interaction on the 

internet-enabled second screen —smartphone or tablet. This 

mechanism enables the community generation system to 

track the sentiments of viewers about a TV program. This 

feature realizes the following two applications. 
1) Smart advertisement dissemination: The conventional 
advertising strategies can be made more efficient by 
targeting users in a community according to their specific 
and common interests rather than age group or sex. Our 
system recognizes community structures on the basis of 
users’ interests rather than explicitly defined community 
characteristics such as the follower/followee ratio. As our 
implicit community structures are highly dynamic and 
flexible, advertisement publishers can select a target 
community structure community structure such that the 
advertisement is more relevant to the targeted consumers. 

From users’ perspective, the community structure can help 
the users to filter out irrelevant advertisements. 
2) Continuous Sentiment Analysis: This system provides 
an opportunity to investigate the market’s sentiment by 
tracking of viewers’ transition among multiple communities. 
Our system provides “live” feedback from SNS by capturing 
the structure of implicit communities and their sentiment 
continuously. Even if the member of community is changing, 
the system tracks such transition and generates an 
appropriate community. 

III. RELATED WORK 

Since the invention of the Internet TV (ITV), there have 

been many attempts to integrate TV and new media. Tuomi 

[5] modeled the ITV as a substitution for a PC connected to 

Internet. Several methods have been developed for 

simultaneously displaying a TV stream and the related Web 

content by recommending Web resources as per the content 

of the TV stream [6][7]. As an advertisement 

recommendation method for Mobile TV, Adany et al.[8] has 

proposed a sequential solution procedure and several 

heuristic algorithms for uncertain personal advertisement 

allocation. TV2Web [9] is a seamless cross-media user 

interface that can be moved between TV screens and Web 

pages by linking units and displaying them smoothly using 

zooming metaphors. Many TV-on-Web methods have been 

proposed for displaying detailed information or service-

related TV programs [9]-[11]. Another approach to integrate 

TV with the Web is the interactive approach, wherein the 

contents or the topic of a specific program are defined by [6] 

exchanging information or chatting [9] with other viewers in 

real time. Further, human-computer-interaction systems for 

TVs, PCs, and mobile devices have been proposed in [12]. 

IV. STREAM-ORIENTED COMMUNITY GENERATION 

Figure 2 shows the system architecture of the community-

oriented community generation system. This system extracts 

sentiments and keywords by analyzing a viewer’s messages 

 
Figure 2. System Architecture of Stream-Oriented Community Generation. 
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about a TV stream. The extracted keywords and sentiment 

information are integrated with the TV stream and its details 

obtained using an interactive program guide (IPG). This 

process provides “contexts” to the Web resources. This 

context information is used to analyze the implicit 

community structure that does not involves any explicit IDs 

or tags such as hashtags in Twitter and group functions 

supported by Facebook. This section describes the 

fundamental architecture and functions of the stream-

oriented community generation. 

4.1 Data Structure 

Our system uses three types of data structures.  

● Text Messages Exchanged on SNS: Text messages are 

contents posted by SNS users. The system analyzes these 

text messages. A text message is a tuple consisting of 

timestamp information, and the user’s identifier, and the text 

content. A set of messages is used as a primary data 

structure for sentiment analysis and consists of messages. 

Each message in a set of message is sequentially ordered 

according to the timestamp information in each message. 

● TV Stream: The TV stream data is prefetched from an 

IPG and has information of the start and end time of a TV 

program respectively and keywords used for annotating the 

TV program. The annotation consists of the title, contents, 

performers, and word groups related to the TV program. 

● Community: The system evaluates the word frequency 

and the sentiment information in each message in order to 

generate this community dynamically according to the 

messages or information posted by users sharing the same 

or similar interests. A community consists of the user ID 

derived from the SNS user set and keywords. Keywords 

include nouns and adjectives that represent users’ 

sentiments. The system deals with the community data and 

text massage data as vectors in a feature vector space. Our 

feature vector space consists of keywords describing the TV 

contents and SNS messages and is a typical high-

dimensional vector space. The system employs a dynamic 

feature selection mechanism to create the appropriate 

context vector space for measuring the distance between (1) 

a community and a message, (2) two communities, and (3) 

two messages.  

4.2 Dynamic Feature Selection for Analyzing Communities 

In order to analyze the implicit communities, our system 

employs a dynamic feature selection mechanism that creates 

a low-dimensional vector space for each community. As a 

fundamental data structure, this system provides a high-

dimensional vector space (e.g., 3,000 dimensions) that 

consisting of the necessary and sufficient number of feature 

keywords. This full-space can be used to represent various 

messages and communities, but it is difficult to precisely 

identify the data items in the space. Each dimension in the 

full-space corresponds to a specific keyword corresponding 

to the topics in TV stream. Our concept of feature selection 

is that a community should be generated by considering its 

own context, because a different context gives a different 

meaning in the social network. The system does not define 

the relevance between a context and a community statically. 

Thus, this system creates sub-space according to the 

community. Figure 3 shows the results of a feature selection 

table that defines a “context keyword” as a trigger for 

selecting features. This table defines the correlation between 

the context keyword with topic made through TV program 

and the feature keyword derived from the messages 

exchanged through an SNS. This function eliminates the 

ambiguity of context that is caused by summarizing an 

entire users’ context into a feature vector.  

 
TABLE I. FEATURE SELECTION TABLE 

 Feature Keyword 1 Feature Keyword 2 … Feature Keyword n 

Context Keyword 1 0 1 … 1 

Context Keyword 2 1 0 … 1 

…     

Context Keyword m 0 0 … 0 

 

 
Figure 3. Feature Selection Operation for Creating Low-dimensional 

Vector Space to analyze Community Structure. 

 

TABLE I shows the feature selection table. Here, the 

feature keyword is generated using a Web dictionary and 

has an enough capability to explain a user’s sentiment and 

interest. Context keywords play a role to define the context 

and to recall a set of feature keywords in a specific context. 

The feature selection process is as carried out follows: 

● Step-1: Find the context keyword from the IPG data, and 

generate a weighted term-frequency context vector. 

● Step-2: Transmit the context vector to the feature vector 

space by using the feature selection table. This transmission 

function           that inputs a context vector v and 

feature selection table x is defined as follows: 

 

           (∑ [ ]   [   ]

 

   

   ∑ [ ]   [   ]

 

   

) 

 

where  [ ] is the value of the   -th context keyword and  [   ] 

is the value of the  -th feature keyword corresponding to 

the  -th context keyword. n denotes the number of context 

keywords in the full-space. The context feature weights are 

converted into feature keyword weights by using this 

function. 
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● Step-3: Select the top-k relevant feature keywords as the 

axis of the subspace, and compute the inner product 

between the vectors of community or SNS messages. This 

function                  that calculates the relevance 

between r1 vector and r2 vector is defined as follows: 

 

                 ∑  [ ]    [ ]

 

   

 

 

where    and    denotes a vector of community or a SNS 

message, and n denotes the number of features in the full-

space. 

● Step-4: Map every SNS message and community in the 

created subspace to compute the community-based 

relevance. The following function             
          is 

used to calculate the relevance by using the sub-space: 

 

                       ∑   [ ]     [ ]

 

   

 

 

where     and     denote vectors mapped into the subspace 

and   denotes the number of features in the subspace. 

4.3 Function for Analyzing Implicit Communities 

The main functions of this system can be divided into the 

following four categories: (1) time interval selection 

according to the context of the TV program, (2) community 

generation to create groups of users that share the same or 

similar interests, (3) community-of-interest(CoI)-based 

messaging, and (4) community transition analysis. 

● Time Selection Function: Using the time interval selection 

function, the system extracts a set of messages from all the 

messages according to the time window defined for the TV 

program. 

● Community generation Function: A set of communities is 

generated by morphologically analyzing the keywords for 

the current TV program. The community generation 

function generates communities according to the set of 

messages selected by the time section function and the 

candidate community to be mapped to the vector space. 

● Community-of-Interest-based Messaging-Function: Using 

this function, the system delivers messages about a TV 

program to the relevant users. This messaging function 

involves a rather complex transfer process but provides 

users with an open and easy-to-use messaging platform. In 

concrete terms, the system selects target community from 

the set of all communities, and distributes the target 

community a SNS message. 

V. CONCLUSION AND FUTURE WORKS 

This paper proposes a stream-oriented community 

generation that associates real-time TV streams and Web 

resources by analyzing the communication among users on 

an SNS. Our approach realizes a novel communication 

medium that integrates messaging systems and TV streams 

according to viewers’ interests. As a future work, we plan to 

implement this system on the 2nd screen (tablet devices) 

and perform experimental studies to demonstrate the 

effectiveness of our approach. We will also extend a range 

of association by not only focusing on the community but 

also handling other levels of communication scope, such as 

“Community & Individual Viewer,” “TV-Stream & Web-

Resources,” “Individual Viewer & TV-Stream,” and so on. 
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Abstract— This paper proposes the Query-by-Appearance 

system that provides an intuitive and effective query-input and 

visual retrieval method for media data, especially e-books, 

based on similarity of content’s layout and color. The unique 

feature of this system is a query-assistance function that helps 

users to input their requirements by utilizing the knowledge 

which have been developed in the field of “Editorial Design”. 

Editorial design is an essential methodology to enrich overall 

appearance of books and magazines. The query input assistant 

retrieves editorial design templates that are similar to the input 

query, and generates images by combining these templates 

with the chosen color scheme. The system then retrieves actual 

e-book images that are similar to those generated from the 

query. Finally, the system visualizes the retrieval results, which 

consist of two relevance scores (layout and color) in a two-

dimensional ranking plot. This assistant mechanism allows 

users to find the desired e-book by submitting a query, which 

consists of simple lines, intuitively. 

Keywords— e-Book; Search Engine; Editorial Design. 

I. INTRODUCTION 

The proliferation of portable, personal devices dominated 
by a large display, such as tablet computers and smartphones 
[1][2] has made it common for e-books and Web pages to 
viewed on such devices. E-books, in particular, are fast 
spreading; Association of American Publishers reported that 
the total e-book sale from January to October of 2010 
constituted 8.7% of all book sales in the United States [3]. 
Such proliferation and diversity of digital media data 
increase the demand of a system for retrieving them. Generic 
retrieval methods, such as keyword-based search engines and 
content-based image retrieval systems, are not sufficient for 
retrieving them, because users require highly-domain-
specific search quality in such daily-life media data. For 
example, a fashion magazine requires a fashion-domain 
specific query for retrieving it, and an outdoor and nature 
magazine requires different query for retrieving them. It is 
essential to provide a query which is tailored to each type of 
e-books. 

However, common users have difficulty in learning a 
new and specific search method for each type and genre of 
media data. It is important to develop a novel and intuitive 
search engine for those daily-life multimedia data. Visual-
oriented search mechanisms, which do not use text-based 
search methods, are promising because users often memorize 
e-book contents by associating them with their visual 
appearances. We suppose that the overall visual appearance 

of page layout is essential to e-book search. In spite of layout 
being an important factor for bookbinding, there are no 
studies about layout searching method for e-book, because 
conventional systems utilize CBIR (Content-Based Image 
Retrieval) mechanisms for retrieving e-book.  

Toward the above objective, this paper proposes a 
“Query-by-Appearance” system that improves the query 
input process by exploiting the knowledge of book design. 
This system provides a query-generation mechanism that 
enhances and decorates a user’s rough and simple query by 
generating candidates of queries inspired by the initial input. 
This system enables users to find a desired e-book just 
inputting intuitive and simple query alone because the 
system ranks e-books according to the similarity of overall 
compositions, layouts, colors, and overviews, rather than 
detailed and trivial differences between them. We call this 
visually rich search method “Query-by-Appearance”. 

The unique feature of this system is a book style-oriented 
query generation, which is enhanced by the knowledge of 
“editorial design”, for helping users to input a complex and 
sophisticated query by generating candidates of queries. 
Editorial design, developed in the book industry, is an 
essential methodology to enrich and to beautify books and 
magazines by configuring the overall appearance, including 
the visual layout, such as photographs and illustrations. 
Editorial design techniques provide sophisticated way to 
construct and to lay out visual objects' compositions. Our 
“Query-by-Appearance” system utilizes the editorial design 
methods as query templates. The query templates consist of 
layouts and color schemes. When the system receives a 
query, which consists of simple lines, the system applies the 
query templates to enrich and to improve the query, and 
generates the well-organized and colored image query by 
combining the layout templates and the color scheme 
templates. 

We design “Query-by-Appearance” system as an 
embedded system in an e-book format, such as EPUB3. The 
system encapsulates the templates, which are derived from 
the editorial design methods, into each e-book according to 
the style of books such as a fashion magazine and a mystery 
novel. This design principle makes it possible to interpret a 
user’s query with reflecting the target books’ own 
characteristics. A core function of this system is a design-
based template-matching function that compares a user’s 
rough query input with the embedded editorial design 
templates. 
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The system is applicable to the following area: 1) 
searching dimly remembered visual contents, such as the title 
of book, web pages, and 2) searching jackets of DVD, CD, 
and packaging of a product by preparing appropriate 
templates. We show a prototype system implementation that 
is embeddable into a media data, by using JavaScript 
supported in EPUB3 and HTML5. This prototype system 
implements self-search mechanism in those media data 
according to the internal page images and images of web 
pages in the browser history. 

The remainder of the paper is structured by follows. In 
section two, we discuss several related studies. In section 
three, we show an architectural overview of our system. In 
sections four and five, we describe the four fundamental 
components and three core functions of our system. In 
section six, we show the prototype of our system. In section 
seven, we evaluate the effectiveness of our system. In section 
eight, we give concluding remarks. 

 

 
Figure 1. A Concept of Query-by-Appearance System for Style-Oriented e-

Book Retrieval by Using Encapsulated Editorial Design Templates for 

Query Generation. 

II. RELATED WORKS 

There are several studies on developing a search engine 
that considers the visual appearance of media. Recently, 
CBIR [4][5] systems have been developed that allow users to 
search for images by visual similarity. Such systems support 
“Query-by-Example,” which requires an example image as 
the query input. However, basically, CBIR methods are not 
suitable to find complex multimedia data such as Web sites 
and e-books because these methods ignore the semantic 
information associated with the images, such as text and 
annotations. Alternatively, a method [6] has been proposed 
to calculate similarity among the visual components of Web 
pages by their overall visual appearance. The system 
proposed in [7] analyzes the visual link structure created by 
assigning numerical weights to each image. This system 
incorporates visual signals into text-based search engines in 
order to improve the accuracy of conventional search engine. 
Those conventional approaches are effective to retrieve 
image data by submitting the detailed query, such as a sketch, 
an example image, and a combination of them. However, it 
is difficult for novices to input such as detailed query, 
especially in the domain of well-designed e-books. Thus, a 

new approach to assist users to create the domain-specific 
query for multimedia data is required. 

III. SYSTEM ARCHITECTURE 

Figure 2 illustrates an architectural overview of this 
system. Our “Query-by-Appearance” system provides an 
indirect e-book retrieval mechanism that is leveraged by the 
knowledge base of editorial design. This system retrieves the 
e-book images that are similar to editorial design 
characteristics inspired by the query. The results are 
visualized in two-dimensional ranking, such as generated 
query axis and ranking axis. This query-assistance function 
enables users to input layout sketch and color by using Web-
based touch UI, and search e-books through rough visual 
appearances intuitively, by accepting a simple query 
consisting of layouts and colors, rather than technical 
knowledge. 

The system uses the generated e-book image data for 
retrieving an e-book by calculating similarity based on the 
color and structure of appearance. This approach is highly 
effective to develop a Web-based touch UI because this 
system simplifies the query-input task. The touch UI 
visualizes both the layout similarity and the color similarity 
in a two-dimensional matrix. This visualization enables users 
to retrieve the desired e-book according to their preferences, 
which means weights of the layout similarity and the color 
similarity, by selecting sub-matrix in the visualized two-
dimensional matrix. 

The most important function of this system is the query-
assistance function that utilizes both layout and color to 
enrich and extend the input query. As described, this system 
employs a design template database which stores layouts and 
color scheme data. The templates are defined by sets of 
matrices; so, the system is able to select the relevant 
templates by calculating the similarity in layout structure. In 
addition, 20 color schemes are provided by the combination 
of 102 colors.  

This system performs the Query-by-Appearance for e-
books by involving the following six steps: 
1. The user inputs a rough layout sketch on the Canvas 

system. 
2. Second, the system converts the rough layout query 

input into a matrix, and compares this matrix with 30 
templates that are stored in the knowledgebase. 

3. The system generates colored templates by adding color 
to the selected layout templates using the 20 color 
schemes stored in the knowledgebase. The sets of 
colored templates are expanded automatically to sets of 
image matrices, which include the layout structure and 
the color scheme. 

4. The system calculates similarity between the expanded 
query matrices and e-book image data stored in an e-
book database. The e-book image data is preliminarily 
clustered into 102 colors. 

5. The e-book cover images that contain similar editorial 
design characteristics are visualized in a two-
dimensional ranking with generated query axis and 
ranking axis.  

Raster/Vector Image

Hyper Text

Cascading Style Sheet

Encapsulated Templates 

for Query Generation

JavaScript

EPUB3 File Format

R
e
n
d
e
rin

g

“Looks” of Content

Encapsulated Templates 

for Query Generation

JavaScript

“Looks” of Content

Content

Initial Query

Generated 

Queries

Generated 

Queries

Similarity 

Computation

Similarity 

Computation

Query Generation by using 

Editorial Design Methods

A different book provides different 

templates to generate appropriate queries.

291Copyright (c) IARIA, 2012.     ISBN:  978-1-61208-200-4

ICIW 2012 : The Seventh International Conference on Internet and Web Applications and Services

                         303 / 307



6. Further retrieval is done by selecting a color on a sub-
matrix in the visualized two-dimensional matrix.  

Our visualization mechanisms allow users to retrieve the 
desired e-book according to similarity in layout and color 
scheme.  

IV. DATA STRUCTURES 

Our system contains four fundamental components: A) 
Query Matrix, B) Template Knowledgebase, C) e-book 
Database, and D) Visualization. 

A. Query Matrix 

Our system converts each query into a matrix that 
represents the user`s rough input, such as simple lines drawn 
on HTML5 Canvas. We call this matrix a query matrix. The 
query matrix is important for calculating the similarity 
between the user input and the layout templates in the 
knowledgebase. We assign weights to each column as 
follows: if a line passes through a column, 1.0 is assigned to 
the column; if no line passes through a column, 0.0 is 
assigned to it. This weight is assigned to get the inner 
product of the user`s query matrix and layout template 
matrix, as shown in the Template Knowledgebase.  

The query matrix Q is defined as follows: 

  [

             

   
             

] 

where        indicates whether a line is present at [n,m] in 

the query. 

B. Template Knowledgebase 

The system provides matrix structures representing: 1) 
the layout template 2) the assigned-color template, and 3) the 
color scheme. We call the data structures a design template 
structure. All of the above are stored in the Template 
Knowledgebase, which assists in expanding the input queries. 
1) The layout template matrix is the set of matrices 

obtained by exploiting the method of editorial design. 
We assign weights to each column as follows: if there is 
most obvious layout border passes through a column, 
1.0 is assigned to that column; the regions surrounding 

1.0, 0.5 is assigned to it; if there is no important layout 
structure to the column, 0.0 is assigned to it. 
The layout template matrix    is defined as follows: 

   [

             

   
             

] 

where        indicates whether a line is present at the 

location [n,m] in the template matrix. 
2) The assigned-color template matrix is a set of matrices 

containing numbers from 1 through 5 in each column. 
The system draws color in each column according to 
this number. 1 represents the color that appears most 
often in the image, whereas 5 represent the color that 
appears least often. 

3) The color scheme is a set of color data obtained by a 
combination of 102 colors. This system draws colors in 
each column by using this color scheme, to perform the 
expanded queries in order to generate e-book image 
data. 
The color scheme    is defined as follows: 

   〈          〉 
where    denotes each color used in the color scheme, 
and k is the total number of colors in the color scheme. 
In the examples in Figure 3, each color scheme is 
assigned a specific adjective. 
 

20 color schemes are made using a dictionary that defines 
adjectives for color schemes, such as “Romantic”, or 
“Elegant” [8].  

C. e-book Database 

Our system converts JPEG-format image data into the 
matrix structure by clustering the image into 102 colors. We 
call the data structure an e-book database matrix. This e-
book database matrix contains clustered image data that is 
used to calculate the similarity with the expanded query 
matrix obtained from the user input and template 
knowledgebase.  

The e-book database matrix D is defined as follows: 

 
Figure 2. System Architecture of Query-by-Appearance System. 

 

Select the 

most 

relevant

template

Query-by-

Appearance

① Initial 

Query Input
④ Visualization

e-book 

Database 

User inputs a rough 

layout sketch

ranking

…

…
Generated

queries

highly relevant e-book

② Generates queries by using 
editorial design templates

③ Relevance 

Computation

User selects a color 

from color scheme

Applying the encapsulated 

editorial design templates 

for query generation

Q
u
e
ry

 E
x
p
a
n
s
io

n

…

…

292Copyright (c) IARIA, 2012.     ISBN:  978-1-61208-200-4

ICIW 2012 : The Seventh International Conference on Internet and Web Applications and Services

                         304 / 307



  [

             

   
             

] 

where d represents each element of the matrix, and [n, m] 
represent the rows and columns of the image data, 
respectively, in the matrix.  
 

 
Figure 3. Sets of color schemes. 

 

D. Visualization 

The system visualizes the layout and color similarity in a 
two-dimensional ranking. This ranking visualization consists 
of two relevance scores for each cell. The ranking array       
is defined as follows: 

        〈            {     }〉 
  

          〈            {     }〉 
where       to         comprise    for Layout id,    for color 

id,    for layout ranking,    for color ranking, and {     } 
for ranking order on a column, when more than one image 
data has the same layout template and color scheme. The 
order of books in a certain column is decided by color 
relevancy, where p represents the order of the books. 

V. CORE FUNCTIONS 

The system contains three fundamental functions: A) 
Selecting the most relevant template, B) Assigning-colors to 
the template C) Query-by-Appearance, and D) Two-
dimensional ranking.  

A. Selecting the most relevant template 

The system selects the most relevant template by 
comparing the user input with the template matrices stored in 
the template knowledgebase. We call this function query 
assistance. The inner product of the transformed user input 
matrix, which consists of line sketched data, and the template 
matrices that are stored in the template knowledgebase, is 
calculated in order to analyze the similarities. A higher value 
for this inner product indicates greater similarity. 

The function is defined as follows: 

       (   )   ∑∑             

 

   

 

   

 

where        indicates whether a line is present at position 

[i,j] in the query matrix, and        indicates whether a line is 

present at the position [i,j] in the template matrix. This 

calculation measures the line similarity between the query 

matrix and the template matrix by checking all the pixels. 

B. Assigning-colors to the template 

The system assigns colors 1 through 5 to the template, 
according to the users selected color scheme and number of 
colors. This function is important for generating a colored 
template, which contains template, keyword, and number 
information. The function is defined as follows: 

       (                 )    [

                 

   
                 

] 

where template TL indicates the template data that contains 

numbers 1 to 5 for drawing, a keyword indicates the name 

of the color scheme, and number indicates the number of 

colors in color scheme to draw on the template. 

C. Query-by-Appearance 

Our system calculates the correlation between the 
generated query matrix and e-book image data matrices in 
order to retrieve the relevant e-book image. The Query-by-
Appearance operation is defined as follows: 

    (   )   ∑ ∑        (             )  
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|     |
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where        denotes a color at the specific point in the 

generated query matrix, and consists of HSV components H1, 
S1, and V1.        denotes a color at a specific point in the e-

book image data, and consists of H2, S2, and V2. This 
calculation measures the color similarity between the 
expanded queries and the e-book image data for each block. 
We employ Godlove’s delta equation [9] to calculate the 
distance between two HSV colors. 

D. Two-dimensional ranking 

Our system provides a two-dimensional visualization 
mechanism for presenting the results of the e-book image 
search. This visualization enables users to select desired 
books on the basis of the layout and the color similarity. The 
system takes a wider sample of template data compared to 
the user`s input, in order to display the retrieval results 
interactively on the basis of the choice of layout and color. 

This system employs the following three steps: 
Step-1. The generated queries are shown on the horizontal 

axis. Each column contains a query with template and 
color. 

Step-2. The ranking of e-book image data is shown on the 
vertical axis.  

Romantic
Elegant
Natural
Clear
Sporty
Dynamic
Avant-garde
Gorgeous
Sexy
Wild
Modern
Chic
Formal
Classic
Somber
Noble 
Ethnic
Cool
Dundee
Fresh
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Step-3. The system stacks the e-book image data according 
to the similarity score of queries and e-book meta data 
in each cell.  

VI. SYSTEM IMPLEMENTATION 

We have implemented a prototype system for Query-by-
Appearance that calculates the similarity between generated 
queries and editorial design templates. The prototype system 
is implemented using HTML5 Canvas and JavaScript as 
shown in Figure 4. The important feature of this 
implementation is that it uses standard web technologies, 
which are also used by the current EPUB3 specification. So, 
we can apply our method to EPUB3-based e-books without 
significant modification. The implemented system consists 
of the following three modules:  
 View: The user sketches the layout query on HTML5 

Canvas and selects a color scheme. The system 
calculates the similarity between the queries and 
template knowledgebase. 

 Controller: The retrieval is done by clicking on the 
search button. 

 Model: The retrieval target database and two templates 
(layout matrix, color scheme) are encoded in the JSON 
format and embedded in the HTML5.  

 

 
Figure 4 A Visualization of e-book search engine. 

 

VII. EVALUATION 

A. Outline of experimental studies 

In this section, we evaluate the effectiveness of our 
system by examining the retrieval precision for our generated 
queries. The task of this experiment is to clarify the 
effectiveness of retrieving book cover image by utilizing the 
knowledge of “editorial design”. We compare the retrieval 
precision using two search methods as follows: method-1) 
uses queries generated using only layout templates, and 
method-2) uses queries generated by integrating layout 
templates and color scheme templates. We show that the 
integration of a layout template and a color template has 
significant contribution to the e-book retrieval result. 

In this experiment, we have prepared: 1) 300 book cover 
images from Amazon.co.jp, 2) five queries, 3) five answer 
data sets for each query. The queries and answer data sets are 
set up considering the basic structure of “editorial design”, as 
specified as follows: 1) the symmetrical layout, 2) the 
diagonal layout, 3) the layout with gravity point on center. 
We chose the following five queries (Figure 5): 

Query-1.  Draw the shape of a cross to divide the canvas into 
four sections. 

Query-2.  Draw a vertical line along the center of canvas to 
divide it into two sections. 

Query-3.  Draw two horizontal lines on the canvas to divide it 
into three sections. 

Query-4.  Draw a rectangle in the center of the canvas to 
divide it into two sections. 

Query-5.  Draw two vertical lines on the canvas to divide it 
into three sections. 

We have used color schemes that consist of four colors (as 
shown in Figure 3). The system calculates the similarity 
between those queries and generated e-book image data.  
 

 
Figure 5. The Experimental Queries drawn on the Canvas. 

 

B. Experimental Results 

In this section, we have evaluated the retrieval precision 
of generated queries in order to clarify the effectiveness of 
our approach. Figure 6 shows the results of the retrieval. Our 
approach gives two average scores for retrieved rank. The 
first score is the average of correct answer data shown in the 
top 20, which has retrieved only by template relevance. The 
second score is the average rank of correct answer data that 
has the chosen color scheme.  

Figure 7 shows the resulting scores of this experiment. 
The vertical axis is the retrieved score. The horizontal axis is 
the variations of the query that is the template of correct 
answer sets. We calculate the average scores of each query in 
the top 20 ranking as shown in Figure 6. This result shows 
that method-2 (integrating both layout and color templates) 
achieves better retrieval precision than method-1 (using the 
layout template only), since a superior rank has been 
assigned to the result corresponding to the query. This result 
shows that the system effectively retrieves e-book images by 
using layout template and color scheme. 

VIII. CONCLUSION AND FUTURE WORKS 

This paper proposes a “Query-by-Appearance” system 
for e-books, which provides an intuitive and effective query 
input and visual retrieval method base on the similarity in 
overall layout and color scheme. The unique feature of this 
system is the query-assistance function that exploits 
structural design and analysis knowledge from the field of 
“editorial design”. Editorial design is an essential 
methodology to enrich the appearance of books and 
magazines. The query input assistant retrieves the editorial 
design templates that are similar to the input query, and 
generates actual e-book images by combining the color 
templates and the layout templates. Then, the system 
retrieves e-book images that are similar to the generated e-

Query-1 Query-2 Query-3 Query-4 Query-5
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book image. Finally, the system visualizes the retrieval 
results, which consist of two relevance scores (layout, color) 
in a two-dimensional ranking; generated query axis and 
ranking axis. This assistant mechanism is intuitive because it 
allows users to find a desired e-book by submitting a query 
that consists of simple lines. 

As a future work we are planning to develop a prototype 
system that supports full-spec EPUB3, and to perform a 
feasibility study by evaluating scalability and effectiveness 
of our approach applied to the existing e-books. 

 

 
Figure 6. The results of top 20 retrieved images. The combination of Query 

3 and "cool"(left), and Query 1 and "sporty"(right). 
 

 
Figure 7. The result of retrieved rank of "only layout template" and "colored 

template". 
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