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Foreword

The Twentieth International Conference on Networking and Services (ICNS 2024), held between
March 10 – 14, 2024, continued a series of events targeting general networking and services aspects in
multi-technologies environments. The conference covered fundamentals on networking and services,
and highlighted new challenging industrial and research topics. Network control and management,
multi-technology service deployment and assurance, next generation networks and ubiquitous services,
emergency services and disaster recovery and emerging network communications and technologies
were considered.

IPv6, the Next Generation of the Internet Protocol, has seen over the past three years
tremendous activity related to its development, implementation and deployment. Its importance is
unequivocally recognized by research organizations, businesses and governments worldwide. To
maintain global competitiveness, governments are mandating, encouraging or actively supporting the
adoption of IPv6 to prepare their respective economies for the future communication infrastructures. In
the United States, government’s plans to migrate to IPv6 has stimulated significant interest in the
technology and accelerated the adoption process. Business organizations are also increasingly mindful
of the IPv4 address space depletion and see within IPv6 a way to solve pressing technical problems. At
the same time IPv6 technology continues to evolve beyond IPv4 capabilities. Communications
equipment manufacturers and applications developers are actively integrating IPv6 in their products
based on market demands.

IPv6 creates opportunities for new and more scalable IP based services while representing a
fertile and growing area of research and technology innovation. The efforts of successful research
projects, progressive service providers deploying IPv6 services and enterprises led to a significant body
of knowledge and expertise. It is the goal of this workshop to facilitate the dissemination and exchange
of technology and deployment related information, to provide a forum where academia and industry
can share ideas and experiences in this field that could accelerate the adoption of IPv6. The workshop
brings together IPv6 research and deployment experts that will share their work. The audience will hear
the latest technological updates and will be provided with examples of successful IPv6 deployments; it
will be offered an opportunity to learn what to expect from IPv6 and how to prepare for it.

Packet Dynamics refers broadly to measurements, theory and/or models that describe the time
evolution and the associated attributes of packets, flows or streams of packets in a network. Factors
impacting packet dynamics include cross traffic, architectures of intermediate nodes (e.g., routers,
gateways, and firewalls), complex interaction of hardware resources and protocols at various levels, as
well as implementations that often involve competing and conflicting requirements.

Parameters such as packet reordering, delay, jitter and loss that characterize the delivery of
packet streams are at times highly correlated. Load-balancing at an intermediate node may, for
example, result in out-of-order arrivals and excessive jitter, and network congestion may manifest as
packet losses or large jitter. Out-of-order arrivals, losses, and jitter in turn may lead to unnecessary
retransmissions in TCP or loss of voice quality in VoIP.

With the growth of the Internet in size, speed and traffic volume, understanding the impact of
underlying network resources and protocols on packet delivery and application performance has
assumed a critical importance. Measurements and models explaining the variation and
interdependence of delivery characteristics are crucial not only for efficient operation of networks and
network diagnosis, but also for developing solutions for future networks.
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Local and global scheduling and heavy resource sharing are main features carried by Grid
networks. Grids offer a uniform interface to a distributed collection of heterogeneous computational,
storage and network resources. Most current operational Grids are dedicated to a limited set of
computationally and/or data intensive scientific problems.

Optical burst switching enables these features while offering the necessary network flexibility
demanded by future Grid applications. Currently ongoing research and achievements refers to high
performance and computability in Grid networks. However, the communication and computation
mechanisms for Grid applications require further development, deployment and validation.

We take here the opportunity to warmly thank all the members of the ICNS 2024 Technical
Program Committee, as well as the numerous reviewers. The creation of such a high quality conference
program would not have been possible without their involvement. We also kindly thank all the authors
who dedicated much of their time and efforts to contribute to ICNS 2024.

Also, this event could not have been a reality without the support of many individuals,
organizations, and sponsors. We are grateful to the members of the ICNS 2024 organizing committee for
their help in handling the logistics and for their work to make this professional meeting a success.

We hope that ICNS 2024 was a successful international forum for the exchange of ideas and
results between academia and industry and for the promotion of progress in the fields of networking
and services.

We are convinced that the participants found the event useful and communications very open.
We also hope that Athens provided a pleasant environment during the conference and everyone saved
some time for exploring this beautiful city.
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Abstract—Software Defined Network (SDN), which enables
flexible routing control based on communication contents, has
been widely studied as a countermeasure against possible attacks
on the data plane by compromised SDN switches and hosts.
We have proposed a byte consistency verification method that
uses information such as transfer volume collected from SDN
switches to detect anomalous communications even when the
communications are encrypted. In addition, we have improved
the anomaly detection performance of this method by imple-
menting a high precision time synchronization and an SDN
switch function for each host. In this study, we extend the
scope of information collection to each host in addition to SDN
switches and propose a data plane anomaly detection method by
monitoring the communication volume of each process at each
host. Furthermore, we implemented and evaluated this method on
a network testbed and confirmed that it can be used to improve
anomaly detection accuracy.

Index Terms—Software Defined Network, Data-plane Verifica-
tion, Byte Consistency Verification

I. INTRODUCTION

Recently, network equipment using Software Defined Net-
work (SDN) and Network Functions Virtualization (NFV)
technology has been introduced into carrier networks and
data center networks, and further widespread use is expected
[1]. Compared to conventional router devices that input fixed
settings, SDN has the feature of being able to flexibly con-
trol routes using various information such as the content
of transmitted data, information on sending and receiving
terminals, and networks passed through. The SDN switches
that make up the SDN network cooperate according to control
information from the SDN controller, enabling fine control of
communication on a flow-by-flow basis.

In the operation of SDN, it is important to ensure com-
patibility with security-related technologies. Encrypted com-
munication is becoming mainstream as a measure against
information leaks, with Google reporting that 95% of its total
communication traffic was encrypted as of November 2023
[2]. While encrypted communication can ensure end-to-end
security, it also makes it difficult for network operators to use

IDS and IPS, which provide security by checking the payload
of exchanged packets. Also, network administrators must also
be aware of countermeasures against SDN switches and silent
failures. SDN is often realized using software switches, which
are suggested to be more vulnerable than networks consisting
of traditional hardware-type switches [3] [4] [5] [6]. These
papers specifically point to the possibility that SDN controllers
may not be able to detect SDN switches that are compromised
or behave unintentionally. As a method to solve these security
issues, a security measure using byte integrity verification has
been proposed, which detects anomalies by collecting and
processing communication status data collected from a group
of SDN switches.

We have proposed a method to increase the granularity of
anomalies that can be detected in SDN communications by
using time information synchronized with high precision by
IEEE1588 PTPv2 [7] to ensure the time resolution of collected
communication status data, and by handling transfer volume
information in units of flows [8]. Furthermore, in order to solve
the problem of conventional byte consistency verification,
where the accuracy of information collected from the terminal
SDN switch cannot be verified, we have developed a method
to expand the range of devices that can detect anomalies
by incorporating a reporting function similar to that of SDN
switches in the host connected to the terminal SDN switch
[9]. Based on the results of our previous research, we focused
on the fact that the quality and variety of data that can be
collected from SDN switches and hosts is useful for improving
the anomaly detection performance of SDN.

In this paper, we confirmed the applicability of byte con-
sistency verification for anomaly detection in SDN networks
by collecting communication status data of each host for the
purpose of collecting more detailed communication status data
than the conventional method. In our approach, statistical
data on communication status, which can be obtained from
commands provided by the host OS (Linux), is formatted
to be compatible with SDN networks, and can be used

1Copyright (c) IARIA, 2024.     ISBN:  978-1-68558-141-1
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Fig. 1. Comparison of Conventional Network and Software Defined Network.

by SDN controllers and nodes that perform byte integrity
verification. Additionally, we implemented this method on a
network testbed to obtain per-process communication volume
information measured at each host and confirmed that it is
applicable to anomaly detection in SDN networks.

The rest of the paper organized as follows. Section II de-
scribes the techniques and research associated with this study.
Section III explains the proposed network verification scheme
that deals with the process-level communication volume of
hosts. Furthermore, Section IV describes an experiment in
which the proposed method was operated on a test bed. Finally,
Section V presents our concluding remarks.

II. RELATED WORK

In this section, we will explain the technology and previous
research related to this study.

A. Software Defined Network

SDN is a technology that centrally controls network devices
through software. In a conventional network, as shown in
Figure 1, the network administrator configures each router
with information for routing control, and the router forwards
packets according to the configuration. On the other hand,
SDN can issue forwarding control instructions to the entire
SDN switches by configuring the SDN controller, and the
SDN switches perform packet forwarding based on these
instructions from the SDN controller. Therefore, SDN allows
dynamic control based on the operating status of each SDN
switch. Flexible control in SDN is achieved by separating the
data plane, which handles data forwarding functions, and the
control plane, which handles control functions [10].

OpenFlow [11] is widely used as a specification for imple-
menting SDN, and OpenFlow controller implementations such
as Floodlight exist [12]. Although SDN allows for flexible
control of the network, several security issues have been
reported with SDN [3] [13]. For example, there are known
attacks in which malicious switches attack the data plane or
mislead the SDN controller about the network topology, and
methods have been reported to solve these problems [4] [5].

Transmission 
Information

OpenFlow Switch

SDN Controller

Verification ProgramSDN Controller

SDN Switch

Fig. 2. Byte Consistency Verification by SPHINX.

B. Data Plane Security in SDN

If the network is compromised in SDN, unintended packets
may be discarded or generated, routes may be changed. In
order to prevent such problems from occurring, there are
verification techniques for protecting the data plane. SPHINX
verifies compromised switches using a technique called byte
consistency verification [4]. This method detects anomalies
by having each switch collect and compare transfer volume
information.

Figure 2 shows the operation of byte consistency verifi-
cation by SPHINX. This technique receives a report of the
forwarding volume information from each switch. Next, from
the information received, this method calculates a moving
average (

∑
) of the transfer volume information for each SDN

switch and a value (
∑

avg) obtained by averaging the moving
average for each SDN switch over all SDN switches. Then, this
method verifies whether the average value deviates from the
moving average value of each SDN switch by the inequality
in Equation 1, using a predetermined threshold τ value.

1

τ
<

∑∑
avg

< τ (1)

If the threshold τ is smaller than an appropriate value,
false positives are likely to occur, and if it is larger than the
appropriate value, false negatives are likely to occur. Therefore

2Copyright (c) IARIA, 2024.     ISBN:  978-1-68558-141-1
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the appropriate value for τ varies depending on the network
configuration, the type of switch used, it is necessary to set an
appropriate value for each network. However, since SPHINX
performs byte integrity verification using network switch
forwarding volume information, it cannot verify whether an
edge switch is malicious or not, and it does not support flow
aggregation. In addition, various other SDN data plane security
measures have been proposed [13].

C. WhiteRabbit

As described in Section II-B, SPHINX has the issue that
the accuracy of detection is affected by variations in the
timing of obtaining statistic information from switches. To
address this issue, WhiteRabbit has improved the deterioration
of verification accuracy due to acquisition timing deviations
by using IEEE1588 PTPv2 for high-precision time synchro-
nization and scheduling the timing of acquisition of transfer
volume information [8]. However, WhiteRabbit, like SPHINX,
does not verify edge switches and does not support flow
aggregation.

D. Edge Switch Validation with In-host Switches

As mentioned in Sections II-B and II-C, there is a problem
in that byte consistency verification using only SDN switch in-
formation cannot verify edge switches. To solve this problem,
we proposed a method to obtain the communication volume of
each host [9]. This method builds a switch inside the host to
obtain the host’s communication volume and behaves like any
other SDN switch, allowing byte integrity verification between
the edge switch and the host. However, this method requires
the threshold τ in Equation 1 to be larger than the conventional

method, which may miss minute network anomalies or attacks
that take place in a very small amount of time.

III. PROPOSED METHOD

In order to overcome the issues described in Section II, in
this section, we describe a network verification scheme that
deals with the process-level communication volume of hosts.
Figure 3 shows an overview of the proposed method. As shown
in Figure 3, host information is collected by implementing
an in-host information collection function on hosts on con-
ventional SDN. In addition, we deployed a host information
collection server to compare the SDN controller’s collection
of each SDN switch’s forwarding volume information. This
allows the verification system to perform host information-
aware verification. By using this system, it is possible to
improve the accuracy of detecting abnormal networks by
classifying communication volume using more detailed host
information that could not be obtained using the conventional
method.

This system requires the implementation of the following
two functions.

1) A function for each host to send the collected data to
the host information collection server after collecting its
own process-level traffic information.

2) A function for the SDN controller to report the traffic
information of each switch to the host information
collection server.

In addition, the host information collection server needs to
know which host sent the data from the host and compare it
with the transfer volume information of each switch. Further-
more, the hosts need to implement a function to collect its

3Copyright (c) IARIA, 2024.     ISBN:  978-1-68558-141-1
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own process-level traffic and send the collected information
to the server.

A. Host Information Collection Server

The host information collection server monitors the traffic
information of all hosts that have executed the intra-host
information transmission agent, and alerts the user according
to the conditions based on the statistics of the traffic infor-
mation. The host information collection server collects per-
process communication volume information from each host
and compares it with the transfer volume information of each
switch collected by the SDN controller, and outputs an alert
to the network administrator if any abnormality is found.

B. Host Information Collection Agent

The host information collection agent, which is imple-
mented on each host, executes the ss command provided by
the Linux OS as an external command execution to obtain
the cumulative amount of packet reception as statistical infor-
mation for each process. Then, the agent sends the acquired
information to the host information collection server. By
repeating these processes periodically, the host information
collection agent collects transfer volume information for each
host.

IV. EXPERIMENT

To verify and evaluate the operation of the host information
collection function using this method, we implement an ex-
perimental network on DeterLab, a network testbed operated
by University of Southern California Information Sciences
Institute and University of Utah [14].

We used a total of 18 nodes on DeterLab, each with an SDN
controller, a verification component, SDN switches (7 nodes),
hosts (8 nodes), and a Prometheus server. The network for
this experiment is a tree network topology with Depth = 2
and Fanout = 2. Depth indicates the depth of the hierarchy
from the root node, and Fanout indicates how many nodes are
connected in one branching. We used Prometheus [15] [16] to
implement the host information collection server. Prometheus
is a network monitoring system developed by the Cloud Native
Computing Foundation that can collect and analyze time-
series data. Additionally, as mentioned in Section 3.2, we used
Linux’s ss command, which can obtain the status of network
sockets, to implement the host information collection agent.
We primarily used the bytes received entry (the cumulative
number of bytes received by the socket) in the internal TCP
information that can be obtained by running the ss command
with the i option added.

Table I shows the specifications of the MicroCloud on
DeterLab used in this experiment. All 18 nodes we used in
this experiment used equipment with the same specifications.
We used Floodlight v1.2 [17] as an SDN controller. Also, we
implemented an OpenFlow proxy, stopcock [18], between the
group of switches and the controller as the verification compo-
nent for route verification and used ofsoftswitch13 EXT340
[19] as the SDN switches. Since this experimental network

TABLE I
SPECIFICATIONS OF MICROCLOUD NODES IN DETERLAB USED IN THIS

EXPERIMENT.

Type Specifications

CPU
Intel(R) Xeon(R) E3-1260L Quad-Core Processor Running

at 2.4 GHz

Memory 16GB

Storage 250GB SATA Western Digital RE4 Disk Drive

OS Ubuntu 16.04 STD

Fig. 4. Traffic Flows in This Experiment.

consists of actual equipment rather than simulators or emu-
lators, we can verify the operation in an environment that is
closer to actual operation.

A. Experimental Method

In this experiment, we generated traffic between hosts in the
network built on the testbed described in this section to verify
that the host information collection system could correctly
transmit host information. Figure 4 shows the traffic flow for a
TCP 3-hop path that uses iperf to generate traffic to port 5201.
As shown in this figure, we generated traffic simultaneously
and mutually between a total of four groups: h0 and h4, h1
and h5, h2 and h6, and h3 and h7, and confirmed whether
the transfer amount information could be collected correctly
by the Prometheus server. As a validation of the operation,
we verify that the following four items are reported correctly:
(1) information reported by the host information collection
agent to the Prometheus server, (2) the host’s own IP address
and port number, (3) the source IP address and port number,
and (4) the received bytes. In addition, by verifying that time-
series data is produced from the reports and that reports can
be received from multiple hosts simultaneously, we evaluate
the feasibility of this host information collection system in a
real operational environment.

B. Evaluation of the experiment

As an example of a communication volume report sent from
a single host to the Prometheus server, Figure 5 shows the
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Fig. 5. Number of Received Bytes Associated with iperf Communication in
h0 Transition.

Fig. 6. Number of Bytes Received Related to iperf Communication for All
Hosts.

transition of the transfer volume information regarding iperf
sent from h0. As in the h0 example, we observed that iperf
traffic was generated on all other hosts as well, with each
host reporting an increasing number of bytes received and
organized as time-series data. Then, Figure 6 visualizes the
change in transfer volume information for all hosts rather
than a single host. As shown in this figure, we confirmed
that the Prometheus server receives traffic reports from all
hosts. By multiplying the information collected from these
hosts with the transfer volume information held by SPHINX
and WhiteRabbit, byte consistency verification can be achieved
with additional host information and is expected to improve
the reliability of anomaly detection.

V. CONCLUSION

With the spread of SDN, technologies to protect the data
plane are becoming increasingly important, and there is grow-
ing interest in protecting the data plane, which is achieved

through software switches. One technology for protecting
the data plane is byte consistency verification, which detects
anomalies based on communication status data collected from
a group of SDN switches.

We have proposed a method to improve detection accuracy
by handling transfer amount information on a flow-by-flow
basis using high-precision time synchronization. We have also
developed a technology that expands the range of devices that
can be detected by implementing a switch on the host. Based
on the results of these previous studies, we hypothesized that
using host information for network verification in SDN could
improve the accuracy of network verification, and proposed
a method to collect forwarding volume information for each
host in this paper.

In this paper, in order to evaluate the proposed method,
we used the open source software Prometheus to obtain per-
process communication volume information measured at each
host and validated a scheme to use it to detect anomalies in
SDN networks. To achieve this verification, we developed an
agent that allows each host to send traffic information for
each process to the Prometheus server, and implemented the
proposed system on DETERLab, a network testbed, to confirm
its operation. When traffic was generated between the hosts to
verify the operation, we checked the traffic volume of each
host from the Prometheus server.

As future work, we plan to conduct verification experiments
that cross the communication volume information at the pro-
cess level of each host obtained in this study with SPHINX
and WhiteRabbit data.
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