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ICONS 2020

Forward

The Fifteenth International Conference on Systems (ICONS 2020), held between February 23-27,
2020 in Lisbon, Portugal, continued a series of events covering a broad spectrum of topics, including
fundamentals on designing, implementing, testing, validating and maintaining various kinds of software
and hardware systems.

In the last years, new system concepts have been promoted and partially embedded in new
deployments. Anticipative systems, autonomic and autonomous systems, self-adapting systems, or on-
demand systems are systems exposing advanced features. These features demand special requirements
specification mechanisms, advanced behavioral design patterns, special interaction protocols, and
flexible implementation platforms. Additionally, they require new monitoring and management
paradigms, as self-protection, self-diagnosing, self-maintenance become core design features.

The design of application-oriented systems is driven by application-specific requirements that have
a very large spectrum. Despite the adoption of uniform frameworks and system design methodologies
supported by appropriate models and system specification languages, the deployment of application-
oriented systems raises critical problems. Specific requirements in terms of scalability, real-time,
security, performance, accuracy, distribution, and user interaction drive the design decisions and
implementations.

This leads to the need for gathering application-specific knowledge and develop particular design
and implementation skills that can be reused in developing similar systems.
Validation and verification of safety requirements for complex systems containing hardware, software
and human subsystems must be considered from early design phases. There is a need for rigorous
analysis on the role of people and process causing hazards within safety-related systems; however,
these claims are often made without a rigorous analysis of the human factors involved. Accurate
identification and implementation of safety requirements for all elements of a system, including people
and procedures become crucial in complex and critical systems, especially in safety-related projects
from the civil aviation, defense health, and transport sectors.

Fundamentals on safety-related systems concern both positive (desired properties) and negative
(undesired properties) aspects. Safety requirements are expressed at the individual equipment level and
at the operational-environment level. However, ambiguity in safety requirements may lead to reliable
unsafe systems. Additionally, the distribution of safety requirements between people and machines
makes difficult automated proofs of system safety. This is somehow obscured by the difficulty of
applying formal techniques (usually used for equipment-related safety requirements) to derivation and
satisfaction of human-related safety requirements (usually, human factors techniques are used).

We welcomed academic, research and industry contributions. The conference had the following
tracks:

 Complex and specialized systems

 Embedded systems and applications/services

 Computer vision and computer graphics

 Application-oriented systems
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We take here the opportunity to warmly thank all the members of the ICONS 2020 technical
program committee, as well as all the reviewers. The creation of such a high quality conference program
would not have been possible without their involvement. We also kindly thank all the authors who
dedicated much of their time and effort to contribute to ICONS 2020. We truly believe that, thanks to all
these efforts, the final conference program consisted of top quality contributions.

We also thank the members of the ICONS 2020 organizing committee for their help in handling the
logistics and for their work that made this professional meeting a success.
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Abstract—The human is a complex machine and the health 
care system is the mechanic hired to maintain and repair both 
the hardware and software. External forces are constantly 
pushing out ``software-updates'', ``bugs'' and ``viruses'' 
affecting the human being in different ways. Finding the best 
way to treat a patient is challenging without knowing the 
patients background story. That story is formed from the 
moment the patient is born and is pushed in different 
directions by various sources. Family, friends, teachers, 
strangers, media, and for the last 15 years or so, social media, 
are all contributors to shaping the mind of a young individual. 
This paper looks closer at the physiological and psychological 
causes and effects of diagnosing pregnant women with 
Gestational Diabetes Mellitus (GDM), and the authors reflect 
and discuss how the Norwegian health care system can treat 
the condition in a way that supports individuality and 
complexity. Diseases that are correlated with certain lifestyles 
are frequently mentioned in media, often as warnings or 
motivation for a healthy lifestyle. However, the reasons for 
getting these diseases are more complex than usually 
presented. The entire fault is put on the individual's ability to 
live healthy, which is an unfair burden that may again result in 
low self-esteem and poor lifestyle choices. Systems thinking 
tools such as the conceptagon and systemigram are utilized in 
an attempt to capture the complexity of the problem and the 
system most suitable for solving it. 

Keywords – Systems thinking; Health information 
management; Systems engineering; Clinical diagnosis, 
Psychology 

I.  INTRODUCTION 
Gestational Diabetes Mellitus (GDM) is a diagnosis seen 

in between 6-11% of pregnant Norwegian women [1]. 
Hormones due to the pregnancy causes the insulin to have 
lower effect and if the body is not able to compensate for 
this, the blood sugar levels may rise above a defined limit. 
The reason why the body is not able to compensate for the 
increased need for insulin is not well documented, but factors 
such as genetics, lifestyle, obesity, age, ethnicity and 
environment are often mentioned [2], [3]. The combination 
of these factors determines the risk of developing this 
condition. Most of the literature focus on the technical causes 
and effects of being diagnosed with GDM [4]–[6], while the 
psychological effects are not considered to the same degree. 
It is reasonable to assume that receiving such a diagnose will 

have some effect on the wellbeing of the patient, in addition 
to the frequent need for blood sugar monitoring and potential 
medication. In today’s society, a person diagnosed with any 
kind of diabetes will automatically be exposed to some 
degree of stigma. The word diabetes is often correlated with 
laziness, low self-discipline and unhealthy eating. Many 
people will choose not to share the diagnosis with their 
surroundings, which may influence how well they are able to 
manage the condition. When a pregnant woman is diagnosed 
with GDM without receiving sufficient information from the 
doctor she will probably try to acquire the information 
herself. The Internet is overflowing with relevant, irrelevant, 
correct and incorrect information, which can be challenging 
to filter, and the patient may end up being stressed and 
worried. The purpose of this paper is to illustrate the 
complexity of the GDM diagnosis. By using systems 
thinking tools, the authors can look at the current gestational 
diabetes research from a new perspective. The Norwegian 
health care system is treated as the System of Interest (SoI), 
while the patient is seen as a stakeholder. The authors have 
used system engineering tools, such as the conceptagon and 
systemigram to create the models that are presented in 
section II. A research study of causes and effects of being 
diagnosed with GDM has been performed by the authors in 
section III before adding own reflections in section IV, and 
conclusion and further work in section V. 

II. MATERIALS AND METHODS 
In order to analyze, synthesize and inquire the system of 

interest, a framework called conceptagon is utilized and 
described in the next subsections. A systemigram is 
developed and presented to identify the relationships and 
activities between the SoI and its stakeholders. Both the 
conceptagon and systemigram are included in the systems 
engineering toolkit and are helpful when striving to achieve a 
holistic view of a problem or system, according to the 
methodology done in other domains [7]–[10]. 

A. Conceptagon 
The conceptagon [11] is a framework for applied systems 

thinking. Its purpose is to present different concepts in a 
common language that system experts with different 
backgrounds can understand. The conceptagon, consisting of 
the SoI in the center and seven triples distributed around it, is 
shown in Figure 1. The triples each include three concepts 
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that are known as fundamental terms in several disciplines. 
During the next paragraphs, the authors describe the SoI 
through each of the concepts shown in the conceptagon. 

 

 
Figure 1 Conceptagon [11] 

 
 

 
Figure 2 Boundaries 

 
1) Boundary: The boundaries are defined by identifying 

the interior and the exterior of the SoI and are crucial for 
understanding what the SoI consists of. The interior 
includes factors that the SoI have control over and that is 
relevant to the problem presented in this paper, while the 
exterior identifies factors that must be taken into account. 
The SoI may be able to impact the external factors, but does 
not have control over them. Figure 2 presents the interior 
and exterior of the SoI. The Norwegian health care system is 
split into several divisions with different functions. The 
doctor’s office is where the patient have their check ups and 
regular visits; the health clinic gives support to women 
during their pregnancy and follow up kids with check ups 

and vaccines; the hospitals treats serious and acute illness; 
and the polyclinics treat patients that are in need of 
specialists. The government is shown as part of the exterior 
of the SoI. The Norwegian health care system is funded by 
the government. Universities often collaborate with the 
Norwegian health care system to get support from 
specialists and to stay on top of what kind of research is 
needed. Food and lifestyle companies, such as food 
producers and gyms, are often driven by a need to make 
money. They have an indirect impact on the SoI by affecting 
the patients in one direction or the other. The patient is also 
seen as part of the exterior and giving the patient the best 
care possible is the main purpose of the SoI. Media and 
social media are, like the food/lifestyle companies indirectly 
affecting the SoI by pushing unfiltered information, 
commercials, research, opinions and warnings on the 
patient. 

 

 
Figure 3 Functions 

 
2) Function: As described in paragraph 1), the different 

divisions of the SoI have different functions. As illustrated 
in Figure 3, the patient will receive support and information 
from at least four different functions in the Norwegian 
health care system. The employees are stationed at different 
locations and use different computer systems. The patient 
needs to bring what is called a “health card” to each 
appointment, which is a piece of paper that the doctor, 
nurse, midwife or specialist fills out after each visit. Due to 
strict laws against sharing personal data, information cannot 
automatically be shared with other parts of the health care 
system in all cases. 

2Copyright (c) IARIA, 2020.     ISBN:  978-1-61208-771-9
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3) Transformations: A system should always transform 
the given input to a desired output. Figure 4 shows that the 
patient gives input to the Norwegian health care system in 
form of body measurements (weight, height, etc.), test 
materials (blood, urin, saliva), personal history and 
reflections. The health care systems are tasked to use the 
given input to provide the patient a diagnose, suitable 
treatment, relevant information and necessary support. 

 

 
Figure 4 Transformations 

 
4) Emergence: The Norwegian health care system is 

dependent on using reliable tools and cannot afford to be 
pioneers in using new technology. Machines, computer 
systems and medicine must all be certified to meet 
appropriate standards. The consequences of failure can be 
fatal. Introducing new medicine or treatment methods will 
therefore take time before it is approved and considered 
safe. 

5) Communication: The divisions in the Norwegian 
health care system that is in focus during this paper are 
funded by the state or the county. Hospitals and polyclinics 
that are funded by the state will be able to offer more equal 
treatment throughout the country. The doctor’s office and 
health clinics that are founded by each county might offer 
different services and level of support from county to 
county. Each facility has control over themselves, after 
complying with certain requirements, but the funding has an 
impact on the possibilities. 

6) Relationships: To best support the patient, all parts of 
the system should work as a whole. The constantly 
increasing use of technology in todays society introduces a 
world of opportunities to integrate systems and share 
information. Despite this, the different functions in the 
Norwegian health care system are not sharing information in 
an effective manner. Security and restrictions for sharing 
personal data sets limitations and slows down the 
“digitalization”. Today the patient needs to bring a “health 
card” to each appointment. After being diagnosed with 
GDM at the doctors office, she needs to bring her ”health 
card” to the health center and the ultrasound appointments 
and describe to them what the status is. 

7) Harmony: The Norwegian health care system offers a 
large variety of services. As shown in Figure 5, the different 
functions are funded by different parts of the Norwegian 
government. The allocated resources for the different 
functions may therefore vary. The functions that are covered 
by the county are often low on resources, while the 
functions covered by the state have stricter requirements for 
resource allocation. 

 

 
Figure 5 Systemigram 

B. Systemigram 
Identifying stakeholders and the relationship between 

them is useful to obtain a holistic view. Figure 5 presents a 
systemigram where the system of interest, its stakeholders 
and the relationships are identified. As illustrated, the 
patient is affected by a number of other stakeholders that 
cannot be controlled by the system of interest (SoI). It is 
important to identify these and acknowledge their presence. 
In that way, the health care system can develop means to 
reduce the negative effects these external factors may have 
on the patients. 

III.  RESEARCH STUDY 
While gathering research, the authors aimed to answer 

the following three questions: 
• What are the risk factors for being diagnosed with 

GDM? 
• What are the potential physiological effects for the 

woman and baby? 
• What are the potential psychological effects for the 

woman and what can these result in? 
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A. Developing GDM 
6-11% of pregnant Norwegian women are diagnosed 

with GDM [1]. The reasons for developing the condition are 
complex and not fully documented. What is known is that 
during a pregnancy, the hormones released in the body 
reduces the effectiveness of the insulin. In most cases the 
body is able to increase the insulin production sufficiently, 
but in other cases not. Factors that increases the risk of 
developing GDM are [12]:  

• Glucosuria 
• Family history of type 2 diabetes or GDM 
• History of unexplained fetal demise 
• High age 
• Obesity 

 

 
Figure 6 Barriers preventing people to lead a healthy lifestyle [13] 

 
 

 
Figure 7 Causal loop diagram 

 
If we look at the last point, obesity, which is the factor that 
is often in focus, the causes for this are again complex. 
Three commonly known factors for developing a high BMI 
are: 

• Lifestyle 
• Genetics 
• Environment 

When eating too much and/or unhealthy food and 
performing little exercise, the body will gain weight. How 
much and in what rate may depend on genetics. How to stop 
the obesity epidemic, that is frequently mentioned in the 
news these days, is not a question with a straightforward 
answer. The media’s focus and the ”black and white” 
attitude of some people may be a contributing factor to the 
problem rather than the solution. Devsam et al. [13] 
mentions some barriers preventing people to lead a healthy 
lifestyle. These are illustrated in Figure 6. Barriers such as 
fatigue may also be observed as an effect of unhealthy 
lifestyle choices, resulting in a downward spiral that is hard 
to come out of. The reinforcing causal loop diagram in 
Figure 7 illustrates this phenomenon. 

B. Physiological effects of GDM 
GDM is a condition that is usually limited to the 

pregnancy. A well-managed condition will not contribute to 
any dangerous consequences, but if the condition is not well 
managed the risk of serious complications for the baby, as 
listed below, may increase significantly [14]: 

• High gestational birth weight  
• Overall metabolic complications 
• Stillbirth 
• Shoulder dystocia 

Similarly, if the condition is poorly managed, consequences 
for the mother may be [15]: 

• Hypertension 
• Cesarean delivery 
• Risk of developing diabetes type 2 later in life 

A positive outcome of receiving the diagnosis is actually 
that many women are able to change their lifestyle during 
pregnancy and able to maintain the new lifestyle after giving 
birth [16]. 

C. Psychological effects of GDM 
Evans and O’Brien say in their paper [17]: 

“The implication that impending 
motherhood is a condition of risk or 

peril that requires ‘surveillance, 
control, and intervention at any sign of 

deviation from normal’ might 
undermine one’s self-identity and 

desired level of autonomy as a 
pregnant woman.” 

Even a normal pregnancy introduces new thoughts, worries 
and changes to the body that in themselves can be 
overwhelming. Being informed about abnormalities can add 
unnecessary stress and worry. Several studies have been 
conducted on this topic and a common conclusion of most 
of these studies are that the women diagnosed with GDM 
have more negative emotions attached to their pregnancy 
and health than women without the diagnosis. Devsam et al. 
[13] conducted a study where they gathered the initial 
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responses from women who was diagnosed with GDM, 
before proposing a framework to enhance midwifery 
assessment. The initial responses are presented in Figure 8. 
The guilt could be related to not taking better care of 
themselves, staying in a stressful job or having the baby late 
in life. The women repeatedly asked questions about the 
causes of their condition and often blamed themselves for it 
[13], [18]. They also had negative reactions as to how to 
control the condition, as shown in Figure 9. 
 

 
Figure 8 Initial response after being diagnosed with GDM [13] 

 
 

 
Figure 9 Reactions on how to manage GDM [13] 

 

IV.  REFLECTION AND DISCUSSION 
Is the benefits of testing, diagnosing and treating 

pregnant women with GDM outweighing the negative 
psychological implications the diagnosis may have on the 
individuals? Jarrett [19] writes in his paper that: 

“The association between blood 
glucose concentrations and fetal 

weight is lost when adjustment is made 
for maternal weight and age.” 

He also states that: 

“The women with gestational diabetes 
in the original Boston studies had 

higher perinatal mortality, though the 
difference was not statistically 

significant, and the published analyses 
did not sufficiently examine the 

potential confounding variables, of 
which age and obesity were the most 

obvious.” 

This implicates that the GDM diagnosis itself is not causing 
the complications, and may only introduce extra stress to the 
patient. There is however reason to believe that receiving 
the diagnosis may have positive impact on the patient’s 
ability to change their lifestyle. According to Sjøgren et al. 
[16] 34% of the women included in their study that was 
diagnosed with GDM were able to stick to a healthy diet 
also after pregnancy. Egeland et al. [20] states that GDM 
does introduce higher risk of adverse perinatal outcomes. 
Detection and control of the diagnosis will help reduce these 
risks, but how can the health care system best treat and 
support the women receiving the diagnosis? As several 
studies show, the psychological impact on the patient is 
significant and should not be underestimated. Lawson et al. 
[18] states that women experience fear, depression and 
anxiety. It is important that the patient receives relevant and 
correct information immediately after the diagnosis has been 
set, to outweigh the often “one-sided” information 
introduced by the media. As described by Devsam et al. 
[13], Swedish women experienced a two weeks gap between 
receiving the diagnosis and having the first appointment at 
the specialized diabetes clinic where they had to seek 
information from books and the Internet in between. During 
the appointment with the specialist, their concerns were 
reduced. This implies that it is beneficial to reserve some 
time after the glucose intolerance test to properly inform and 
support the women that is diagnosed with GDM. 

V.  CONCLUSION 
The first part of the paper presents the health care system 

as the system of interest by using different systems thinking 
tools. The purpose of using these tools is to illustrate the 
complexity of the system of interest and the gestational 
diabetes diagnosis in an understandable way. The last part 
of the paper discusses the physiological and psychological 
aspects of the diagnosis before discussing the positive and 
negative effects of being diagnosed. Even though the 
research is pointing in different directions regarding the 
potential consequences of GDM, the diagnosis can be a 
wakeup call that motivates the patient to adopt a healthier 
lifestyle. The psychological implications should not be 
underestimated, but considered to a greater extent in the 
health care system. Giving thorough information as close to 
the diagnosing as possible should be prioritized to avoid a 
long period where the patient seeks information that may 
turn out irrelevant or incorrect. Some future work could be a 
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research study investigating if rapid and thorough 
information reduces the negative psychological effects on 
the patient. Such a study may give the health care system 
motivation to prioritize giving the information earlier. 
Another interesting case for future work would be using 
systems thinking methods, such as the conceptagon and 
systemigram, to identify which factors have the most   
positive and negative impact on the psychology of the 
patient. This may contribute to finding focus areas for 
information flow.  
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Abstract — Nowadays, constantly increasing demands on 

products lead to great opportunities, but also major challenges. 

Complaint management, in particular, is also affected by this, 

as the high complexity of products and production systems can 

often lead to failures. In connection with digitalization, 

companies face the challenge of having to handle complex and 

extensive information. In the field of complaint management, 

not only the amount of information increase but also the 

number of sources, channels, formats, etc. While the 

companies act more and more globally and digitally, the 

complaint management in German mechanical engineering is 

still predominantly carried out manually. In order to improve 

the processing time and the analysis of complaints, as well as to 

implement the automated processing of complaint information, 

the fundamental research project FusLa [funding code: SCHL 

2225/1-1] funded by the German Research Foundation (DFG) 

was launched. The aim is to develop an algorithm that 

automates the evaluation of relevant complaint information 

from different types of complaint texts. This paper evaluates 

the functionality of the algorithm in the context of a validation 

example from the field of precision machining and cold 

forming. 

Keywords-Algorithm; Complaint Management; Business 

Process Re-Engineering for Manufacturing; Decision Support 

I.  INTRODUCTION 

Due to the increasing internationalization of our time, the 
complexity of products and their producing companies is 
constantly increasing. The need for a higher individualization 
of products inevitably leads to new challenges for the 
company's requirements management, as product 
requirements become more and more complex [1]. Although 
this increases the opportunities on the market, it also means 
that the failure risks increase significantly. Therefore, a 
direct relationship exists between the complexity of a 
product and the failures that occur. An increasing number of 
complaints automatically accompanies an increasing number 
of failures. Complaints mean additional costs for a company, 
which have to be minimized in the context of increasing 
complexity. 

To eliminate failures and thus avoid complaints, 
companies rely on different approaches, including the 
software-supported 8D report. However, these approaches 
show numerous weaknesses when it comes to dealing with 
the complexity that prevails in production systems. There is 
no model integration that enables the traceability of causes of 
failure within the production system. To process the flow of 
information generated by complaints and master the 
complexity of the production system it is necessary to use a 
model approach. For this particular problem, the current 
approaches, as demonstrated in section II, reach their limits 
or do not yet focus on complaint management. In order to 
solve this problem, an algorithm based on the current state of 
the art was developed [2] and validated in the industry. In the 
following section II, this paper deals with the current state of 
the art and examines which findings have been gained in 
science as well as in industry with regard to failure-cause 
searching and solution-finding based on complaint 
information. Within the framework of this paper, future-
oriented approaches will mainly be considered and examined 
for interfaces to the topic. Section III describes the developed 
algorithm with its functions and methods as well as the 
applied validation. Finally, the results of the validation 
carried out previously are being used for an evaluation in 
section IV. Moreover, it gives an outlook for upcoming 
research fields. 

II. STATE OF THE ART 

Considering the field of science, there are some research 
projects that focus on failure-cause searching and solution-
finding in production systems. However, it turned out that 
these research projects either are not related to complaint 
management, do not function algorithm-based and thus are 
not automated, or just subjective evaluations take place. At 
this point, some of the already published works of the 
research group Product Safety and Quality Engineering can 
be referenced, which have already dealt with this topic and in 
which the current state of science and technology has been 
analyzed in detail. These include the ICONS 2019 Paper [3]. 
In addition, the state of the art was examined in detail in the 
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GQW Paper 2019 [4] for the probing as well as in the 
QMOD 2019 Papers [5] for the prioritization and in [6] for 
the failure cause localization of the algorithm. In this paper, 
the focus shall be on the future-oriented approaches and 
validation of the algorithm in the sense of an extension of the 
previous publications. These are explained and examined in 
the following. Especially at the present time, the relevance of 
Artificial Intelligence (AI) for the processing of large 
amounts of information is increasing. However, a distinction 
must be made between AI, big data, and Machine to 
Machine communications (M2M) [7]. AI has the goal to 
enable cognitive-like functions of a machine to analyze and 
interpret data and to solve problems on this basis. It is, 
therefore, a better fit for decision making [8]. The purpose of 
big data, however, is to process and analyze large amounts of 
data and a large variety of data in order to achieve a specific 
result. That means that the potential of AI in the area of 
complaint management is enormous in order to be able to 
react to failures and eliminate them. AI could develop the 
possibility to learn from known complaint information in 
order to be able to exert a preventive effect and prevent 
future complaints. In order to analyze how far the current 
future-oriented approaches are when dealing with the 
mentioned problem, some service platforms were examined 
and evaluated for this purpose. The investigated platforms 
are IBM Watson Compare & Comply [9], Apache Spark 
[10], Amazon Comprehend [11], Microsoft Analytics 
Platform System [12], Google BigQuery [13], PrediCX [14], 
CEMax [15], and Adobe Analytics [16]. All these platforms 
work based on machine learning. They are able to identify, 
structure, analyze, and evaluate information in text sources. 
This would also make them suitable for processing 
complaint texts if they were programmed for this purpose. 
However, the evaluation of the platforms showed that the 
analyzed platforms are currently not able to perform a 
comprehensive failure-cause search and solution-finding in 
production based on information from the use phase.  
However, it is necessary to develop such applications in 
order to deal with the ever-increasing complexity of 
production systems.  In order to enable the use in complaint 
management, concepts are needed that define how the 
service platforms are to deal with complaints and which 
information is relevant. At the same time, such a concept can 
provide the procedure for failure-cause search and solution-
finding for the platform. 

III. FUNCTIONALITY AND VALIDATION OF THE 

ALGORITHM 

The algorithm for failure-cause search and solution-
finding was developed after the acquisition of various 
requirements regarding the current state of science and 
technology. These requirements led to the fact that the 
algorithm had to consist of the following modules: 

 information probing of complaint information [4] 

 prioritization of complaint information [5] 

 localization of failure-causes [6] and 

 solution-finding for failure-causes. 

A. Functionality of the Algorithm 

As can be seen, the complaint information from the use 
phase of the product is accessed and filtered within the 
information probing, so that only the relevant information is 
being used further. Relevant information can be, e.g., 
product names, company name, technical drawing number, 
etc. That information is then being used by the algorithm to 
determine across several dimensions within the prioritization 
which complaint has the highest priority. Thereby necessary 
resources, such as time, personnel or costs can be used in the 
best possible way for the failure-cause localization. The basis 
for failure-cause localization is a previously developed 
model of the corresponding production system. Here, 
correlations between the essential views of the production 
systems are stored according to the eDeCoDe model 
(enhanced Demand Compliant Design) developed by Winzer 
[17] and Nicklas [18]. These views can be, e.g., components, 
functions, processes, persons or requirements. An example 
of such a model of a production system is shown in Figure 1 
below. This Figure visualizes all relationships of R1.2, i.e., 
requirement 1.2 has relationships to the other requirements, 
functions, processes, persons, and components.  

 

Figure 1. Example of a model of a production system according to [17]. 

With the help of this model, the algorithm is able to make 
assumptions based on probabilities about which part of the 
production system is responsible for the failure that led to the 
complaint. Once the cause of the failure has been localized, a 
possible solution will be found by pointing out the necessary 
measures. This is based on the STOP principle, whereby 
substitutional, technical, organizational and person-related 
measures can be offered [19]. Once the measure has been 
determined, it is up to the producing company to implement 
it, adapt it, or not use it at all. Due to the focus of the paper, a 
more detailed description of the algorithm is deliberately 
omitted. A detailed explanation of the theoretical concept of 
the algorithm can be found in the papers IEEE QR2MSE [2] 
and ICONS 2019 [3] published by the research group 
Product Safety and Quality. After the theoretical concept was 
completely developed, the algorithm was programmed with 
Microsoft Office - Visual Basic Application (VBA) and 
turned into a usable software. In section B of this chapter, the 
validation using an industrial example is described and 
evaluated in detail. 

P1 Turning

P1.1 Grab

P1.2 Positioning

P1.3 Rotate

P1.4 Deburring

Pe1 Operator

C1 Machine CNC13

F1 Turningfunction

R1 Requirements of the turning process

R1.2 Diameter OK

(unfulfilled requirement)

R1.4 Roundness OK

R 1.7 Concentricity OK

I1 Material

I2 Order

I5 Machine settings

Agenda:

F = Function
C = Component

R = Requirement

P = Process
Pe = Person

= Related to
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B. Validation in Industry 

The validation in the industry is used to determine 
whether the algorithm provides meaningful information and 
assessments and how the different quality of the complaint 
information affects the results of the algorithm. At this point 
in the project, only the feasibility of the theoretical concept 
and also the effect of the quality of complaints on the result 
of the algorithm have been examined. A long-term study to 
measure the performance of the algorithm has not yet been 
carried out but is planned for the future. While the current 
validations were only carried out based on a requirement 
evaluation, the time, cost and personnel expenditure of the 
algorithm should also be measured and evaluated as 
parameters in the coming months. This should also 
contribute to the reproducibility of the results and 
transparency of the evaluation. Starting with the validation, 
the company of the industry example will be presented. In 
order to preserve the anonymity of the company and to 
protect internal know-how, all company-related information 
was deliberately concealed. The validation was carried out 
using the example of a company in the field of precision 
machining and cold forming. This area is used among other 
things for the production of strain-hardened and cold-formed 
parts, e.g., shafts or spindles, which are predominantly 
manufactured for the automotive industry. This industrial 
example is noteworthy because the complaint handling is 
subject to the high standards of the automotive industry. This 
demonstrates that the algorithm can meet such high 
standards. In order that the algorithm can carry useful results 
for the failure cause searching and solution-finding, it was 
first necessary to create the appropriate information basis. 
This means that first, all necessary customer information, 
product information, or order information had to be localized 
and then a model of the production system had to be created 
and also prepared for access as part of the evaluation. In this 
paper, this process is referred to as "preparation for 
validation". This is essential because it cannot be assumed 
that a company has all the necessary information in the 
required format. 

 

1) Preparation for Validation 
The preparation of the validation was divided into three 

steps. In the first step, all information systems of the 
company were examined for available information about 
customers, products, and orders. Since the company used 
very different systems for the respective information, the 
required information was prepared by the algorithm in Excel 
sheets and compiled for evaluation. This meant that it was 
not necessary to program the interfaces for each specific 
information system. However, at this point, it should be 
noted that for the practical implementation of the algorithm 
in industry, exactly such an interface to the existing 
information systems of the respective company must be 
programmed and set up by software developers. After the 
successful mapping of the information systems, in a second 
step, a model of the socio-technical production system with 
the eDeCoDe approach was developed. Besides the use of 
existing documents (e.g., technical drawings, test plans) and 

the discussion with the process managers of the company as 
well as the testing, this industrial example offered the 
possibility to go through all processes for the claimed 
product systematically with the production manager. It 
allowed to link the requirements, components, functions, and 
persons. This not only contributed to a better understanding 
of the connections within the company but also showed that 
the company was very interested in the implementation. The 
correlations between the elements were mapped using 
Design Structure and Domain Mapping matrices. The result 
of the collaboration was a production system that comprised 
69 requirements for a product under complaint, 21 functions, 
22 processes (25 inputs/11 outputs) as well as 11 
components and 9 persons involved. With the acquisition of 
the production system and the associated system elements, 
the third step in the preparation of the validation could take 
place. This clearly defined the relationships between the type 
and importance of the failure and the previously collected 
requirements. This step is necessary in order to determine for 
the algorithm which type of failure is the non-fulfilled 
requirement and what significance this non-fulfillment has. 
In order not to manipulate the result of the algorithm with 
regard to the evaluation of a non-fulfilled requirement, the 
definition of the relationships was discussed based on 
documents (e.g., Failure Mode and Effects Analysis) and in 
conversation with the company's experts (e.g., 
production/complaint management). The result of this 
elaboration is two matrices for the correlations between the 
requirements to be fulfilled and the type of failure as well as 
the significance of the failure. After the three steps for the 
preparation of the validation had been completed, the actual 
validation of the algorithm could take place. The validation 
was based on a very detailed customer complaint relating to 
an unfulfilled requirement for the SGW product. The SGW 
product is usually installed in passenger cars and is a critical 
component of safety. In this case, the complaint text was 
available in digital form so that it was possible to transfer the 
complaint text to the intended surface within a few seconds 
(Figure 3). 
 

9Copyright (c) IARIA, 2020.     ISBN:  978-1-61208-771-9

ICONS 2020 : The Fifteenth International Conference on Systems

                            18 / 96



 

Figure 2. Complaint text of the product SGW according to [20] 

2) Information probing of the complaints 
Based on the present complaint text, the algorithm 

recognized the first and last name, organization, and address 
of the customer and transferred them, as shown in Figure 3, 
to the fields provided for this purpose in the surface of the 
information probing.  

 

 

Figure 3. Information probing of the complaints of the product SGW 

according to [20] 

With the help of this information, the algorithm filled in 
the other fields within the interface. In addition to collecting 
the date information, the algorithm was also able to identify 
relevant complaint information relating to the product. The 
algorithm not only correctly examined its name but also its 
number, group, and drawing details. The number of products 
delivered could also be determined via the interface to the 
ordering system and entered in the field provided for this 
purpose. Despite the more detailed failure description in the 

complaint text, this step showed that the algorithm could not 
assign exactly which unfulfilled requirement was actually 
involved. Although the algorithm recognizes the product and 
thus assigns all recorded product requirements to the 
unfulfilled requirement field as a selection, this is not an 
automated process. In addition, the user must manually select 
which requirement was actually not fulfilled. The 
background of this problem is the lack of standardization of 
the complaint texts. With the execution of the first step of the 
validation, the second step started. 
 

3) Prioritization of the complaint 
In order to check how the prioritization is influenced by 

the quality of the complaint text, two prioritizations were 
performed based on the previously prepared complaint 
information, as shown in Figure 4.  

 

 

Figure 4. Prioritizing the complaint of the product SGW according to [20]. 

The gathered information was used to prioritize the 
complaint. For this, the algorithm calculates different 
dimensions. How this calculation is carried out is described 
in detail in [5]. In order to investigate how the quality of the 
complaint text affects the prioritization, dimension 2 and 3 
were evaluated completely in the first step and incompletely 
in the second step. The second prioritization deliberately 
deleted information from the fields "ABC Classification", 
"Due Date" and "Amount of complaint products". The 
algorithm calculates and uses the reference value of 5.00 in 
Dimension 2 and Dimension 3 for missing information as 
you can see in Figure 4. This changes the dimension values 
and weightings. This has both advantages and disadvantages. 
On the one hand, it enables the algorithm to enter a 
dimension value and a weighting. This becomes critical 
when the influence of missing information becomes so great 
that an initially less relevant complaint becomes a complaint 
with high priority. In the worst case, this could lead to 
companies making incorrect decisions about the order in 
which complaints are to be processed and thus not using 
resources (personnel & time) in a targeted and meaningful 
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manner. The solution to this problem also lies in the 
standardization of complaint texts. 

 

4) Failure-cause localization of the complaint 
Since the localization of the causes of the failure is 

carried out similarly to the prioritization on the basis of the 
collected, relevant complaint information, the phase was 
repeatedly reviewed on the basis of a complete and an 
incomplete information basis. In this case, the unfulfilled 
requirement was deliberately deleted from the corresponding 
field in Figure 5. The algorithm could not make a statement 
about which elements of the production system were related 
to the requirement because there was no information about 
the unfulfilled requirement. This means that without a 
reference to the unfulfilled requirement, it is not possible to 
locate the cause of the failure. It seems necessary to choose a 
more consistent procedure, such as [21] that is developed for 
networks or to standardize the specification of the unfulfilled 
requirement. Figure 5 illustrates the complete fault cause 
localization. The incomplete map, which was not inserted for 
space reasons, looks the same, but only with empty fields. 
The theoretical process of localization is described in [6] in 
detail.  

 

 

Figure 5. Failure-cause localization of the complaint of the product SGW - 

complete and unprocessed according to [20]. 

Once again, it makes sense to describe unfulfilled 
requirements in complaint texts, such as those stored in the 
technical drawing or specifications. In this case, the 
algorithm can identify the causes of the failure very well 
within the production system. This statement is because of 
the evaluation of the SGW product complaint included 
exactly those system elements that led to the cause of the 
failure. The company's statements about the actual cause of 
the defect also confirmed the statement that the algorithm 
could actually perform a targeted localization of the cause of 
the defect. At this point, it should be noted that the results of 
the algorithm depend not only on the quality of the 
complaint text but also on the quality of the production 

system. Only if the system elements and their 
interrelationships are completely captured, a targeted 
localization of the failure-causes is possible. 

 

5) Solution-finding of the complaints 
Validation of the solution-finding process showed that 

this process is completely independent of the quality of the 
complaint text or the information basis. By the given 
solutions in the form of measures, the algorithm can act also 
with a lower quality of the information. Figure 6 visualizes 
the measures proposed by the algorithm based on 
Organizational measures (O) for the failure-cause 
Component 4 (C4). 
 

 

Figure 6.  Measures proposed for the cause of the failure of C4 (SGW): 

UNhine 164 according to [20]. 

The result showed that it is possible to find a solution 
with the help of the measures, regardless of the quality of the 
information base or the complaint text. 

IV. CONCLUSIONS 

The validation using the industrial example in the field of 
precision machining and cold forming has shown that the 
performance of the algorithm is significantly influenced by 
the quality of the information in the input. In order to avoid a 
lack of information during the writing of the complaint, a 
standardization of the complaint text is strongly required. A 
lack of information would mean a high additional effort in 
the search for the cause of the failure and in finding a 
solution. This problem of probing of information could be 
solved by modifying the input mask of the complaint. Within 
the prioritization, the algorithm succeeded in compensating 
missing information by the formation of average values. 
Thereby set at least an estimated value for the prioritization 
of the complaint. In addition, here the impact was shown due 
to the quality of the complaint text, which can be improved 
by standardization. The validation has also shown that the 
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quality of the complaint text has a strong effect on the 
localization of the cause of failure. On the other hand, it also 
turned out that the influence of the quality of the production 
system could be minimized. The reason lies in the self-
developed user interface for checking the production system 
by the operator. A residual risk remains, however, as 
incorrect entries by the user are still possible. A solution for 
this would be the specification of the requirements in the 
complaint text according to the technical drawing or the 
specifications. With regard to finding a solution, the 
following findings could be gained from the validation. It has 
been shown that the quality of the complaint text has no 
technical effect on the solution-finding. However, it does 
affect the quality of the solution-finding. Therefore, 
measures can be derived at any time independently of the 
quality of the complaint text. The measures proposed by the 
algorithm led to the successful elimination of the failure-
cause in the industry example. However, it was also noticed 
negatively that missing failure-cause information has strong 
effects on the probability calculation and therefore no 
adequate evaluation is possible without concrete information 
about failure rates or the competencies of persons. 
Furthermore, this information was not documented in the 
industry example. These findings follow the need for 
interfaces to Computer-Aided Quality (CAQ) systems in 
production in order to enable the algorithm to automatically 
access the necessary failure-cause information. Similarly, it 
should be examined whether alternative methods are more 
suitable for probability evaluation. The above-mentioned 
improvement potentials are now to be further investigated 
and implemented within the framework of future research 
projects. 
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Abstract—We investigate the feasibility to extract system 
performance information based upon limited maintenance 
record of the Taipei Rapid Transit Corporation (TRTC).  The 
maintenance record consists of malfunction incident rate per 
month of the Taipei metro system.  It is desired to estimate the 
system lifetime from the maintenance record.  However, 
whether such information is contained in the maintenance 
record, and furthermore, if the information can be extracted is 
to be determined.  Moreover, the problem is further 
complicated by the regular maintenance, which further tampers 
the embedded information.  The research goal is to assess the 
feasibility to acquire the desired information from the available 
dataset.   
Keywords-degradation; maintenance; metro; MRT; performance 
analysis. 

I.  INTRODUCTION 
It is desirable to obtain system information from the 

maintenance data.  In this research, we investigate the Mass 
Rapid Transit (MRT) system of Taipei Rapid Transit 
Corporation (TRTC), which began operation in 1996 for 23 
years [1].  By analyzing the Taipei MRT maintenance records, 
we further explore the possibility to acquire information 
indicative of the system performance.  The research objective 
is to determine whether it is possible to acquire reliable 
information of the system performance from the limited time-
span maintenance records.  If such information can be 
extracted, it may be helpful to diagnose the condition of the 
Taipei MRT system.   

The performance and degradation of metropolitan metro 
systems play a crucial part in the civilians daily life and have  
attracted much attention of general public.  The performance, 
malfunction, or maintenance all have huge impacts on the 
daily life of the passengers and civilians.  Assessment and 
quantification of the system current status is essential to 
enhance performance.  The performance of such complex 
system is commonly analyzed using the degradation curve 
model; analysis of the reliability is based on failure rate and 
maintenance records [2].  By assessing the condition of the 
system, improvement of the maintenance and performance 
can be recommended.   

The performance record of various metropolitan metro 
systems in the world are studied.  For example, the subway 
system in New York City, USA, has a long history.  As 

reported in [3], train R36 serviced from 1964 to 2003, a total 
of 39 years.  R160s were used to replace 45-year-old trains.  
In another news report about the old trains [4], the oldest trains 
for New York City Subway were planned to serve for 58 
years, and now this type of trains are actually found too old 
with very high failure rated.  From the limited reference that 
we can access, an estimate of the subway train lifetime is 
estimated to be around 40 to 50 years.  For example, some 
lines of Singapore Mass Rapid Transit (SMRT) have been 
operating since 1987, 30 years from today.  On the other hand, 
TRTC operated from 1996, which is only 21 years ago.  There 
is a difference of 9 years.  The assets’ actual wear-out period 
may lie somewhere between 20 years (the oldest TRTC asset), 
and 40 years (New York City Subway).  All these 
metropolitan metro systems are different in various aspects, 
thus, the performance of such MRT systems are not the same.  
Research attempts to establish a degradation curve model 
from the maintenance data has not been satisfactory.  

The metro system is a complex system consisting of 
various components.  For example, the rail track condition 
monitoring is an important technical concern of the MRT 
system [5].  However, it is infeasible to constantly inspect 
track conditions; an inspection once a month or less is the 
common maintenance.  Severe track condition degradation is 
a potential threat to the railway system.  Hence, more attention 
has been devoted to monitoring track condition via in-service 
vehicles [6]-[8].  The general goal of the research and 
technical modifications is to improve the performance and 
reliability of a mass rapid transit system.   

Various approaches to analyze system performance have 
been reported [9]-[18], including the popular bathtub curve 
analysis [19]-[24].  The Bathtub curve model is widely used 
to assess system performance analysis [25].  Analysis based 
upon the bathtub curve has been extensively applied to various 
problems [11], [26]-[29].  Our research goal is to investigate 
the feasibility and validity to assess the performance of the 
Taipei MRT system based upon limited maintenance record.    

We investigate and analyze the Taipei MRT data.  We 
have data from Taipei MRT consisting of 11 systems: Electric 
Multiple Unit (EMU) propulsion, EMU Air Conditioner, 
EMU Communication, Switcher, Platform door, 22kV 
switchboard, Automated Fare Collection (AFC) door, Wenhu 
Line traffic control computer, Transmission system, elevator, 
and escalator.  Specifically, we search for characteristics and 
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compare with the bathtub degradation curve; the research 
objective is to acquire status information of the equipment and 
identify possible tendencies or features that may be indicative 
of the system performance. 

This paper is organized as follows: Section I: Introduction 
with a description of the goal of this research project.  Section 
II: Method.  Section III: Data Analysis.  Finally, Section IV: 
Conclusion and Future Work, followed by an 
acknowledgement. 

II. METHOD 
System condition analysis using the bathtub-shaped curve 

model [25] is commonly employed.  It consists of a break-in 
trend as the system condition improves, followed by a plateau 
regime where the system condition is stable.  After this stable 
regime, the system condition withers with increased 
malfunction rate, followed by a steep increase of malfunction 
rate where the malfunction rate increases with time rapidly 
whereas the system breaks down.  Together, the bathtub-
shaped curve represents the various stages of an ideal system.   

However, not all system status can easily be compared to 
the bathtub-shaped degradation curve; it is an idealized 
theoretical model used in many problems.  It is an idealized 
trend that depends on various factors.  The feasibility of 
applying such bathtub-shaped curve may depend on the 
specific application and the various factors involved.  
Specifically, the system condition may not follow the same 
degradation curve, also, each equipment system may exhibit 
different characteristics depending on the specific application. 

It is proposed that the maintenance data would yield a 
simple bathtub-shaped degradation curve for an equipment 
that is operated under normal condition.  For systems that are 
affected by other factors, this theoretical degradation curve 
may be affected.  Most cases do not follow the same 
degradation curve.  For a complex system involving various 
brands, various models, and systems of various ages, the 
exhibited characteristics shall be different.  In addition, as 
maintenance decisions involve human decision factors, such 
uncertainty further complicates the degradation curve, causing 
the exhibited characteristics further derailing from the 
possible universal bathtub-shaped curve. 

Furthermore, each equipment in the Taipei metro system 
consists of various brands and various models that may 
possess different intrinsic characteristics.  Since each 
equipment is maintained by human, the degradation curve is 
tampered with human factors and may exhibit characteristics 
differ from the original degradation curve without human 
influence.  The research objective is to decipher whether such 
complex information can be extracted from the maintenance 
data of a limited time span. 

III. DATA ANALYSIS 
Maintenance data provided by TRTC is analyzed.  We 

employ linear regression and various regression models to 
identify the trend.  Through each method, our goal is to 
ascertain the general behavior of the dataset.  The limited 
dataset showed diverse characteristics which is inconclusive.  
The recorded number of malfunction incidents of the MRT 

transmission system per month as a function of age is shown 
in Figure 1.  The data is sporadic and gradually decrease with 
time.   

 

 

 
 
 
 
 
 
 
 
 
 
 
 

As shown in Figure 1, the decreases with time is apparent.  
This could be due to the regular maintenance.  in this mostly 
likely is due to the improvement of MRT maintenance.  On 
the other hand, since the age of each equipment and the 
number of samples for each equipment are not consistent, the 
degradation curve exhibits mixed information of various 
complex factors.   
 

 

 

 

 

 

 

 

 

 

The average malfunction rate of the Wenhu Line central 
computers as a function of age is shown in Figure 2.  Due to 
incomplete record, there are some maintenance data is 
missing.  Thus, the degradation trend may not be conclusive. 

 
 
 
 
 
 
 
 
 
 
   

Figure 1.  Average malfunction rate per month as a function of 
transmission system age (month). 
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Figure 2.  The average malfunction rate of the Wenhu Line central 
computers as s function of age (month). 
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As shown in Figure 3, the average malfunction rate of the 
Muzha Line screen door as a function of age exhibits a gradual 
increase with age.  The data span only covers short period of 
time, but it clearly increases with age. A more complete 
dataset may be required for conclusive results.    

 

IV. CONCLUSION AND FUTURE WORK 

The goal of this paper is to assess the feasibility to extract 
status information of various Taipei MRT systems based 
upon the maintenance data.  The maintenance data is limited 
and only consists of a single parameter: count of the number 
of malfunction incidents per month.  By means of data 
analysis, our goal is to identify characteristics indicative of 
the current status of the metro system, remaining lifetime, and 
estimate its future trend.  Yet, the system information may 
not be fully contained in the provided maintenance record.  
The validity of the estimation based upon incomplete data, 
may be limited.   

The bathtub degradation curve could be affected by 
human factors; for example, if the asset retired in its early 
stage, the curve may not rise up during the wear-out period 
and may even descend.  If properly maintained, the curve 
may not rise in the wear-out period, similar to the situation in 
airline industry.  However, few MRT systems in reality 
exhibit degradation behavior similar to the bathtub curve 
model [30]. 

The degradation curve acquired from data analysis of the 
provided Taipei metro maintenance record has be assessed.  
however, the trend of each degradation curve exhibits various 
characteristics.  By comparing with the bathtub curve model, 
we tried to assess the status of each system.  However, the 
assessment is inconclusive. Possible factors include:  
 

1) Each system has not reached the steady state.   
2) Human factor such as maintenance tampers the 
natural trend. 
3) More data, longer temporal span of maintenance 
record is required to reveal a degradation trend.   

 
Based on the available maintenance records provided by 
TRTC, statistical analysis findings indicate that the Taipei 
metro is stable with no significant indication of degradation.  
Degradation curve acquired via statistical analysis is not 
conclusive.  More data may be required to establish the 
general trend.   

If the maintenance data contains severity information of 
each malfunction incident, data analysis may potentially 
yield more information to assess the status of the system.  On 
the other hand, it is not ascertained that the desired status 
information is embedded in the malfunction incident record, 
which is further tampered by the regular maintenance.  On a 
broader perspective, a fundamental question to be asked: Is 
the required information contained in the dataset?  If it isn’t, 
or perhaps only partial information is contained in the dataset, 
then even the most elaborate analysis approach cannot 
legitimately extract information that is not contained within 
the dataset.   

For future work, we recommend the maintenance record 
consists of more than a single-parameter, such as the severity 
of the malfunction, the cost of the malfunction, maybe 
mileage of operation between each malfunction incidents.  
The maintenance record will be a resourceful dataset for 
assessing the status of a complex system.  Such information 
may provide more direct information regarding the system 
status.  We believe such approach may be more sensitive and 
indicative, and potentially be indicative of the system status 
and system lifetime.   
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Abstract—This paper details the design and development of a 
web-based publishing and retrieval system for traffic court 
cases. This proof-of-concept is meant to complement and in time 
to come, replace, existing manual processes of doing legal 
research for traffic court cases. Currently, legal staff have to 
manually browse through practitioners’ library and motor 
accident guide books to look at precedents for the assessment of 
damages in personal injuries and fatal accidents. The system 
automatically extracts key information of the court cases to 
allow retrieving of relevant court cases from a search query 
term by professionals such as judges, lawyers, insurers, as well 
as the public for their research and references. 

Keywords-traffic court cases; intelligent document retrieval 
system; natural language processing; automated text extraction. 

I.  INTRODUCTION 
With the general improvement in road safety over the 

years, the number of accidents resulting in injuries has 
dropped slightly [1]. Nevertheless, it still amounts to more 
than 7000 cases per year in Singapore, a dense city state with 
5.8 million population and 9.5 million motor vehicles. This 
naturally leads to a huge number of traffic accident cases 
reaching the courts as well as claims for injuries suffered and 
deaths during the accidents.  

Accident victims will naturally seek compensation for 
injuries incurred. However, depending on how co-operative 
the offender is, the process to seek compensation may be 
difficult. The situation may involve an investigation by the 
related insurers and may even escalate into legal cases to be 
settled in the courts. This can be a long and expensive process 
in which compensations that are eventually awarded may not 
even be sufficient to cover the legal expenses of the disputes.  

 Typically, if the claim is heard before the courts, it will 
involve a detailed re-accounting of the accident as well as 
medical reports of the injuries incurred by the plaintiffs. The 
judge will then consider all details together with relevant past 
cases to decide on a quantum of the damages to be awarded to 
the plaintiff [2] [3].  

Every year, there are up to 12,000 accident claims that are 
heard in the courts and they are important precedents for the 
judges to use for future references. Since 2001, a book named 
“Practitioners’ Library Assessment of Damages: Personal 
Injuries and Fatal Accidents”, commonly known as the Blue 

Book has been published with the 3rd edition launched in Feb 
2017 [4]. It is written by judges and serves as a reference for 
judges, lawyers and insurers when it comes to assessing the 
amount of damages that the court may award in cases 
involving personal injuries and death. It also gives road users 
an idea of the damage awards in an accident. The Blue Book 
is also used by practitioners and members of the insurance 
industry to negotiate and expedite the settlement of accident 
cases without escalating the case to the courts. The Blue Book 
is almost 800 pages and referencing it is a tedious task, let 
alone revising it to keep it as up-to-date as possible.  

Another book, the Motor Accident Guide [5], written in 
simple English and illustrated by dozens of diagrams picked 
from past court cases serve to provide readers, especially 
layman, an idea of where they stand should they take an 
accident claim to court. The guide aims to keep a lid on claims 
arising from motor accidents. Similar to the Blue Book, the 
readers will have to go through the entire guide to look for the 
scenario that is most applicable to his/her case. 

The motivation of this proof-of-concept (POC) is therefore 
to introduce digitalization of court documents and facilitate 
the search for precedent motor accident cases. The project will 
facilitate judges to publish past cases efficiently and in a 
timely manner and also enable others concerned to efficiently 
retrieve and review information of the past cases without the 
need to laboriously go through the physical Blue Book.  

The rest of the paper is organized as follows: Section II 
details the design and development of the system. Section III 
shows the outputs from the system and discussion on its 
performance. Section IV concludes this paper.  

II. SYSTEM DESIGN AND DEVELOPMENT 
The project is divided into two main parts namely Case 

Publishing System and Case Retrieval System. The former 
requires the uploading of pdf versions of case documents as 
well as conversion of pdf to text for further processing. It also 
entails the extraction of key information such as plaintiff’s 
name, age, gender, date of assessment, injuries, claims and 
amount awarded. The extracted information is also stored and 
serves as search engine index to provide results to the search 
queries. The Case Retrieval System involves retrieving of the 
relevant case documents based on the queries made to the 
system. Figure 1 shows the use case diagram for the system.
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Figure 1.  Use case diagram of the system. 

The overall system comprises the Case Publishing 
System and the Case Retrieval System. The former allows the 
judges to upload past cases into the database and to edit or 
update published cases. The latter allows all concerned, 
namely, judges, lawyers and the public to access the databse 
and search for precedents matching the search terms entered 
such as the type of injuries, the award quantum. 

A. Database 
PyMySQL [6] is used to implement the system’s database 

and the tools used to manage the database are Cross-Platform 
Apache, MariaDB, PHP and Perl (XAMPP) Control Panel [7] 
and phpMyAdmin [8]. The database is designed such that 
“cases” table holds a one-to-many relationship with the 
“injuries” table. Each case in the “cases” table is associated 
with one or more injury/claim in the “injuries” table. Each 
injury/claim in the “injuries” table uses its foreign key 
“case_ID” to identify its case mapping in the “cases” table. 
This design thus prevents data duplication.  

B. Implementation 
The system is fully written using Python.  
PDF to text conversion: This function allows the 

uploaded PDF file to be converted to text format so that 
further processing can be done. A third-party library named 
“pdfminer.six” [9] is used here as it gives the best 
performance. It takes in an argument called [pdfname] where 
[pdfname] is the directory of the PDF file that is being 
uploaded and returns the text after the conversion is done. 
Many other libraries such as “PyPDF2” [10] have been used 
but the results are unsatisfactory as the converted text are 

either concatenated wrongly or there are missing text. 
However, “pffminer.six” is also not perfect and manual 
checking on the converted has to be performed. This is a big 
problem in the digitisation of past court cases and a one-off 
exercise will thus be needed to convert all the hard copies into 
digital form. Note that Natural Language Toolkit (NLTK) 
[11] is used to tokenize the converted text into sentences 
which are then parsed for the various extraction algorithms. 

1)  Extraction of plaintiff’s name: Heuristic rule is 
applied in extracting the plaintiff’s name after an analysis of 
the sample court cases on hand. The plaintiff’s name will 
always appear at the top of every page in the document, in the 
form of “[Plaintiff Name] v [Defendant name]” and it is 
similar throughout all the cases. Therefore, the approach to 
this algorithm is to use regular expressions to extract the 
name. The re.search function takes [text] as a huge string and 
returns any substring that matches the pattern 
[r'(?P<PName>\b.*)\sv\s.*\b'], a regular expression created 
to match the format of the name given in the court document. 
Subsequently, symbolic group name PName is used to extract 
only the plaintiff’s name. The code segment for the extraction 
is given in Figure 2. 

We have explored the use of NLTK and pyenchant [9] for 
the plaintiff’s name extraction. The algorithm is as follows: 
The converted text is tokenized into sentences and the 
sentences are parsed to extract those that contain the word 
“victim” or “plaintiff”. The continuous name chunks are 
extracted using Name Entity Recognition with Regular 
Expressions and checked against those in the dictionary 
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library. Name chunks with at least one word that is not a valid 
English word will be treated as a valid name but the result is 
not as good as the heuristic described above. Moreover, it is 
vulnerable to other word chunks that contain non-English 
words like national identity number and company name. 

2) Extraction of plaintiff’s age: The algorithm starts by 
tokenising the converted text into sentences. Next, it filters 
and extracts the sentences that contain keywords like 
“plaintiff” or “victim” and key phrases like “years old”, “at 
the time”, “accident happens”, “when” etc. The reason of 
such key phrases is to improve the accuracy of extracting the 
plaintiff’s age from neighbouring context. For example, “the 
plaintiff was 72 years old at the time of hearing”. After 
obtaining the sentences that contain the keyword and key 
phrases, re.findall function is used to extract all the age 
numbers. The maximum of all the age numbers extracted will 
be set as the plaintiff’s age at the time of assessment. An issue 
with this method is that the court documents may sometimes 
contain the age of more than one person. This will 
significantly increase the chances of extracting a wrong age 
number. Therefore, to reduce the odds of extracting a wrong 
age, a layer of filter is added to priortize the age number 
extracted from sentences that contain keywords like 
“plaintiff” or “victim” over others. 

 

import re 

#Algorithm starts here--- 
PlaintiffName = "" 
#variable name [text] contains the text 
converted from PDF 
SearchPlaintiffName = 
re.search(r'(?P<PName>\b.*)\sv\s.*\b',text
) 
if(SearchPlaintiffName): 
    PlaintiffName = 
str(SearchPlaintiffName.group('PName')) 

Figure 2.  Code segment for extraction of plaintiff’s name. 

3) Extraction of plaintiff’s gender:The main approach 
here is to identify the number of he/his and she/her pronouns 
that appears near to the keyword “plaintiff” or “victim” 
throughout the entire document. The higher count will be 
taken as the plaintiff’s gender. First the converted text is 
tokenised into sentences. Next, for every sentence that 
contains the keyword “plaintiff” or “victim”, the algorithm 
will count the number of times he/his and she/her appears. 
Finally, the gender with the higher count frequency will be 
taken as the plaintiff’s gender. 

4) Extraction of date of assessment: After analysing the 
cases on hand, it was found that the latest date shown in the 
traffic court cases is always the date of assessment.  
Therefore, the approach is to use re.findall function to extract 
every single date string that appears in the document and 
subsequently, extract the latest date out of all the date strings 

obtained. As the dates are extracted in the string format, an 
additional step is required to convert the date strings to 
numerical form so that the algorithm is able to compare every 
single date and recognise the latest date. 

5) Extraction of injuries, claims and amount awarded: It 
is observed that every traffic court cases will have a section 
at the end of the document called “Conclusion”. In the 
section, the injuries, claims and amount awarded will be 
listed out as a summary as shown in Figure 3. Therefore, the 
approach is to create two lists that store injuries/claims and 
amount awarded respectively, which is also shown in Figure 
3. To implement the algorithm,  a bag of words is created with 
all the relevant injuries/claims stored in it. With the help of 
the bag of words, the algorithm can identify and store the 
injuries/claims into the list “injuries_claims” while re.findall 
function is used to identify and store the amount awarded into 
the list “probable_award_amounts_main”. 

6) Case Retrieval: This function receives an input from 
the user and queries the database for matching results. User 
can searcj for traffic accident information by entering either 
the name of an injury or the name of a traffic accident claim. 
This function also allows substring search. For example, if 
the user enters “hand”, cases that involved “left hand” 
injuries or “right hand” injuries will also be retrieved.  

 

 
Figure 3.  Illustration of the Conclusion section of the case summary. 

III. RESULTS AND DISCUSSION 
The capabilities of the system are evaluated against the 

requirements specified. Functional testing is adopted to 
examine the functions of the system to ensure that it performs 
as required. Four available traffic court cases are used as test 
dataset [12] – [15] and they are all past judgements made by 
the Supreme Court of Singapore. Unfortunately, only four 
cases are made available online. 

Table I shows the test results. Basically, extraction of 
plaintiff’s name, age, gender and date of assessments works 
well for the 4 test dataset with the exception of the extraction 
of injuries, claims and amount awarded. This extraction is the 
most challenging as it requires much more sophisticated 
natural language processing techniques such as topic 
modelling to extract the different types of injuries and the 
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medical terms. The simple technique adopted in this POC 
proves to be inadequate to address the entire spectrum of 
possible injuries.  

TABLE I.  SYSTEM TEST RESULTS 

Functionality Test Accuracy 
Extraction of plaintiff’s name 100% 
Extraction of plaintiff’s age 100% 
Extraction of plaintiff’ gender 100% 
Extraction of date of assessment 100% 
Extraction of injuries, claims and amount awarded 25% 

 
Figure 4 shows the key information extracted from the test 

case in [15] while Figure 5 shows the retrieval results when a 
user types in the search term ‘fracture’. 

This POC has set the trail in the digitalization of the legal 
domain. It is very useful in facilitating the search for precedent 
court cases of traffic injuries and the amount of damages 
awarded to reduce expensive law suits and court time. It also 
shows that automation of text extraction from voluminous 
case files is feasible. The premise for this POC is that the court 
cases have already been digitized and exist in pdf form. This 
is not the case as most, if not all, case documents exist in hard 
copies and have to be manually digitized and checked before 
being published in a system like the proposed system. Only 
then can accurate extraction of critical information be 
performed and retrieval of case documents be accurate. 

A qualitative comparison is made against existing related 
work such as [16], [17] and [18]. Wyner et. al. [16] detail the 
use of text mining to automatically profile and extract 
arguments from legal cases and shows how context-free 
grammar can be used to extract arguments, and how 
ontologies and NLP can identify complex information such as 
case factors and participant roles. The approach applies 
linguistic analysis and stereotypical pattern of reasoning 
called argument schemes to identify argument sentences and 
semantically relevant sentences from a legal corpus. The 
arguments in the legal corpus need to be first analysed and 
represented in XML format for later mining. Compared to our 
POC, we do not need manual labelling of the legal documents. 
We extract precise entities such as injuries, plaintiff’s details 
and damage awards while [16]’s extraction is very coarse-
grained in the form of sentences of arguments. [16] also does 
not lend itself to retrieve cases based on search queries. 

 Wagh [17] merely proposes a study to group legal 
documents based on the contents using unsupervised text 
mining techniques. It only describes what the authors intend 
to do with no actual design and implementation. Andrew and 
Tannier [18] use a combination of both statistical and rule 
based techniques to enable journalists to automatically 
identify and annotate entities such as names of people, 
organizations, role and functions of people in legal 
documents. They also try to explore the relationship between 
these entities. The statistical method used is Conditional 
Random Fields while document and language specific regular 
expressions are used for the rule based technique. It is focused 
on extraction of specific entities from the documents but do 
not include the more complicated entities such as injuries, 
damages awarded and age. It also does not support search and 

retrieval of precedent cases based on input query terms unlike 
our POC.  

In summary, in comparison with existing work, our POC 
supports more precise and fine-grained extraction of 
plaintiff’s details, injuries and damage awards based on the 
search string input thereby greatly facilitates users of the 
system to easily extract and compare precedent cases closest 
to their query of interest. Another merit of our POC is we do 
not require labelled dataset.  

There are however limitations in this POC which need to 
be addressed before a fully functional system can be deployed 
as it relies heavily on heuristic algorithms for the unstructured 
text mining. Much more sophisticated natural language 
processing techniques, namely, topic modelling using Latent 
Dirichlet Allocation (LDA) is needed not just to extract the 
injuries but also in the extraction of other plaintiff’s details.  
The test cases used here are considered simple as they only 
involve a single plaintiff and a single defendant. Hence, 
extraction of plaintiff’s details is very accurate as shown in 
Table I, which will not be the case for multiple plaintiffs. 
Another challenge is when the search query comprises a long 
sentence instead of a single word. In this case, the key words 
have to be extracted from the search string as well. Moreover, 
there is a lack of readily available court cases, preferably in 
the hundreds, to adequately stress test the POC. 

IV. CONCLUSION 
A POC for a web-based publishing and retrieval system 

for traffic court cases has been successfully developed. The 
system automatically extracts key information of the court 
cases to allow retrieving of relevant cases from a search query 
term by professionals such as judges, lawyers, insurers and the 
public. Such a system not only renders the legal research 
process for traffic court cases to be much more efficient but 
also relieves the judges of the laborious manual compilation 
and update of the Practitioners’ Library Assessment of 
Damages (the Blue Book). Judges can publish past cases 
much more efficiently and keep the publication up to date 
compared to the manually compiled Blue Book which is 
published once after a few years.  

A limitation of the POC is the adoption of heuristics in the 
text mining. Future work shall involve the introduction of 
topic modeling in NLP processing to handle the extraction of 
plaintiff’s details and injuries for more complex cases than 
those shown in this paper as well as use of deep learning. 
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Figure 4.  Extraction of key data from Test Case in [15]. 

 
 

 
Figure 5.  Case retrieval results for the search term ‘fracture’. 
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Abstract—Connected objects that build up the general idea of 

Internet of Things (IoT) need hardware and or a software 

structure to which they attach. There are many IoT solutions 

that are provided by companies, academia or independent 

developers. The BlueLab IoT platform is a possible solution for 

a set of different sensor devices that provide realtime data 

entries, which are stored in a database. Data entries for each 

station are organized as raw data sets. Those data sets can be 

processed later by applications and stored as processed data 

(P1), which can be further processed and stored producing 

higher level data. Data sets (raw and processed) marked as 

shared can then be used to form a data library (datalib). A 

BlueLab Iot project is composed by several datalibs; thus, the 

same data can be used by several users and projects without 

being replicated. Some physical devices that produce data 

(temperature, humidity, pressure, air quality) have been built 

and data stored within the BlueLab system, almost 

continuously for two years, providing a useful data resource to 

be used as a ground for further BlueLab characteristics. The 

novel contribution of this paper is the work in progress of the 

BlueLab system by presenting its architecture and available 

resources to developers. A hands on example is also presented. 

Keywords-IoT; CPS; Embedded Systems; BlueLab. 

I. INTRODUCTION 

Almost unstoppable are the things that can now be 

connected to the Internet as they are built with that intention, 

and older things that were present before the Internet of 

Things (IoT) concept can also be connected by a suitable 

interface; a Thing over Internet (ToI) that dilutes in the 

global IoT domain [1]. There are many different ideas of 

how to connect devices to each other, how to cooperate, 

synchronize, exchange, store and analyse data [2]. The 

BlueLab IoT system provides a platform for users to add 

their devices and store sensorial data. The data can also be 

visualized and processed to offer meaningful information. 

IoT systems need to consider security issues [3] and this 

awareness is also present on the BlueLab IoT system 

including user data and devices. The paper continues in 

section II with the system’s architecture, both hardware and 

software, followed by section III where tested hardware has 

been used with different configuration sets in the stations, 

and then section IV with results and discussion from the 

whole system. 

II. ARCHITECTURE 

The BlueLab architecture has two domains, the logical 

and physical. The logical domain is composed by the 

conceptual components that build up the BlueLab and allow 

software interfaces to be built. The physical domain is 

mainly the hardware part of the BlueLab’s overall system, 

which includes the possible communication and 

interconnection configurations. 

A. Physical Architecture 

The BlueLab IoT physical architecture is shown in Figure 

1. The stations are fixed or mobile, have sensors and Wi-Fi 

connections. Data gathered is sent to the Database either 

directly through the Wi-Fi connection to a Gateway (or 

router) or by sending it through a Distributor (under 

development). A Distributor is a First In First Out (FIFO) 

data buffer system; it gathers data from specific stations and 

sends that data to the Database through a Gateway, whether 

through a Wi-Fi or cable connection to a Gateway. Stations 

are data sources and do not need data from other stations to 

provide their own data; they do not communicate with each 

other. In case of failure of communication with the server, it 

is the station (and or the Distributor) that has to cope with it; 

and data loss may eventually occur. 

 
Figure 1. BlueLab’s physical architecture. 

The stations shown in Figure 1 can also be a smartphone 

with the BlueLab IoT system. Also shown in the figure are 

the user Web access devices, which use an Internet browser 

to communicate with the BlueLab Application where it is 

possible to manage the system by logging in successfully [4]. 
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B. Logical Architecture 

To get access to the BlueLab system, a user login 

interface is needed. The user login interface is modelled in a 

database and is shown in Figure 2. 

 
Figure 2. Database model for User access and authentication 

A user account must have a contact which can be a phone 

number or an email and a name associated to it. Several 

strategies to  recognize the authentic user are implemented, 

like password  and associated hash procedures, email 

confirmation, phone confirmation by Short Message Service 

(sms), and failed login attempts within a time interval [5][6]. 

Those strategies are supported by the User, Contact, Confirm 

and LoginAttempt structures shown in Figure 2. For every 

valid login there is a random session number sessionId that 

has to be used in subsequent calls. The session is supported 

by the Session structure of Figure 2. A user may have more 

than one valid session. Each session may have a time limit, 

after which another login has to be issued to retrieve a 

different session number. A session may also be invalidated 

if a determined number of calls are exceeded. 

Each user has a unique uname which is used as the 

database schema name which is associated to that user. After 

the creation of a new account the user has to build up the 

environment. The environment is composed by one or more 

stations; devices that are able to communicate with the 

BlueLab system and send values to be stored in the users’ 

database schema. Each value is stored as a key value pair in 

the entry structure as shown in Figure 3. 

 
Figure 3.  User profile and environment structures 

A station has a structure where its identification is stored. 

The station_id is unique for each user and is system defined. 

The mac is user defined and it is not necessarily a mac 

address, it could be for example a phone’s IMEI; and is 

unique for each user.  Although latitude (lat), longitude (lon) 

and altitude (alt) are values that identify the position of a 

station, the station can still be mobile, and if needed the lat, 

lon and alt values can be sent and stored as an entry like any 

other sensor value. Any entry is identified by the station 

where it came from, the sequence number and a key, which 

can be the name of the physical reality that is being stored; 

e.g.: “temp”. For that key the associated value is also stored; 

e.g.: “24.3”, but the units are not, although the key can be 

used to hold the units; e.g.: “temp C”. By using strings to 

store values the data type is not necessary because the 

context is in the key, and it allows storage to be uniform for 

all entries. Sequence numbers start at 1. Associated with an 

entry there are two timestamps, one belongs to the time at 

which the variable was sampled, and the other, database 

timestamp, the time at which the value was stored. A station 

that has different sensors and sends all values on the same 

frame will have all the entries with the same sequence 

number and same database timestamp. A station that uses the 

BlueLab system is not obliged to have a Real Time Clock 

(RTC) or any other time counting procedure, or it may or not 

have a buffer to hold samples prior to their sending to the 

database; which will in any of these situations have a 

significant difference between the station’s timestamp and 

the database timestamp, besides the possibility of being in 

different timezones. Thus, it is easy to show or search for 

values belonging to keys in the time series using the 

sequence numbers and or the timestamps. The sequence 

number also ensures that the same value is not stored twice 

due to failures in the communication or the station, and also 

it is used for delivering values in order when the database is 

searched. A station can store entries without sequence, which 

means that there will not be a time series for those entries 

and they always have the last value. Those key value pairs 

are stored with sequence 0; values and their timestamps’ are 

updated accordingly. This functionality can be used for the 

station to store values that it might use afterwards, like a 

memory. It can be used by the user to set parameters that are 

used by that station; and likewise values that a station 

communicates with the user: e.g., status or a sensor value. 

All these processes are asynchronous. 

Within the database schema of a user there may exist one 

or more profiles supported by the blab_profile structure of 

Figure 3. These profiles help the stations to login into the 

BlueLab system. Logging in can be accomplished by the 

usual contact (email or phone number) and password, or only 

by a direct access code, which can be 80 characters long. By 

using the direct access code, a station does not need to store 

the user email or phone and password, which could 

jeopardize the users’ account and entire database, should that 

station be captured for mischievous purposes. The user can 

change the direct access code at will. The same direct access 

code can be used by more than one station at a time; this 

kind of aggregation is a simple way to create a domain of 

stations. Each profile has flags that are set by the user when 

using the main profile and those flags indicate the privileges 

that that profile has for reading, writing or deleting data. 
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BlueLab IoT users can also share their data, or organize it 

in order to build up the architecture and provide different 

layers of meaning. For that a project has to be created as 

shown by the structures in Figure 4. 

 
Figure 4. Project and data sharing structure 

A user may have several projects, each one known by its 

unique name, and a project may use data libraries, as shown 

in the structures of Figure 4. Each data library has a unique 

name and references data which belongs to the user or to 

another user, known as partner. A partner is a BlueLab user 

that shares data; gives to or accepts from other users. A user 

does not share data that belongs to others; i.e. a user cannot 

give to a third user what was accepted from a second user. 

The partner identification is the same value as that of the 

database schema name, uname, referenced above in Figure 2. 

To share data acquired directly from the stations a user must 

build a raw set of frames. The raw is a set of selected frames 

from a station. A frame is the description of the data between 

two sequence numbers and or two timestamps (device and or 

database). All raw sets to be shared are on the share structure, 

and available to be given to partners and used by the user by 

adding them to the datalibref structure. The datalibref 

structure also holds the shared descriptions from the partners 

that were selected and stored on the accept structure. All this 

sharing strategy does not involve copying or storing data. 

When the data is needed, a request using the shared raw 

description is made to the original database schema. 

Under development is the possibility of building 

processed data, which is data that results from processing 

raw data, from one or more stations, and eventually from 

partner’s shared data. The reference to the processed data is 

also through the frameset and share structures (index kind). It 

is planned to add different layers of increasing meaning of 

processed data, P1, P2 and so on.  

A station may issue an alarm which results on the sending 

of a sms by the BlueLab system. The sms alarm service is 

payed beforehand and credits or a number of available sms 

are stored in the operator structure shown in Figure 5. The 

structure allows support for several operators and offering 

them as payed services. Messages will be kept for the user to 

browse through and eventually delete the selected ones. 

 
Figure 5. Alarm service structure 

All destination sms numbers have to be previously 

entered and enabled in the notification structure of Figure 5 

where they are identified by a token (towhom). Thus, a 

station can only send alarms by naming the destination token. 

A pre-existing token is “self”, which means the users’ phone 

(tlm) of the profile that was used for login. 

III. MATERIAL AND METHODS 

Several stations have been built using ESP8266 and 

ESP32 developer modules with the Arduino SDK. The 

stations are portable, and their power supply input is of 5V. 

The fixed stations are continuously connected to the mains 

electrical power distribution. Other stations use power packs 

or solar energy that charges a li-ion battery. Shown in Figure 

6 is a fixed station out of its containing box.  

 
Figure 6. BlueLab IoT fixed station for ambient variable sensing 

The device sensors are from a diverse set of sensor 

modules. The BME280 module provides temperature, 

relative humidity and air pressure values, and uses an I2C 

protocol for data retrieval [7]. The TLC555 module has a 

circuit that measures a capacitive moisture sensor for soil 

and translates its’ value to an analogue output (0-3V), which 

has a response curve moisture = A * response 
B
 with constant 

values A and B found by calibration procedures [8]. An Hall 

effect current sensor with a 20 A range, ACS712, with 

analogue output (0-5 V) directly proportional to the sensed 

current [9]. Air quality sensor MQ135, that can detect 

ammonia, sulphide, benzene series steam, smoke and other 

toxic gases [10][11]. The circuit for the air quality sensor can 

24Copyright (c) IARIA, 2020.     ISBN:  978-1-61208-771-9

ICONS 2020 : The Fifteenth International Conference on Systems

                            33 / 96



also be used for similar type of Volatile Organic Compound 

(VOC) sensors [12]. 

The fixed station of Figure 6 is composed by an ESP8266 

microcontroller, a RTC with battery, a MQ135 sensor and a 

BME280 module. This fixed station is acquiring in-house 

data since July 2018. Note that the sensor’s calibration A and 

B values can be stored with sequence number 0, defining 

them as constants with an appropriate identification string. 

There is a hands on example at github [13]. The code can 

be downloaded into an ESP8266 or ESP-32 microcontroller 

and it uses as sensors a digital input, and an analogical input, 

which is floating if not connected, so that touching it will 

produce different readings. On the above mentioned user link 

there is an Android app that can use the phone’s light sensor 

and the latitude, longitude and altitude values of the GPS to 

send to the BlueLab IoT system; everything can be safely 

deleted. 

IV. RESULTS AND DISCUSSION 

Two graphs are displayed in Figure 7 showing the values 

stored by the fixed station in a house from 25.08.2019 00:00 

till 07.09.2019 23:59, totalling 12526 samples each. 

a)  b)  

Figure 7.  Graphs for a) relative humidity and b) temperature (ºC) values 

Samples were obtained every 3 s smoothed by a 4-point 

moving average filter, for all sensors. The resulting 

waveforms were then sampled every 90 s and its values sent 

through the communication link to the BlueLab IoT database. 

This continuous process can then be searched, and displayed 

as shown in Figure 7. The data displayed is classified as raw. 

This raw data could then be processed (not yet done) on a 

first stage and be classified as P1. For example, from the 

figures, the circadian rhythm can be extracted, and 

characteristics like the min, max and mean values stored as 

P1. By interpretation of the circadian data, it would be easy 

to conclude with high probability that during 7 days the 

house had no human intervention; maybe occupants were on 

holidays. 

V. CONCLUSION 

BlueLab Iot system is a possible solution for developers 

to add a station that gathers data in any format, stores and 

retrieves it from a database. It has been working 

continuously since July 2018. All improvements made to the 

system since then have not compromised the acquired data. 

Frequently, tests are made by adding different devices with 

several combinations of sensors, and power requirements, 

including battery packs and solar panels. Users can access 

the BlueLab IoT system using an Internet browser and 

configure their profile and options, and can also visualize 

and delete their data received from their stations. Data can be 

shared among users of the system; this allows a user to 

include on a project its own and shared data. Presently each 

user has a different schema on the same database, but in 

future, each user can define its own database on different 

servers. A station is a device with the BlueLab IoT system, 

for example a smartphone application, or an embedded 

system or a computer program that gathers data from several 

sources and sends them to the BlueLab Iot system. As future 

work, it is planned the processing of data to produce P1 

framesets, real time use case scenarios, and improvement of 

the user interface. 
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Abstract— Greenhouses are especially important in hot 

climates. In fact, there are some plants that cannot survive in 

hot climates; for instance, strawberries, peaches, and 

pomegranates. In general, Greenhouses are a closed and 

transparent structure that can be used in home gardens and 

farms, creating a suitable environment for plants to grow in 

a relatively cold environment. Furthermore, greenhouses 

offer some other factors of extreme importance for plants to 

grow rapidly; to name but a few, cold temperature, suitable 

humidity, soil moisture, and a cover from harmful winds. A 

greenhouse is designed in such a way to increase the 

production of crops and harvest seasons. Moreover, 

greenhouses are mobile, which makes them easy to transfer 

from one place to another if need arises. Besides, a 

greenhouse is not limited to a specific size, but can be 

adjusted based on the available surface area and number of 

crops. Unlike traditional greenhouses, the automated 

greenhouse proposed in this paper will have an automatic 

irrigation system and a weather controller.   

Keywords-Greenhouse, Design, Construction, Control 

System, Automated System, Agriculture, Irrigation. 

I. INTRODUCTION  

The consumption of fruits and vegetables has become 
of vital importance in most societies. A large number of 
different kinds of fresh fruits and vegetables are available 
anytime of the year. However, in a dry climate such as 
Oman’s, growing fruits and vegetables is a big challenge 
because of different factors such as the low humidity and 
the lack of rain. A suitable greenhouse that takes into 
account the challenges aforementioned is needed to grow 
fruits or vegetables. A greenhouse is defined as a simply 
designed house whose ceiling can be made of different 
materials like, plastic or glass. The selected material 
depends on the climate condition requirement.  

Structure and design of greenhouses affects the crop 
production. Many developments have appeared related to 
greenhouse design recently. Those early structured was 
made to control parameters like temperature and humidity. 
Nonetheless, these latter did not meet the needed 
requirements of quality control criteria. Nowadays, the 
surrounding environment faces many issues and challenges 
regarding the climate condition. Global warming and 
weather changes are considered to be the main causes of 
these latter. Farmers, and the agriculture industry in 
general, are facing many obstructions regarding the 
aforementioned issues. Therefore, the automated 
greenhouse is the best solution to overcome these issues in 
the agriculture sector.  There are several advantages that 

come with building a structure like that. To mention but a 
few, its suitability to grow any type of plants, its ability to 
provide the ideal weather condition and conserve the 
water, and its ability to decrease the need for technicians 
since the greenhouse is fully automated. The remaining of 
this paper is structured as follow. Section II discusses the 
literature review. Section III, presents the implementation 
objectives. Section IV, describes the design and the 
implementation. Section V, present the results. Finally, the 
conclusion and the future work of the paper are presented. 

II. LITRATURE REVIEW 

   This section will introduce the relevant literature and 

research projects that have been done before. The concept 

of the greenhouse is to provide a suitable environment for 

many different plants. The greenhouse is a method to 

provide plants such fruits and vegetables all year round 

with the different weather conditions by control and 

monitor different parameters such as, humidity and 

temperature [6]. 
 

    Waaijenberg [5] conducted a research about the 

greenhouse design, construction, and the covered 

materials. Generally, there are many material properties to 

evaluate the covered material of a greenhouse. For 

example, the fire behavior, the mechanical strength, the 

investment costs, the permeability for humidity, and the 

available dimensions. Another parameter which will be 

affected by a covering material is the light transition. 

Light transition relies on the covered material of the 

greenhouse.    
 

   The concept of growing different types of plants in a 

monitored and controlled environment came from "Rome 

under the reign of Emperor Tiberius"[13]. It was found 

that similar papers only focus on the temperature, the 

humidity, and the irrigation system. For a plant to grow 

with a good quality, it needs enough space to develop its 

roots, an appropriate amount of water, adequate lighting, 

oxygen, a suitable temperature, and mineral. Kumar et al 

[8] suggested the usage of microcontrollers for controlling 

greenhouses. The aim of this project was to enhance 

plants’ growth by providing a suitable environment and a 

controlled irrigation system to offer a sufficient amount of 

water. The sensors utilized in this project are: a soil 

moisture sensor, a temperature sensor, and a humidity 

sensor. Each and every recorded value is presented on a 

Liquid Cristal Display (LCD) that enables the farmers to 
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easily maintain the environmental parameters 

environment of the greenhouse. 
 

   On the other hand, Shaker et al. [1] built a greenhouse 

project to control the climate and the irrigation system 

inside the greenhouse by using Wireless Sensor Network 

(WSN). The structure of this project aimed at providing 

environment where the climate can be fully controlled in 

order to protect the plants from any external weather 

condition.  

III. IMPLEMENTATION  OBJECTIVES 

   The main purpose of this automated greenhouse is to 
design and implement a greenhouse for plants that can be 
automatically controlled and monitored by using a 
microcontroller.  

The detailed objectives of this project are as follow: 

• Optimizing the usage of Energy by controlling the 
energy consumption. 

• Minimizing the usage of water by controlling the 
irrigation system, and providing the needed 
amount of water. 

• Designing and constructing the structure of the 
greenhouse by selecting efficient and appropriate 
materials.  

• Designing and implementing an Automated 
Irrigation System. 

•  Maintaining the climate factors inside the 
greenhouse’s environment.  

   The greenhouse will be fully automated system so there 
is no need for human interventions. In addition, it will be 
open source which, make it unique and different from the 
others projects.  

IV.  DESIGN AND IMPLEMENTATION 

To achieve the project objectives, using Arduino as a 
microcontroller seems to be the best choice since it 
supports open hardware and software systems. In addition, 
it has a very low cost and it is available on the local 
market. The choice of materials was as follows. A Field 
Control System: this step depends on the working of 
different sensors used in this project which are the soil 
moisture, the temperature and the humidity, the lighting, 
the water flow, the gas, a SIM card and electric current. 
The testing and programming for every sensor was done 
separately. The first sensor used is the temperature and 
humidity sensor and then we added the other different 
sensors which are the soil moisture, PH level, light, SIM 
card, MQ-7, flow meter, and current. However, different 
actuators such, pump, light, and fan are installed to.  The 
second step is the project preparation. For the purpose of 
building the structure of this project, plastic and aluminum 
were used. 

A. Design Process 

   Selecting of structural material of the greenhouse 
depends on the cost and availability, technical 
characteristics, and local climate. Furthermore, the 
selection of these materials is based on the requirements of 
design strength, physical properties, life expectancy, and 
cost of construction materials 

a)Frame: 

   The frames for the greenhouse are essential because 
without good solid frames, any greenhouse would not 
stand properly. There are a variety of materials that may be 
used for the frames of the greenhouse. Each material has 
advantages and disadvantages. Selecting the suitable 
choice of frames will have a good impact on the 
greenhouse structure.  

   Aluminum is the selected material for the greenhouse 
frame. It is considered as a low maintenance material, and 
can be used for a long time. This material cannot break or 
rust easily. It supports the members which are made from 
the heaviest pieces. Moreover, it supplies good rigid for 
the plastics, and it can be painted in any color. It has 
several advantages such as its lightness and robustness. 
Also, it is suitable in any environmental condition and will 
not face any corrosion, unlike iron. 

b)Covered material: 

   Covering material of the greenhouse is also an essential 
part that affects the productivity of the crops and the 
structure performance of the greenhouse. It also affects the 
amount of light needed for growing plants. Several 
characteristics should be considered in choosing the most 
suitable covering material such as, weight, amount of 
transmitted light, cost, amount of transmitted energy, and 
the ease of maintenance. 

   Polycarbonate plastic is the selected material for 
covering the greenhouse. It has better insulation and a 
natural light filter which conserves the plants from harmful 
radiations. This plastic consists of UV radiations, which is 
used in outdoor areas. UV radiations help the plastic to 
prevent the deterioration and yellowing from sun radiation. 
It is available anywhere there is strong wind and other 
mechanical stress. It is a fully transparent material. The 
transparent corrugated plastic provides strength and  a 
protection from high temperature. Also, it consists of clear 
bubble insulation which provides a protection from cold 
weather.   

The greenhouse profile is generally of lean type design, 
with 60 cm width, 80cm length and 80 height. The last 
step was to assemble all parts together to finalize the 
project construction besides the last step in the coding 
process was to gather all codes in one single program and 
run it in a large-scale project to make sure that everything 
is working perfectly. 

B. System block diagram 
 

Figure 1 shows the system block diagram. The 
greenhouse environment in this project is controlled and 
monitored by the microcontroller Arduino Mega. This 
latter controls and monitors the plants within this 
greenhouse, which is lettuce in this case, by utilizing the 
sensors, mainly the humidity, temperature, and current 
sensors. The fan and water pumps are the actuators used 
in this project. In addition, the Arduino software or 
"Arduino Integrated Development Environment" was used 
to develop the different codes that are used in this project 
the language of this software based on C++ language. The 
first sensor utilized is the humidity and temperature 
sensor. This sensor is responsible for sending the value of 
the temperature and the humidity inside the greenhouse. If 
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a temperature higher than 26 degrees Celsius is recorded, 
fan will be activating it to regulate it. On the other hand, if 
a temperature lower than 26 C is recorded, the fan will be 
deactivated and the lamp will be turned on to work as 
“sun” in order to regulate the temperature. The same goes 
for the humidity, the humidity will be sensed during the 
system operation. If the humidity level exceeds 34%, the 
fan will be turned on, and if it goes below 31%, the lamp 
will be activated. The second sensor is the soil moisture 
sensor this sensor detects the soil moisture percentage. If 
the detected moisture percentage is less than 35%, it is 
concluded that the soil is very dry and the water pump 
machine will be turned on to irrigate the plants inside the 
greenhouse. However, if the sensor detects a soil moisture 
percentage higher than 35 %, it is concluded that the soil 
is wet, and there is no need for irrigation. Regarding the 
light sensor (LDR), it will work if it senses that the value 
of the LDR is lower than threshold. Then, the light will 
turn on, and vice versa. following to that, the PH sensor 
will work if the PH inside the main tank become less than 
8, then the second water pump will operated to stabilize 
the PH value. In addition, the carbon monoxide sensor 
will detect the amount of CO inside the greenhouse. If the 
CO concentration is more than 120 ppm, the SIM sensor 
will be activated and a message will be sent to the 
greenhouse’ owners. Finally, the water flow detector is 
installed to sense the water flow rate record the water 
consumption in liters.  

 

 

Figure 1. System block diagram   

C. Automated greenhouse flowchart 

  The flowchart in Figure 2 presents the different sensors 

and how each of them works. The flowchart represents the 

used sensors and how they operate. The environment of 

the lettuce crop is monitored by the  Arduino Mega 

microcontroller that controls the needed sensors for the 

plant and offers the suitable environment. These sensors 

are PH, soil moisture, light, temperature, and humidity. 

Moreover, there are some actuators which are installed in 

the greenhouse in order to maintain the suitable 

environment. These actuators are fan, lamps and pumps. 

Firstly, the humidity and temperature sensors are used to 

measure the temperature and humidity value. If the 

temperature is more than 26 degree, then the fan will work 

to reduce it and if it is less than 26 then the lamps will 

work to heat the greenhouse. The second sensor provides 

the suitable value of the PH value. If the PH value is more 

than 8 in the main tank, then the pump will work to 

provide more water from the other tank until it reaches 8. 

Thirdly, the light sensor detects the brightness inside the 

greenhouse. If the LDR value is less than threshold then 

the lamps will work. Furthermore, Furthermore, soil 

moisture sensor detects the amount of water in the soil.  If 

the soil moisture is less than 35%, then the pump will work 

to provide the needed water for lettuce. Then, if the carbon 

monoxide sensor records that the value of CO more than 

120ppm, a message will be sent to the owner of the 

greenhouse. Finally, both values of the current sensors will 

be represented on the LCD during the fan and the pump 

operation.  

 
 

Figure 2. Flow chart of the project  

V. RESULTS AND DISCUSSION 

   Selecting the materials: 

1. Aluminium: it is very light in weight which is needed 

to build the greenhouse structure to handle it 
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everywhere, and to protect it from the climate 

conditions such as strong wind. 

2. Polycarbonate plastic: it is easy to fit and handle. 

Replacing polycarbonate plastic sheets from the 

greenhouse is much easier, but to be more careful 

when installing any material in polycarbonate plastic 

because it gets damaged quickly.  

3. Light bulb: incandescent lights are reliable and have a 

full brightness as soon as the key switches on. The 

quantity of lose heat is very high which increases the 

temperature inside the greenhouse and affects the 

growth of the plants. 

4. Fan: it is one of the high performance cooling 

products. 

 
Figure 3. LDR Sensor 

 

   The line graph in Figure 3 illustrates the values of the 

LDR sensor that detect the brightness inside the 

greenhouse from 9:00 AM to 5:00 PM. It can be clearly 

seen that the LDR values are fluctuating during that 

period. Moving on to the details, the highest values were 

recorded at 9, 11 and 1:00PM, while the lowest values 

were recorded at 3:00 and 4:00PM.These changes 

happened because the LDR sensor detects the brightness 

from the lights which are installed inside the location of 

greenhouse.  
 

 
 

Figure 4. Fan's current 

   The line graph from Figure 4 presents the values of 

current sensor that monitors the fan consumption with the 

time from 9:00 AM to 5:00 PM. The overall trend shows a 

fluctuation in the fan’s current values. Back to the details, 

the highest value was recorded at 1:00 PM, whereas the 

lowest value was recorded at 4:00 PM. These fluctuations 

happened because the fan was switched on and off during 

the period due to a temperature change. 
 

 
 

Figure 5. Fan's Current & Temperature 

   Figure 5 presents the comparison between the fan’s 

current and temperature from 9:00 AM to 5:00 PM. The 

y-axis presents the temperature values while the x-axis 

shows the fan’s current in Ampere. It can be clearly 

observed that both lines are constant during the period. 
 

 
 

Figure 6. Pump's (OFF) Current 

 

 
 

 Figure 7. Pump's (ON) Current during Irrigation 
  

   The two-line graph in Figures 6 and 7 shows the current 

sensor for the pump with the time from 9:00AM to 5:00 

PM. In the first graph, it can be observed that the pump’s 

current values are almost zero because the pump was 

switched off. Whereas in the second graph, the value for 

the pump’s current was 2.5 Ampere because the pump 

was switched on. The pump was switched on because the 
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soil was dried. In the remaining time the values are almost 

zero because the soil had enough water. 
 

 
 

Figure 8. Pump's (OFF) Current  & Soil Moisture 

 

 
 

Figure 9. Pump's (ON) Current & Soil Moisture 
 

   The two graphs in Figures 8 and 9 show the comparison 

between the pump’s current and soil moisture. The x-axis 

represents the pump’s current while the y-axis represents 

the percentage of soil moisture. In the first graph, the 

values of soil moisture were decreased gradually but the 

pump’s current values were almost zero during the period. 

Whereas in the second graph, the value for the pump’s 

current was 2.5 ampere at the first period. The soil 

moisture value was recorded in that time was 0.59%. In 

this situation, the pump was switched on to irrigate the 

plants. In the remaining time, the pump’s current values 

are almost zero. 
 

 
 

Figure 10. Temperature Average 

   For the humidity and temperature sensor, it has been 

noticed that if the value of the temperature that appears in 

the LCD Screen becomes more than the fixed temperature 

number in the system, the sensor shows response to that 

and the Fan will be switched on to decrease the value of 

the temperature. The chart in Figure 10 shows the average 

temperature in Celsius for outside and inside the 

greenhouse. The results were recorded for 4 days 

(Monday, Tuesday, Wednesday, Thursday), each day 

from 9:00AM to 5:00PM. Looking to the graph, the 

temperature inside the greenhouse was recorded with a 

constant value 25 for whole the days. On the other hand, 

the outside temperature recorded an average value 

between 38 and 39 for the same period.  
 

 
 

Figure 11.  Average Humidity 

   Regarding the humidity controls, if the percentage of 

humidity is either less or more than the fixed point in the 

system which is 35%, the sensor will detect that and the 

fan will be operated in order to decrease the value of the 

humidity inside the greenhouse. The next chart in Figure 

11 shows the average percentage of the humidity for a 

period of four days beginning with 27/5/2019 until 

30/5/2019 for each day from 9:00 AM to 5:00 PM. The 

humidity in the greenhouse environment was compared 

with the outside humidity. In general, it is clear from the 

graph that the humidity inside the greenhouse was 

constant during that time for all the mentioned days, 

which means that the control system works efficiently. On 

the other hand, the outside humidity was varying with a 

range of 19% to 23% during the same time of the change 

in the other condition outside. 
 

 
 

Figure 12. Soil Moisture Average 
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    In this test, it has been noticed that when the percentage 

of the soil moisture becomes lower than the limited value 

(35%), it was detected by the sensor and a signal was sent 

to operate the pump to irrigate the plants in the controlled 

greenhouse. Nevertheless, if the soil moisture sensor 

sense that the value of the moisture exceeds 35%, a signal 

is sent to the system to stop the irrigation process as the 

plants have enough water. Moreover, Figure 12 shows the 

average percentage of the soil moisture for a period of 4 

days between 9:00 AM and 5:00 PM daily. Looking into 

the graph, it can be recognized that the soil moisture 

average has declined on Tuesday due to the results that 

was recorded during the day has the lowest value between 

the four days. However, the percentage of the soil 

moisture increased gradually on Wednesday and 

Thursday. 
 

 

Figure 13. Water Flow Average 

   In Figure 13, the water flow sensor works to detect the 

water flow that enters the greenhouse. When the soil 

becomes dry, the sensor of soil moisture sends a signal to 

operate the pump. During that time, the water flow sensor 

will record the water flow. The chart above in Figure 13 

illustrates the average water flow amount during the 

aforementioned period. It is clear from the graph that the 

water flow rate recorded the lowest amount on 

Wednesday with a value of 0.557 L/Min.  Nonetheless, it 

has the lowest value on Thursday because the plants were 

not irrigated during the system operation. On the fourth 

day, the data of the water flow was 0 L/Min for the whole 

period because the soil has enough water and there is no 

need to irrigate the plants. 
 

   Figure 14 compares the soil moisture to the water flow 

rate for the first day. What is noticeable is that there is a 

direct relationship between the water flow and the soil 

moisture. When the water pump works to irrigate the 

plants, the amount of water increased sharply to reach its 

peak. During that same time, the soil wetness percentage 

increased and the same was noticed during the whole 

days. 

 
 

 
 

Figure 14. Water Flow & Soil Moisture 

 

 
 

Figure 15. PH Average 

   The PH sensor works to sense the PH level into the 

main tank which is used for the irrigation system. When 

the value of the PH becomes more than threshold, the 

sensor detects that and the second pump is operated to 

push water into the main container to decrease the PH 

level. Figure 15 demonstrates the daily PH level. Overall, 

the PH level is at its highest on Monday because the water 

was not used before. In contrast, the lowest value was in 

Thursday with a value of 8.08. In general, the water that 

used in the tank considered basic. 

 

 
 

Figure 16. CO Average 
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   The MQ-7 sensor is used.  This sensor detects that the 

value of the gas (CO). If the said value is more than the 

threshold, a message will be sent to the owner in order to 

quickly check the greenhouse. The above chart in Figure 

16 demonstrates the average value of the gas (CO) in 

PPM for a period of 4 days, each day between 9:00 AM to 

5:00 PM. What is noticeable on Monday the CO 

concentration recorded as the highest value its reach 133 

ppm. On the other hand, the lowest value was recorded on 

Wednesday with a value of 70 ppm.      

VI. CONCLUSION AND FUTURE WORK  

   The main purpose of this research project is to 
construct, design, and implement a fully automated 
greenhouse with an efficient design to provide a suitable 
environment for growing plants using an Arduino 
microcontroller. The greenhouse is constructed using 
Aluminum as a supported frame and polycarbonate plastic 
as a cover material. The choice these materials is based on 
the previous studies about constructing a greenhouse. The 
selected design is lean-to type greenhouse that is mobile 
and easily transferrable. We achieved successful results 
with this project. In fact, the sensors used showed very 
promising response with a success percentage reached to 
90% in detecting and sending signals to Arduino, to 
control the climate parameters and the irrigation system. 
By having this efficient system inside greenhouse, the 
lettuce productivity increased, water and energy 
consumption were optimized, and manpower decreased.  
 
   Regarding the future works, intelligence with data 
processing and prediction will be carried out to improve 
the result. In addition, a possible extension of this project 
would involve creating a knowledge management system, 
where several cases are going to be fed into the system for 
future predictions and recommendation purposes. 
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Abstract—Pressure Ulcers are still a great health problem, even 

in developed countries, that usually appear in impaired 

individuals as result of long periods of immobilization. It is 

estimated that the European prevalence rates range from 8.3 % 

to 22.9 % in hospitalized patients and is estimated that this kind 

of wounds represent 2 % of the European budget for primary 

health care. To mitigate this problem, a working device was 

built in order to assess the microclimate created between a sited 

individual and where he is sited on. To that end, the device was 

composed by pressure, temperature and humidity sensors, 

controlled by a microprocessor that made all the data 

management, sending it wirelessly to a platform on the Internet 

that stores all the information acquired, having also a user 

interface that shows up the data. 

Keywords-Pressure; Ulcer; Sensors; Ischial; Smart Seat. 

I. INTRODUCTION 

Pressure Ulcers (PU) are injuries located at the top layer of 

the skin, and/or at its underlying tissues, as consequence of an 

ischemic process and tissue necrosis. They are normally 

chronic wounds frequently related to long periods on hospitals 

where most of their time patients happen to be on a laying 

position, compressing the soft tissues between a bony 

prominence and the external surface of the body.  

The pressure ulcers can be classified according to the 

National Pressure Ulcer Advisory Panel (NUPAP) [1] and the 

European Pressure Ulcer Advisory Panel (EPUAP) [2] grades, 

where 4 stages can be defined and each stage can provide a 

different standard for treatment and prevention for  pressure 

ulcers: 

Stage 1 – Non-blanchable erythema at skin: In this stage, 

the skin is intact only with the presence of a located erythema 

(usually associated to a bony prominence) [1]. 

Stage 2 - Partial loss of skin thickness: Dermis partial loss 

of thickness [1]. 

Stage 3 - Full loss of skin thickness: At this third stage, the 

tissues lose their total thickness. The ears, occipital region, 

nose cane and malleoli does not present subcutaneous tissue, 

so the PU are more superficial at these zones [1]. 

Stage 4 – Full loss of tissue thickness: At this stage, the full 

loss of tissue thickness can lead to an exposed bone, tendon or 

muscle, yet, the depth, depends on the wound’s anatomical 

location[1]. 

 

A. Risk factors on Pressure Ulcer creation 

The pathologic conditions that lead to PU are 

multifactorial and integrate several pathogenic ways; 

moreover, the individual’s weakness (generally on elder 

individuals) can be one catalyser of this whole process. 

The risk factors can be divided into intrinsic and extrinsic 

factors: Extrinsic factors create skin damage through external 

conditions, while intrinsic factors are related physiological 

and body function factors [3], [4]. 

1) Extrinsic factors: 

Between all the extrinsic factors, excessive pressure forces, 

friction, shear forces, and excessive humidity are considered 

the most important and more likely to lead to skin wounds and 

PU development [5].  

a) Pressure: A long duration pressure at soft tissues 

between two surfaces (usually between a bony surface and 

rigid surface), generates a pressure higher than that of the 

surface capillary vessels, creating occlusion on these vessels 

and consequently tissue hypoxia, and ischemia, which can 

lead to an ulceration process [6]. The human organism 

response to this situation of excessive compression is the 

frequent change of position, relieving this way the compressed 

zone, re-establishing the blood flow [6]. 

b) Shear forces: Shear forces happen when two 

surfaces slide over each other. Relating to PU, shearing forces 

are created by the gravity felt upon the body, pulling it down, 

and at the same time there is a force, parallel to the body, 

creating a resistance to the gravity force, and these two forces 

combined create a friction and shear forces at the individual’s 
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skin [4]. This kind of forces are usually related to incorrect 

body transfers and mobilization on impaired individuals [5]. 

c) Humidity: is the chemical change on skin’s pH, 

alternating the epidermis’s resistance, making it more likely 

to develop wounds created by other factors [6][10]. 

2) Intrinsic factors: 

These kinds of factors are directly related to body structure 

and its function; more precisely the immobilization, 

sensibility malfunctions, gender, age, nutritional state, 

incontinence and a bad tissue perfusion rate can trigger the PU 

development [7]. 

 

Some systems for mapping the pressures felt under a seated 

individual’s body can be found on the market, and those 

systems usually provide a visual perception for the pressure 

felt under the bony prominences relatively to other body 

segments with greater amount of soft tissues. Those systems 

have great utility when choosing an efficient wheelchair 

cushion, or even to find the best position to the seated 

individual (in terms of anterior/posterior and side leaning) so 

an effective pressure relief can be achieved. Although those 

mentioned systems have great utility, their lack of interaction 

with the wheelchair user and attendant makes those systems 

less useful, as they are not designed for a whole day of 

utilization. Our concept is a system that not only monitors the 

pressure under the individual’s body all day long, recording 

the values, but also monitors the microclimate generated 

under the seated individual, warning the attendant if any risk 

values are being reached, and with all this information, 

measures can be taken in order to prevent wounds to appear. 

 

This work is divided in five sections, such as section I, 

where an introduction to the studied problematic have been 

made; section II explains the architecture of the study, and the 

approach to the study, and the materials used in the study are 

present in section III. Section IV and Section V present the 

discussion of the problematic and the solutions found on this 

study, and the conclusion respectively. 

II. ARCHITECTURE 

Our approach to solve this positional issue consists of a 

smart electronic seat; a chair that monitors the environment 

that is created between the seated individual and the base of 

the chair, in order to quantify the values of pressure, 

temperature and humidity that may represent a risk to skin 

integrity, and also a response for the necessity to mobilize an 

impaired individual that lacks that capacity. 

This smart seat collects data that is processed and stored in 

a server, and warns the attendants identifying which of their 

patients has a risky environment underneath, and needs to be 

mobilized in order to shift weight to another body part (most 

of the times the pressure is transferred to the back if the 

chair/wheelchair has a tilt in space option). The system 

architecture can be seen bellow on Figure 1. 

 

 
Figure 1. System configuration with the chair system being in contact with 

the server by wireless and can be accessed by smart devices through internet 

connection. 

The architecture of this work, seen on Figure 1, uses the 

chair explained above as the centre piece of the whole data 

acquisition and processing system. After the data acquired by 

the sensors embedded in the seat, a microprocessor manages 

the data processing by reducing its noise with a low pass filter, 

and sends that data by Wi-Fi through an internet connection 

to the BlueLab IoT system where it is stored [8]. The stored 

data can then be retrieved and displayed graphically for user 

comprehension. The system is scalable as the replication of 

the smart chairs on the same location can be achieved by the 

same internet connection and different chair ids. Each chair is 

identified within the BlueLab IoT system as a different station. 

If needed, geographically different locations can be monitored 

by the same access to the BlueLab IoT system. Furthermore, 

each chair can send an alarm (SMS) to the attendant that will 

aid the sitting person in finding a new position. The system 

would be suitable for users from every ethnicity, gender 

weight and age, as the sensors provide absolute values for 

temperature humidity and pressure, and those values will be 

compared with the surrounding environment. 

III. MATERIAL AND METHODS 

The hardware used on each seat is composed by a 

microcontroller, Analogue to Digital Converters (ADC), 

batteries, and several sensors for temperature, pressure, and 

relative humidity. The sensors are set on a mat and it is called 

the shieldboard. 

Microcontroller: is a NodeMCU lolin V3, designed by 

Espressif Systems, with a processor Tensilica L106 32-bit, 

speed at 80~160 MHz, flash memory of 16 Mb. It has also 

ESP8266 communication built in for internet connectivity 

with 802.11 b/g/n protocol. The whole microprocessor itself 

has a current consumption between 10 uA and 170 mA with a 

3.3 V voltage supply. This microcontroller was programmed 

with Arduino IDE V1.8.9, and the program stored within the 

microcontroller’s flash memory. Executed whenever the 

microcontroller starts up, sampling the sensors every 3 to 30 

seconds; the sampling rate will be defined in future by the 

results. The sampled data is sent over the Wi-Fi connection. 
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The program can also emit an alarm that will result on the 

sending of a SMS by the BlueLab IoT system.  

Sensors and Shieldboard: for monitoring the micro-

environment created between the individual’s body and the 

surface where he is sited; two kinds of sensors are used: 

Resistive Pressure Sensor, and Digital Temperature and 

Humidity Sensor. For pressure quantification, three FSR 406 

(Force Sensing Resistor), from Interlink sensors with size 

43.69 x 43.69 mm, and a sensitivity range from 0.1N to 100 

N [9]. The sensors surface area is wide enough to cover all the 

skin area that lies under the ischial bony prominence. The 

location of the three sensors is designed to be adaptable to the 

“wearer “, as the sensors can be easily repositioned to be right 

under the bone tip. In the main configuration, two sensors are 

placed under each ischial bone, and the remaining sensor is 

placed further front to the first ones, this way, this third sensor 

records the pressure under the thigh, as a reference for the 

values of the first two sensors. The temperature and humidity 

sensors were placed in way that one of the sensors stays under 

the person to monitor the environment created at the zone that 

is expected higher values of temperature and humidity, and 

the second sensor were placed outside the shiedboard, in order 

to monitor the values of temperature and humidity of the 

surrounding environment for the person. This way we can 

have both quantified results for the microclimate under the 

person and also relative results, depending on the surrounding 

environment. This configuration is schematized on Figure 2. 

 

 
Figure 2. Seat sensors: PE1, PE2, and PD13 are pressure sensors, while TH1 

and TH2 are temperature and relative humidity sensors. 

Regarding temperature and humidity sensors, two sensors 

were used: model DHT11 from Vellemam manufacture [10] 

with temperature range from 0 to 50 degrees (+/- 0.2 degrees 

error), and a relative humidity range from 20% to 90% (+/- 5 

RH error). These two digital sensors provide the temperature 

and relative humidity of the environment created bellow the 

individual’s body, and their disposition on the shieldboard 

above the chair’s seat can be seen on Figure 2. The main 

objective with the integration of these two sensors is to 

quantify the values of temperature and relative humidity, in 

order to understand the influence that the body heat and 

moisture has on the ulcer development that makes the tissues 

more vulnerable and susceptible to become damaged. 

The DHT11 has one digital pin for both input and output 

1-wire communication. It is connected directly to one of the 

GPIO (General Purpose Input Output) pins. 

The number of sensors can be increased, and with that in 

aim the I2C communication protocol is used for the ADC. 

Module ADS 1115 with 16-bit resolution is used in a module 

from Adafruit [11] directly connected to the appropriate GPIO 

pins. The module has 4 ADCs one for each pressure sensor. 

To power the smart chair device, two 2600 mAh @ 3.37 V 

batteries each with a 5V converter, connected in parallel, are 

able to supply up to 5000 mAh @ 5V. As the system itself 

consumes around 170 mA, the batteries should maintain the 

system active for around 29 hours, which is enough for a 

whole day use, as they should be charged every day. 

As a proof of concept, an experiment was performed with 

the following phases: 

A – 3 min of no pressure applied to the shieldboard, 

B – 5 min of person sitting still, 

C – 40 min of sitting person relaxed, 

D – Sitting person repositioning; pressure pattern change, 

E – 40 min of sitting person relaxed, 

F – 3 min of no pressure applied to the shieldboard. 

IV. RESULTS AND DISCUSSION 

An experiment was performed to evaluate the use of the 

shieldboard and to identify the different circumstances of the 

sitting subject by analysing the data logged through the 

BlueLab IoT system. The collected data is presented as a 

graph on Figure 3. 

 

 
Figure 3. Pressure, temperature and relative humidity values from the 

experiment. 

The graphical representation of the data presented in Figure 

3 has on its X axis the sample sequence of the data frames; 

consecutive samples are 30 s apart. The Y axis has three 

different scales: on the left the resistance value, R, which is 

proportional to the pressure exerted on the sensors (PD1, PE1 

and PE2), on the top right temperature between 20 and 40 ºC 

for sensors (T1 and T2), and on the bottom right the relative 

humidity 0 to 100% for the humidity sensors (H1 and H2). At 

PE1 

PE2 

PD1 
TH1 shieldboard 

TH2 
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the top of the graph letters A to F represent the different phases 

of the experiment. 

Sensors T1 and H1 are ambient sensors and their values are 

almost constant as they represent the condition of the room. 

Sensors T2, H2, PE1, PE2, PD1 are positioned on the 

shieldboard under the sited person. 

Results show a rapid increase in temperature of the seat and 

a gradual increase of the humidity under the seated person, 

reaching values that may result in a microclimate dangerous 

to the top layers of the skin, if this condition remains through 

time. Pressure signals show that the sensors are sufficiently 

sensitive to capture unnoticed movements of a person sitting 

still. Some of those variations in pressure, for example around 

sample 550, may indicate a change of position of the 

individual; an unintentional repositioning as the conscious 

repositioning occurred in D. In D missing values of T2 and H2 

are NaN (not a number) probably due to fault contact of the 

sensors during the repositioning. The fact that temperature and 

humidity present high values, indicate a dangerous 

microclimate to the skin that can lead to ulceration, and the 

recorded values at the time of mobilization 34.8 degrees and 

77% humidity, and those values endanger skin integrity. 

Temperature and humidity kept increasing with time reaching 

the max values of 35 degrees Celsius and 95% humidity, 

values that can be highly dangerous to skin and can lead to 

ulceration, if there is no mobilisation. The pressure felt under 

the ischial tuberosity is expected to be greater that the felt on 

the thigh [12], and the results have also corroborated that fact.  

Although the system proved to be functional, there is still 

room for improvement, as the sensors used may be more 

accurate in order to improve the data acquisition on the bony 

tip of the ischial tuberosity, and also the environment. The 

possibility to link the system to a module on a power 

wheelchair could be an important improvement for user to 

change its own position in situations where no attendants 

would be around. 

V. CONCLUSION 

The device proved to be functional as it is able to record 

the microclimate generated under a seated individual, 

indicating values of pressure, temperature and humidity as 

direct data. It is also possible to indirectly know if for example 

the person has fallen as it can be identified by absence of 

pressure on the sensors, and such event can be immediately 

sent to the attendant (by SMS for example). Storing data 

online enables the use of several stations where each can be 

associated to a smart chair, and the acquired data can be linked 

to the person who is using the chair. This is helpful in a 

scenario where multiple patients are being treated at the same 

time as in hospitals and nursing homes, once the attendant will 

be warned to change the patient’s position, and therefore, 

distribute the pressure location felt on the body, creating a 

relief and preventing the appearing of pressure ulcers. 

Also, other events can be monitored, like the sudden 

absence of pressure, that can indicate that the patient have left 

the chair without permission or has fallen off the chair. 

For future studies, the creation of a predictive algorithm 

could be an important improvement for the prevention of PU, 

and the whole system could be that way much more intuitive 

and effective. Force Sensors should also be increased in 

quantity in order to cover more body surface and relate the 

pressure felt at some location to the forces applied to the forces 

registered to the other sensors, having that way a relative 

pressure from one location regarding the surrounding areas. 
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Abstract—Next-generation urban systems will be enabled by tech-
nological (cyber) advances deeply embedded within the physical
domain. The volume and variety of collected data in years to come
is only going to grow and diversify, making the task of urban
system design and management much more difficult than in the
past. We believe these challenges can be addressed by teaching
machines to understand urban networks. This paper explores
opportunities for using recently developed graph embedding
procedures to encode the structure and associated network
attributes as low-dimensional vectors. These embeddings can be
later used to advance various learning tasks. We exercise the
proposed approach on a problem involving identification of leaks
in an urban water distribution system. The Dynamic Attributed
Network Embedding (DANE) framework is used to generate
low-dimensional vectors for a water distribution network, whose
pressure attributes are simulated with EPANET. The embeddings
are then fed to a Random Forest algorithm trained to identify
water leaks.

Keywords-Systems Engineering; Machine Learning; Graph Embed-
dings.

I. INTRODUCTION

This paper is concerned with integrating recently devel-
oped graph embedding procedures with machine learning tasks
that can enhance decision making in urban settings.

A. Problem Statement

Modern societal-scale infrastructures are going through
an interesting time where the digital wave (e.g., the Internet,
smart mobile devices, cloud computing) has opened up new
avenues for enhancing the development of urban systems
(e.g., transportation, electric power, wastewater facilities and
water supply networks, among others) whose operations and
interactions have superior levels of performance, extended
functionality and good economics. While end-users applaud
the benefits that these digital technologies afford, model-based
systems engineers are faced with a multitude of new design
challenges that can be traced to the presence of heterogeneous
content (multiple disciplines), network structures that are spa-
tial, multi-layer, interwoven and dynamic, and behaviors that
are distributed and concurrent. In the past, engineers have kept
these difficulties under control by designing subsystems that
operate as independently as possible from each other. Today,
however, it is acknowledged that subsystem independence
and inferior levels of situational awareness imply sub-optimal
functionality and performance. Communication and informa-
tion exchange establishes common knowledge among decision
makers which, in turn, enhances their ability to make decisions

appropriate to their understanding, or situational awareness, of
the system state, its goals and objectives. Overcoming these
barriers makes future challenges in urban system design and
management a lot more difficult than they used to be.

B. Scope and Objectives

Our work is motivated by the premise that next-generation
cities are transitioning to an information-age fabric, where
highly efficient sensing and communication technologies are
deeply embedded within the physical urban domain. Present-
day trends indicate that the flow and variety of urban data is
only going to grow and diversify, making the task of system
design, analysis and integration of multi-disciplinary concerns
much more difficult than in the past.

Urban Water Supply Network (Physical)

Semantic
Modeling

Learning
Machine

actions

events

Digital Twin (Cyber)

Figure 1. High-level representation for an urban water supply network digital
twin (cyber) working alongside a physical urban water supply network.

As illustrated in Figures 1 and 2, we believe that these
challenges can be addressed by combining Machine Learning
(ML) formalisms and semantic model representations of urban
systems that work side-by-side in collecting data, identifying
events, and managing city operations in real-time. To this end,
Figure 3 shows a preliminary classification of the strength-
s/weaknesses of AI/ML. The proposed approach builds upon
our recent work in semantic modeling for (multi-domain) sys-
tem of systems [1] [2] and exploration of a combined semantic
and ML approach to the monitoring of energy consumption in
buildings [3].

This paper explores opportunities for using recently de-
veloped graph embedding procedures to encode the structure
and associated network attributes as low-dimensional vectors.
These embeddings can be later used to advance various learn-
ing tasks. We exercise the proposed approach on a problem
involving identification of leaks in an urban water distribution
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Figure 2. Digital twin architecture.

Figure 3. Venn diagram of semantic modeling capabilities versus machine learning capabilities.
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system. The remainder of this paper proceeds as follows:
Related work in ML algorithms for graphs is covered in
Section II. Our work in progress is described in Section III.
Conclusions and directions for future work are located in
Section IV.

II. RELATED WORK

This section covers the relationship of graph embedding
procedures to our related work in integration of semantic
modeling and ML approaches for the design of ”city digital
twins”.

A. Architectural Template for Combined AI/ML

The proposed architectural template for a combined multi-
domain semantic modeling and ML approach is shown in
Figure 2. It is an extension of our work in 2018 [4]. Box
1 covers a framework for multi-domain semantic modeling,
where concurrent development of ontologies, rules and data
models placed on an equal footing. Box 2 shows ML for three
classes of problems – classification, clustering and associa-
tion – found in the data mining domain. Traditionally, ML
approaches rely on user-defined heuristics to extract features
encoding information about a graph (e.g., degree statistics or
kernel functions). However, recent years have seen a surge in
approaches that automatically learn to encode graph structure
and attributes into low-dimensional embeddings, using tech-
niques based on deep learning and nonlinear dimensionality
reduction. Box 3 is the starting point for our investigation and
the focus of this work-in-progress paper.

B. Graph Embeddings for Urban Networks

A prerequisite to network data mining is to find an
effective representation of networks. Established network rep-
resentations, such as adjacency matrices, suffer from data
sparsity and high-dimensionality, and a lack of support for
capturing semantics. During the most recent decade, however,
there has been a strong surge of interest in learning to encode
continuous and low-dimensional representations of networks as
graph embeddings. Graph embedding provides an effective and
efficient way to solve the graph analytics problem, by learning
a continuous vector space for the graph, assigning each node
(and/or edge) in the graph to a specific position in the vector
space. This process provides users a deeper understanding of
what is behind the data, and thus can benefit a lot of useful
applications such as node classification, node clustering, node
recommendation, link prediction, and so forth [5].

Embedding urban graphs into a low-dimentional space
is not a trivial task. A key challenge in the design of graph
embeddings for urban networks stems from the observation
that the information to be preserved is strongly affected by
the underlying characteristics of the graph. Urban networks
may be homogeneous, heterogeneous, and carry auxiliary
information modeled as attributes. Graph edges may be undi-
rected, directed and/or weighted. In a comprehensive survey
of graph embedding problems, techniques and applications,
Hongyun and co-workers [5] propose two taxonomies of
graph embedding which correspond to what challenges exist
in different graph embedding problem settings and how the
existing work address these challenges in their solutions.

reconstruction of input: urban graph

encoder

decoder

autoencoder

minimize 

loss

[ −2.0, 0.5, 1.0 ..... −0.5 ]
representation vector
lower−dimensional

decompress

compress

input: urban graph

Figure 4. Traditional encoder-decoder approach.

One of the challenges described is capturing the diversity of
connectivity patterns in the graph. When embedding a graph
with topology information only, the connections between nodes
are the target to be preserved. However, for a graph with edge
weight or direction, the connectivity pattern provides graph
property from other perspectives, and thus should also be
considered during the embedding. Different types of objects
(e.g., nodes, edges) are embedded into the same space in
heterogeneous graph embedding. Therefore, another challenge
is conserving global consistency and addressing imbalance
between objects of different types. Some urban graphs (e.g.,
urban water supply networks) contain auxiliary information of
a node/edge/whole-graph in addition to the structural relations
of nodes (i.e., labels, attributes, node features, information
propagation, knowledge base). The auxiliary information helps
to define node similarity in addition to graph structural in-
formation. The challenges of embedding graph with auxiliary
information is how to combine these two information sources
to define the node similarity to be preserved.

In addition to the graph embedding input considerations,
output format also pose challenges. Different types of embed-
ding facilitate different applications. Output can be categorized
into node embedding, edge embedding, hybrid embedding and
whole-graph embedding. The challenge is determining suitable
embedding output to meet the needs of a specific application
or task. The task may be node classification, node clustering,
node recommendation/retrieval/ranking, link prediction, triple
classification, graph visualization, etc.

C. Autoencoders

Autoencoders are neural networks that are trained to
reconstruct their original input. Figure 4 shows a high-level
architecture for an autoencoder designed to work with graphs.
First, an encoder takes a graph as its input and system-
atically compresses it into a low-dimensional (embedding)
vector. The decoder then takes the vector representation and
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attempts to generate a reconstruction of the original (graph)
input. Encoder-decoder pairs are designed to minimize the
loss of information between the input graph and the output
(i.e., reconstructed) graph, and then use the embeddings for
downstream ML tasks. These frameworks may be deterministic
or probabilistic [6].

III. WORK IN PROGRESS

In this section we exercise a graph embedding procedure
that can encode both structure and network attributes on a
problem involving the identification of leaks in an urban water
distribution system.

Topic 1. Use Case

This use case aims to explore ML techniques for the
detection and localization of leakages in very simple water
distribution systems (WDSs). See Figure 5. Figure 6 is a
flowchart of the process for detecting the location of the leak
and taking actions to restore the system. We start by extracting
a graph representation of the WDS and determining the initial
hydraulic parameters of the system. The following topics
describe: (1) the generation of hydraulic data, in particular
node pressure, by the hydraulic simulation software EPANET
[7]; (2) the preservation of the network topology and node
pressure information in the encoding of node embeddings by
the DANE framework [8]; (3) the training and testing of a
Random Forest algorithm [9] with the node embeddings to
infer leak location; and (4) the resulting performance obtained
using this proposed framework.

Reservoir

Pump

Water Tank

Node 1

Node 2

Node 3

Node 4

Figure 5. Elevation view of urban water distribution network and junction
(node) numbers used by EPANET simulation.

Topic 2. Data Generation

ML algorithms for automatic water leakage detection
requires training data. The data should involve hydraulics
parameters at different locations in the WDS, pertaining to
previous leaks that occurred in the past. However, for security
reasons WDS data, which includes geographical layout of
pipes, tanks, and demands are kept confidential by the water
utility companies and are not readily available in public
domain. Alternatively, the training sets can be generated by
simulation of the pipe network under consideration. The sim-
ulation tool EPANET [7] can be used to achieve this goal

Figure 6. Process flowchart for training and executing machine.

[10]. EPANET is a computerized simulation model produced
by the Environmental Protection Agency of the USA that
predicts the dynamic hydraulic and water quality behavior
within a drinking water distribution system operating over an
extended period of time. Pipe networks consist of pipes, nodes
(junctions), pumps, valves, and storage tanks or reservoirs.
EPANET tracks the flow of water in each pipe, the pressure
at each node, the height of the water in each tank, the type
of chemical concentration throughout the network during a
simulation period, the age of the water, and source tracing. A
user can edit various characteristics of a network element and
perform simulation to observe its effect on the overall system.

One of the main features of EPANET is that its hydraulic
calculation engine is demand-driven. The water output data
at each node is defined as the base demand. Although the
software does not have direct tool to induce leakage in the
system, it is still possible to model leaks as an additional
demand, independent of the pressure in a consumption node.
The demand can be increased at different times during the
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simulation. The virtual WDS layout used to perform the
simulations is shown in Figure 5. with location of the 4
junctions, 4 links, pump station, water source, and tank. In this
work, we assume sensor nodes are deployed in each junction
of the network; however, in our resource limited world, placing
as many sensors as there are junction nodes to monitor all of
the nodes in real time is extremely infeasible. An opportunity
for future work would be to investigate how many sensor nodes
are needed and where to place them in the network. Placement
of sensor node would have direct impact on the efficacy of
locating the leakage in the WDS.

In order to generate the large number of cases required
for the ML training sets, the implementation of EPANET can
be automated by developing a program which calls EPANET
many times with varying leak locations. In this work, we
will use the EPANET-Python Toolkit to perform this task.
The toolkit is an open-source software, originally developed
by the Flood Resilience Group (a multidisciplinary research
group affiliated to UNESCO-IHE and Delft University of
Technology), that operates within the Python environment,
for providing a programming interface for the latest version
of EPANET. It allows the user to access EPANET within
python scripts. The toolkit is useful for developing specialized
applications, such as water distribution network models that
require running many network analyses. For simplicity, we will
limit the parameter of interest to node pressure, although we
recognize other parameters such as flow may be helpful in the
indication of a leak as well. We obtain the pressure data by
making some underlying assumptions: (1) The data obtained
through simulation does not involve any noise in it (i.e., the
sensors are ideal), (2) At-most one leakage can occur in the
WDS in a simulation run, and (3) Water leakage is assumed
to occur at the junction nodes only.

Topic 3. Node Embedding

With the data obtained from the hydraulic simulation
through EPANET-Python Toolkit, graph embedding can be
performed. In this use case we are interested in obtaining a
low-dimensional node vector representation for each node in
the network. The learned embeddings could advance various
learning tasks, particularly leak detection by node classifica-
tion. WDSs’ networks are associated with a rich set of node
attributes, and their attribute values are naturally changing,
with the emerging of new content patterns and the fading of
old content patterns. In addition, it has been widely studied
and received that there exists a strong correlation among
the attributes of linked nodes [11]. These node correlations
and changing characteristics motivate us to seek an effective
embedding representation to capture network structure and
attribute evolving patterns, which is of fundamental importance
for learning in a dynamic environment. In 2018, Li et al.
proposed a novel DANE framework that first provides an
offline method for a consensus embedding and then, in order
to capture the evolving nature of attributed networks, leverages
matrix perturbation theory to maintain the freshness of the end
embedding results in an online manner [8]. Applying DANE to
the pressure data outputted from EPANET simulation, yields a
six dimensional node embedding vectors for each node. How
to determine the optimal number of embedding dimensions is
still an open research problem, thus we chose a set up for
which the best results were reported.

Topic 4. Node Classification

With the node embeddings obtained from DANE, leak-
age detection can be performed. Leakage detection in this
work pertains to finding the corresponding junction where the
leakage has occurred, therefore the target function assigns a
value of 1 to the node where leakage has occurred, and a
value of 0 to the remaining nodes. The input and output data
are prepared, and passed to a Random Forest classification
algorithm. Random forest is considered a highly accurate
and robust method because of the number of decision trees
participating in the process. It does not suffer from the
overfitting problem often encountered in other ML methods,
since it takes the average of all the predictions, and cancel out
the biases. Random forests can also handle missing values,
by using median values to replace continuous variables, or
computing the proximity-weighted average of missing values.
It also provides the relative feature importance, which helps in
selecting the most contributing features for the classifier [9].

The training set needs to capture as much of the expected
variation in the target and environment as possible, therefore
we generate training set from a simulation where all of the
nodes are leaking for half of the simulation duration, and for
the other half of the simulation duration none of the nodes are
leaking. Since the simulation was set to last 24 hours, with
pressure readings at every hour, the training set contains 24
cases for each node. Figure 7 shows the plots for each node
in this scenario, where the first of the embedding dimensions
is plotted against time. Note that at the time step where the
leak occurs, the embedding value for that dimension changes;
therefore, the problem can be framed as anomaly detection.
In order to test the trained machine, we generate a test set
from a simulation where none of the nodes are leaking for
half of the simulation duration, and for the other half of the
simulation duration only one of the nodes is leaking. Similar
to the training set, the test set also contains 24 cases for each
node. Figure 8 shows the first of the embedding dimensions
plotted against time. Note that the embedding values change
slightly compared to the previous scenario where all the nodes
where leaking; therefore, the goal of the ML process is not
only to detect the anomalies, but also identify which anomalies
are actual leaks and which ones are just a propagation of the
leak effects. Also note that we keep the leak duration constant
through all simulations, since the initial objective of this work
is not to identify when the leak occurs but where it occurs.
However, we do aknowledge that the time domain is relevant
and future work will need to address variations in not only
space but time as well.

Topic 5. Preliminary Results

By training the Random Forest algorithm with both leak
and non leak data for each node, we were able to test whether
the algorithm is able to detect a leak in the system. The test was
performed by feeding the algorithm data for a scenario where
initially none of the nodes was leaking, and later introducing
the leak only at node number 3, as shown in Figure 8.
Classification problems are perhaps the most common type
of ML problem and as such there are a myriad of metrics
that can be used to evaluate predictions for these problems.
Classification accuracy is the most common evaluation metric
for classification problems, and it is the ratio of number of
correct predictions to the total number of input samples. We
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Figure 7. Node embeddings (1st dimension) obtained for train data set
plotted against time.

Figure 8. Node embeddings (1st dimension) obtained for test data set plotted
against time.

found that the Random Forest algorithm used to train and test
has a classification accuracy of 100 percent. We recognize
such a high performance may be due to the simplicity of our
network and the presence of only one leak when testing. Future
work will investigate the influence of size and complexity of
the network to the performance of the leak detection.

IV. CONCLUSIONS AND FUTURE WORK

The long term objective of this research is to under-
stand how ML and semantic-modeling can work hand-in-hand

to enhance the collection of data, identification of events,
and management of city operations. By exploring potential
applications of ML to the identification of leaks in urban
networks, this work work-in-progress paper takes a tiny step
towards realization of the goal. Note that no validation set
was used in this work because the simplicity of the network
did not provide enough dimensionality to partition the cases
into separate training, validation and testing sets without losing
significant modeling or testing capability. In addition, we
have used only one basic scenario for training and one for
testing. Looking forward, our investigation will explore other
possible simulations where different leak combinations and
larger network sizes will be used. Future work will also explore
the accuracy of the learned model when facing dynamic
topologies, where edges are removed or created. We also aim
to understand what types of graphs (e.g., undirected, directed,
weighted) are easy for the ML to learn. Lastly, to the best
of our knowledge, the DANE framework does not incorporate
a decoder; therefore, extensions of the DANE framework to
incorporate this capibility will be needed.
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Abstract— This paper presents a 3D point cloud mapping in 
Global Navigation Satellite Systems (GNSS) denied and 
dynamic outdoor environments using only a scanning 
multilayer lidar mounted on a vehicle. Distortion in scan data 
from the lidar is corrected by estimating the vehicle’s pose (3D 
positions and attitude angles) in a period shorter than the lidar 
scan period based on Normal Distributions Transform (NDT) 
scan matching and Extended Kalman Filter (EKF). The 
corrected scan data are mapped onto an elevation map; static 
and moving scan data, which are originated from static and 
moving objects, respectively, in the environments, are classified 
using the occupancy grid method. Only the static scan data are 
applied to generate a point cloud map using NDT-based 
Simultaneous Localization And Mapping (SLAM) and graph-
based SLAM. Experimental results in a public road 
environment show the performance of the proposed method. 

Keywords-lidar; point cloud map; distortion correction; NDT 
SLAM; graph SLAM; GNSS denied environment; dynamic 
environment. 

I.  INTRODUCTION 
Recently, studies have been conducted on autonomous 

driving and active safety of vehicles, such as automobiles 
and personal mobility vehicles, and on autonomous robots 
for last-mile and first-mile automation. Important 
technologies in these studies include environmental map 
generation [1] and map-matching based self-pose estimation 
by vehicles using the generated maps [2]. A lot of their 
related studies using cameras, lidars, and radars have been 
actively conducting [3][4].   

In this paper, we focus on map generation with a lidar 
mounted on a vehicle. When compared with camera (vision) 
based map generation, lidar based map generation is robust 
to lighting conditions and require less computational time. 
Furthermore, lidar based map generation provides mapping 
accuracy better than radar based map generation due to 
higher spatial resolution of lidar. From these reasons, we 
focus on lidar based map generation. 

In Intelligent Transportation Systems (ITS) domains, 
mobile mapping systems are utilized to map generation in 
wide road environments, such as highways and motorways 
[5]. We have been studying a method for point cloud 
mapping (map generation) using only a lidar mounted on a 
vehicle in narrow road environments, such as at community 
and scenic roads in urban and mountainous areas [6]. The 

generated map could be applied to autonomous driving and 
navigation of various smart vehicles, such as intelligent 
wheelchairs, personal mobility vehicles, and delivery robots 
[7]. The generated maps may also be utilized in various 
social services, such as disaster prevention and mitigation.  

In urban and mountainous environments, the information 
of Global Navigation Satellite Systems (GNSS) is often 
disturbed and denied. For map generation in GNSS denied 
environments, Simultaneous Localization And Mapping 
(SLAM) using Normal Distributions Transform (NDT) [8] or 
Iterative Closest Points (ICP) [9] methods have been applied. 
In their scan matching based SLAM, the accuracy in 
mapping wide area degrades due to the accumulation error. 
To reduce the accumulation error, the graph-based SLAM 
[10] is usually applied. Recently, we presented a map 
generation method using NDT-based SLAM and graph-
based SLAM [6]. A vehicle equipped with a lidar was moved 
so that loops could be made in road network topology, and 
several submaps (maps of different small areas) were 
generated using recursive NDT-based SLAM and graph-
based SLAM. Several submaps were also merged using 
graph-based SLAM. Such approach in submap generation 
and merging makes it easy to update and maintain maps. 

In environments, moving objects, such as automobile, 
two-wheeled vehicles, and pedestrians, exist. In such 
dynamic environments, the lidar scan data are therefore 
classified into two types: scan data originated from moving 
objects (referred to as moving scan data), and those 
originated from static objects (static scan data), such as 
buildings, trees, and traffic poles. For accurate map 
generation, the moving scan data should be removed, and 
only the static scan data should be utilized. Several methods 
for mapping in dynamic environments have been presented 
[11][12][13]; however, map generation in dynamic 
environments still represent a significant challenge compared 
with map generation in static environments. Our map 
generation method [6] was also applicable in static 
environments. Apart from map generation, we have been 
studying moving object detection and tracking in crowded 
dynamic environments [14][15]. The detection and tracking 
methods can contribute in accurately generating maps by 
extracting the static scan data from the lidar data. 

Map generation using the onboard lidar is performed by 
mapping lidar scan data captured in a sensor coordinate 
frame onto a world coordinate frame using the vehicle’s 
self-pose (position and attitude angles) information. The 
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lidar obtains range measurements by scanning lidar beams. 
Thus, when the vehicle moves, the entire scan data within 
one scan (lidar beam rotation of 360° in a horizontal plane) 
cannot be obtained at the same pose of the vehicle. 
Therefore, if the entire scan data obtained within one scan is 
mapped onto the world coordinate frame using the vehicle’s 
pose information, distortion arises in environmental maps. 
To correct this distortion, the vehicle’s pose should be 
determined more frequently than the lidar scan period, i.e., 
for every lidar measurement in the scan. Many methods for 
distortion correction have been proposed [16][17][18]. We 
also presented a distortion correction method using only the 
lidar information; the NDT scan matching and Extended 
Kalman Filter (EKF) were applied to estimate the vehicle’s 
pose, and the distortion in the lidar scan data was corrected 
using the pose estimates [19]. 

In this paper, to generate a 3D point cloud map in GNSS 
denied and dynamic environments using only the onboard 
scanning lidar, we integrate three methods that we 
previously proposed: distortion correction in the lidar scan 
data, extraction of the static scan data from the entire lidar 
scan data, and point cloud mapping based on NDT and 
graph-based SLAM. The mapping performance is shown 
through experimental results in public road environments. 

The rest of this paper is organized as follows. In Section 
II, we give the experimental system and overview a map 
generation method based on NDT-based and graph-based 
SLAM. In Section III, we explain a correction method of 
distortion in the lidar scan data, and in Section IV, we 
describe an extraction method of the static scan data. In 
Section V, we conduct experiments to verify the proposed 
method, followed by conclusions in Section VI. 

II. EXPERIMENTAL SYSTEM AND SLAM OVERVIEW  
In this section, we show our experimental system and 

briefly describe the scan data mapping using NDT scan 
matching (NDT-based SLAM) and graph-based SALM. 

A. Experimental System 
As shown in Fig. 1, our experimental small vehicle is 

equipped with a scanning 32-layer lidar (Velodyne HDL-
32E). The maximum range of the lidar is 70 m, the 
horizontal viewing angle is 360° with a resolution of 0.16°, 
and the vertical viewing angle is 41.34° with a resolution of 

 
 

 
Figure 1. Overview of the experimental vehicle.  

 
 

Figure 2.  Overview of NDT-based SLAM. 
 
 

1.33°. The lidar provides 384 measurements (the object’s 
3D position and reflection intensity) every 0.55 ms (at 2° 
horizontal angle increments). The period for the lidar beam 
to complete one rotation (360°) in the horizontal direction is 
100 ms, and 70,000 measurements are then obtained in one 
rotation. 

In this paper, one rotation of the lidar beam in the 
horizontal direction (360°) is referred to as one scan, and the 
data obtained from this scan is referred to as scan data. 
Moreover, the lidar scan period (100 ms) is denoted as  
and scan data observation period (0.55 ms) as . 

B. NDT-based SLAM 
The process for NDT-based SLAM is shown in Fig. 2. 

To be clear, the NDT scan matching [8] is described in this 
subsection. Distortion correction method is detailed in the 
following section. 

First of all, the scan data related to road surfaces are 
removed, and the scan data related to objects are mapped 
onto a 3D grid map (a voxel map) represented in the 
vehicle’s coordinate frame, b . A voxel grid filter is applied 
to downsize the scan data. The voxel used for the voxel grid 
filter is a tetrahedron with a side length of 0.2 m. 

In the world coordinate frame, W , a voxel map with a 
voxel size of 1 m is used for NDT scan matching. For the i-
th (i = 1, 2, …n) measurement in the scan data, we define 
the position vector in b  as bip  and that in W as ip . Thus, 
the following relation is given by the homogeneous form: 

1
)(

1
bii p

XΤ
p

                                    (1) 

where Tzyx ),,,,,(X  is the vehicle’s pose. Tzyx ),,(  
and T),,(  are the 3D position and attitude angle (roll, 
pitch, and yaw angles) of the vehicle, respectively, in W . 
T(X) is the following homogeneous transformation matrix: 
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The scan data obtained at the current time t  (t = 0, 1, 2, 
…), ( ) ( ) ( )1 2, ,t t tb b bp p p , are referred to as the new input 
scan, and the scan data obtained in the previous time  before 

)1(t , )1()1()0( ,,, tPPPP , are referred to as the 
reference scan (environmental map). 

NDT scan matching conducts a normal distribution 
transformation for the reference scan data in each grid on a 
voxel map. It calculates the average value and covariance of 
the lidar measurement positions. By matching the new input 
scan at t  with the reference scan data obtained prior to 

)1(t , the vehicle’s pose, )(tX , at t  is determined. The 
vehicle’s pose is used for conducting a coordinate transform 
with (1), and the new input scan can then be mapped to W , 
and the reference scan is updated.  

C. Graph-based SLAM 
To reduce the accumulation error of the map generated 

by NDT-based SLAM, we apply the graph-based SLAM 
[20]. The vehicle’s poses obtained by NDT-based SLAM are 
mapped onto a factor graph. To detect the loop (revisit area), 
we first obtain the candidates of the revisit areas using the 
information on self poses of the vehicle. Thereafter, the loop 
probability indicator (LPI) [21] and matching distance 
indicator (MDI) are calculated using the lidar scan data 
captured during the initial visit and revisit of the vehicle. A 
higher degree of similarity between the lidar scan data of the 
initial visit and revisit of the vehicle will lead to a larger LPI 
and a smaller MDI. Thus, we detect the loop using the LPI 
and MDI values. 

When the loop is detected, the vehicle’s pose is 
calculated at the revisit area relative to that at the first-visit 
area based on NDT scan matching. The relative poses of the 
vehicle are inputted to the factor graph as loop constraints. 
We then minimize the objective function of (2) so that the 
accuracy in the map generated by the NDT-based SLAM 
can be improved [21]: 

,

ˆ ˆ( ) ( ) ( )T
ij ij ij ij ij

i j
F χ X X Ω X X             (2) 

where 1 2( , , , )T T T T
iχ X X X . iX is the vehicle’s pose at 

the i . ijX  is the pose of the vehicle at the j  relative to 
that at the i , which is calculated from NDT scan matching. 

ˆ
ijX  is the estimate of the relative pose. ijΩ is the 

information matrix. 

III. DISTORTION CORRECTION OF LIDAR SCAN DATA 
In this section, we describe a motion model of the 

vehicle for EKF and EKF-based correction method of 
distortion in lidar scan data. 

A. Motion Model 
As shown in Fig. 3, the vehicle’s linear velocity in b  is 

defined as Vb (the velocity in the xb-axis direction), and the 
angular velocities about the xb-, yb-, and zb- axes are defined 
as b , b , and b , respectively. If the vehicle is assumed to 
move at nearly constant linear and angular velocities, the 
following motion model can be derived: 
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where t and t+1 are time steps. 2
1 / 2

bb Va V w , 2a  
2 / 2

bb w , 2
3 / 2

bba w and 4a   b  
2 / 2

b
w . 

bVw , 
b

w , 
b

w , and 
b

w  are the acceleration 
disturbances.  

Equation (3) is expressed in the vector form as follows: 

,,)()1( wξfξ tt                                  (4) 

where T
bbbbVzyx ),,,,,,,,,(ξ  and w  

T
V bbbb

wwww ),,,( . 
We define the vehicle’s pose obtained at t  using NDT 

scan matching as )()( ˆ ttNDT Xz . The measurement equation 
is then 

)()()( tNDTttNDT zHξz                          (5) 

where NDTz  is the measurement noise, and H is the 
measurement matrix. 

B. EKF-based Distorion Correction 
The flow of distortion correction of the lidar scan data is 

shown in Fig. 4. The lidar scan period ( ) is 100 ms, and 
the scan data observation period ( ) is 0.55 ms. When the 
scan data are mapped onto W  using the vehicle’s pose  

 
 

 
Figure 3.  Notation related to vehicle motion. 
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Figure 4.  The flow of distortion correction. 
 
 
calculated every lidar scan period, the distortion arises in 
environmental maps. We therefore correct the distortion in 
the lidar scan data by estimating the vehicle’s pose using 
EKF every scan data observation period. 

The state estimate and its error covariance obtained at 
)1(t  using EKF are denoted as )1/1(ˆ ttξ  and )1/1( ttΓ , 

respectively. From these estimates, EKF gives the state 
prediction, )1/1,1(ˆ ttξ , and its error covariance, )1/1,1( ttΓ , 
at )1(t +  as follows: 

T
tttt

T
tttttttt

tttt

)1/1()1/1(

)1/1()1/1()1/1()1/1,1(

)1/1()1/1,1( ],0,ˆ[ˆ

QGG
FΓFΓ

ξfξ
       (6) 

where F = ξf ˆ/ , G = wf / , and Q is the covariance 
matrix of the plant noise, w. 

By a similar calculation, the state prediction, 
)1/,1(ˆ tjtξ , and its error covariance, )1/,1( tjtΓ , at 

)1(t + j  (where j = 1, 2, …,180) can be obtained by 

( 1, / 1) ( 1, 1 / 1)

( 1, / 1) ( 1, 1 / 1) ( 1, 1 / 1) ( 1, 1 / 1)

( 1, 1 / 1) ( 1, 1 / 1)

ˆ ˆ[ , 0, ]t j t t j t

T
t j t t j t t j t t j t

T
t j t t j t

ξ f ξ
Γ F Γ F

G QG

   

(7) 

In the state prediction )1/,1(ˆ tjtξ , we denote the 
elements related to the vehicle’s pose, ),,,,,( zyx , as 

( 1, / 1)ˆ t j tX . Using (1) and the pose prediction, the scan 
data, ),1( jtbip , in b  obtained at jt )1(  can be 
transformed to )1/,1( tjtip  in W  as follows: 

1
)ˆ(

1
),1(

)1/,1(
)1/,1( jtbi

tjt
tjti p

XΤ
p

      (8) 

Because the lidar scan period ( ) is 100 ms, and the 
scan data observation period ( ) is 0.55 ms, the time t  is 
almost equal to (t-1) +180 . Using the pose prediction, 

)1/180,1(ˆ ttX  at t , the scan data, )1/,1( tjtip , at 
jt )1(  in W  is transformed into the scan data, *

( )tbip , 
at t  in b  as follows: 

1
)ˆ(

1
)1/,1(1

)1/180,1(
)(

* tjti
tt

tbi p
X

p          (9) 

Using the corrected scan data, *
( )tbp  * *

( ) ( )1 2, ,t tb bp p , 
within one scan (lidar beam rotation of 360° in a horizontal 
plane), as the new input scan, NDT scan matching can 
accurately calculate the vehicle’s pose, )( tNDTz , at t . Based 
on (4) and (5), EKF then gives the state estimate, )/(ˆ ttξ , and 
its error covariance, )/( ttΓ , at t  by 

)1/180,1()()1/180,1()/(

)1/180,1)()()1/180,1()/( }(ˆ{ˆˆ

ttttttt

tttNDTttttt

HΓKΓΓ
ξHzKξξ     (10) 

where ( 1, 180 / 1)ˆ t tξ  and ( 1, 180 / 1)t tΓ  are the state 
prediction and its error covariance at t (t-
1) +180 respectively. ( )tK 1

( 1, 180 / 1) ( )
T

t t tΓ H S  
and )( tS ( 1, 180 / 1)

T
t tHΓ H R . R is the covariance 

matrix of NDTz . 
The corrected scan data *

( )tbP  are mapped onto W  
using the pose estimate calculated by (10), and the distortion 
in environmental maps can then be removed. 

IV. EXTRACTION OF STATIC SCAN DATA 
In dynamic environments wherein moving objects, such 

as cars, two-wheeled vehicles, and pedestrians, exist, the 
lidar scan data related to moving objects (referred to as 
moving scan data) should be removed from the entire scan 
data, and only the scan data related to static objects (static 
scan data), such as buildings and trees, should be utilized in 
map generation. 

To extract the static scan data, first, we classify the lidar 
scan data into two types: scan data that are originated from 
road surfaces (referred to as road surface scan data) and 
scan data that are originated from objects (referred to as 
object scan data) based on a rule-based method. The object 
scan data are mapped onto an elevation map represented in 

W . In this study, the cell of the elevation map is a square 
with a side length of 0.3 m.  

A cell in which scan data exist is referred to as an 
occupied cell. For the moving scan data, the time to occupy 
the same cell is short, whereas for the static scan data, the 
time is long. Therefore, using the occupancy grid method 
based on the cell occupancy time [14][15], we identify two 
types of cells: moving and static cells, which are occupied 
by the moving and static scan data, respectively. Since the 
scan data related to an object usually occupy more than one 
cell, adjacent occupied cells are clustered. Then, the scan 
data in clustered static cells are applied to map generation. 

When moving objects pause, the occupancy grid-based 
method mentioned above often misidentifies their scan data 
as the static scan data. To address this problem, the road 
surface scan data are mapped onto the elevation map, and 
the cells in which the road surface scan data are occupied 
for a while are determined as the road surface cells. If the 
object scan data exist on the road surface cells, we always 
determine the object scan data as the moving scan data and 
remove the moving scan data from the entire scan data. 
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V.    EXPERIMENTAL RESULTS 
Although as mentioned in Section I, our study focuses on 

map generation in narrow road environments, such as at 
community roads and scenic roads in urban and mountainous 
areas, we conducted experiments of map generation in highly 
traffic road environments (Fig. 5(a)) to discuss the 
performance of our method in dynamic environments.  

The traveled distance of the vehicle was about 2903 m, 
and the maximum speed of the vehicle was 40 km/h. In the 
urban road environment, there were 114 cars，26 two-  

 

 
(a) Moved path (red line) of the vehicle (top view).  

 

 
(b) Photo of area #1 (bird-eye view). Red line indicates moved path of the 
vehicle 

 

 
(c) Photo of area #2 (bird-eye view). Red line indicates moved path of the 
vehicle 

 
Figure 5.  Experimental environment. 

 

 
Figure 6.  Point cloud map (top view) 

 
 

 
(a)  Case 1 

 

 
(b)  Case 2 

 

 
(c)  Case 3 

 
Figure 7.  Mapping result of area #1 (bird-eye view). Black and red dots 
indicate the static and moving scan data, respectively.  
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 (a)  Case 1 

 

 
(b)  Case 2 

 

 
(c)  Case 3 

 
Figure 8.  Mapping result of area #2 (bird-eye view). Black and red dots 
indicate the static and moving scan data, respectively.  
 
 

                      
                (a)  Photo of traffic sign                       (b)  Case 1 

 
Figure 9.  Mapping result of a tree in area #2. 

                          
            (c)  Case 2                                             (d)  Case 3 

 
Figure 9.  Continued.  

 
 

TABLE I. DEVIATION BETWEEN START AND GOAL POSITIONS OF THE 
VEHICLE  

True 
NDT-based SLAM NDT and 

graph-based 
SLAM Case 1 Case 2 Case 3 

2.88 [m] 22.41 [m] 18.48 [m] 132.16 [m] 4.98 [m] 
 

 
wheeled vehicles, and 37 pedestrians. 

Figure 6 shows the mapping result using the NDT-based 
SLAM in conjunction with the methods of distortion 
correction of the lidar scan data and extraction of the static 
scan data. To evaluate the mapping performance using the 
NDT-based SLAM in detail, Figs. 7 and 8 show the 
enlarged map of area #1 (Fig. 5 (b)) and #2 (Fig. 5 (c)), 
respectively. Figure 9 also shows the mapping result of a 
traffic sign in area #2. For comparison purpose, the maps 
were generated in the following three cases: 

Case 1: Mapping by the proposed method; NDT-based 
SLAM with the methods of correcting distortion in the lidar 
scan data and extracting the static scan data,  

Case 2: NDT-based SLAM with the distortion correction 
method and without the method of static scan data 
extraction, and   

Case 3: NDT-based SLAM without the distortion 
correction method and with the method of static scan data 
extraction. 

In Figs. 7 and 8, case 1 (proposed method) and 3 more 
significantly remove the track of moving objects than case 2. 
In Fig. 9, the mapping results by case 1 and 2 are more 
crispness than the result by case 3. It is concluded from these 
figures that the proposed method provides better mapping 
result than case 2 and 3. 

Table I shows the positioning performance of the vehicle 
by SLAM; deviation between the start and goal positions of 
the vehicle. The true deviation is calculated from the 
position information using the onboard Real Time 
Kinematic-Global Positioning Systems (RTK-GPS) unit. It 
is clear from the table that distortion correction of the lidar 
scan data provides better mapping accuracy in NDT-based 
SLAM. In addition, it is clear that graph-based SLAM 
further improves the mapping accuracy. 
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VI.    CONCLUSION 
This paper presented lidar based map generation in 

GNSS denied and dynamic outdoor environments using only 
the onboard scanning lidar. The 3D point cloud mapping was 
performed by integrating three algorithms that we previously 
proposed: distortion correction in the lidar scan data, 
extraction of the static scan data (removal of the moving scan 
data) from the entire lidar scan data, and NDT-based and 
graph-based SLAM. The performance of the map generation 
was shown through experimental results in urban road 
environments.  

We are currently improving performance of removal of 
moving scan data. We are also evaluating the proposed 
method in various environments, including large-scale 
residential environments.  
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Abstract—Crowd gathering places are prone to crowd stampede
and other public emergencies, resulting in large numbers of
casualties and property losses, then, leading to negative social
impact. At present, the research on dynamic assessment of crowd
gathering safety situation mainly relies on isolated real-time
video monitoring, and lacks reliable methods to deal with plenty
of video data from different sources, perspectives and granu-
larities. Based on the traffic Internet of things infrastructure,
this paper explores the fusion technology of multi-sensor source
homogeneous video data. On the basis of the static model of
crowd aggregation based on the high-altitude perspective, this
paper studies the different source and multi granularity real-time
dynamic monitoring video cooperative perception methods in the
middle and low altitude and different perspectives. The dynamic
scene crowd statistical perception including motion prediction
mechanism is used to extract the global coarse-grained motion
situation of the crowd from the perspective of high altitude. The
multi column convolution depth neural network is used to extract
the local fine-grained density features of the crowd with line of
sight occlusion in low altitude perspective, thus establishing the
holographic model of the temporal and spatial evolution of crowd
situation, and proposing a new method of crowd aggregation
safety situation assessment. This method is applied to the crowd
gathering safety situation assessment of Suzhou city life fountain
square, and achieves good results, which provides theoretical
support for the safety control of crowd gathering place based
on the Internet of things.

Keywords–Crowd gathering safety situation; Video monitoring;
Accident analysis and early warning; Traffic safety.

I. INTRODUCTION

When the flow of people in space is highly concentrated
for a long time, the crowd density will rise sharply and the
distribution is extremely unreasonable, which increases the
potential safety hazards and seriously threatens the personal
safety. After the spread of the flow, it will even affect the
circulation and control of the surrounding traffic. Typical such
events, such as the example occurring in the Shanghai Chen
Yi Bund Square on December, 2014. The opposite ow of
people formed a hedging caused a crowded stampede accident,
resulting in 36 deaths and 49 injuries. In addition, according
to incomplete statistics, from 2001 to 2014, there were more
than 150 people trampling events around the world, all of
which occurred in crowded places. Such incidents are sudden,
complex and low-level control, which is extremely lightly to
cause large-scale casualties. This also makes the prevention
and research against crowded stampede accidents become the
urgent needs to developing countries with rapid crowd and
relatively backward management.

At present, the monitoring of the crowding degree and trend
of population is beneted from the mature use of intelligent

surveillance video systems, and its comprehensive perspective
coverage provides more data support for crowd density estima-
tion. Some scholars have processed the video frame image, and
finally got the number of people and the density of the crowd,
with good accuracy [1]. To a certain extent, such detection
methods have solved the accuracy problems existing in the
current crowd density detection, However, the safety of the
current location cannot be determined. On the other hand,
in the related research on group disaster dynamics, we are
more concerned with pedestrian flow simulation and individual
motion models. Helbing et al. analyzed the two phenomena
of laminar flow from the laminar flow to the stop flow and
turbulent flow after analyzing the video of the Mina/Mecca
crowd disaster during the 1426 hours pilgrimage on January
12, 2006 [2]. Insights into the causes of these key population
conditions are important for organizing safer group events.
Johansson et al. discussed how to study high-density conditions
based on appropriate video data on the basis of Helbing,
and explained the critical conditions of crowd turbulence, and
proposed corresponding measures to improve population safety
[3]. Moussaid et al. proposed a cognitive heuristic based cog-
nitive science method that predicts individual trajectories and
collective movement patterns [4]. The essence of the pedestrian
movement model is to study the spatial and temporal evolution
trend of the crowd. The input of the model comes from some
simple rules and hypotheses. In practice, these inputs often rely
on the help of human experience. In fact, with the continuous
development of sensor technology, real-time crowd gathering
information can effectively replace artificial experience and
become the input of a group disaster model. In view of the
above problems, this paper combines the analysis of the overall
crowd situation and individual model of the crowd gathering
place in the context of the intelligent traffic key technology of
multi-layer domain collaborative intelligent sensing and data
fusion. The focus is transferred from accurately estimating
the number of people on the current picture or signal to
the reasonable distribution of crowd density. Considering the
distance of the crowd within the space from the attraction point
and the psychological state of the crowd and other factors, the
individual model and the static model of the crowds gathering
are established, and the spatial-temporal evolution of the crowd
situation is extracted from the real-time monitoring video,
thus proposing the crowds gathering early warning method for
multi-domain information. The method is used to analyse the
crowd density distribution of Suzhou City Life Squares on a
certain day with certain guiding significance.

The structure of this paper is as follows: Section II in-
troduces the work related to crowd density detection and

50Copyright (c) IARIA, 2020.     ISBN:  978-1-61208-771-9

ICONS 2020 : The Fifteenth International Conference on Systems

                            59 / 96



individual motion models; Section III establishes the static
model of crowd gathering based on the theory of personal
space, and analyses the crowd situation from the low-altitude
local perspective and the high-altitude global perspective re-
spectively, then, establishing the dynamic model of the spatial-
temporal evolution of the crowd situation. Section IV applies
the static and dynamic model to Suzhou City Life Squares,
which guides crowd monitoring and evacuation, and achieves
good results. Section V discusses the results.

II. RELATED WORK

This section introduces the crowd density detection meth-
ods in the field of machine vision in recent years, and also
summarizes the pedestrian model in crowd disaster dynamics.
This has inspired the work of this paper.

A. Crowd Density Detection
The core of crowd density model is to calculate and

estimate the crowd density. So many methods have been used
to estimate the crowd density, and abundant results have been
achieved. From the perspective of computer vision research,
the crowd density estimation and counting methods in visual
surveillance can be divided two classes. That is crowd density
detection based on model labeling and crowd density detection
based on feature extraction [5].

The methods using model labeling directly can label and
count the human model in the image. Luo et al. mapped the
crowd image directly to its crowd density map, then, obtained
the total number of people by integral [6]. Zhao et al. divided
the human body into multiple objects and used the ellipsoidal
model for global tracking to calculate the crowd density [7]. Ge
et al. proposed a bayesian method for estimating the number
and location of individuals in video frames, which combines a
spatial stochastic process that controls the number and location
of individuals with a conditional marking process for selecting
body shape, shape and direction, and nally gives the number
of individuals [8]. Rao et al. proposed a method of estimating
crowd density by motion hints and hierarchical clustering,
which uses optical ow for motion estimation, contour analysis
for crowd contour detection, and gets crowd density by cluster-
ing [9]. Although this method retains the features of detection
targets to the greatest extent, it is easy to cause inaccurate
detection results and difcult to meet the requirements due to
the blurred individual contour and inaccurate positioning for
dense crowds.

The methods using feature extraction can estimate the
crowd density by extracting human features or using other
parameters instead of human behavior, then, using normalized
method. Koki et al. used the rotational angular velocity of hu-
man body as test data, and used continuous wavelet transform
and machine learning methods to measure crowd density [10].
Ven et al. learned to distinguish crowd characteristics from
granules and tted the contours between crowd and background
(i.e., non-crowd) regions for density estimation [11]. Oliver
et al. compared the application of two texture classification
methods of bow and Gabor filters on aeronautical image
plaque datasets to distinguish different crowd densities [12].
Zhang et al. proposed a simple and effective Multi-column
Convolution Neural Network (MCNN) structure to map the
image to its population density map [13]. By using filters
with different size of receiving fields, the features of each

column of Convolution Neural Network (CNN) can adapt
to the changes of head size caused by perspective effect
or image resolution and the effect is remarkable. Although
the method of calculating individual density by extracting
individual characteristics improves the accuracy of population
density detection, the uneven distribution of population density
leads to the identication of regional safety hazards not only by
estimating the accuracy of population density.

B. Pedestrian Behavior Estimation
As mentioned above, on the basis of high-precision crowd

density, we also need to pay attention to the position and state
information of each individual. On the micro level, we divide
the pedestrian motion model into cellular automata model,
social force model, agent-based model and so on.

Based on the individual movement analysis of the cellular
automata model, Claudio et al. proposed an improved version
of the cellular automaton floor field model, using a sub-grid
system to increase the maximum density allowed during the
simulation and to reproduce the observed phenomena in dense
crowd [14]. Ji et al. proposed a new triangular mesh cellular
automaton model for the characteristics of high-density crowd
evacuation, and accurately simulated the evacuation process
of high-density crowd [15]. The advantage of the kinds of
model is relatively simple and suitable for pedestrian behavior
simulation in large-scale scenes. But its disadvantage is still
obvious. That is, the algorithm itself is a heuristic algorithm,
whose results with statistical signicance is unpredictable. And
it can not be explained rationally due to divergent rule setting.

Based on the individual movement analysis of the social
force model, Helbing et al. suggested that pedestrian move-
ment be described as ”social forces”, which are not directly
imposed by the pedestrian’s personal environment, but the
measurement of the intrinsic motivation of the individual to
perform the task [16]. Yang et al. proposed a pedestrian
dynamics correction method based on social force model. By
comparing the density-velocity and density-flow maps with the
basic maps, it was verified that the guided crowd model can
better reflect the pedestrian behavior characteristics in emer-
gency situations [17]. However, the social force model lacks
a clear and effective mechanism to ensure that pedestrians do
not excessively contact (also known as overlap), so anti-overlap
mechanism needs to be introduced.

Based on the individual motion analysis of the agent
model, Tak et al. proposed an Agent-based Redestrian Cell
Transmission Model (A-PCTM), which shows the flexibility
of switching destinations and selecting driving directions ac-
cording to the situation ahead [18]. Ben et al. presented an
agent-based Cellular Automata (CA) environment modeling
method that simulated four different evacuation scenarios and
effectively guided crowd evacuation [19]. Was et al. proposed a
proxy-based non-homogeneous cellular automaton model and
an asynchronous cellular automaton model, enabling people
to simulate pedestrian complex decision processes in complex
environments [20].

III. MODEL ESTABLISHMENT

In this section, a static early warning model of crowd
aggregation is established, and the crowd gathering state is de-
rived through formulas. In addition, a dynamic spatio-temporal
evolution model of the crowd situation is also established, and
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Figure 1. Individual model based on personal space theory.

the calculation methods of the crowd density are given from
two perspectives: high altitude and low altitude.

A. Static Early Warning Model of Crowd Aggregation
In 1966, Edward Hall proposed the theory of personal

space, which distinguishes four personal spatial distances,
intimate distance, personal distance, social distance and public
distance [21], as shown in Figure 1(a). Personal space theory
is a kind of intimacy interpretation that serves the public
relations of the public, which only divides the distance of
the individual space and generally just applies to individual
motion research. However, personal space theory does not
directly quantify the relationship between population density
and distance, and has great limitations for the application of
large crowded places. On the basis of personal space theory,
we defined the individual model as a solid circle with radius r,
and the personal space is defined as a hollow circle with radius
R, as shown in Figure 1(b). In the crowded place, we fitted
the relationship between density and distance to analyze the
distribution law of population density in large crowds. Firstly,
we define the aggregation state T when a crowd gathers in a
site, assuming that the crowd is in absolute static state with the
most reasonable and safe distribution state, whose optimality
depends on the characteristics of the site and the nature of
the event. We assume that the determinant is expressed as
the attraction of the site, therefore, the site is divided into
n attraction points Oj(j = 1, 2, ..., n). Each attraction point
will cause the crowd to distribute according to some rules in
the range of itself, so the position and size of each individual
are different. These aggregates of individuals with different
positions and sizes of individual space are called the crowd
distribution at the attraction point, which is recorded as U(Oj),
and the aggregation state of the site is as follows:

T =

n∑
j=1

U(Oj),
∂T

∂t
= 0 (1)

According to the actual situation, we set a plurality of
attraction points for the place, and select one attraction point
O1. Then, we set two individual activity ranges closest to and
farthest from the attraction point O1. Rmin is the radius of
the nearest individual activity range from O1, and Rmax is
the radius of the farthest individual activity range from O1,
as follows the formula calculating the change trend of the
personal space radius R:

R = tan θ ∗ x+A =
Rmax −Rmin

L
∗ x+A (2)

Where θ is the angle between the center line of the two
individuals range of activity and the horizontal plane. L is
the straight line distance between the center of the farthest

Figure 2. Relationship between personal activity space and distance.

individual range of activity and the attraction point. A is the
constant of 0.22 ∼ 0.25, representing the radius of the first
individual space closest to O1. x is a variable between 0 and
L that changing along with L, as shown in Figure 2.

At this time, the personal activity space has a corresponding
relationship with the distance. Assuming that the activity radius
of the individual i is Ri, the area occupied by the individual
at that place is Si, and the density ρi at that place is 1

Si
:

ρi =
1

Si
=

1

πRi
2 =

1

π(tan θ ∗ x+A)
2 (3)

So, we get the corresponding relationship between different
size of activity space and the density of the individual’s
position at this time. Then, we use the least square method
to fit the discrete points of different density in different size
of activity space, so as to determine the relationship between
density and distance. The main idea of the least square method
is to solve unknown parameters so that the sum of squares of
residual errors can be minimized:

E =

n∑
i=1

(ρi − ρ̂i)2 (4)

The observed value ρi is the density of the position of the
individual obtained after we calculate the trend of density
change. The theoretical value ρ̂i is the value of the polynomial
after we obtain the specific coefficient under the set order. The
objective function is also the loss function that is often said in
machine learning. Our goal is to obtain the parameters when
the objective function is minimized. The final fitting result is
the relationship between the distance and the density at the
attraction point O1. After calculating the density at different
distances, there is a microscopic individual combination N ,
which can be regarded as a population aggregation state U(O1)
from a macro perspective:

U(O1) = N =

n∑
i=1

Pi (5)

Among them, Pi is the information set of the location of the
individual i and the current personal space size. In the same
way, the aggregation state U(O2) at the second attraction point
O2 is calculated.By analogy, a crowded static early warning
model T =

∑n
j=1 U(Oj) can be obtained.

B. Dynamic Evolution Model of Crowd Situation
The perception of crowd density is divided into high-

altitude overall perspective and low-altitude local perspective.
Low-altitude camera equipment tends to capture rich human
characteristics and perceive local population density more
accurately. When it is necessary to perceive the overall crowd
situation as a whole, highlighting individual characteristics is
not conducive to observing the overall movement trend, so the
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Figure 3. Density judgment of key moving points.

position and movement trend of the crowd at different times
can be perceived by using high-altitude camera equipment.

The crowd gathering static early warning model describes
the gathering state T of the site. If the crowd distribution V
of all the moments t in the activity is described, the dynamic
evolution of the crowd situation can be obtained. The static
model of the crowd is a certain moment of the dynamic
model:Vt = T . Since the perception of the crowd situation
pays more attention to the group behavior, the characteristics
of the person itself are no longer concerned. Therefore, what
we need to know is the position evolution and the movement
trend of the key moving point Q in the video image at different
moments. The point Q can be obtained by extracting the
foreground of the moving target from the Gaussian mixture
model. Assuming that the mixed gaussian model consists of K
Gaussian models, the probability density function is as follows:

p(w) =

K∑
k=1

p(k)p(w|k) =
K∑

k=1

πkN(w|πk,
∑

k) (6)

Where p(w|k) = N(w|πk,
∑
k) is the probability density

function of the gaussian model k, that is, the probability of
generating w after the model k selected, p(k) = πk is the
weight of the gaussian model k, that is, the prior probability
of the model k is selected, and

∑K
k=1 πk = 1. Then, the open

operation and morphological denoising are performed on the
model results. Finally, the foreground image consist of key
moving points is obtain.

In the static model, the individual model represents a
human body. In the crowd situation model in this section,
the individual model is described to the simulation of the
key moving point Q. At this time, the personal space is
correspondingly transformed into the motion space between
the key moving points, and the personal space distance is
redefined as a point. The personal space distance is also
redefined as the distance between the set of points

∑n
i=1Qi:

dgl =
√

(mg −ml)2 + (ng − nl)2, g 6= l, l ∈ [1, n− 1] (7)
dgl denotes the distance between any moving point Qg and

other moving points Ql, (mg, ng), (ml, nl) are the position
coordinates of the moving point Qg and the moving point Ql,
respectively.The distance and direction of motion between the
points change with time. We specify a personal space for each
moving point Qi, shown as the inner circle in Figure 3. And the
public space shown as the outer circle in Figure 3. The number
of moving points contained in the space between them is used
as the basis for dividing the density:

din < dgl < dout (8)
Where din represents the distance from the center of the circle
to the inner circle, and dout represents the distance from the

center of the circle to the outer circle.
The perception of local crowd situation depends on the

video and image acquired by low-altitude camera with obvious
individual characteristics. We use Multi-column Convolution
Neural Network (MCNN) model to extract human head fea-
tures of different sizes [13]. The original image obtains differ-
ent size of human head features through parallel networks with
different sizes of three-column filters. Finally, the obtained
features are weighted linearly to obtain the crowd density
map. The model uses the maximum pooling layer of 2*2
and the activation function of the linear rectifier function, and
integrates the three-column feature map. The loss function uses
the optimized Euclidean loss function, which can standardize
the density map of the network output:

L(β) =
1

2N

N∑
i=1

||F (Xi, β)− Fi||22. (9)

Here β is the network parameter to be optimized, N is the
number of training images, Xi is the input image, Fi is the
ground truth density map corresponding to Xi, F (Xi, β) is
the density map generated by MCNN. Figure 4 shows the
structure of our MCNN. The three-column network structure
has the same number of convolution layers and functions for
each column except that the size of the filter. The purpose is to
capture the head features of different sizes. Therefore, the first
column is taken as an example. Enter an image of unlimited
size, the first layer whose filters with 7*7 size to capture the
local human head features. Then, max pooling is applied for
each 22 region to reduce the resolution of the upper layer
image to 1

4 of the original image, the number of parameters is
reduced, and more useful features are extracted. At the end, the
features are weighted and stacked by a 1*1 filter, so that the
output results are averaged for density grading processing. The
density normalization process mainly depends on the Gaussian
kernel function. This paper proposes that the adaptive Gaussian
kernel function is slightly different from Zhang[14]:

F (x) =

M∑
i=1

δi ∗G(x, σi) (10)

Where δi represents the impulse function of each head, M
is the number of heads in the image. And σi denotes the
maximum head distance of the adaptation within a certain
range (Using the maximum is to make the crowds more dense),
σi = αmax(dij). α is the weight value of the adaptive range.
In our experiment, it shows that when α = 0.5 the crowds
intensity is the most consistent with the actual situation.

IV. MODEL APPLICATION

Located near Jinji Lake in Suzhou City in China, the city
life square covers an area of 4300 square meters and periodi-
cally carries out large-scale fountain projection activities, with
a maximum of 35,000 people. Our crowds gathering model
was been applied in this square. The data come from the
video camera equipment covering the inside and the exits of
the square and the construction drawings of the construction
of the site. The crowd distribution of the square was been
investigated on the spot. The concrete implementation is as
follows.

A. Application of Static Early Warning Model
We select the fountain where it is an attraction point

O1(n = 1), then, establish a spatial coordinate system choos-
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Figure 4. MCNN Network Structure [13].

ing O1 as the coordinate origin. The radius r of the individual
model is determined by the shoulder width of the person
standing. according to [22] [23], a solid circle with radius
r = 22cm is used as an individual model in this paper.
Through field survey and CAD drawing measurement, we set
L = 200m in the static early warning model, and take Rmax

and Rmin as 0.62m and 0.25m respectively according to the
queued waiting state pedestrian service level table [24]. When
the least squares method is fitted, we calculate it repeatedly.
When the loss E reaches 0.1 at the first time, the fitting effect
is the best, and the relationship between the crowd density ρ
and the distance d from the attraction point is calculated as:

ρ = −1.8782e−12d5 + 2.3706e−9d4 − 1.187e−6d3

+0.0030768d2 − 0.045949d+ 3.9659
(11)

Taking N = 50000 different distance corresponding to differ-
ent density of points cyclic calculation, these point sets N is
the crowd aggregation state U(O1) at the point O1:

U(O1) =

n∑
i=1

Pi =

n∑
i=1

P (di, ρi) (12)

thus establishing a static early warning model of crowd aggre-
gation taking Fountain Square as an example.

B. Application of Dynamic Evolution Model

We intercept the key frames of the video images captured
by the aerial camera. We extract the foreground image of the
moving target through the Gauss mixture model, and get the
set of the key moving points. At low density, we take 18724
moving points, 43779 moving points at medium density, and
61386 moving points at high density, as shown in Figure 5.
According to the distance between the moving points, we can
judge the density grade at the point whether it is between
din and dout. Here, we select din = 1 and dout = 8 to get
the density grade of the key moving points, which reflects
the crowd situation at that time, as shown in Figure 6 (a1),
(b1), (c1). At low density, the distribution of moving points
is scattered and the intensity is relatively light. At medium
density, the moving points cover the image area in a large area,
and some of the point sets are in a highly concentrated state.
While at high density, the moving points basically occupy the
image area, showing a trend of global high density, reflecting
the high crowding in the square at the moment. The distance

Figure 5. Key moving points map of fountain square in different time
period(a1) Low crowd density real-time video (a2) Low crowd density key

moving points set (b1) Medium crowd density real-time video (b2) Medium
crowd density key moving points set (c1) High crowd density real-time

video (c2) High crowd density key moving points set.

between people is very short, which leads to people moving
slowly and potential safety hazards.

We performed a curve analysis of the population density
at the same angle for the three densities. According to the
collected data, a density curve is shown, as shown by the
red lines in Figure 6 (a2), (b2) and (c2), the horizontal axis
represents the distance from the attraction point, and the
vertical axis represents the density at that point. Comparing
the crowd density change of static early warning model of
crowd aggregation (blue line in Figure 6) with that of low
density, medium density and high density.We found that, when
the crowd density reaches high density, the density line almost
exceeds the warning line, which means potential safety hazards
could be in the square, as shown in Figure 6 (c2). Under
the high density, pedestrians often have inevitable contact
with each other. It is impossible to walk horizontally or
reversely, and the flow of people is extremely unstable, which
is in accordance with the conclusion of Figure 5 (c1), (c2).
We carry out dynamic crowd situational awareness of high-
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Figure 6. The crowd density curve of the early warning model and the
actual population density curve under three states. (a) Early warning curve
and low density curve (b) Early warning curve and medium density curve

(c) Early warning curve and high density curve.

altitude video, which mainly includes the following three steps:
extracting video key frames, extracting foreground images of
sports people through Gaussian mixture model, and performing
density calculation on all key moving points to obtain density
classification of moving points. After the above work is carried
out, the perception of the crowd situation can be realized to
capture the preference trend of the crowd evacuation. Then,
we can formulate the strategy for evacuation of the crowd,
which can guide the staff to carry out the evacuation work
quickly and effectively. Based on the perception of the crowd
situation, we finally get the direction and magnitude of the
crowd flow, which provides a reference for our subsequent
simulation parameter settings. In addition, we also attempted
to analyze the density of low-altitude crowd.

V. CONCLUSION

In this paper, we discussed the limitations of Hall’s per-
sonal space theory in the crowded scene. On the basis of
this, we explored the quantitative relationship between crowd
density and distance, so that the static early warning model
for crowd gathering can be established. In contrast, we used
the characteristics of overall video images to perceive the
temporal and spatial evolution of the crowd situation and
established a dynamic model of the crowd situation. The
joint analysis of static early warning model and dynamic
model can comprehensively perceive the real-time situation
of the crowd and improve the public safety of the site. We
have successfully applied our models in the Fountain Square
of Suzhou City. Through the video images acquired by the
high-altitude camera equipment, we perceived the changes
in the crowd situation of the site. In future work, we will
fuse heterogeneous multi-granularity surveillance videos and
supplement the entire situation with local actual number to
estimate the number of people in the entire venue.
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Abstract—In recent years, many countries have been promoting
the shift from centralized energy systems to distributed ones for
clean energy utilization. Direct energy trading among consumers
has drawn increasing interest in the development of efficient
utilization of distributed energy systems. However, a part of
consumers might not be able to receive electricity from their
preferred suppliers since some suppliers have limited capacity
of supplying electricity. This occasion leads to a decrease in the
consumer’s benefit. Existing studies are mainly focused on not
the equity of prosumer’s benefit but the efficiency of resource
allocation. Therefore, a mechanism that satisfies not only balance
between supply and demand but market participants’ preferences
is required. In this paper, a multi-objective optimization problem
as market mechanism is proposed to improve both the equity
of consumer’s benefit and the efficiency of resource allocation.
For solving the proposed optimization problem, six Evolutionary
Algorithms (EAs) are selected. Simulation results show that the
selected EAs can be classified into two types: (i) algorithms
optimizing both the efficiency of resource allocation and the
equity of consumer’s benefit and (ii) algorithms optimizing only
one of the two objectives.

Keywords–Peer-to-Peer Energy Trading; Evolutionary Algo-
rithm; Multi-objective Optimization Problem; Graph Theory.

I. INTRODUCTION

Many countries have been encouraging people to utilize
distributed energy systems such as solar and wind power gener-
ations for environmental issues. Existing energy systems have
been relying on fossil fuels heavily because this kind of energy
systems can supply electricity to a great number of consumers
with fewer electric outage. However, such energy systems emit
a large amount of greenhouse gas, which leads to a factor
contributing to global warming. Therefore, many countries
have legislated policy to enhance the rate of renewable energy
utilization.

One of the efforts of governments in many countries is to
enact Feed-In Tariff (FIT), which aims at spreading renewable
energy systems widely to general households. Consumers who
own energy generators are called prosumers [1] because they
do not only consume electricity but also produce it. FIT
guarantees that public utilities purchase excess electricity from
consumers at a fixed rate in a certain period. FIT leads
consumers to be able to have the outlook for the return
on installation costs of renewable energy systems. Therefore,
renewable energy systems have drawn increasing interest in

general households, and the number of prosumers has been
increasing year by year.

For efficient excess electricity utilization, energy market
frameworks have been proposed by governments in many
countries. For example in Japan, one of the methods is Virtual
Power Plant (VPP) that aggregates capacities of heterogeneous
distributed energy resources. Another example is Demand Re-
sponse (DR) which is a change in consumption of consumers
to match demand for electricity with supply. In VPP and
DR, there are aggregators who join a local energy market as
third party to manage prosumer’s energy resources. However,
in these methods, transparency of trading is unclear, and an
intermediate margin is incurred due to a third party such as an
aggregator.

In order to cope with the issues described above, direct
energy trading among consumers and prosumers that is re-
garded as Peer-to-Peer (P2P) energy trading has been gathering
attention. Fig. 1 represents present energy trading, and Fig. 2
shows P2P energy trading. As shown in Fig. 1, consumers
can trade electricity with the only one public utility in present
energy trading. On the other hand, as shown in Fig. 2,
consumers can trade electricity with not only the public utility
but other consumers in P2P energy trading. Energy trading
without a third party is expected to increase transparency of
trading and reduce electricity rates. P2P energy trading would
make consumers motivated to exchange electricity with others,
and efficient electricity utilization in a local energy market will
be realized. Nowadays, the feasibility of P2P energy trading
will improve with the advent of blockchain technology.

Fig 1. Present energy trading. Fig 2. Peer-to-peer energy trading.

However, if P2P energy trading is implemented in prac-
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tical markets, a couple of issues might occur due to market
constraints. In P2P energy trading, candidates for consumer’s
trading partner will be diversified, and each consumer will have
preferences for market participants. Consumers will decide
their trading partners based on their preferences. There is
a special constraint that must meet supply and demand for
electricity in energy markets. If each market participant acts
to maximize their benefit in markets and decides their trading
partner arbitrarily, balance between supply and demand for
electricity might collapse because of breaking the market
constraints. Furthermore, if each market participant decides
their trading partners under the market constraints, some
consumers might not be able to trade electricity with their
desirable partners since prosumers have limited capacity of
supplying electricity. These occasions lead to a decrease in
the consumer’s benefit. Therefore, a mechanism that satisfies
not only balance between supply and demand but market
participant’s preference is required.

For P2P energy trading realization, many studies have
been conducted to consider P2P trading models. Jiawen et
al. propose an auction mechanism that determines optimal
electricity rates and the amount of electricity traded between
sellers and buyers in an electric vehicle market in [2]. In [3],
Muhammad et al. present a smart home model for minimizing
the total of payment to the public utility and eliminating
inequalities of energy. Pourya et al. formulate an economic
dispatch problem for reducing operation costs in a community
microgrid in [4]. Yue et al. evaluate some P2P energy sharing
mechanisms based on multi-agent simulation frameworks that
might bring both economic and technical benefit in [5]. Chao
et al. present a two-stage aggregated control for maximizing
economic benefit of each prosumer in [6]. In [7], Wayes
et al. present a price discrimination method that is able to
conduct envy-free energy trading and to maximize the total
of consumer’s benefit. These studies described above analyze
not the equity of consumer’s benefit but only the efficiency of
resource allocation in P2P trading markets.

Therefore, our study proposes a P2P energy trading model
and analyzes trading focusing on each consumer’s benefit be-
sides an overall market. In P2P trading, consumer’s production
and demand vary over time, and their benefit is anticipated
changing complicatedly. Our model is denoted by Time-
Varying Graph (TVG) [8] to represent time-varying consumer’s
behavior. Furthermore, a multi-objective optimization problem
as market mechanism is formulated to investigate benefit of
each consumer. Since P2P energy trading has not been applied
to a practical market, electricity trading should be investigated
more carefully.

This paper is structured as follows. Section II explains the
definitions of our energy trading model with a time-varying
graph. Section III formulates a multi-objective optimization
problem and demonstrates the simulation results. Section IV
concludes this paper and expresses future works.

II. MODEL REPRESENTATION

This section introduces our P2P energy trading model by
utilizing notation of graph theory. An optimization problem is
formulated to investigate P2P energy trading.

A. P2P energy trading model as graphs

Our electricity market model is composed of two kinds of
participants that are a public utility and consumers. The set of
all participants is expressed by V . Public utility is denoted by
vp ∈ V . Since energy trading among only consumers will not
be able to provide for all demand, it is assumed that there is
a public utility in our model for covering all electricity deficit
and excess electricity. Consumer is represented by vi ∈ V (i =
1, 2, . . . , |N |) and varies its behavior between seller and buyer
according to time. If a consumer has excess electricity, the
consumer can be seller. On the other hand, if a consumer runs
out of generated electricity, the consumer can be buyer. Some
consumers might not have own energy generators, and their
production should be set to zero in this case. VS ⊂ V indicates
the set of consumers who are sellers, and VB ⊂ V expresses
the set of consumers who are buyers.

Consumer vi changes its behavior depending on its produc-
tion and consumption of electricity in P2P trading markets.
Consumers must trade electricity during time span T . Con-
sumer’s production and consumption at each time t ∈ T are
represented by pti ∈ R and cti ∈ R respectively. If pti > cti, vi
will be seller and can supply electricity to other participants.
Conversely, if pti < cti, vi will be buyer and can purchase
electricity from other participants. Furthermore, if pti = cti, vi
will be neither seller or buyer and does nothing in markets at
t.

In order to model a P2P trading market considering time-
varying consumer’s behavior, TVG is utilized. A P2P trading
model at each time is represented by TVG that consists of
four types of vertices: the white vertices behaving as sellers,
the black vertices behaving as buyers, the gray vertex doing
nothing in the markets, and the blue vertices expressing public
utilities. The set of arcs is denoted by A, and each arc of TVG
at t is represented by (vi, vj) ∈ At. Arc (vi, vj) expresses the
relationship where vj can purchase electricity with vi. Each
arc must connect two vertices. The direction of the arrows
represents electricity flow. TVG in Fig. 3 is expressed as
G = (V,A, T ). By using this model, consumer’s benefit can
be investigated in detail at each time.

Fig 3. Time-Varying Graph G.

An underlying graph indicates relationships among market
participants where they can trade electricity with each other
over a trading period as a sort of footprints of TVG. Fig. 4
that consists of the blue vertices expressing a public utility and
the orange vertices representing consumers is represented by
an underlying graph of G in Fig. 3. The set of edges is denoted
by E, and each edge of the underlying graph is represented
by (vi, vj) ∈ E. Edge (vi, vj) denotes the relationship where
vj can purchase electricity from vi. Underlying graph in Fig.
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4 is expressed by G = (V,E). Since an underlying graph is
finalized by aggregating TVG, the cumulative benefit of each
consumer can be analyzed in this model.

Fig 4. An underlying graph G.

B. Constraints of trading volume

Each consumer has capacity of supplying and purchasing
electricity depending on its production and consumption. The
amount of electricity traded between vi and vj is represented
by x : (VS ∪{vp})× (VB ∪{vp}) → R, and x is called trading
volume. Each arc (vi, vj) ∈ At has capacity where vi can
supply electricity to vj up to the maximum trading volume.
Capacity of (vi, vj) ∈ At is denoted by the function cap :
(VS ∪ {vp})× (VB ∪ {vp})×T → R. The trading volume on
each arc must satisfy the following constraints:

0 ≤ xt (vi, vj) ≤ capt (vi, vj) (vi ∈ VS , vj ∈ VB , t ∈ T ) ,
(1)

0 ≤ xt (vi, vp) ≤ capt (vi, vp) (vi ∈ VS , t ∈ T ) , (2)

0 ≤ xt (vp, vj) ≤ capt (vp, vj) (vj ∈ VB , t ∈ T ) . (3)

Funcion cap is calculated by different formulae depending
on trading pairs. Excess electricity of seller vi is defined as
pti−cti, and electricity deficit of buyer vj is defined as ctj −ptj .
If both vi and vj are prosumers, capacity of (vi, vj) at t is set
as

capt (vi, vj) = min
((
pti − cti

)
,
(
ctj − ptj

))
.

Since a public utility covers all consumer’s electricity deficit,
it is assumed that the public utility can supply electricity to all
consumers. Therefore, capacity of (vp, vj) at t is defined as

capt (vp, vj) = ctj − ptj .

Moreover, since the public utility covers all consumer’s excess
electricity, it is assumed that the public utility can purchase
electricity from all consumers. Therefore, capacity of (vi, vp)
at t is defined as

capt (vi, vp) = pti − cti.

Sellers must sell electricity which is equal to the amount
of own excess electricity to others. Buyers must purchase
electricity which is equal to the amount of own electricity
deficit from others. The above constraints are expressed by∑

vj∈VB∪{vp}

xt(vi, vj) = pti − cti (vi ∈ VS , t ∈ T ) , (4)

∑
vi∈VS∪{vp}

xt(vi, vj) = ctj − ptj (vj ∈ VB , t ∈ T ) . (5)

C. Rate

Consumers behaving as seller and a public utility have
rates when dealing with their electricity. Seller vi ∈ VS offers
the unit of electricity with rate ri ∈ R to buyers vi ∈ VB .
When vi supplies electricity xt(vi, vj) to vj , vj must purchase
electricity at xt(vi, vj) · ri from vi. Public utility vp offers
the unit of electricity to buyers with rate rs ∈ R, where it is
assumed that rs ≥ ri. When vp supplies electricity xt(vp, vj)
to vj , vj must purchase electricity at xt(vp, vj) · rs from vp.
Public utility vp purchases electricity at rate rb ∈ R from
sellers, where it is assumed that ri ≥ rb. When vi supplies
electricity xt(vi, vp) to vp, vp must purchase electricity at
xt(vi, vp) · rb from vi.

D. Reservation price

Each consumer has a reservation price in energy trading.
The reservation price of buyers is the maximum price where
buyers can purchase electricity from others. Conversely, the
reservation price of sellers is the minimum price where sellers
can supply electricity to others. The reservation prices of
consumers are represented by the function ω : V ×T → R. ω
is calculated from different formulae depending on consumer’s
behavior. Thus, the reservation prices are expressed by the
following formulae:

ωt (vi) =

{
(pti − cti) · rb (pti > cti) ,

(cti − pti) · rs (pti < cti) .

Since each consumer must deal electricity with the only public
utility in present electricity trading, ωt(vi) is set as a price
offered by the public utility in this paper.

E. Consumer’s benefit

Consumers can benefit from trading when they trade
electricity with more favorable partners than current ones.
Consumer’s benefit is represented by the function π : V → R.
π is also calculated from different formulae depending on
consumer’s behavior. Seller’s benefit is defined as the dif-
ference between the total income and the reservation price
of sellers. Consumer’s income is represented by the function
ζ : Vs × Vb × T → R. The total of each seller’s income is
defined as

ζt (vi) =
∑

vj∈VB

xt (vi, vj) · ri + xt (vp, vi) · rs.

If a consumer behaves as seller, consumer’s benefit is defined
as

πt (vi) = ζt (vi)− ωt (vi) .

Conversely, buyer’s benefit is defined as the difference
between the reservation price of buyers and the total of
expenditure. Consumer’s expenditure is represented by the
function η : Vs×Vb×T → R. The total of buyer’s expenditure
is defined as

ηt (vj) =
∑

vi∈VS

xt (vi, vj) · ri + xt (vp, vj) · rs.
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If a consumer behaves as buyer, buyer’s benefit is defined as

πt (vj) = ωt (vj)− ηt (vj) .

Since all of the consumers must not suffer from monetary
deficits caused by electricity trading in our model, it is assumed
that πt(vi) ≥ 0, πt(vj) ≥ 0. This research focuses on P2P
trading in one local energy market, that is, a public utility
will be negligibly affected by energy trading. Therefore, public
utility’s benefit is not considered.

F. Problem formulation

In order to investigate consumer’s benefit, a multi-objective
optimization problem is formulated. One of the objectives
is to maximize the total of consumer’s benefit. The other
objective is to minimize the standard deviation of consumer’s
benefit. This problem is expected to obtain solutions with the
high efficiency of resource allocation and the high equity of
prosumer’s benefit. The problem is defined as follows.

maximize
∑

vi∈VS∪VB

πt(vi).

minimize

√∑
vi∈VS∪VB

(π − πt(vi))2

|N |
.

subject to (1), (2), (3), (4), and (5),

where the objective functions are optimized at each time t.

Constraints (1), (2), and (3) indicate that the amount of
electricity traded between participants on each arc is less than
or equal to capacity of each arc. These constraints also show
that the amount of electricity traded between participants is
not a negative value. Constraint (4) represents that the total of
seller’s trading volume is equal to the amount of own excess
electricity, and constraint (5) expresses that the total of buyer’s
trading volume is equal to the amount of own electricity deficit.

III. EXPERIMENTAL RESULTS

To obtain solutions optimized by the multi-objective op-
timization problem, a simulator is developed with Platypus
[9] that is a framework for evolutionary computing in Python.
The following six selected Evolutionary Algorithms (EAs) as
metaheuristics methods are utilized in our simulation.

• Non-dominated Sorting Genetic Algorithms-I
I (NSGA-II)

• Generalized Differential Evolution-III (GDE3)

• Optimized MultiObjective Particle Swarm Optimiza-
tion (OMOPSO)

• Speed-constrained Multiobjective Particle Swarm Op-
timization (SMPSO)

• Strength Pareto Evolutionary Algorithm-II (SPEA2)

• ϵ-MultiObjective Evolutionary Algorithm (ϵ-MOEA)

The reason for utilizing metaheuristics algorithms is that they
are expected to be able to apply for an expanded market with
a large number of participants.

A. Conditions

In our simulation, parameters were determined in reference
to the electricity market in Japan. The public utility supplies
electricity to consumers at 29.05 yen per kWh and purchases
electricity from consumers at 8.05 yen per kWh. Consumers
supply electricity to other consumers at 18.55 yen per kWh,
it comes from the average between the public utility’s of-
fering rate and purchasing rate. Seller’s production pi and
consumption ci are set to 549 Wh and 502 Wh respectively.
Buyer’s production pi and consumption ci are set to 455 Wh
and 502 Wh respectively. The number of iterations is set to
1,000. Since the optimization problem was solved every one
hour for deciding trading partners, trading for 1000 hours was
determined in the experiments. In each round of simulations,
the number of samples is set to 10000, and the population is
set to 100. For OMOPSO and ϵ-MOEA, ϵ is set to 0.05.

With the assumed market, a simulation was conducted with
each of the following four patterns:

• 3 sellers and 0 buyer (Pattern 1)

• 2 sellers and 1 buyer (Pattern 2)

• 1 seller and 2 buyers (Pattern 3)

• 0 seller and 3 buyers (Pattern 4)

B. Results and discussion

In Pattern 1 and Pattern 4, there is only one kind of
solutions that both the total of consumer’s benefit and the
standard deviation are zero in all selected EAs. This paper
introduces only the results of Pattern 2 because the results
of Pattern 3 have a tendency similar to Pattern 2. Since EAs
obtained Pareto solutions, this research randomly extracted one
of the Pareto solutions at each time.

Fig. 5 depicts the solutions obtained by NSGA-II in Pattern
2. The results of SMPSO, SPEA2 and ϵ-MOEA have a ten-
dency similar to NSGA-II. In Fig. 5, the horizontal axis depicts
the total of consumer’s benefit, and the vertical axis shows the
standard deviation of consumer’s benefit. Simulation results
show that NSGA-II discovered various kinds of solutions under
the same conditions. Figs. 6 and 7 show each of the two
objective functions at each time in Fig. 5. In Fig. 6, the
horizontal axis depicts t, and the vertical axis shows the total of
consumer’s benefit. In Fig. 7, the horizontal axis depicts t, and
the vertical axis shows the standard deviation of consumer’s
benefit. These results show that the solutions are dense toward
the optimal area, and NSGA-II tended to find solutions on the
Pareto front. As shown from the results, NSGA-II facilitates
deciding ideal trading depending on methods to select solu-
tions.

Fig. 8 represents the solutions obtained by OMOPSO in
Pattern 2. The results of GDE3 have a tendency similar to
OMOPSO. The horizontal and vertical axes in Fig. 8 depict
the same as Fig. 5. Simulation results show that OMOPSO
found solutions optimized for only one of the two objective
functions in most cases. Figs. 9 and 10 show each of the
two objective functions at each time in Fig. 8. The horizontal
and vertical axes in Fig. 9 depict the same as Fig. 6, and the
horizontal and vertical axes in Fig. 10 represent the same as
Fig. 7. As shown in Fig. 9, the solutions are dense in the
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upper part and the lower part of the figure. The solutions in
the upper part show the maximum total of consumer’s benefit.
On the other hand, the solutions in the lower part show that
all consumers could not obtain benefit at that time. Fig. 10
also shows that the solutions are dense in the upper part and
the lower part of the figure. The solutions in the lower part
show that the variation in consumer’s benefit is zero, that is,
they are the best solutions in terms of the equity of consumer’s
benefit. On the other hand, the solutions in the upper part show
that consumer’s benefit with the low equity is obtained. As
shown from the results, when only one objective function is
optimized, the other objective function is likely to be inferior
in this algorithm.

Fig 5. Solutions obtained by NSGA-II in Pattern 2.

Fig 6. Total of consumer’s benefit obtained by NSGA-II.

Fig 7. Standard deviation obtained by NSGA-II.

Fig 8. Solutions obtained by OMOPSO in Pattern 2.

Fig 9. Total of consumer’s benefit obtained by OMOPSO.

Fig 10. Standard deviation obtained by OMOPSO.

IV. CONCLUSION AND FUTURE WORK

This research proposed the P2P trading model with time-
varying consumer’s behavior and the multi-objective opti-
mization problem was formulated to investigate consumer’s
benefit. Simulation results show that OMOPSO and GDE3
tended to find solutions optimized for only one of the two
objective functions, and the other algorithms such as NSGA-I
I, SMPSO, SPEA2 and ϵ-MOEA tended to discover solutions
dense on the Pareto front. As shown from the results, NSGA-II,
SMPSO, SPEA2 and ϵ-MOEA facilitate deciding ideal trading
depending on methods to select solutions. As future work,
a method to select solutions obtained by the multi-objective
optimization problem should be considered to allocate energy
that consumers can obtain benefit equitably.
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Abstract—In recent years, the security of power systems has
become a growing challenge resulting from the expansion of
the use of wireless power and data transmission. This paper
introduces a new circuit topology for Near Field Communication
(NFC) Topology which are based on the Wireless Power and Data
Transfer (WPDT) systems. Traditional WPDT circuits are based
on inverters to create an oscillation for the transmitter coil. By
adopting switches, the traditional WPDT circuitry has intrinsic
sources of power loss and requires an extra switching time control
circuit for the correct commutation. In addition, these systems
have low data cryptography capabilities. Therefore, a new WPDT
system has been developed which utilises memristors without
adopting switches. In addition, this topology is as advantageous
it is possible to adopt chaotic encryption for NFC security. The
simulation results and tests prove the functionality of the WPDT
based on Memristor and their quality of data generation and
storage. The major application for this type of circuitry is the
NFC digital code for the opening of the high security block.

Keywords–Decryption, Digital key, Encryption, High Security,
Memristor, Near Field Communication (NFC), Wireless Power and
Data Transfer, Security Lock;

I. INTRODUCTION

The growing request for wireless technology has quickly
attracted a lot of attention in the investigation of Wireless
Power and Data Transfer (WPDT) systems for different uses.
Unlike RF transmission, the operating principle of WPDT is
based on the resonance of magnetic and electric fields by
means of an alternating current in the LC circuit. This AC
power is created by switches activated in external control
system. For short-range tasks such as a gap of few centimetres,
the working frequency of the resonant circuit is generally in
the range from 10 kHz to a few MHz [1]. Typically, the power
dissipation in the inverter grows with the operating frequency.
As the air gap increases, less connection of the magnetic
flux is caught by the receiver winding [2], [3]. Most of the
research results in WPT systems focus on effective transfer
mode, operating principles and circuit topology [4], [5], [6].

In the near future, the inductive WPDT connection will
gradually eliminate charging and communication cables as
power and data can be integrated simultaneously [7]. On the
other hand, it inevitably entails the hazards of theft or loss
of power and data. While a selective WPDT technology can
achieve a power transmission oriented to specific receivers

through multiple receivers [8], [9], illegal receivers can track
and block the operating frequency to steal power and data.

In this work, we present a new WPDT topology with
advanced security capabilities. We use the memristor to create
LC resonance oscillation instead of traditional switches and
therefore less power dissipation. Also, there is no need to add
an external circuit to operate the switches, and there will be no
timing problems. In addition, thanks to the unique non-linearity
and memory characteristics of the memristor, it is possible to
adopt a mutual authentication key based on the last state and
its subsequent encryption and decryption.

A. Memristor

The memristor is a circuit element based on the electrical
charge q and the magnetic flux ϕ constitutive relationship
theorized by Prof. Leon Chua [10]. This component (short
for memory resistor) was manufactured for the first time by
Hewlett Packard laboratories [11]. This device has a pinched
I − V hysteresis cycle with switching mechanism and has
the ability to remember its last state [12], [13]. Details on
the history, device, manufacturing and characterization of
the memristor are available in the following references [14],
[15], [16]. Memristors with their non-linearities are properly
integrated into existing linear or non-linear electronic circuits
to create several new chaotic circuits [17]. Dynamic behaviors,
such as chaos and hyper-chaos [18], [19], coexisting multiple
attractors [20], [21], hyper-chaotic multi-wing [22], [23] and
hidden attractors [24], [25], [26] have been studied and ana-
lyzed by numerical simulations and hardware experiments.

In this work, we therefore propose a memoristor-based
architecture for WPT systems. The system has the quality
of transmitting power and data wirelessly without using any
switch and driver circuitry. In addition, the system is not
predictable by the algorithm and therefore has the ability
to achieve the highest level of encryption due to the last
state of the memristor that cannot be predicted and measured.
The rest of the document is organized as follows. The main
functionality and encryption and decryption capabilities are
shown in the next paragraph. In the section III, there is an
analysis of the WPT based on memristor and its stability.
System functionality and simulation results are presented in
the section IV. Finally, the section V concludes the document.
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Figure 1. Memsistive circuit developed by L. Chua[10].

II. WIRELESS POWER TRANSFER AND MEMRISTOR

A special type of WPT system very sensitive to the problem
of cryptography is the Near Field Communication (NFC)
which is widely used in contactless credit cards, smartphones
and digital keys. NFC is a low-bandwidth, two-way wireless
communication technology that utilises electromagnetic induc-
tion to transmit information and allows data to be exchanged
between devices separated by up to 4 inches [27]. Access cards
and digital keys have internal user data encrypted by software
and stored in the device. This encryption is traditionally based
on the Hash function [28], [29]. This type of algorithm is well
known and is widely available on the Internet. For high security
applications, this important data must be protected by an
internal electronic device. In this work, we introduce an NFC
system based on a memory circuit capable of producing chaotic
waveforms. There are three great benefits of memristors, which
are used in this WPT application:

• Provides less heat than transistors or switches.
• Able to store charge and remember its last state.
• Ability to develop chaotic behaviour.

In this way, the WPT system with memristor does not require
external circuits to drive the times and is able to create highly
encrypted protection. It is not based on an algorithm that can
be hacked. The generated waveform is chaotic and is based
on the last state of the state variables. Each time the system
reads from the memristor, it will take the internal state of the
memristor to a different point of stability, which is completely
chaotic and unrelated to the previous one.

In literature, there is no such system. The cryptography
proposed in the references [30], [31] is built on the change
in transmission frequency that makes other receivers out of
resonance. Causal variation of the capacitor array according to
the algorithm creates the frequency and correspondence with
the receiver for maximum power output. Then, the transmitted
power can be packed with different frequencies and delivered
to the receiver in a specific time interval [32], [33], [34].
Nevertheless, these types of switched capacitor cryptography
are affected by discrete algorithm adjustment, finite selections
and are easy to clone. In comparison, the memristor has been
used efficiently in imaging and communication encryption
[35], [36] providing the highest level of encryption achieved.
In a chaotic model of memristor-based cryptography, circuit
chaos is critical to deciding on chaotic encryption and decryp-
tion. For example, a user key, which is defined as the initial
values caused the chaos of the memristor circuit, has a chaotic
generation of sequences. From this sequence, encryption and

Figure 2. Commercial product of a security safe lock with a NFC system
opening key. Image collected from source [37].

decryption is developed. Therefore, it is possible to combine
WTP technology and the chaotic memristor-based circuit to-
gether.

TABLE I. PARAMETERS OF THE SYSTEM PROPOSED.

Parameter Transmitter Receiver Value
C1 CMT CMR 6.8 nF
C2 CT CR 68 nF
RE RT RR 2.18 kΩ
L LT LR 8 mH
M 4 mH

A. Typical Functionality
Memristor-based chaotic cryptography system model con-

sists of two parts shown in Fig. 3 and 4, which are two sym-
metrical Chua‘s circuits, Transmitter and Receiver respectively.
In a typical Chua circuit, the initial condition is applied on
the Capacitor CT from external digital source. Therefore, in
the LTCT and LRCR there is a connection to A/D or D/A
converters. According to the cryptosystem model shown in Fig.
3, the process of chaotic encryption key for opening safety data
is described as follows:

1) The high security lock has a database of customers
and each lock has in the internal memory the ID of
the customer.

2) The digital key or Access Card has internal ID
encrypted by the last Memristor chaotic status.

3) At the attempt to open the safe, the lock and digital
key (Receiver) are connected to each other. Both
Memristors will develop a chaotic behaviour.

4) The chaotic behaviour generated in the transmitter
circuit depends from the receiver status because it
induces a voltage in the transmitter coil and conse-
quently giving a new initial condition VIN . In this
way, the safe security lock digital part can immedi-
ately recognise the authenticity of the user decrypting
the data received.

5) If the Memristor status of the digital key is the same
of the last status check, the digital part can convert
data. Otherwise, the receiver will bring the transmitter
Memristor in an unknown variables status, hence not
allowing to open the lock.
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Figure 3. The crypto-system model: on the left the transmitter lock and the
receiver in the Access Card Key.

Figure 4. The wireless power and data transfer system built with Memristors.

6) When the WPT system has reached an End Of
File, both digital parts will disconnect the Memristor
storing their last status.

Moreover, any forgery attempt to the digital key or smart-
phone will leave an indelible mark as it will bring the mem-
ristor internal status in unexpected value for the authentication
key in safe security lock. There is no possibility to come back.
It is true that the electronic system can be cloned but the
internal value of the memristor can never be predicted and
there is not an algorithm that could predict this value.

III. STABILITY AND CHAOTIC BEHAVIOUR

In this Section, we analyse the principles of inductive
coupling and Memristor state valiable in order to integrate
them for the developed Memristor-based Wireless Power and
Data Transfer system.

A. Wireless Power Transmission
The WPT system built with memristors is shown in Fig.

4. The memristive Chua’s circuit introduced in 1 has been
improved as the inductor is a mutual inductance and CR is
the compensation capacitor. As depicted in Fig. 4, the system
is completely symmetric as two copies of the Chua circuit.
The latter circuit creates an oscillation which can bring to
equilibrium, chaos or unstability. In reference of memristive
Chua’s circuit, it has been considered the parameters‘ values
shown in Table I. As notices, the inductors values LT and
LR are 8 mH which is lower of the usual values in Chua
memristive circuits around 12 mH. It is possible to use a
lower value because of mutual induction. The current flowing
in LT or the transmitter coil sets up a magnetic field around
itself with some of these magnetic field lines passing through
the receiver coil LR giving us mutual inductance. When the
inductances of the two coils are the same and equal, LT is
equal to LR, the mutual inductance that exists between the
two coils will equal the value of one single coil as the square
root of two equal values is the same as one single value as
shown:

Figure 5. Non-ideal active voltage-controlled memristor equivalent
realisation. This circuit is active and only C0 has charge storing qualities.
The real memristor has similar behaviour and possesses all the qualities

mentioned in the paper but it not available in any simulation library.

TABLE II. MEMRISTOR MODEL INTERNAL VALUES.

Memristor equivalent

Parameter Value Parameter Value

R1 4 kΩ R5 2 kΩ
R2 10 kΩ C0 1 nF
R3 1.4 kΩ g1 1
R4 2 kΩ g2 0.1

M = k
√
LTLR = kL (1)

where k is the coupling coefficient expressed as a fractional
number between 0 and 1, where 0 indicates zero or no
inductive coupling, and 1 indicating full or maximum inductive
coupling. In our application, the coupling coefficient is an
range between 0.4 to 0.6. A lower value of coupling is not
enough to start chaotic behaviour and to change the status
of the memristor. One coil induces a voltage in an adjacent
coil, therefore the transmitter LT induces a voltage vinR in the
receiver, and viceversa.{

vinR = LR
dLR

dt +M dLT

dt

vinT = LT
dLT

dt +M dLR

dt

(2)

Using this relationships, it is possible to adopt lower in-
ductances than the Chua‘s circuit and the symmetry of the
circuitry allows to transmit the chaotic behaviour. This chaotic
behaviour is necessary for the encryption. The transmitter and
receiver will resonate at the same frequency :

f0 =
1

2π
√
LC2

(3)

which adopting the values reported in II gives 6.8 kHz. It is
important to notice that this application it is not necessary to
achieve high efficiency. The receiver needs just enough power
to start its own oscillation and the chaotic behaviour necessary
for the encryption.

B. Memristor state variables
Therefore, it is important to show that the system has

no variation compared to the Chua memristive circuit and is
therefore stable. Either side of the system must be capable
of engaging in chaotic behaviour whenever they are in close
proximity to each other. The behaviour of the circuit derives
from the classic third order Chua circuit replacing it with
the non-ideal voltage controlled active memristor shown in
Fig. 5. The latter is composed by a buffer U1, an integrator
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Figure 6. (a) Magnification of the 8 mH coils. Structure of the receiver
(brown) and transmitter (purple) in the ANSYS analysis.

Figure 7. The power transmitted (blue) and received (red) are around 2 mW
and they have also a chaotic behaviour.

U2 connected two resistors R1, R2, the capacitor C0, the
multipliers M1 and M2 and a current inverter U3 connected to
the resistors R3, R4 and R5. This model is characterised by
two equations:

iM = (−Ga +Gb · v2
0)vM (4)

dv0

dt
= − vM

R1C0
− v0

R2C0
(5)

where iM is the current flowing in the memristor, vM is the
voltage on the memristor and v0 the voltage on its internal
capacitor C0. In addition, the scale factors of the multipliers
M1 and M2 are indicated as g1 and g2 in order to have Ga =
1
R3

and Gb = g1g2
R3

. These relationships give the memristor
input-output characteristic and the pinched I − V relationship
[21].

Figure 8. Time step of the chaotic behaviour when the receiver is
disconnected (highlighted in yellow): the LC and memristor voltage VLC

and VM in receiver and transmitter, respectively in blue and red. At the
disconnection (in the 3rd graph), the receiver memristor holds its last status

shown in the 4rd graph.

IV. SYSTEM PERFORMANCE RESULTS

To assess the design, stability and performance of the
proposed memristor based WPT system, finite element analysis
(FEA) and system simulation are performed. Initially, it has
been designed the coils using ANSYS Maxwell v19 as it is
is one of the challenging part of this design. It is possible
design the size of the coil in the actual size of a passport 88
x 125 mm. In order to achieve the mutual inductance of 6.4
mH, simulation results has shown that is necessary a gap of
2 mm (air, plastic or any material with relative permeability
µR = 1) between coils. As shown in the simulation design in
Fig. 6a the spiral of the inductors has a thickness of 0.1 mm
merely visible in a larger scale as Fig. 6b. In purple is the
transmitter coil and the brown is the receiver one. By using
PSIM simulations, it is possible to plot the power transferred
and the system to working power as shown in Fig. 7. When
the receiver has finished the communication, it will stop the
oscillation in blu in the first two graphs of Fig. 8, and it will
keep it last status in the 4th graph for a certain period of
disconnection circled in yellow in Fig. 8. Just for illustration,
the disconnection is periodic and we have shown only three
times.

A. Experiment

The system has been build with the advanced software NI
multisim 14.2 with commercial devices and Labview func-
tionality. The coils are designed as coupled inductors with
the a variable coupling factor. In order to start the chaotic
behaviour memristors develop the chaotic waveform following
the Chua’s memristive circuit. The key design specifications
and parameters are listed in Table I and II. The whole system
has been verified showing a chaotic temporal behaviour as
plot in Fig. 9. The time plot can only partially give an un-
derstanding of the chaotic behaviour, therefore the system has
been plot with an oscilloscope in X-Y mode. The results are
the phase portraits of the chaotic attractors fully synchronised
between the transmitter (left) and the receiver (right) in a time
representation in milliseconds (10 ms/div). as shown in Fig. 10.
The two circuits can generate multistability and have the same
behaviours because they have the same circuit parameters.
Thus, the initial conditions can be used as a chaotic key
sequence in encryption and decryption which is transmitted
in a synchronisation process.
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Figure 9. Time step of the chaotic behaviour in the receiver: the memristor
voltage VM in greenish and internal status V0 in red(a) and coil current iL

in red and memristor voltage VM in blue (b).

Figure 10. Synchronisation of the phase portraits of a chaotic attractor:
voltage in the inductor VLC referred to the memristor voltage VM in the
receiver (a) and transmitter (b) coil; current in the inductor iL referred to
the memristor voltage VM in the receiver (c) and transmitter (d) coil; the

memristor voltage VM referred to its internal voltage status V0 in the
receiver (e) and transmitter (f).

V. CONCLUSIONS

In the future, security on power systems will play a critical
role in all electronic devices. This is the main consequence
of the elimination of wires and the deployment of wireless
power and data transmission. This growing challenge is met
with the extreme use of software and algorithms leading to
data encryption and decryption. Unfortunately, once the type
of algorithm is known, it is often violated because it is based
in the programming code. An advanced circuit topology for
wireless power and data transmission using the memory circuit
has been introduced in this article. Traditional WPT circuits
are based on inverters in order to generate an oscillation for
the transmitter coils. By adopting switches, the system has
intrinsic energy dissipation sources and requires an additional
control circuit for the correct switching time. The memristor is

able to create a chaotic oscillation without adopting switches.
The oscillation makes the system transmit power and chaotic
behaviour is very advantageous for high security encryption.
The functionality of the system has been experimented and
verified. In future works, the system will be experimented with
data transmission performance and improved cryptography
capabilities.
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Abstract— The innovative discipline defined as Strategic 
Engineering develops architectures dealing with Decision 
Making in Complex Systems. The paper proposes how to 
create a closed loop that combines Modeling & Simulation 
(M&S), Data Analytics and Artificial Intelligence (AI) to filter 
and elaborate Big Data, extract information, forecast impacts 
of decisions by Simulation and collect back the actual results to 
correct the models. In this sense, even the development and 
implementation processes should rely on special scientists and 
engineers able to address the complex problems by solid 
foundations in M&S and AI. Several real cases are proposed in 
the paper as example to show the potential of this approach 
and to validate the methodology. 

Keywords- Strategic Engineering; Modeling; Simulation; 
Artificial Intelligence; Data Analytics; Strategic Management,; 
Strategic Planning;  Decision Making. 

I. INTRODUCTION

Since many years, the Decision Makers have to address 
complex problems with many different factors and strongly 
correlated where there is just a limited number of degrees of 
freedom available to them and where the quality of the 
decisions are related to multiple opposite target functions 
[1][2]. Nowadays this situation is even more critical due to 
several factors including globalization, increased speed and 
dynamics of Businesses and International Affairs, New 
Players and more Interconnected world [3]. 

Indeed, looking around over the world, from Geo Politics 
to Business, from logistics to marketing, it emerges that 
these kinds of problems are turning very common and 
challenging, while the environment turn to be more and more 
time sensitive [4][5][6][7][8][9]. The second effects of the 
decisions as well as the high level of interconnectivity makes 
it hard to evaluate all consequences and it emerge the 
necessity to rely on a solid and strong methodological 
approach based on quantitative techniques [10]. From this 
point of view, a new emerging discipline, named “Strategic 
Engineering”, represents a step forward able to use the state 
of art of current technologies to address Strategic Decision 
Making into an innovative way. 

This paper proposes the foundations of Strategic 
Engineering as well as case studies where it could be 
effectively used to provide a strategic advantage in decision 
making; in addition the paper highlights that the approach 
should be part of a structured advance in the field of decision 
making that include educational programs and initiatives for 
young scientist and engineers as well as for executives and 
managers. The presentation of STRATEGOS, the 1st Master 
of Science in Strategic Engineering in Italy and among first 
ones in the world, represents an important initiative that 
provides new capabilities to this context, developed in strong 
connection with major International Institutions as well as 
multinational companies. 

II. THE INNOVATIVE APPROACH LOOKING TO RELIABLE 

TECHNIQUES IN A NEW WAY

Nowadays, in reference to complex problems, it is quite 
popular to quote the sentence that “Explanations exist; they 
have existed for all time; there is always a well-known 
solution to every human problem — neat, plausible, and 
wrong” Mencken [11]; without disrespect for this journalist, 
turning popular after 1 century, the authors have a different 
point of view, we feel that this popularity emerges due to the 
simplistic approach of current politicians while complex 
problems could have many different solutions: elegant 
solutions, simple solutions, complex solutions as well as no 
solutions [10]. Thinking back to 66 million years ago, during 
Cretaceous–Paleogene boundary, the impact of an “asteroid” 
creating the Chicxulub crater, 150km radius and 20km deep, 
had a huge impact on the Earth climate: this was a problem 
that at that time (probably even nowadays) has no solution at 
least for the living animals over the planet [12]. Moving 
forward at IV century BC, the Gordian Knot appeared 
impossible to be untied, therefore Plutarch states that 
Alexander solved it simply by a single stroke of his sword.  

In any case, simple or complex solutions are not always 
easy to implement and/or to identify; for sure to find them 
and to identify right decisions to deal with them is 
fundamental to acquire data, develop knowledge and 
understanding, evaluate consequence and to apply the 
solutions while keeping control of the situation to correct it 
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and achieve desired results. This paper keeps out of generic 
discussions and provides a description of how Strategic 
Engineering applies modern techniques to face these 
challenges. Strategic Engineering is a combined use of 
Modeling and Simulation (M&S), Artificial Intelligence (AI) 
and Data Analytics devoted to support Strategic Decision 
Making. Indeed modeling & simulation arisen since ’50, to 
address especially rocket science and supersonic plane 
engineering, therefore industrial applications emerged within 
the same decade [13]; so this approach is still pretty 
advanced even today therefore its base dates back over ½ 
century. In similar way AI (Artificial Intelligence) origins 
are quite old and even Turing’s developments emerged on 
’30 and ’40 [14]. Data Analytics dates back even to much 
older times, being used in terms of “moving average” since 
Roman times to forecast demand of wines and other goods 
from worldwide. 

Indeed, it is important to outline that these methodologies 
are consolidated, but their combined use is pretty innovative 
and could rely on new enabling technologies and conditions 
such as digitalization of companies, social networks, Internet 
of Things (IoT), Cloud Computing Capabilities, etc.  

These methods have today additional capabilities not 
only for the advances in software, hardware, algorithms and 
methods, but also for the possibility to use them in closed 
loop, collecting effects of decisions from the reality and 
using as input in machine learning and self tuning 
components as proposed in Fig 1. 

III. APPLYING STRATEGIC ENGINEERING

In the following the authors propose some case studies as 
example of the capabilities offered by applying Strategic 
Engineering 

A. Threat Networks and Critical Infrastructure Protection 

The Homeland Security issues represent pretty 
challenging environments, addressing multiple layers and 
risks related to strategic assets. In this sense, the Critical 
Infrastructures such as power grid, transportations, and data 
networks are assets that are targets to threat network and the 
development of new solutions to reduce their vulnerabilities. 
The solutions could be pretty wide in sense of approach: 
from technological solutions, usually as integrated systems, 
up to policies & doctrines as well as training and institution 
of ad hoc special teams. To develop these solutions it could 
be used also a wide spectrum of approach, from penetration 
tests (cyber or physical or combined), to training and table 
top exercise. Obviously to face these issues by a 
comprehensive approach it turns necessary to create 
synthetic worlds reproducing each different layer as well as 
their interactions to conduct virtual experiences and exercise 
[15]. Among these problems, a new popular issue is related 
to Hybrid Warfare that combines cyber & physical attacks, 
economics, diplomacy and International Relations with use 
of Strategic Communications (STRATCOM) and 
Information Operations (Info Ops) affect public opinion and 
force opponents to specific decisions [6][16][17].  

Figure 1. Closed loop use of AI, Simulation and Data Analytics to support 
decisions 

In Hybrid Warfare the attack to critical infrastructures 
could represent an effective way to obtain results and 
influence population [18][19], so it is interesting to create 
models able to reproduce the behavior of people, the social 
media and collect information from the field to evaluate if 
the consequences of decisions are properly evaluated by the 
modes. At the same time, this approach could be used to 
refine the models and to introduce Machine Learning 
capabilities. The Solution named “Threat network simulation 
for Reactive eXperience” (T-REX) was developed in this 
way and demonstrated in 2015 the capability to reproduce 
cyber physical attacks by Unmanned Aerial Vehicles (UAV) 
to a Critical Infrastructure serving 5 towns over a desert area, 
including Tank Farm, Refinery, Oil Terminal, Port, Power 
Plant and Desalination Facility (see Fig 2); it is interesting to 
state that a similar attack was conducted against the biggest 
world refinery along 2019 in similar way [20]. 

B. System of Systems Engineering applied to AWACS 

The renew of Airborne Warning and Control System 
(AWACS) is an actual issue that deals with the development 
of a new solutions to a complex problem that is still relying 
on old technologies on both West and East. 

Up to now, big former commercial or transport planes 
have been adapted to carry large radar shaped as a 
mushroom (the radome) to discover on very long-range 
aerial and surface targets with good resolution as well as to 
support intensive and secure communications; classical 
examples are Boeing E-3C and Beriev A-50. Nowadays 
these solutions are very expensive, hard to maintain, to 
upgrade and operate. In addition, there are potential 
solutions, available today for instance based on use of 
autonomous vehicles that could reduce costs as well as 
vulnerability of the overall system through redundancy. New 
solutions could even increase coverage and responsiveness. 
In facts without human crew aircrafts could result lighter, 
more compact, reduce their consumptions and increase 
autonomy; obviously the new radar and communication 
technologies are now using different paradigms and could be 
more compact and integrated. 
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Figure 2. Vulnerability Reduction on Critical Infrastructures by using 
Strategic Engineering and Simulation 

Therefore to find a reliable solution in this sense requires 
to consider many aspects such as the threats and the future 
scenario to face, the costs and reliability issues, the 
technological aspects on the platform, the technological 
aspects on radar solution, the operational modes and 
strategies, etc. 

Even Key Performance Indicators (KPIs) are including 
many different target functions that are often conflicting as 
the case of costs versus vulnerability; to properly find 
optimal solution the authors developed the “Multiple 
Interoperable Systems for joint Control of Hybrid threats 
through Intelligent Extended Fusion” (MISCHIEF) that is 
focusing on defense and homeland security with special 
attention to aerial threats and include a simple modeling of 
complex SoS (System of Systems); this solutions create a 
complex scenario and simulation models to be used for 
supporting table top exercises as well as engineering analysis 
considering electronic systems, power engineering, multiple 
platforms, operational modes as well as ground installations 
(e.g. airstrips and bases for the new AWACS). 

MISCHIEF was developed by Simulation Team as a 
Serious Game based on Modeling, interoperable Simulation 
and Serious Game  (MS2G) to be intuitive and immersive 
[21]. In this context, the different engineering solutions are 
strongly interconnected with the procedures adopted to 
employ these new assets. The case proposed is a good 
example on System of Systems Engineering (SoSE) and is 
available to support evaluation of new hypothetical airborne 
surveillance systems considering several data such as 
platform type, maximum speed, autonomy sensor ranges, 
resolution, power consumptions, reliability and availability, 
etc. 

C. Improving Industrial Plants: Increasing Line 
Productivity, Reliability and Safety 

In modern factories and production plants, the evolution 
related to Industry 4.0 paradigm is enabling new advances. 
The proposed case is related to the Project named “Wearable 
Augmented Reality for Employee safety in Manufacturing 
sYStems” (W-ARTEMYS) where use of Extended Reality 
(XR) combining Virtual and Augmented Reality (VR & AR) 
is able improve safety and productivity in plants. This project 
allows to provide wearable solutions that rely on simple 
tablets or smartphones as well as on headsets and HololensTM

[22]. Therefore this is just the basis to create Strategic 
Engineering supports that acquiring all the information 
provided naturally and intuitively by operators and 

supervisors along production line and correlating them by 
Machine Learning could provide the based to create 
Intelligent Solutions suggesting how to react to alerts and 
how to improve quality and productivity, maintaining very 
high level of reliability and safety. The project is applied to 
hollow glass production lines, but is ongoing in parallel with 
other related initiatives over beverage bottling lines and 
frozen good industries. 

IV. STRATEGOS AS NECESSITY

It is evident that in addition to developing new models, 
algorithms and even more combining these elements as 
integrated closed loop solution for supporting decision 
making, it is necessary to develop engineers and scientists 
with a new forma mentis relying on Strategic Engineering 
approach. From this point of view around the world, several 
new initiatives are arising such as STRATEGOS in Genoa 
University [10]. STRATEGOS is a new Master of Science 
on Strategic Engineering organized in joint cooperation 
among different Faculties (Engineering, Economics, 
International Affairs), Institutions (e.g. NATO M&S Center 
of Excellence, James Cook University Singapore Campus) 
and Companies (e.g. Accenture, Hitachi, Leonardo, Thales, 
MBDA, Rina, Seastema, Antycip Simulation, SIM4Future, 
Rulex etc.). MSc STRATEGOS is a two year International 
Program [23] that is based on 3 semesters of Lectures, 
Exercises and Labs plus a Semester of Internship working on 
a Strategic Engineering Project. The Program is active since 
2019 and it has been presented in Tucson, Logrono, Milan, 
Berlin, Rome, Singapore, Beijing, Wroclaw, Taranto to 
create an effective network on this subject. STRATEGOS, as 
new Educational Solution, addresses both young engineering 
preparation as well as executive and manager upgrades; 
indeed this is possible through the development of the 
STRATEGOS Courses side by side with STRATEGOS 
Workshops addressing specific topics and open to experts 
from Companies and Institutions. Up to now, STRATEGOS 
includes already over 70 Workshops and obtained very 
interesting results in terms of attendance and quality reports. 

It is evident that the success in diffusing and applying 
Strategic Engineering relies on the capability to interact with 
Top Level Decision Makers, so the new engineers as well as 
the manager, should learn these approach as well as the 
capability to collect from the top the needs and expectations 
as well as to guarantee trustiness on new solutions and their 
effective use. 

V. CONCLUSIONS

The Strategic Engineering is a new approach that 
emphasizes the combination of AI, M&S and Data Analytics 
in closed loop getting benefits from the digitalization of the 
modern world; in this way this approach results much more 
efficient than in any past similar tentative and allows to 
filter, elaborate Big Data as well as to guarantee a continuous 
evolution and tuning of developed models based on machine 
learning support. It is evident that this approach provides 
great opportunities in a wide spectrum of application and this 

70Copyright (c) IARIA, 2020.     ISBN:  978-1-61208-771-9

ICONS 2020 : The Fifteenth International Conference on Systems

                            79 / 96



paper proposes different cases that support both Defense and 
Homeland Security as well as Industrial Plants and new 
complex System of Systems Engineering. It is currently 
emerging a big need to develop such applications and to 
encapsulate them within the Decision Making Processes, due 
to these reasons the development of Educational Programs 
for young engineers and scientists as well as Continuous 
Education for Executive and Managers is crucial for 
guarantee success. Future competitiveness is expected to 
strongly rely on the use of these innovative Solutions and in 
their integration with different systems and processes. 
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Abstract—This paper proposes a data-oriented approach for
the accurate estimation of the ego-vehicle speed. The approach
combines long-term estimation with short-term estimation mech-
anisms to produce an accurate estimation of vehicle’s tire cir-
cumference. The long-term estimation method approximates a
standard value for the tire circumference on the basis of the
vehicle configuration. In turn, the short-term estimation computes
an estimation error for the tire circumference based on Global
Positioning System (GPS) sensor data. The ego-vehicle speed is
then computed on the basis of the estimated tire circumference
and the current wheel speed measurement. In this approach,
several error sources are considered: the GPS data, the road
gradient and the rounding off of the estimated vehicle speed. The
approach is validated on two real-world test data batches against
the European New Car Assessment Programme (Euro NCAP)
safety requirements. The results of the experimental validation
demonstrate that the proposed vehicle speed estimation algorithm
performs within the limits of the Euro NCAP requirements.

Keywords–data-based multiresolutional learning; precise pa-
rameter estimation; automotive; ego-vehicle speed estimation; Euro
NCAP requirements.

I. INTRODUCTION

Reactive systems and requirements defined upon them are
getting increasingly complex. These systems, used to build a
variety of applications, such as multimedia devices or avionic
systems, exhibit stochastic behaviour and also operate under
real-time constraints and constraints on other resources [1]. En-
suring the correct functioning of these systems is of paramount
importance, especially for those systems deployed in safety-
critical applications.

Through their continuous interaction with their opera-
tion environment, reactive systems are subject to a variety
of external stimuli. Often reactive systems are required to
perform parameter estimation based on the large amount of
data received from the environment. Ideally, the input data
is structured, independent and identically distributed. Further-
more, the system can access the data at any time and without
any concerns for the required processing time or the storage
space. Losing et al. [2] observe that real-world applications
produce data in a streaming fashion at an increasing rate,
requiring processing on a large-scale and in real-time, as well
as continuous learning.

Reactive systems work often not only with input data
perceived directly by the sensors from the system environment.
Instead, such systems keep an internal state and preserve values
of the state variables over several iterations. Architectures,
which enable reactive systems the storage of data on a long-
term basis but also offer the ability to react to current input
coming from the environment, present a particular advantage.
Such an architecture would resemble the human memory
model, as indicated by Atkinson and Shiffrin [3] and Losing
et al. [2].

In the automotive domain, every aspect of driving is
supported to a larger or lesser degree by complex software
systems. Such systems enhance the driving experience and
increase the vehicle safety. A basic functionality introduced
in automobiles at the begining of the 20th century is the
speedometer, which gains even more attention, especially in
the context of Advanced Driving Assisstance Systems (ADAS)
and autonomous driving. Car speedometers are reactive sys-
tems, which are confronted with the data-related problems
mentioned previously.

The job of the speedometer is to indicate the instanteneous
speed of the car in miles per hour, kilometers per hour, or
both. The speed displayed on the speedometer is however not
the actual speed of the vehicle, but an estimation of it. Thus,
vehicle speedometers are not 100% accurate.

Car manufactureres build speedometers so that the esti-
mated vehicle speed falls within a narrow range [4]. This
range is usually specified through compulsory regulations.
Consider for example the european laws [5], which impose
the requirement in (1):

0 ≤ vdisplay − vreal ≤ 0.1 · vreal + 4
km

h
(1)

under the precondition that

40 ≤ vreal ≤ 120
km

h
(2)

where vdisplay is the speed displayed on the dashboard of
the ego-vehicle, and vreal is the actual vehicle speed. Before
its release, the vehicle speedometer is subject to an initial
calibration, which depends strongly on the vehicle model and
configuration. As long as the car is maintained according to
its factory specifications, the speedometer should continue to
work within its predefined range. Once a parameter in the
system configuration is changed, the speedometer must be
recalibrated. Consider for example when tires with a profile
different from that mentioned in the factory specification are
mounted on the vehicle [4]. The problem of the ego-vehicle
speed estimation is an instance of a larger one, namely the
problem of precise parameter estimation.

There are various approaches developed for the ego-vehicle
precise parameter estimation in the automotive domain. These
approaches use a combination of sensors to estimate as ac-
curate as possible the motion of the ego-vehicle: laser range
finder combined with monocular camera to estimate the ego-
vehicle orientation and the scale, i.e. the length of the transla-
tion direction vector [6] and a combination of monocular and
stereo cameras to estimate rotational and respectively trans-
lational movements of the ego-vehicle [7]. Other approaches
use deep learning methods to process optical flow and depth
estimation with a monocular camera in order to approximate
the ego-vehicle speed [10].
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These approaches present, however, various disadvantages.
Laser range finders and cameras can be affected by unfavorable
weather conditions. Algorithms relying on feature matching
between consecutive frames usually use various mechanism
to reject poor features from the second of two consecutive
frames. One such mechanism is to apply optical flow back-
wards and reject those feature for which the distance between
initial and computed position in the first frame is below a
certain threshold [7]. However, such algorithms suffer, if poor
weather conditions or significant illumination changes cause
several consecutive camera frames to be unusable. Further-
more, optical flow can be problematic, if significant changes
in illumination appear, e.g., too dark or too bright.

For the estimation of ego-vehicle speed displayed on the
dashboard instrument, we propose a data-oriented approach.
The approach builds upon the theoretical frameworks proposed
in [3] and [2] and combines long-term and short-term esti-
mation mechanisms for the accurate approximation of vehicle
tire circumference. On one hand, the long-term estimation
mechanism makes use of the characteristics defined in the
vehicle configuration, which remain relatively constant over
time. On the other hand, the short-term estimation mechanism
uses GPS sensor measurements in order to derive a corrective
value, which is then used to adjust the result of the long-term
estimation procedure. We apply several filters in order to filter
out poor or unreliable GPS data, which appears due to loss
of signal in blocked areas or due to sudden acceleration or
deceleration of the ego-vehicle.

The rest of the paper is structured as follows. Section III
illustrates the overall approach of this paper, while in Section
IV the realization of the presented concept is demonstrated
on the case study of a speedometer model implemented in
MATLAB/SIMULINK. In Section V, experimental validation of
the proposed vehicle speed estimation approach is performed
on real-world scenarios and results are discussed. Section VI
concludes this paper and point out interesting future research
directions.

II. RELATED WORK
There are several works which focus on the problem of

ego-vehicle parameters estimation. Huang and Stachniss [6]
present an approach for ego-motion using a monocular camera
together with a laser range finder. The approach uses the
camera images to estimate the five degrees of freedom relative
orientation and a variant of the iterative closest point algorithm
with one degree of freedom to estimate the scale. Nedevschi
et al. [7] use video data to increase the accuracy of the ego-
vehicle motion estimation. The video data is processed through
procedures for feature detection and filtering, optical flow and
epipolar geometry in order to obtain the essential matrix, from
which the rotation and the translation of the ego-vehicle are
computed.

Lee et al. [8] use a multi-camera system with minimal
field-of-views for ego-motion estimation. The camera system
is modelled as a generalized camera and the motion of the
ego-vehicle is constrained to the Ackerman motion model.
The method is compared to the ground truth provided by GPS
and Inertial Navigation System (INS) sensors. Qimin et al. [9]
developed a method for computing vehicle speed on the basis
of sparse optical flow obtained from image sequences. The
proposed method identifies distinct corners in camera images
and maps the feature set of one frame on the consecutive frame.

The vehicle speed is computed as the average of all speeds
estimated by every matched corner. The time of execution
for one iteration is 59 ms, while the mean error of speed
estimation relative to the GPS measurement is 0.121 m

s .
Rill [10] uses the intuition that the magnitude of optical

flow is positively correlated with the speed of the moving
observer to develop a method for ego-speed estimation. The
presented approach applies deep neural network based optical
flow estimation and monocular depth prediction on camera
images. The method is evaluated on input recordings from
the KITTI benchmark [11] [12], reporting a root mean square
error of less than 1 m

s .

III. DATA-DRIVEN MULTIRESOLUTIONAL LEARNING FOR
ACCURATE PARAMETER ESTIMATION

Several data-oriented models proposed in various research
works are relevant from a theoretical point of view for the
problem of precise parameter estimation. In the field of hu-
man psychology and human memory research, Atkinson and
Shiffrin [3] propose the dual-store model for the representation
of human memory. According to this model, the human
memory has a Sensory Register (SR) and two storage areas,
the Short-Term Memory (STM) and the Long-Term Memory
(LTM). Sensory information is first stored in the SR and,
from there, transferred to the STM. The information stored
in the STM decays and dissappears completely over time.
Nevertheless, the information can be retained in the STM for
a certain period of time via rehearsal mechanisms. Selected
inputs from the LTM can also be transferred back to STM to
serve as reference information for the recent inputs received
from the SR. Losing et al. [2] propose the Self-Adjusting
Memory (SAM) model for the k Nearest Neighbor (kNN)
algorithm, which is partially based on the dual-store model
in [3]. In the SAM architecture, current concepts stored in the
STM and former concepts residing in the LTM are handled by
dedicated models in accordance with the given situation.

An overview of our approach is depicted in Figure 1.
Our concept is inspired by the dual-store model of the hu-
man memory, which comprises STM and LTM [3], and by
the SAM architectural pattern [2]. The input datastream is
processed and the situation reflected in the received data is
evaluated. We are especially interested to determine whether
any perturbations occur in the data and what is the magnitude
of these perturbations. In case no disruptions are identified
in the datastream or if these disruptions are smaller than a
predefined threshold, we use long-term estimation mechanisms
to approximate our parameters. We call this the standard
parameter value approximation. The basis for our long-term
estimation method are the system characteristics contained in
the current system configuration. This is due to the fact that,
in case of normal usage of the system, any changes to system
characteristics are detectable over long periods of time, e.g.,
deterioration of vehicle tires.

However, in case of large disruptions in the datastream,
we apply short-term estimation mechanisms in order to adjust
the previously estimated standard value with a deviation error
characteristic to the disruptive data. The basis for our short-
term estimation approach are the input data received received
by the system from its environment. Consider the example of
a vehicle equipped with a GPS device. Disruptions in the GPS
data may occur due to fluctuating GPS signal strength, which
depends on the satellite geometry and on the road landscape.
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Figure 1. Overview of data-driven multiresolutiuonal learning.

In the current situation of the vehicle, old GPS data may not be
relevant anymore. Therefore, recent GPS data must be taken
into account in order to adjust the vehicle location displayed
in the vehicle’s navigation system.

Notice that the two categories of estimation mechanisms,
short-term and long-term, work on differen time resolutions.
As their names suggest, the short-term estimated values are
updated more often than the long-term approximations. This
is because system configurations change more slowly than
current inputs from the system environment.

IV. DATA-DRIVEN VEHICLE SPEED ESTIMATION
In order to evaluate our concept, we build a case-study

around an example system from the automotive domain. This
section presents the system, which implements a vehicle speed
estimation algorithm, together with the Euro NCAP require-
ments, as well as the preconditions and physical boundaries
imposed on the system. The vehicle estimation algorithm
has four major components: (A) estimation of the tire cir-
cumference, (B) plausibility check of the tire circumference,
(C) computation and roundoff of the vehicle speed, and (D)
smoothing of the vehicle speed curve (see Figure 2).

Tire
Circumference

Estimation

Plausibility Check of
Tire Circumference

Computation and
Rounding of the
Vehicle Speed

Smoothing of the
Vehicle Speed Curve

GPS 
Measurements

Wheel Speed Sensor 
Measurements

Displayed Vehicle
Speed

Figure 2. Overview of vehicle speed estimation algorithm.

A. System Requirements, Assumptions and Physical Bound-
aries

The proposed vehicle speed estimation algorithm must
satisfy the NCAP requirement in (3):

0 ≤ vdisplay − vreal ≤ 5
km

h
(3)

where vdisplay is the vehicle speed displayed on the dashboard
of the car, and vreal is the actual vehicle speed. This require-
ment must be held under the assumption that the vehicle does
not drive slower than 50 km

h or faster than 120 km
h :

50 ≤ vreal ≤ 120
km

h
(4)

Notice that this requirement is stronger than the constraint
imposed by the current european legal regulations [5].

The minimum and maximum values of the tire circum-
ference are denoted TCmin and TCmax , and represent its
lower and upper physical limits. Notice that these physical
boundaries are specific for each tire profile. The vehicle speed

estimation algorithm assumes the following boundaries for
TCreal , the actual tire circumference:

TCmin = 2118 mm ; TCmax = 2293 mm

Based on the phyiscal boudaries of the tire circumference
and on the maximum vehicle speed error of 5 km

h allowed by
the NCAP requirement, we can derive the lower and upper
physical limit, nmin and nmax , for the wheel speed ncurrent
measured by the wheel speed sensor:

nmin = 6.056
1

s
; nmax = 15.738

1

s

B. Estimation of the Tire Circumference
The estimated tire circumference has two components:

(A) a system-oriented approximation of the standard tire
circumference on the basis of wheel speed measurements and
(B) an environment-oriented estimation of the tire circumfer-
ence error on the basis of selected GPS data. Since system
characteristics are subject to rather slow changes over time,
long-term estimation is used to approximate the standard tire
circumference. On the other hand, input data coming from
the environment is subject to decay and becomes useless in a
comparably short period of time. Thus, short-term estimation
is more appropriate for the estimation of the tire circumference
error. The computation of the estimated tire circumference is
shown in (5):

TClearned = TCstandard + ∆TC learned (5)

Approximation of the Standard Tire Circumference. The
standard tire circumference is estimated on the basis of the
currently measured wheel speed ncurrent , according to the
approximation curve defined by (6):

TC standard = a·sin(ncurrent−π)+b·(ncurrent−10)2+c (6)

where a = −0, 5152, b = 0, 07646, and c = 2175. The
coefficients a, b and c used in (6) have been chosen so that
the curve matches approximately the ground truth of the tire
circumference measurements. The ground truth data has been
computed from the vehicle speed measurements performed
with an ADMA sensor at a test facility of our industry project
partner.

Estimation of the Tire Circumference Error. The tire cir-
cumference error is estimated on the basis of GPS data. The
received GPS data contains GPS measurements of the tire
circumference as well as information about the quality of
the received data. Usually, a strong GPS signal means also
a high quality of the received GPS data. Consequently, the
error contained in high quality GPS data is very small. In
order for the received GPS data to be considered for further
computations, the error of the GPS data eGPS must be under
a certain threshold eGPS

max . For our concept, we considered
eGPS
max = 0.15, which causes a deviation of the estimated

vehicle speed of at most ±0.15 m
s . The main procedure for

the estimation of the tire circumference error is described by
Algorithm 1 depicted in Figure 3.

Notice that the computations in Algorithm 1 are controlled
by a boolean flag, denoted as updateF lag. The update of
the tire circumference error is performed only when certain
conditions are met. These conditions are:

1) small GPS data error: eGPS
max = 0.15 m

s ,
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Algorithm 1: Estimation of the tire circumference error.

procedure 𝑇𝐶𝐸𝑟𝑟𝑜𝑟(𝑇𝐶𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑
𝐺𝑃𝑆 , 𝑛𝑐𝑢𝑟𝑟𝑒𝑛𝑡, 𝑒𝐺𝑃𝑆, 𝑎𝑙𝑜𝑛𝑔 , 𝑎𝑙𝑎𝑡 , 𝛼𝑟𝑜𝑎𝑑)

𝑢𝑝𝑑𝑎𝑡𝑒𝐹𝑙𝑎𝑔 ← 𝑈𝑝𝑑𝑎𝑡𝑒𝐹𝑙𝑎𝑔 𝑒𝐺𝑃𝑆, 𝑎𝑙𝑜𝑛𝑔 , 𝑎𝑙𝑎𝑡 , 𝛼𝑟𝑜𝑎𝑑

Δ𝑇𝐶𝑖𝑛𝑖𝑡 ←
2.5

𝑛𝑐𝑢𝑟𝑟𝑒𝑛𝑡
⋅
1000

3.6

Δ𝑇𝐶𝑚𝑎𝑥 ←
5

𝑛𝑐𝑢𝑟𝑟𝑒𝑛𝑡
⋅
1000

3.6

Δ𝑇𝐶𝑙𝑒𝑎𝑟𝑛𝑒𝑑 ← Δ𝑇𝐶𝑖𝑛𝑖𝑡

if 𝑢𝑝𝑑𝑎𝑡𝑒𝐹𝑙𝑎𝑔 ≠ 𝑓𝑎𝑙𝑠𝑒 then

Δ𝑇𝐶𝑢𝑝𝑑𝑎𝑡𝑒 ← 𝑇𝐶𝐸𝑟𝑟𝑜𝑟𝑈𝑝𝑑𝑎𝑡𝑒(𝑇𝐶𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑 , 𝑇𝐶𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑
𝐺𝑃𝑆 , 𝑛𝑐𝑢𝑟𝑟𝑒𝑛𝑡, 𝑒𝐺𝑃𝑆, 𝛥𝑇𝐶𝑚𝑎𝑥)

Δ𝑇𝐶𝑙𝑒𝑎𝑟𝑛𝑒𝑑 ← 1 −𝑤 ⋅ Δ𝑇𝐶𝑙𝑒𝑎𝑟𝑛𝑒𝑑 +𝑤 ⋅ Δ𝑇𝐶𝑢𝑝𝑑𝑎𝑡𝑒

end if

return 𝛥𝑇𝐶𝑙𝑒𝑎𝑟𝑛𝑒𝑑

end procedure

Figure 3. Algorithm for the estimation of the tire circumference error.

2) longitudinal acceleration limited by an upper bound:
alongmax = 0.001 m

s2 ,
3) small lateral acceleration to avoid skidding scenar-

ios: alatmax = 0.0001m
s2 , and

4) small road gradient: αroad
max = 12%.

The computation of the update flag is depicted in Algorithm
2 (see Figure 4).

Algorithm 2: Computation of the update flag.

procedure 𝑈𝑝𝑑𝑎𝑡𝑒𝐹𝑙𝑎𝑔(𝑒𝐺𝑃𝑆, 𝑎𝑙𝑜𝑛𝑔 , 𝑎𝑙𝑎𝑡 , 𝛼𝑟𝑜𝑎𝑑)

𝑔𝑝𝑠𝐸𝑟𝑟𝑜𝑟𝐹𝑙𝑎𝑔 ← 𝑒𝐺𝑃𝑆 ≤ 𝑒𝑚𝑎𝑥
𝐺𝑃𝑆

𝑟𝑜𝑎𝑑𝑆𝑙𝑜𝑝𝑒𝐹𝑙𝑎𝑔 ← 𝛼𝑟𝑜𝑎𝑑 ≤ 𝛼𝑚𝑎𝑥
𝑟𝑜𝑎𝑑

𝑙𝑜𝑛𝑔𝐴𝑐𝑐𝑒𝑙𝐹𝑙𝑎𝑔 ← 𝑎𝑙𝑜𝑛𝑔 ≤ 𝑎𝑚𝑎𝑥
𝑙𝑜𝑛𝑔

𝑙𝑎𝑡𝐴𝑐𝑐𝑒𝑙𝐹𝑙𝑎𝑔 ← 𝑎𝑙𝑎𝑡 ≤ 𝑎𝑚𝑎𝑥
𝑙𝑎𝑡

if (𝑔𝑝𝑠𝐸𝑟𝑟𝑜𝑟𝐹𝑙𝑎𝑔 = 𝑓𝑎𝑙𝑠𝑒 or 𝑟𝑜𝑎𝑑𝑆𝑙𝑜𝑝𝑒𝐹𝑙𝑎𝑔 = 𝑓𝑎𝑙𝑠𝑒 or

𝑙𝑜𝑛𝑔𝐴𝑐𝑐𝑒𝑙𝐹𝑙𝑎𝑔 = 𝑓𝑎𝑙𝑠𝑒 or 𝑙𝑎𝑡𝐴𝑐𝑐𝑒𝑙𝐹𝑙𝑎𝑔 = 𝑓𝑎𝑙𝑠𝑒)

then

return 𝑓𝑎𝑙𝑠𝑒

else

return 𝑡𝑟𝑢𝑒

end if

end procedure

Figure 4. Algorithm for the computation of the update flag.

Observe that in the first iteration of TCERROR procedure,
the tire circumference error ∆TClearned is initialised with an
initial value ∆TCinit . Due to the NCAP requirement, the error
∆TClearned has the upper bound ∆TCmax . Notice that the
upper bound ∆TCmax necessarily depends on the maximum
vehicle speed error permitted by the NCAP requirement.

In every subsequent iteration of the estimation algorithm
TCERROR, the tire circumference error is updated on-the-fly
based on current GPS measurements. Thus, the estimated tire
circumference error is a function of previous estimations and
updates based on current GPS data, as depicted in (7):

∆TClearned = (1− w) ·∆TClearned + w ·∆TCupdate (7)

where w = 0.1 is an application parameter.

In order to comply with the NCAP requirements, the up-
dates to the tire circumference error are computed exclusively
with adequate GPS data. Such data carries a maximum error
of eGPS

max = 0.15 and can be used for further computations.
Any other received GPS data, which bears a larger error than
the defined maximum threshold, is discarded. It is therefore
necessary to define a mechanism by which intervals of good
GPS data can be identified and selected from the entire GPS
data batch received by the vehicle sensors. The mechannism
for the selection of the GPS data is illustrated visually in Figure
5. Based on the selected GPS data, Algorithm 3 computes the
update of the tire circumference error (see Figure 6).

𝑇𝐶𝑚𝑎𝑥
𝐺𝑃𝑆 + Δ𝑇𝐶𝑚𝑎𝑥

𝑇𝐶𝑚𝑖𝑛
𝐺𝑃𝑆 𝑇𝐶𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑

𝐺𝑃𝑆

Δ𝑇𝐶𝐺𝑃𝑆

𝑇𝐶𝑚𝑎𝑥
𝐺𝑃𝑆

𝑇𝐶𝑚𝑖𝑛
𝐺𝑃𝑆 + Δ𝑇𝐶𝑚𝑎𝑥

Δ𝑇𝐶𝐺𝑃𝑆
𝑻𝑪𝑮𝑷𝑺

Δ𝑇𝐶𝑚𝑎𝑥

Δ𝑇𝐶𝑚𝑎𝑥

Figure 5. A visual intuition for the selection of adequate GPS data.

Algorithm 3: Computation of the tire circumference error update.

procedure 𝑇𝐶𝐸𝑟𝑟𝑜𝑟𝑈𝑝𝑑𝑎𝑡𝑒(𝑇𝐶𝑠𝑡𝑎𝑛𝑑𝑎𝑡𝑑 , 𝑇𝐶𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑
𝐺𝑃𝑆 , 𝑛𝑐𝑢𝑟𝑟𝑒𝑛𝑡, 𝑒𝐺𝑃𝑆 , Δ𝑇𝐶𝑚𝑎𝑥)

Δ𝑇𝐶𝐺𝑃𝑆 ←
𝑒𝑚𝑎𝑥
𝐺𝑃𝑆 ⋅1000

𝑛𝑐𝑢𝑟𝑟𝑒𝑛𝑡

𝑇𝐶𝑚𝑎𝑥
𝐺𝑃𝑆 ← 𝑇𝐶𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑

𝐺𝑃𝑆 + Δ𝑇𝐶𝐺𝑃𝑆

𝑇𝐶𝑚𝑖𝑛
𝐺𝑃𝑆 ← 𝑇𝐶𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑

𝐺𝑃𝑆 − Δ𝑇𝐶𝐺𝑃𝑆

𝑇𝐶𝐺𝑃𝑆 ←
𝑇𝐶𝑚𝑎𝑥

𝐺𝑃𝑆+(𝑇𝐶𝑚𝑖𝑛
𝐺𝑃𝑆+Δ𝑇𝐶𝑚𝑎𝑥)

2

Δ𝑇𝐶𝑢𝑝𝑑𝑎𝑡𝑒 ← 𝑇𝐶𝐺𝑃𝑆 − 𝑇𝐶𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑

end procedure

Figure 6. Algorithm for the computation of the tire circumference error
update.

The proposed algorithm takes further errors into consider-
ation, e.g., errors due to the road gradient and rounding of the
instrument display. We employ several mechanisms in order to
compensate for these errors. Due to space restrictions, these
mechanisms are not explained in this paper.

C. Plausibility Check of the Tire Circumference
For each tire profile, there are specific lower and upper

limits, which constitute the physical boundaries of the real
and of the estimated tire circumferences. Plausibility checks
are necessary in order to eliminate any outliers.

However, before making any plausibility checks, we use
a filter on the newly estimated tire circumference, in order
to make sure that the difference between the new value and
the old value estimated in the previous iteration does not
exceed the threshold P = 20 mm in 3 s. An overshoot of
the threshold P usually means that some of the data necessary
for the estimation of the tire circumference has been missing,
e.g., due to the vehicle not running. In this case, the old
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data is not useful anymore, and therefore must be discarded.
The computation continues only with the newly estimated tire
circumference. Afterwards, the plausibility checks filter out
the physically implausible values, i.e., values situated outside
the interval spanned by the predefined physical boundaries
[TCmin ,TCmax ], as shown in (8):

TC plausible = max(TCmin ,min(TC learned ,TCmax )) (8)

D. Computation and Roundoff of the Vehicle Speed
The instanteneous vehicle speed is then computed based

on the tire circumference and current wheel speed measured
by the wheel speed sensors of the vehicle, as shown (9).

v =
3.6

1000
· ncurrent · TCplausible (9)

The speedometer dial in every vehicle displays a range
of natural numbers from zero to an upper limit, which varies
by make and model of the car. The displayed speed vdisplay
is computed by rounding off the vehicle speed v, so that it
matches the numbers on the speedometer range.

E. Smoothing of the Vehicle Speed Curve
A smoothing function is applied to the resulting curve of

the vehicle speed, in order to avoid the pointer needle of the
speedometer bouncing back and forth at every small change
in the estimation of the vehicle speed.

V. EXPERIMENTS
We implemented the proposed vehicle speed estimation

algorithm using MATLAB/SIMULINK and performed the eval-
uation on two driving scenarios. The data in both driving
scenarios has been collected and provided by our industrial
project partner, who collected the data using its own field
test platform. The two scenarios are depicted in Figure 7 and
in Figure 8 respectively, along with the algorithm evaluation.
In both scenarios, the travelling time bears 1000 seconds,
approximately 16.7 minutes. In each scenario, the first graph
illustrates the evolution over time of three variables:

1) the 2D GPS speed measured with the GPS device of
the test vehicle,

2) the actual vehicle speed, considered to be the ground
truth and which is measured by ADMA sensors, and

3) the NCAP upper bound, which is the maximum speed
allowed by the NCAP requirement.

The second graph shows the performance of our algorithm with
respect to the maximum vehicle speed deviation permitted by
the NCAP requirement.

The first scenario illustrates the ideal situation, specified
also by the NCAP requirements and preconditions. The value
range of the actual vehicle speed is situated between 50 km

h and
130 km

h . The ADMA speed curve depicts a relatively smooth
driving style, with clear-cut acceleration and decceleration
segments and continuous periods of time with constant driving.
It is fairly easy to see that in this scenario the vehicle speed
deviation, vdisplay − vreal is between cca 0.5 km

h and cca 3.0
km
h , which satisfies the NCAP requirement specified in (3).

The second scenario depicts a more dynamic situation. The
ADMA speed curve, with a value range between 0 km

h and
180 km

h , illustrates a more sporty driving style, with abrupt
speed-ups and sharp brakes, which alternate frequently. Notice
that, after 100 s, the estimation of vehicle speed deviation
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Figure 7. First scenario: smooth driving.

vdisplay − vreal is stabilized between a minimum of cca 0.5
km
h and a maximum of cca 3.5 km

h , thus satisfying the NCAP
requirement.
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Figure 8. Second scenario: dynamic driving.

However, in this second scenario, the time period of the first
100 s is of particularly interest to us. Notice that the estimated
vehicle speed deviation drops down to −1 km

h around the
middle of this time interval, meaning that the actual vehicle
speed is underestimated. This occurrence can be attributed to
the fact that, at that time, the ADMA speed decreases down
to 0 km

h , i.e., the vehicle has stopped. It is obvious that no
valid wheel speed measurements and GPS sensor data can be
collected while the vehicle is stopped.

VI. SUMMARY AND CONCLUSIONS

We proposed an algorithm for the estimation of the ego-
vehicle speed displayed on the dashboard instrument. Our
approach is built upon the concepts of Short-Term Memory
and Long-Termy Memory introduced by Atkinson and Shiffrin
[3], which have been further developed in the Self-Adjusting
Memory architectural pattern by Losing et al. [2]. We estimate
the ego-vehicle speed by approximating its actual tire circum-
ference.
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In our approach, long-term estimation is used for the
approximation of a standard tire circumference on the basis of
current measurements of the wheel speed sensors. The wheel
speed readings depend directly on the vehicle configuration,
i.e., the profile of the tires mounted on the vehicle, which
remains rather stable over time. An accurate approximation
of the tire circumference is critical for a precise estimation
of the displayed vehicle speed. Therefore, we use short-term
estimation mechanisms to estimate a tire circumference error,
with which the standard tire circumference is corrected. The
short-term estimation method makes use of the sensor data
collected with the ego-vehicle’s GPS device, during the vehicle
travel time. Not every received GPS data is used for the short-
term estimation. Instead, we define a mechanism by which only
the adequate data is selected and used for the estimation of the
tire circumference error. We define several constraints, which
specify in what sort of situations the short-term mechanism
can be triggered. These criteria take into account the error of
the GPS data, the vehicle’s longitudinal and lateral acceleration
and the road gradient. Through this approach, we are able to
better control the process for the tire circumference approxi-
mation and, by extension, that of the vehicle speed estimation.
Furthermore, our algorithm compensates for errors of the tire
circumference estimation occurring due to the road gradient
and the rounding off necessary for the speedometer dial. An
experimental validation of the algorithm on two scenarios with
real-world test data shows that the proposed approach performs
well within the limits of the Euro NCAP requirements.

Nevertheless, there is potential for further optimization,
which we intend to investigate in future research work. This
optimization potential refers to the possible deviations, which
may occur due to slippage, since slippage errors have a direct
influence on the wheel speed measurements. For this, we
need to perform an extensive analysis on a larger test data
set. Moreover, it would be interesting to apply the presented
vehicle speed estimation approach on test data gathered in
more difficult driving conditions, e.g. patches of wet roadway
alternating with dry road areas. Furthermore, we plan to
extend our case study and investigate mechanisms for long-
term estimation and short-term estimation, which can be used
interchangeably in support of each other, i.e., use LTM to pro-
vide reference values for STM and STM to correct previously
approximated values by LTM.

Since the speedometer is a critical vehicle instrument,
experimental validation and testing are not enough to provide
adequate confidence in the correct functioning of the vehicle
speed estimation method. For this, we plan to use formal
verification methods, since they are especially suitable to
provide a mathematical proof that a system conforms to the
legal and and the customer requirements. Furthermore, formal
verification methods can be used to construct a solid argument
for the system certification.
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Abstract—Climate change is one of the most important social 
issues of recent years. Every new scientific insights and political 
decisions make it clear that innovative ways of attacking the 
climate change are needed. Minimizing emissions are especially 
important in order to stop the greenhouse effect and thus a 
source for global warming. Therefore, the software of the CO2-
Compass was developed to provide a transparent overview of 
the electricity production and related CO2 emissions. 
Containing the service of a 24 hour forecast of these data, the 
CO2-Compass serves as a control tool to decide when electrical 
devices should be used from an ecological point of view. This 
paper strives to improve the existing architecture of the tool, by 
adding new sources of data collection and thus optimize the 
outcome of all offered services by the CO2-Compass. Therefore, 
the main goal of this paper is to improve the existing 
architecture of the first monomythical prototype towards a 
flexible and expandable microservice based architecture.   

Keywords-CO2 Emission Reduction; Software Engineering; 
Energy Production; Renewable Energies; Energy Transition; 
Data Warehouse; Microservices. 

I.  INTRODUCTION 

In the wake of an undergoing energy transition, several 
parts of the German energy industry are continuously 
changing. This mainly implies a shift from centralized to 
decentralized energy production, as well as a shift from 
conventional towards renewable energy sources [1]. Moving 
towards an increased utilization of renewable energy sources 
has multiple advantages, such as security of supply due to 
unlimited sources or higher sustainability levels due to 
decreased CO2 emissions [2] [3]. However, to better facilitate 
all advantages that go hand in hand with using renewable 
energies, it is necessary to align the electricity usage of 
electrical devices with a more resource-saving energy 

production [4] [5]. Thus, electrical devices can be used at 
times in which the regenerative part of created energy is high 
and CO2 emissions are low. To determine the best time of a 
day for this scenario, the software tool “CO2-Compass” was 
created [6]. By using this tool companies, as well as 
households can get a transparent overview of the electricity 
production and CO2 emissions that go along with it. Further, 
a 24-hour-forecast will be provided to show the likely 
development of electricity production and belonging CO2 
emissions. This source of information supports a user’s 
decision when to use energy-intensive hardware (like heat 
pumps, air conditioners, charging stations or production 
machines) by determining the point of time at which CO2 
emissions of the energy production are lowest. In a first 
version of the CO2-Compass, data collection is limited to the 
aggregated information that is made available by the four 
major power grid operators in Germany (50Hertz, Amprion, 
TenneT, Transnet BW) [7]. Decentralized power supply 
information and detailed data broke down to local energy 
providers are not yet included. However, to have a reliable 
knowledge base about power generation and its CO2 
emissions, it is necessary to have as much local information 
as possible, which in turn would optimize the data in terms of 
relevance, reliability and accuracy. A growing share of 
renewables and a fluctuating, decentralized power production 
will require flexible and open interfaces in order to process 
the accruing data. In order to tackle this problem and further 
optimize the data generation of the CO2-Compass, this paper 
is tackling the following research question: 

 
What kind of changes can be made to the existing CO2-

Compass architecture to improve its data generation in 
terms of data quality while keeping it expandable? 

78Copyright (c) IARIA, 2020.     ISBN:  978-1-61208-771-9

ICONS 2020 : The Fifteenth International Conference on Systems

                            87 / 96



To answer this question thoroughly, following structure 
will guide the reader through this article: Once a scientific 
and political background is given in Section 2, there will be 
a description of the current CO2-Compass architecture and its 
limitations in Section 3. Those limitations will then serve as 
an explanation for the refactoring of the existing architecture. 
All changes that are necessary to optimize the data generation 
of the CO2-Compass will then be described in Section 4, 
which is followed by an elaboration on the creation of 
timelines in terms of gathering data in Section 5. Once all 
changes are explained, a discussion and conclusion will 
complement this paper. 

II. SCIENTIFIC AND POLITICAL BACKGROUND  

The 21st century has so far been largely shaped by 
scientific and political discussions and decisions relating to 
climate change [8]. Government representatives from most 
countries meet regularly and reach agreements on various 
actions to protect the environment and society from negative 
consequences of the climate change. One of the biggest 
factors that has been addressed in previous climate summits 
is the emission of greenhouse gases [9]. A main objective of 
the Paris Agreement is to limit global warming to 1.5°C [10]. 

In order to curb the emission of these gases and thus to 
combat the greenhouse effect that primarily leads to global 
warming, the global community is setting ever more 
ambitious goals. The German government has, for instance, 
decided to reduce greenhouse gas emissions by 40% between 
1990 and 2020 [11]; goals for the following decades are even 
more ambitious. It is therefore necessary to develop 
innovative products and services that support companies and 
consumers in reducing CO2 emissions. A promising field in 
which CO2 emissions can be vastly minimized is the 
electrical power generation [12]. The saving potential can be 
seen when looking at the development of direct CO2 
emissions per kilowatt hour of electricity related to the 
German electricity mix. Since 1990 the direct CO2 emissions 
per kilowatt hour of electricity (in g/kWh) was reduced from 
764 g/kWh to 523 g/kWh in 2016. This is equivalent to a 
reduction of 31% [12]. This reduction is explained by Petra 
Icha as follows: “If the proportion of an energy source with a 
high CO2 emission factor, such as brown or hard coal, falls in 
favor of an energy source with a lower CO2 emission factor, 
such as a renewable energy sources […] the emission factor 
of the electricity mix also decreases” [12]. In other words, 
different energy sources are associated with different levels 
of CO2 emissions. Therefore, improved transparency in terms 
of the energy mix and its forecasted development over the 
next hours is needed, to base decisions on electricity usage of 
electrical devices on the decrease of CO2 emissions. Based on 
our knowledge, there are some associations that transparently 
show the electricity mix and the associated CO2 emissions. 
Good examples of this are Agora Energiewende, 
electricityMap or KlimAktiv Consulting. However, there are 
some drawbacks when using these services and thus the CO2- 
Compass was developed in order to offer new solutions in the 

field. The CO2-Compass has two major advantages over 
potential competitors: On the one hand, there is the 
possibility of displaying the CO2 emissions per individual 
transmission network provider, which leads to more relevant 
information for individual households and companies. On the 
other hand, there is a REST interface with which the software 
can be coupled to any hardware in the form of devices and 
machines. However, in order to add new functions, interfaces 
and solutions or to optimize all existing ones, the CO2-
Compass is under continuous improvement. One of these 
improvements is the change of its architecture to increase the 
data quality. 

III. EXISTING ARCHITECTURE OF THE CO2-COMPASS 

AND IT’S LIMITATIONS  

Initially, the CO2-Compass software was developed on 
basis of the SCRUM method. By setting up, processing and 
completing functional and non-functional system 
requirements, the software was created incrementally. The 
system requirements were based on an interview with an 
expert in the field of electrical engineering. However, to 
optimize the CO2-Compass, further software-development 
methods were used. The decision to use as an agile, user 
centred approach aimed to generate a first prototype.  

 

 
Figure 1 – Initial Architecture of the CO2-Compass 

The initial architecture of the CO2-Compass consists of 
three main system-parts (see Figure 1): The Crawler, the 
CO2-Calculator and the REST API. Within a first step, the 
raw data from the European Network of Transmission 
System Operators for Electricity (ENTSO-E) is collected by 
a self-developed crawler at five-minute intervals, before 
being stored in a separate database. The electricity production 
data (in MW) for every high-voltage power grid operator in 
Germany (50Hertz, Amprion, TenneT, Transnet BW) and for 
Germany as a whole are now stored in this database. There 
are currently 18 different types of energy sources for 
producing electricity. After the crawler updates and collects 
the raw data from the transmission networks, the specific CO2 
values for the associated production figures are calculated by 
the CO2-Calculator. These values are also stored in the 
database and can thus be assigned to the network operator and 
the type of production. This calculation takes place for each 
individual provider in five-minute intervals and provides 
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values every 15 minutes. Furthermore, the CO2-Calculator 
creates a CO2 forecast for each production type for the next 
24 hours every day at midnight, which is also stored in the 
internal database. An integrated REST API enables public 
access to the generated data and the forecast values. This 
interface can be used in a variety of ways to couple the 
emission information with electrical devices. One example is 
the connection of the CO2-Compass to intelligent charging 
stations, which continuously query the current electricity mix 
(including the associated emission values). In combination 
with the predicted values from the forecast, charging stations 
can thus be switched in such a way that they only start 
charging when there is a low-emission electricity mix. 
However, a fast-charging option instead of the eco-friendly 
charging is still possible and customers can use an approach 
which suits them best. 

The current implementation of the CO2-Compass is based 
and limited on an input interface which collects data from 
ENTSO-E. Information about power generation and CO2 

emissions are published through their transparency platform 
at the abstract level of control areas. They hereby fulfill an 
EU Regulation, where data must be published by control 
areas. By definition, these control areas are “a coherent part 
of the interconnected system, operated by a single system 
operator” [13]. These areas usually reflect the high-voltage 
grid of a whole country (e.g., in France or Portugal) or supra-
regional network operators (e.g., in Germany the four control 
areas of the in Section 1 mentioned transmission system 
operators). Since TenneT’s geographical coverage, to name 
an example, ranges from the Danish border to the Austrian 
border (see Figure 2 and [7]), a precise indication of the CO2 
emissions of locally consumed power is hardly possible.  

 
Figure 2 – Control Areas in Germany 

One reason for this is the so called “copper plate illusion” 
(translated from the German term: Illusion einer 
Kupferplatte), which describes the problem of assuming that 
electricity producers and consumers act without restrictions, 
and can thus generate and consume electricity as they please 
without transmission bottlenecks or energy loss [14] [15]. 

However, for a lossless transmission of electricity, the power 
grid would have to be a superconducting (copper) plate - 
hence the name - which is not the case. Therefore, an 
extension of the input interfaces in order to have more 
specific, locally relevant data is needed. Those changes and 
their relevance will be presented and explained in the coming 
sections. 

IV. PROPOSED ARCHITECTURE  

The actual state of the architecture (see Figure 1) was 
explained in the previous section. An agile procedure was 
chosen to prove the functionality of the CO2-Compass at 
short term. However, after a successful establishment of the 
prototype, the next step will be a change in the architecture to 
a more modular system, within the goal of “low coupling, 
high cohesion”. This paradigm means that modules or 
services inside the software architecture should be as self-
contained and independent as possible, and thus depending as 
less as possible on other components [16]. Based on this, 
following objectives for the architecture have been defined: 

 
1. Modular design and expandable splitting of the 

monolith and change the architecture to micro-
services [17]  

2. A clear division of components into layers to 
define security and sovereignty of data 

3. Data-driven design for analytic services 
 

The proposed architecture is shown in Figure 3 consisting 
of separated layers. On the left hand side there are various 
data sources, such as IoT-Devices and (smart) meters to 
measure the current power production and calculate related 
CO2 emissions at specific points. In addition to the ENTSO-
E database and other sources of forecast (such as local 
weather and solar radiation data) should be imported by a 
(web)-crawler. Based on this information local power 
generation which is not metered online (e.g., solar panels on 
rooftops) can be forecasted and taken into account. For all 
own and third parties’ generators in a local grid with 
measuring devices, the available data should be transferred 
via a clear defined interface into the databases. Now, based 
on these extended data collection, additional substitute values 
can be generated and processed together with metered raw 
data in the CO2-Calculator. Data integration into the data 
warehouse takes place in the Data Integration Layer. This 
layer manages the incoming data flows, filters and cleans it 
(if necessary) and transfers it into a data warehouse. Services, 
like a broker or the web crawler, receive and structure the 
data beforehand. The following Data Warehouse Layer 
stores and manages the data for all services and handles 
incoming raw data. The raw data are divided into at least two 
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different databases. The first one is the Metadata DB, which 
contains meta data and information about the data itself, such 
as the origin of this data. The Raw Data DB contains the 
values themselves (or based on the DIKW-Pyramide so 
called data [18]) that means for example the measured 
electric power (12.5 megawatts per hour at 2019-05-08 
12:35:00). 

However, even if the Metadata DB and the Raw Data DB 
are independent at first sight, they have a close relation. This 
comes out of the fact that every column with specific values 
in the Raw Data DB has a meta description in the Metadata 
DB (see Table 1).  
 

TABLE I. SMALL EXTRACT FROM TWO RAW DATA COLUMNS 

Power Volumes  Timestamp 
12.5 2019-05-08 12:35:00 
15.5 2019-05-08 12:37:00 
24.4 2019-05-08 12:39:00 

 
The associated metadata in the Metadata DB contains, for 

example, the link to the corresponding columns, the unit (here 
megawatts per hour and datetime in the format YYYY-MM-
DD HH-MM-SS), information about the sensor (time interval 
between two measuring points [here 2 Minutes]) and the 
description of the data source (e.g., metering device of a wind 
park).  

Moreover, as shown in Figure 3 the service data are 
separated from the raw data. The service data (here shown as 
Calculated Data and Substituted Data) are the data sources 
which belong to a specific service inside the Service Layer. 
This separation ensures to have a clear separation on the one 
hand and on the other hand to improve the data access 
depending on the intended use. This ensures that the 
generated data (which might be wrong when the service or 
the AI fails) does not get mixed up with the raw data.  

The Service Layer contains the modules and services for 
the application of the CO2-Compass itself. One service for 
example calculates the CO2 component of the current power 

mix (CO2-Calculation Service) and proposes services to 
generate missing data (indicated here as AI based Calculation 
Services) to increase the accuracy (see also Section 5). Via a 
REST Interface the user can then interact with the frontend 
of the CO2-Compass Application.  

In summary, it can be stated that a clearly separated but 
extendable architecture was introduced, which allows to 
extend the use cases of the CO2-Compass and to further 
develop mechanism to control and reduce the CO2 emissions. 
By introducing different layers, a high level of data security 
and a clean separation of incoming data is made possible. 
Thus, it can be differentiated easily between public non-
critical data sources like ENTSO-E and private data sources 
like smart meters. Furthermore, the Data Integration Layer 
will be designed similarly dynamic and expandable as the 
Service Layer. This enables an uncomplicated extension of 
the data warehouse with further data sources. 

V. CREATION OF TIMELINES 

To fulfill the requirements of more detailed information 
at local level, more timelines have to be implemented. Local 
data, as well as artificial data will give the necessary added 
value to have an in-depth view on a distinct power grid 
(hereafter simplified called “distribution grid”). The local 
data may be generated by measuring the power production 
like windmills or Combined Heat and Powerplants (CHPs) in 
the distribution grid. These metering devices have to be 
connected “online” and submit the data continuously. 
Missing values (see crosshatched bars in Figure 4) can be 
substituted by replacement values and discrepancies to the 
defined time patterns (e.g., hourly values instead of expected 
15 minutes) may be aligned immediately in the service layer.  

Estimating and generating artificial data opens the 
opportunity to gain a holistic view as well as compensate 
poor data quality from certain metering devices or other input 
sources. If not every power production (especially the small 
ones) or battery storages in cars or households are metered 
online a precise allocation of CO2 emissions is hardly 
possible. Even, for example, if a field of solar panels is 
equipped with metering devices, but poorly connected online, 

Figure 3 – Enhanced Architecture of the CO2-Compass 
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it may make sense to calculate artificial data and short-term 
prognoses based on solar radiation forecasts. It would also 
open opportunities to simplify the technical requirements and 
perform a cost-benefit consideration concerning metering in 
the context of an organically growing distribution grid driven 
by the energy transition (‘Energiewende’).  

An AI based calculation service (see Figure 5) can be 
used to generate the artificial data. It will base on AI methods 
like the recurrent network algorithm Long Short-Term 
Memory (LSTM) [19] and considers former results, non-
online metered devices which are submitted with delay, as 
well as relevant input variables (e.g., solar radiation, wind, 
energy prices or time of day) in order to train a neuronal 
network. 

 

 
Figure 5 – Generator for Artificial Data 

The output will be an estimation of produced power 
volumes and their dedicated CO2 emissions reflecting the 
characteristics of grid topologies and individual influencing 
factors in the local energy mix. Finally, the three data 
timelines containing specific CO2 emissions have to be 
weighted with allocated power volumes at the connection 
from the upstream grid, metered local power generators and 
estimated miscellaneous devices. As a result, this aggregation 
will now give a more precise, average CO2 emissions factor 
for the distribution grid in comparison to the rough proxy 
based on the ENTSO-E data. 

VI. CONCLUSION 

Scientific warnings, as well as political decisions with 
regard to global problems arising from the climate change 
call for innovative solutions to minimize CO2 emissions. One 
of these solutions was developed in 2019 and is since being 
continuously improved to optimize its functions: the so-
called CO2-Compass.  

Initially, the architecture of the CO2-Compass was 
focused on basic data collection in order to transparently 
present all CO2 emissions from the power mix based only on 
the data of ENTSO-E and thus from the four big power grid 
operators in Germany: 50Hertz, Amprion, TenneT, and 
Transnet BW. However, as explained in Sections 3 and 4, the 
data quality can be improved significantly when additionally 
taking local data sources, as well as artificial data sources into 
account. While local data can be gained out of decentral 
energy sources, such as solar panels or wind parks, the 
generation of artificial data is based on calculations of 
artificial intelligence algorithms. The artificial data thus 
opens the opportunity to gain a holistic view by closing gaps 
in which no local data collection is possible due to pure 
connection for instance. These new data sources improve the 
total data quality in terms of accuracy and completeness and 
thus enable the possibility to generate more precise 
information.  

In total, a new data-driven architecture with a modular 
design has been developed, which can still be extended in 
case of future adaptions and include more and new data 
sources. Via a new separation into three layers based on 
microservices, a high level of data security and a clean 
separation of incoming data is made possible. First, the Data 
Integration Layer manages all incoming data flows, filters 
and cleans it (if necessary) before transferring it into a data 
warehouse. This is where the second layer, the Data 
Warehouse Layer, stores and manages all relevant data in 
different databases. In the final Service Layer, all transferred 
and stored data is then used for creating solutions for different 
customers.  

Future research will elaborate even further on the CO2-
Compass, its optimization potential and especially the testing 
in different environments. On the one hand, it is planned that 
the software will then act as part of a product-service system, 
by creating and utilizing interfaces with different kinds of 
electrical devices, such as charging stations or heat-pumps.
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Figure 4 – Timelines with CO2 emissions 

82Copyright (c) IARIA, 2020.     ISBN:  978-1-61208-771-9

ICONS 2020 : The Fifteenth International Conference on Systems

                            91 / 96



On the other hand, there will be additional research related 
to trigger IoT devices and to control conventional power 
generators via results of the CO2-Compass with the aim of 
minimizing the CO2 emissions to meet individual emission 
reduction paths.  
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Abstract—From embedded systems to intelligent embedded sys-
tems and Cyber-physical Systems (CPSs), the production system
is always evolved with the challenge of rapid technology change.
But the redesign and development of a complex production
system is considered a hard task and with high risk. This paper
provides an approach for the managed evolution of a complex
production system, which is understood as a CPS and presents
a unified view of computing systems that interact strongly with
their physical environment. This approach is used to guarantee
the consistency between the system evolution requirements and
system implementation during the evolution of this production
system, which is driven by the using of Industry 4.0 (I4.0)
technologies. Furthermore, the cost of implementation can be
optimized with this approach. At the end of this paper, two cases
are used to evaluate this approach to ascertain the suitability for
the managed evolution of production systems.

Keywords–Architecture Evolution; Industry 4.0; Configuration
of Components; Cyber-physical System; Production System.

I. INTRODUCTION

The digital manufacturing and smart factory are two impor-
tant application areas of I4.0 technologies, which are synony-
mous with highly flexible production. I4.0 technologies enable
companies to offer highly individualized products by linking
the internet to conventional processes and services, and to
actively involve their customers very early in the development
process [1]. The CPS plays an important role in the areas
of digital manufacturing and smart manufacturing, where it
combines the physical part with the cyber part in a holistic
way. The two parts have to flexibly and dependably adapt to
each other to adapt to the changing system environment.

A production system is a classical CPS, which consists of
the physical part like assembly stations, warehouses, transport
belts, etc. and the cyber part like the control programs and
the software protocols, etc. These are connected together as an
integrated complex production system. In general, a production
system is not defined perfectly at the beginning and should
permanently be operated in order to raise the productivity or
meet changing requirements [2].

In this paper, an approach is introduced to generate a set
of configuration plans for the implementation of the evolved
production system according to the introduction of the I4.0
technologies on the ongoing production system. In order to
describe this managed evolution of the production system,
the ongoing production system is modeled with a component
oriented modeling language, where the components in this pro-
duction system are connected together as an integrated model
and input model for the approach. This model is equivalently
transformed to a graph representation, which keeps the system
structure and properties of the components in the model [3].
This graph generates a set of different graphs by using of
graph-based algorithms, where each generated graph represents

a configuration plan of the new production system. By applying
user defined combination rules, the configuration plans, which
can not meet the requirements of the new production system,
are detected and canceled. The rest of the generated configura-
tion plans meet the defined combination rules and requirements
in the new production system. The ones that are cost-optimal
will then be simulated and implemented as a new production
system. This implemented configuration plan can be continu-
ally evaluated into the second iteration of system evolution.

The paper is organized as follows: Section II gives an
overview on the related work in the field of production system
evolution. The system requirements, restructure of the input
models, and the implementation of this approach are intro-
duced in Section III. Two application cases are introduced in
Section IV to evaluate the efficiency of the approach. Finally,
Section V concludes.

II. RELATED WORK

I4.0 is the short name for the fourth industrial evolution.
The technologies of I4.0 can improve the quality and compet-
itiveness of products, but there are few opportunities for the
Small and Medium-size Enterprises (SMEs) to participate and
take advantages of this trend. One major challenge is the lack
of IT specialists to develop technical innovations. For example,
recent studies in Germany [4] [5] show that three-quarters of
the SMEs are unable to find the proper experts to bring IT
innovations and the digital transformation forward. Another
associated issue is also the difficulty to gather specific informa-
tion which they need to adopt I4.0 technologies and solutions.

An information portal provides access to the research
results developed by Stechert and Franke [6], where the basic
approaches for digitization were revealed. These approaches
were used to help the digitization of the product development,
which was driven by the functional areas of the I4.0 technolo-
gies. However, the applications of concrete I4.0 technologies
were not introduced in this study.

In the project “Intro 4.0” [7], the specific I4.0 solutions
were developed and introduced to the participating industrial
enterprises. The findings of the implementation of these solu-
tions were used to derive the recommendations of these I4.0
solutions to more industrial partners. However, a comparison
of the alternative I4.0 solutions was not considered.

In the work of Simko et al. [8], a CPS specific modeling
language (CyPhyML) was developed and introduced to model
the structure and behaviour of physical and cyber components
in a CPS. The CyPhyML supported not only the non-causal
modeling, but also the causal modeling in a hierarchical
composition. The authors formalized the CyPhyML model
with a tuple structure, which comprises sets of components by
different types, sets of ports, sets of containment functions for
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design elements and component assemblies, and sets of flows
by different types. An important advantage of the CyPhyML
was that the structural and behavioural specifications of a
CPS can be written in one model, whereby both can be used
for deductive reasoning.

Blochwitz et al. [9] developed a standardized interface
named Functional Mock-up Interface (FMI) and introduced
it in their work. This FMI is based on the framework of the
MODELISAR project and was used for the coupling of various
simulation modules in MODELISAR. That made it possible
to integrate the different simulation modules together with the
common interfaces. In the work of Blochwitz et al., a master
simulation is introduced to couple the appropriate different
modules together. But the data exchange between the different
modules is not supported.

To summarize, none of the approaches provides a suitable
configuration plan for implementation by correlating of the
concrete I4.0 technologies and solutions during the evolution
of production system. Thus, in this paper we introduce an
approach which generates the configuration plan of a produc-
tion system integrating the corresponding I4.0 technologies
and solutions. That enables the evaluation of the proposed
integration before to implement a new production system.

III. APPROACH

The approach has to be realized within the scope of a
suitable environment and a clear implementation process,
which will be introduced in this section. At first, the
system requirements of this application are briefly explained.
Subsequently, the restructuring of the input models for this
application is introduced. Then, the implementation of this
approach is introduced by using a class diagram. The necessary
mathematical basics and fundamentals of this approach were
already introduced and exampled in a previous paper [10].

A. System requirements
Our application is named “Solution generation system

for the managed evolution of a production system”. The
application contains a Graphical User Interface (GUI) and a
part called “Generating”. The system environment consists of
an industry 4.0 technologies expert, and a production system
planner. The expert offers a set of existing I4.0 technologies
for the managed evolution of the production system by
using the GUI after his professional analysis on the ongoing
production system. The production system designer models
the ongoing production system and gives this model as an
input model into the application by using the GUI. Meanwhile,
he/she has to define the configuration rules, which describe
the allowed configurations between the components in this
production system. By using this application, the production
system designer gets a set of alternative models as the
solutions of the managed evolution of this production system,
which is visualized by the GUI. The algorithms and functions
of the approach are implemented in the “Generating” part.

B. Restructure of the input models
In practice, a production system is typically described

and analyzed by using different models, where each model
focuses on a fixed set of concerns on the system. That enables
the system planners and engineers to understand a production
system from different disciplines. The input model describing

the ongoing production system will be reformed with a
key-value data structure in a pair of documents, which serves
as the basis for the later data processing. One document
describes every component in the production system, and the
other one represents the connection relationships between the
components. In addition, the I4.0 technologies offered by the
expert have to be described with the same data structure as the
components in the production system. The configuration rules
are reformed to a two tuple structure, which represents the
configuration relationships from one object to another object.
Besides, the targeted production system models have the same
representation data structure as the ongoing production system.

C. Implementation
A class diagram is used to describe the system structure

reflecting the functional requirements of the application and
represents the organization and arrangement of interrelated
components in a system. The class diagram in Figure 1 shows
the system structure of this application, which is implemented
by the object oriented programming language Java. The class
home implements the graphical user interface for the I4.0 tech-
nologies expert and the production system designer. It provides
the generic organizing and structuring of this application and
the application starts with the main function in this class. Class
Algorithms is an algorithms library comprising all of the
algorithms in this application like the algorithms for path mor-
phism, model transformation to graph structure, etc., which are
called by the class home to implement the functional require-
ments in this application. Class SystemRules provides the
combination rules for the class Algorithms and exchanges
the information with the GUI. The transformed input model
is stored in classes node, ibdNode, and graph providing
the graph structure to keep the descriptions of the components
and connection relationships in the production system.

Figure 1. Class diagram of the application

IV. CASE STUDIES

In this section, two application cases are introduced
to evaluate the efficiency of the approach. On the one
hand, the development risks during the managed evolution
of a production system should be reduced by using this
approach. On the other hand, the reconstruction costs of the
implementation for the targeted production system should
be optimized. Therefore, the evaluation can be divided
into two parts: the development risks evaluation and the
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economic evaluation. One case in this section is a laboratory
model of a conveyor system with Automated Storage and
Retrieval System (ASRS). The other one is part of a project
named: Methods and tools for the synergetic conception and
evaluation of Industry 4.0 solutions, in short “Synus”.

A. Case 1: Conveyor System with ASRS

This laboratory model of a conveyor system with ASRS
is defined as an ongoing production system and modeled with
Internal Block Diagram (IBD), which provides the internal
view of a system block and represents the assembly of all
blocks within the main system block. The composite blocks
are connected to each other through ports/interfaces and
connectors. In this case, the mechanical part in this system
comprises four conveyor belts in a cycle form, a buffer belt,
a RFID read/write sensor, a photoelectric sensor, a warehouse
and a gripper robot. The automated tasks in this system
are controlled through two industrial programmable logic
controllers (PLC) of Siemens. The mechanical part and the
automated part are connect to each other over the Ethernet to
ensure the safety and reliability of the connection. A computer
is used as a human-machine-interface (HMI) to exchange the
information between workers and PLCs. In this conveyor sys-
tem, wares like machine parts should be transported with the
conveyor system from warehouse to the hall for the painting
and dry processes by using the gripper robot, conveyor belts
and the buffer-belt in accordance with the production plan. One
worker (the Worker 2 in Figure 2) defines the color information
of the ware by using the computer and the RFID read/write
sensor, when any ware arrives at the RFID sensor. The wares
will continue to be transported to a painting and dry hall. After
the painting and dry processes, the wares will be transported
back to the warehouse by using the buffer belt and conveyor
belts and wait for the following manufacturing processes.
The storage of painted wares must follow certain rules and
standards, e.g., the wares with different types, sizes, materials
or paint colors can be divided into different groups and stored
in the designated location or floor. For this reason, a worker
(the Worker 1 in Figure 2) stands by the buffer belt and sorts
the wares by a predefined sorting order. This is a manual task.

Figure 2. Comparison of the system environments between the ongoing
system and the targeted system

From the perspective of production efficiency, this ongoing
system is not perfect, because the manual work of Worker 1
in this ongoing system could cause an increase in production
time. An automated machine definitely would have higher
production efficiency. Furthermore, the worker who stands by
the buffer belt repeatedly performs the same task (sorting the
wares), which increases the risk of making mistakes. In many
factories, this is a main reason for the poor product quality.

Hence, a new system as a targeted system is clearly defined.
By using the approach, a set of solutions are generated. Therein
two solutions are implemented and used to evaluate the
efficiency of the approach. The first solution is named “solution
1”. There is no worker (Worker 1 in Figure 2) standing by
the buffer belt to sort the wares that come back from the
painting hall in solution 1. Instead of the worker, a new RFID
read sensor is procured and installed on the conveyor belt (in
Figure 3). It is used to read the color information from the
wares. Simultaneously, this new sensor will also replace the
account work of the wares of the photoelectric sensor (PH:
Sensor in Figure 3). Not only the physical components, but
also the software code in the control system and information
system has to be changed to adapt to the reconstruction in
the system environment and mechanical system.

Figure 3. Comparison of the mechanical components between the ongoing
system and solution 1

Figure 4 shows the changes of the software code in the
control system of the targeted system compared with the
ongoing system. In this figure, symbol “-” marks the deleted
code parts during the managed evolution of this ongoing
system. The symbol “+” marks the new added code parts and
the “4” labels the code parts that changed the executing place.

Figure 4. Comparison of software code in the PLC control system between
the ongoing system and solution 1

The second solution is solution 2, where the system en-
vironments have the same changes as the solution 1 (see
Figure 2). But the components in mechanical system have
no changes compared with the ongoing system. In order to
reach the requirement in the targeted system, the existing RFID
read/write sensor is used to write the color information into
the ware, when the ware reaches it for the first time, and it is
reused to read the color information from the ware, when the
ware reaches it again. In this situation, the other mechanical
components and software code have to be adapted by using the
controllers to reach this task. Accordingly, all four conveyor
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belts have to continually transport the wares in a cycle after the
painting color process to enable the wares to reach the existing
RFID read/write sensor again. Meanwhile, the gripper and the
photoelectric sensor are blocked to let the ware run in a cycle
and activates again, when the read/write sensor obtains the full
information of all wares.

In this case, the matching of functions is identified as the
most import risk factor for the development risk evaluation of
the managed evolution of production systems. The functional
requirements are specified with the following points: (1)
There is no worker standing by the buffer belt to sort the
wares. (2) The color information is read by using the RFID
sensor. (3) The wares are retrieved through the gripper
robot with the sort information in the predefined floor in
the warehouse. In order to evaluate these two solutions,
we have implemented these two configuration plans as two
production systems and evaluate their development risks with
the specified functional requirements. The solution 1 and 2
satisfied all of the functional requirements.

For the evaluation of the economic efficiency, the direct
costs are defined as the exclusive costs in the total reconstruc-
tion. That means, the indirect costs, the non-construction re-
lated costs, the time dependent costs, the software code rewrit-
ing costs, e.g., are not included in the total reconstruction costs.
The reconstruction costs for different components are specified
by characters. The addition of a new hardware component is
among the most expensive in all of the reconstruction actions.
The modifications of hardware and software components incur
more costs than their deletions. After the evaluation, the
solution 2 is confirmed as the optimal solution in the set of all
solutions, which were generated by using the approach.

B. Case 2: Project Synus

Figure 5. System architecture in project Synus

Figure 5 shows a concept for the system architecture in
project “Synus” [11]. The evaluating factors like production
time, energy consumption and processing costs are extracted
for the evaluation of the ongoing production system. During
the analysis of the result of the evaluation by the experts,
some current I4.0 technologies are proposed to improve the
production performance of the ongoing production system.
The application of these technologies drives the evolution of
this ongoing system. The ongoing system is simulated by
using a simulation software “AnyLogic” [12]. Our approach
generates a set of configurations of the components in the
targeted status of this production system, which have to meet
the configuration rules defined by system engineer. One of
these configurations will then be simulated and implemented
as a new production system.

V. CONCLUSION AND FURTHER WORK

We introduced an approach to generate a set of configu-
ration plans as the solutions for the implementation for the
evolved production system according to the using of the I4.0
technologies on an ongoing production system. The approach
was implemented within the scope of a Java environment and
a clear implementation process.

We conducted two case studies to evaluate the approach
focusing on the development risks evaluation and the economic
evaluation. The case studies could show the applicability,
efficiency, and suitability of the approach in example product
systems. Moreover, development risks could be minimized
by providing appropriate solutions for configuration plans.
Furthermore cost estimations have turned out to be beneficial
to optimize the overall costs by selecting an economic solution.

The underlying concept of managed evolution of produc-
tion systems is currently being formalized including the formal
descriptions and transformations. The results will be published
in a future work.
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