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ICONS 2023

Forward

The Eighteenth International Conference on Systems (ICONS 2023), held between April 24th and April
28th, 2023, continued a series of events covering fundamentals on designing, implementing, testing,
validating, and maintaining various kinds of software and hardware systems. The topics were addresses
from theory to practice, in terms of methodologies, design, implementation, testing, use cases, tools,
and lessons learnt.

In the last years, new system concepts have been promoted and partially embedded in new
deployments. Anticipative systems, autonomic and autonomous systems, self-adapting systems, or on-
demand systems are systems exposing advanced features. These features demand special requirements
specification mechanisms, advanced behavioral design patterns, special interaction protocols, and
flexible implementation platforms. Additionally, they require new monitoring and management
paradigms, as self-protection, self-diagnosing, self-maintenance become core design features.

The design of application-oriented systems is driven by application-specific requirements that have a
very large spectrum. Despite the adoption of uniform frameworks and system design methodologies
supported by appropriate models and system specification languages, the deployment of application-
oriented systems raises critical problems. Specific requirements in terms of scalability, real-time,
security, performance, accuracy, distribution, and user interaction drive the design decisions and
implementations.

This leads to the need for gathering application-specific knowledge and develop particular design and
implementation skills that can be reused in developing similar systems.

Validation and verification of safety requirements for complex systems containing hardware,
software and human subsystems must be considered from early design phases. There is a need for
rigorous analysis of the role of people and process causing hazards within safety-related systems;
however, these claims are often made without a rigorous analysis of the human factors involved.
Accurate identification and implementation of safety requirements for all elements of a system,
including people and procedures become crucial in complex and critical systems, especially in safety-
related projects from the civil aviation, defense health, and transport sectors.

Fundamentals on safety-related systems concern both positive (desired properties) and negative
(undesired properties) aspects. Safety requirements are expressed at the individual equipment level and
at the operational-environment level. However, ambiguity in safety requirements may lead to reliable
unsafe systems. Additionally, the distribution of safety requirements between people and machines
makes difficult automated proofs of system safety. This is somehow obscured by the difficulty of
applying formal techniques (usually used for equipment-related safety requirements) to derivation and
satisfaction of human-related safety requirements (usually, human factors techniques are used).

We take here the opportunity to warmly thank all the members of the ICONS 2023 technical program
committee, as well as all the reviewers. The creation of such a high-quality conference program would
not have been possible without their involvement. We also kindly thank all the authors who dedicated
much of their time and effort to contribute to ICONS 2023. We truly believe that, thanks to all these
efforts, the final conference program consisted of top-quality contributions. We also thank the members
of the ICONS 2023 organizing committee for their help in handling the logistics of this event.

We hope that ICONS 2023 was a successful international forum for the exchange of ideas and results
between academia and industry and for the promotion of progress in the area of systems.
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Abstract— Current product development practices face 

challenges when adapting to long-term changes in early-stage 

development. This challenge happens due to missing awareness 

of the future dynamic conditions that influence future market 

conditions. This paper introduces five factors to investigate the 

future dynamic complexities for product development 

organizations. Findings show interdependencies between the 

factors, Business model, Politics and regulation, Trends, 

Funding and Insurance, and Technology. Each factor consists 

of an individual system, which can be influenced by each other 

over time. Further investigation of the interdependencies 

linking five factors set out to reveal the new and unexplored 

potential for product development organizations. The paper 

introduces a systemic approach to facing future challenges of 

managing long-term product development management.  

Keywords- Systems of systems; Future market. 

I.  INTRODUCTION  

Today, we face the challenge of missing the objectives of 
the Paris agreement if we continue to produce and develop 
technologies as we have been doing so far [1] [2]. When 
managing their project portfolios nowadays, companies have 
already faced the challenge of predicting short-market 
conditions as the market is rapidly changing.  

However, with the increasing complexity of the world 
and increasing numbers of near-tipping-point incidents over 
the last year, the war in Europe, the rising cost of goods, etc., 
is the green transition, something we all need to participate 
in. Changes will not emerge by themselves and arise in a 
magical moment but need development through innovation 
and research. 

For decades, scholars and researchers have claimed that 
modern product development stresses increased demand for 
new incremental solutions and is more complex than ever. 
Could it be that no matter when we develop new 
technologies, we anticipate the current situation full of 
unrecognized possibilities and risks and, therefore, see it as 
the challenges of the time? Therefore, by acknowledging the 
complexity of the socio-technical, environmental complex 
reality, we need a dynamic framework for dealing with the 
dynamics in the complexity or reality to distinguish between 
complex structures and complicated mechanisms.   

Systems thinking is known in multiple works of literature 
for being able to grasp systems complexity, visualize 

interdependencies, create an understanding of boundaries, 
and many more valuable things. Therefore, this makes 
systems thinking suitable for addressing systems complexity, 
as we do in this article. 

 The future market will remain dynamic, and nothing will 
appear in 10 years as it does today. Moreover, as we 
acknowledge that market conditions are rapidly changing, 
we need a framework to identify future uncertainties to help 
guide organizational development.  

The research goal of this paper is to explore the holistic 
landscape, from an enterprise perspective, for interrelated 
systems of systems that together shape the conditions for the 
future development of products and systems. This sum of 
information from the five factors introduced in this paper, 
can support portfolio managers in design- and decision-
making processes to allocate resources best towards the 
organizations long-term strategy.  

The structure of the paper consists of six sections, where 
Section I continues to introduce a background overview of 
and establishes the challenges the paper addresses. Section II 
presents the methods used in producing the results. Section 
III introduces the five factors of the market. Section IV 
addresses some of the direct dynamics in the system. Section 
V places the five factors into the system of product 
development introduced in Section I. Section VI concludes 
and addresses further research. 

A. Background 

Product development of physical products is becoming 
more complex as requirements for the green transition are 
adopted. The green transition influences all product life cycle 
stages, including the whole value chain [3].  

While many companies have adopted some form of an 
agile workflow in areas of organizations, the portfolio 
management processes often follow a waterfall–stage gate 
approach for governing the whole enterprise [4]. This 
approach has some shortcomings in the later stages of 
development, where the data collected as part of testing is 
not returned into the process to feed the early innovation 
activities (see Figure 1).  

Figure 1 illustrates the current portfolio practice in a 
typical stage gate approach. The flow of the main activities 
follows from the left top to the bottom right side. At the top, 
project sponsors provide input on requirements, evaluate the 
project, and approve the project to continue to the following 

1Copyright (c) IARIA, 2023.     ISBN:  978-1-68558-037-7
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Figure 1. Innovation system of systems. 

 stages of development. Innovation consists of activities 
involving inputs from research and development and detailed 
information on innovation projects and requirements. The 
output for the process can be in concept ideas or process 
innovation to improve areas like manufacturing. 
Manufacturing is responsible for evaluating the concept 
requirements and manufacturing processes align and make it 
possible to deliver products that fulfill requirements in cost 
and quality.   

Existing product development practices get the 
specifications and requirements from various sources (for 
example, customer interviews, product testing, and sales 
numbers) [5]. The current way may be holistic but ignores 
the dynamic perspective of potential future requirements.  

Other researchers have addressed uncertainty in project 
portfolio management and product development of radical 
innovation [6] [7]. Despite recognizing certain 
interdependencies, this area has not yet been properly 
investigated, particularly when it comes to long-term 
uncertainties in dynamic systems. The traditional product 
development and innovation methodologies treat each 
system as singular units, such as law and regulation or 
technology, and so forth. Thereby overlooking how these 
seemingly independent systems influence one another by, for 
example, how technology helps shape and form new laws 
and regulations by setting collecting data for science-based 
targets and, consequently, miss addressing the circumstances 
that enable this dynamic. By ignoring the whole picture, we 
believe that opportunities and potential are overlooked for 
systems innovations that truly can impact society and the 
environment.   

B. Challenge 

The challenge in the existing systems is the missing 
consideration of long-term conditions related to each aspect 
of the system. Various uncertainties must be managed 
throughout development as potential risks are involved in 
new product development.  

Traditional product development practices tend to look at 
various inputs to the product development process, taking 
“influencing factors” as a static parameter in the design 
process. However, the different factors of uncertainty in 
product development practices are not static and 
independent. The individual requirements are, over time, 
dynamic and connected through mechanisms and processes.  

The existing approach for evaluating the influencing 
factors in product development and portfolio management is 
segmented and shared between operational units in the 
organization. The challenge, in this case, as time is a factor, 
is that implications made in one area of the system will not 
immediately result in changed behavior in all other affected 
system elements.  

The finite purpose of an organization is to provide 
products or services to bring value to a market in exchange 
for money. As the market will be dynamic over time, we see 
the market as constructed from different influencing factors. 
Therefore, we will spend the rest of this paper constructing a 
systems framework to consider the influencing factors that 
shape the future context for the enterprise and introduce 
those into the earlier described product development 
practice. We do this to raises awareness of the 
interdependencies within the context where organizations 
develop and deliver products and services. Exploration of 
uncertainties is essential for designers and managers within 
product development. Hence, they can focus their innovation 
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Figure 2. Market influencing systems of systems. 

 

and possibilities on managing development and resources by 
understanding each element and its dynamics within their 
working systems and how these address the circumstances 
and requirements that affect their projects.  

II. METHOD 

The data for the system identification was discovered and 
structured using Checkland’s Soft system model [5] [6]. The 
model introduces a 7-step process where steps 1-4 consist of 
identifying the existing system and developing a conceptual 
model of the system in an iterative process. Step 5 uses the 
conceptual model and learning to raise discussion of 
challenges in the existing system, which are desirable and 
feasible. Step 6 consists of developing a suggested to-be 
version acceptable for all the including world views. Step 7 
is to implement the suggested changes into the analyzed 
system. This final step is out of the scope of this article.  

During identifying the different subsystem agents, 
relations, interfaces, and boundaries, we used the acronym 
CATWOE to identify the reactive forces and their roots [10]. 
CATWOE stands for, Customers – identifies who gains or 
losses value in the process, Actors – identifies who 
implements the active element, Transformation – What the 
functions in the system transform, World view – Justification 
of the system’s existence, Owner – Who can establish 
changes to the system, and Environment – the external 
condition and constraints.  

Finally, a systemigram is a method to introduce the 
system story of how future strategic impact might benefit 
companies in their product development [11].  

 

III. INTRODUCTION TO THE SYSTEM 

We see the high-level system of systems consisting of 

five subsystems each as a market influencing factors. Each 
contributes to shaping the market conditions where the 
organization operates. Figure 2 shows the five subsystems 
named: Business model, Technology, Political and 
regulatory, Trends, and Funding and insurance. The 
dynamics in the system of systems are complex due to the 
high number of agents involved in the activities related to 
each subsystem. Therefore, each following introduction of 
the subsystems happens in isolation. It is worth noting that, 
in Figure 2, no human actors are included, but all mentioned 
elements only exist due to the development and influence of 
groups and individuals. 

A. Business model 

The business model is at the core of the system activity, 
and it is expected of the organization to know its capabilities, 
placement in the market, and product assortment [12]. The 
purpose of placing the business model as the core activity is 
that the company fully controls this element and can adjust 
accordingly to changes in other systems. Furthermore, a 
resilient business model can adapt to changes in the 
remainder of the system.  

B. Technological field  

The technological fields include existing internal 
technologies. Technology covers projects in all stages of 
development, from the conceptual ideas to the preparation 
for product launch as well as experimental technologies 
under research and development, existing patents, competing 
technologies, and planned concepts that already exist in the 
technological pipeline or road maps. 

External technologies are also included and can consist 
of existing competitive technologies and technologies under 
development in other companies.  
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C. The political and regulatory system 

The political and regulatory system consists of sections 
and units working with and developing standards, laws, and 
regulations. The purpose of this system is to convert political 
decisions into tools when implemented, either reinforcing a 
specific systemic behavior or diminishing a systemic 
behavior. For example, the political decision in the EU 
parliament to ban throwaway plastic has led to an expansion 
in the market of single-use cutlery made of wood and 
bamboo  [13]. 

D. Trends 

Specific trends release opportunities for technology 
development. Therefore, trends are a vital part, of the 
dynamics, of shaping the existing and future markets. We 
identify elements in the Trend systems, including lifestyle 
trends, for example, equality, work-life balance, and Eco-
friendly. Other trends including working trends. An example 
where we have seen movement, especially during the Corona 
virus pandemic, was when the work environment accepted 
remote workdays. Such changes open new opportunities for 
technologies to emerge. Furthermore, we also see 
organizational trends, which are trends within the 
management of organizations. For example, new work 
methods influence the working environment and work 
behavior.  

E. Finance and insurance 

Innovation of technologies is highly dependent on the 
sources of finance supporting development and research. 
Funding sources can come from internal sources in the 
organization’s budget or external funding by various public 
and private funds or governmental support.  

Some studies indicate high support from governmental 
funds to support technological development to push society 
in the desired direction [14]. This is placing financial risk in 
institutions and constellations where profit is not the 
overarching purpose. As a result, funding is addressing 
research activities and specific technological flagship 
projects that might create a leap in technological 
development.  

Inventing and developing new technologies involves high 
risks as many uncertainties are related to new and untested 
technologies. Therefore, insurance of the development 
activities during the process is essential. Furthermore, 
insurance of the testing facilities and human interaction is 
essential and impacts the decisions of what technologies are 
tested and at what speed technologies can be carried forward. 

F. Outside of the system 

Outside of the drawn system of systems, we have the 
macro environment. The model does not include the macro 
environment because of its reduced effect on the direct 
subsystems identified earlier. Elements such as resources and 
materials would be relevant to discuss but are left out of the 
system mapping since resources and materials are 
subcomponents for multiple subsystems described earlier. 
Materials are expected to be a limited resource based on laws 
and regulations. Also, the tendencies of what the products 
will consist of are highly dependent on the technology and 

requirements of the product. Requirements towards material 
and resources need to follow the regulations of, for example, 
production, consumption, and recyclability, to name a few. 
Finally, when discussing materials and resources, companies 
conduct a cost-benefit analysis of optimizing the specific 
products for the conditions they will meet in their life cycle. 
This optimization also relates to insurance as the selection of 
materials relates to the requirements of robustness needed for 
the specific technology or product. These different factors 
are analyzed together with the company’s business model. 

Other researchers might argue that the market condition 
is a vital factor for the future approach. We have decided not 
to include market dynamics because the interdependencies 
between multiple factors will cover market behavior. For 
example, political implications can assign regulations in the 
form of taxation or subsidies that can adjust sales 
mechanisms and regulate the market of products and 
services. Such regulations can be combined with production 
mechanisms used to produce goods or services.  

From an enterprise perspective, the business model 
influences the shaping of market trends. Does the company 
decide for a fixed production output, or is production 
possible to adjust? What are the customer relations, and how 
do the additional factors impact the supply chain?  

Trends consists of direction and dynamic patterns within 
each systems of finance, politics, technology, and human 
behavior. Trends will, therefore, influence the possibilities 
and behavior of the market. The result is when reviewing the 
factors as a function of time, the five factors are all involved 
as shaping forces for the future market where each factor 
contributes, individually and as part of a whole, to the  
behavior of the future market and its dynamics.   

IV. THE DYNAMIC IN THE SYSTEM AND HOW THE 

SYSTEMS REACTS TO CHANGES 

Undoubtedly, when looking at the isolated system's 
elements, it is, in the short term, easy to say that each system 
is quite static. However, when investigating the influencing 
factors on the market over an extended period, it becomes 
apparent that shaping forces influence each other. 

Technology development happens according to the 
company’s business model and strategy. Technology 
development is largely related to the available financial 
resources, is influenced by the political landscape, and gets 
constrained by regulations and restrictions in the 
technological area. The technology takes its form from 
existing trends in the technology environment, developed 
through further specifications and requirements, both 
technical and non-technical. The existing reality also shows 
how new emerging technologies help shape the political 
landscape, which becomes evident if we consider what has 
happened within cyber security, education, and healthcare 
over the last century. Furthermore, when planned and 
distributed in certain ways, technologies can support the 
creation of new trends within society, considering what 
Apple has done. New technologies such as artificial 
intelligence also help the Funding and insurance market take 
risk assessments, decide where to invest, and provide 
investments and security. Finally, technology is also the 
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Figure 3. System suggestion for improved market exploration 

 

source for establishing new business models within 
organizations and companies. 

Politics and regulation are one source of new emerging 
technologies. Funding in development and limitations in 
legal targets for emission force companies to develop new 
business models. The political agenda and regulations can 
also set forward new market trends or trends in public. 

The company can also develop a new business model 
that inspires innovative technological development. A part of 
the business model could also be to investigate how to 
collect the right among the right source of funding to execute 
experimental development. Another business model 
interaction can focus on where politics and regulation might 
be obsolete within a particular technological field. The value 
behind such activity could aim at being the first mover and 
the first to exploit a new market condition. Being the first to 
get a license to produce or reuse a specific resource could 
lead to profit and gain the most significant market shares.  

Funding and insurance is a vital shaping force in the 
future market. Particular funding opens up new opportunities 
for companies to test concepts and ideas, lowering the 
individual risk of the company going bankrupt or out of 
business. Companies must still consider insurance as a vital 
part of new product development. If the company develops a 
“new to the world technology,” it is vital for the people 
involved, the environment, and the company itself to have  
security in place. The company's guidelines might support 
the development of a safe environment until it can be 
approved as a potential as a future technology. 

Trend will also shape future market conditions based on 
public trends, but trends within technology path 
dependencies might be challenging to break. If public trans 
goes into grass root movements, there is a possibility for a 
new emerging company providing new unseen technical 

solutions to the marketplace. However, it could also impact 
the political and regulatory system, especially since 
grassroots movements tend to collect inspiring people with 
much energy to push the system into creating their agenda. 
Due to the private trends, companies must adapt their 
business models to meet social trends and public awareness. 
Furthermore, in funding and insurance, there will probably 
be certain trends within specific areas, for example, green 
investments portfolios in pension funds, but these trends also 
shape the public perception of the company's reputation 

V. THE SUGGESTED NEW SYSTEM 

Figure 3 shows a systemigram of how the new optimized 
system brings knowledge of the new market condition into 
the development complexity. We find it helpful to place the 
five-factor system at the front end of innovation, where 
market tendencies are researched and explored. The system 
of a new future market condition should feed the innovation 
process and inspire new ideas based on potential 
opportunities in future markets. In addition, the system 
analysis can feed the top management with information from 
scenario creation, with uncertainties and potential risks to 
consider in planning the company’s future. Based on the 
explorative knowledge, the top management gets a better 
source of information on to base their prediction and 
decisions. Even though this process does not eliminate the 
uncertainty, it visualizes and brings forward the uncertainties 
of the future, and by visualizing future challenges, it allows 
the company to react and make decisions on how to deal 
with the uncertainties. Top management can decide to 
investigate uncertainties and quantify them as risks or 
opportunities. This investigation will undoubtedly spark 
inspiration toward innovation projects and new areas to 
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investigate in the future. As in the old system, top 
management will evaluate conceptual ideas, but now there is 
an integrated feedback loop that feeds the latest market-
testing and prototype-testing market conditions into the 
innovation process. The innovation process will catch any 
change or realization in the testing phase and work as input 
and constraints in the next iteration. Finally, uncertainties 
and risks identified in the future scenarios can be included in 
the product development process to be strengthened and 
prepared in the pipeline for the next module; this leads to 
more resilient/adaptable/flexible solutions or technologies to 
meet future conditions. 

VI. CONCLUSION  

The research goal set in this paper is to examine the 

holistic landscape of market-related systems that shape 

future conditions of products and systems and how 

information can feed portfolio design- and decision-making.  
Through a systems perspective of the organization 

interfaces with market conditions, and acknowledgment of 
the future market as dynamic, this paper identifies five 
factors: Business model, Technology, Political and 
regulatory, Trends, and Funding and insurance. The paper 
discusses how these factors are systems of systems and are 
interrelated and, through various relations, shape the 
conditions around future solutions. These relations are highly 
context depended, and every change to a system will 
influence the possibilities within the system. 

Therefore, we suggest using the factors as interrelated 
systems to analyze future market conditions. We found the 
system valuable in the front end of innovation within the 
innovation portfolio exploration and development process. 
Here, it informs the organization's innovation team and top 
management with helpful identification of future scenarios 
and addresses interrelations that might hold business 
potential that demands further investigation and innovation 
resources.   

Further studies from this field will be industry-related 
case studies to map the interrelation and identify the relations 
and actors that shape the dynamics. Furthermore, an analysis 
of how the interdependencies influence portfolio managers' 
decision-making. Finally, we will address what to consider 
what to consider when reviewing the system and analyzing 
future conditions when establishing and aligning 
requirements to address and solve societal- and 
environmental challenges?   
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Abstract—The purpose of this study is to explore the use of
public cloud computing by the US Federal Government lever-
aging dynamic systems modeling and system thinking methods.
A historical analysis of public cloud hyperscale service provider
growth and Federal Government cloud consumption is conducted
as a baseline to highlight significant milestones over the past fif-
teen years. A stakeholder interest map is established to determine
the endogenous and exogenous elements of our study, and a novel
dynamic model is developed to capture the feedback loops, stocks,
and flows, as well as multi-dimensional relationships between the
variables presented. To prevent large and potentially harmful
oscillations, cloud diversity principles such as interoperability
and security are presented which promote both balance and
sustainability in the system. The primary hypothesis is that self-
reinforcing feedback loops which represent the consumption of
public cloud services will be constrained by goal-seeking loops
which represent Federal Information Technology (IT) budget
limitations and macroeconomic fluctuations. To conclude, areas
such as model enhancement through greater quantitative analysis
as well as recommendations for further research on this topic are
proposed.

Keywords-E-Government; E-Governance; Public Cloud; System
Dynamics; Systems Thinking.

I. INTRODUCTION

The US federal IT budget for the fiscal year 2022 is approximately
92.4 billion dollars [1]. Over ten percent of that amount is projected
to be utilized towards the consumption of public cloud services
by government agencies. This double-digit percentage has increased
exponentially over the past five years and appears to accelerate as
new use cases are discovered and demand increases. The shift from
privately run government data centers to cloud-hosted infrastructure
has accelerated over the past decade as security and resiliency of these
platforms and services have finally met stringent government com-
pliance requirements [2][3]. With digital transformation initiatives
now in progress from multiple areas of government, a new problem
is forming and related to increasing spend on these premium cloud
services.

With a seemingly endless supply of computing resources available
public cloud vendors such as Amazon, Microsoft, and Google have
capitalized on the shift from on-premises maintained compute, net-
work, and storage systems to offsite third-party operated platforms.
With business agility comes some trade-offs, primarily associated
with less control and visibility around the complete spend of manag-
ing and maintaining these environments. Cloud vendors are intent on
increasing Annual Recurring Revenue (ARR), boosting their share
price and overall profitability. While this incentive leads sales teams
to position large transformational deals, the customer (in our case,
the federal government) must make careful selections and ensure
the proper controls are in place to prevent sprawl in the resources
provided [4][5][6][7].

In a previously published research paper titled "Preventing E-
Government Tragedy Of The Clouds Using System Thinking Meth-
ods", we developed a cloud service ontology, used a systemigram to

highlight system connections, and proposed a novel cloud efficiency
model [8]. In this study, we focus on the multi-dimensional nature
of an E-government system leveraging public cloud infrastructure
to define causal relationships to understand multi-loop behavior. In
Section 2a, a timeline is developed to highlight significant milestones
in both E-government use of the public cloud and the beginnings
and dynamic growth of the big three hyperscalers, Amazon Web
Services, Microsoft Azure, and Google Cloud Platform. In Section
2b, we explore our system’s endogenous and exogenous agents with a
stakeholder interest map. Section 2c presents a causal loop diagram to
display the variables in our system and show the relationship, polarity,
and behavior of this multi-loop structure. Section 2d introduces cloud
diversity principles, a road map for E-government entities to leverage
public cloud resources more efficiently and effectively. We touch
upon portability, security, and interoperability of the system to ensure
we are creating a future state architecture that is sustainable and
resilient. In Section 3, we conclude with our hypothesis, constraints,
and ideas for further research to enhance the body of knowledge
around this topic.

A. Definitions
E-government is defined as the delivery of government services via

information and communication technology (ICT) efficiently to both
businesses and citizens [9][10]. E-Government refers to the delivery
of government services via Information and Communication Tech-
nology (ICT) efficiently to Citizens (G2C), Businesses (G2B), Gov-
ernment Employees (G2E), and other Government Entities (G2G). It
also infers the use of digital technologies such as computer systems
and mobile platforms. Cloud computing, as defined by the National
Institute of Standards and Technology (NIST), is "a model for en-
abling ubiquitous, convenient, on-demand network access to a shared
pool of configurable computing resources (e.g., networks, servers,
storage, applications, and services) that can be rapidly provisioned
and released with minimal management effort or service provider
interaction"[1]. Hyperscalers are cloud service providers; as their
name denotes, they have the ability to rapidly scale compute resources
from geographically dispersed data centers. Hyperscalers focused on
for this study will be Amazon Web Services (AWS), Microsoft Azure,
and Google Cloud Platform (GCP) as those are the largest based on
current market share and customer base, and adoption. Cloud service
models are categorized as public, private, and hybrid. Public refers
to a third-party managed service, and private is typically owned and
operated by the organization requiring the services, hybrid refers to an
entitiy that uses infrastructure and services which traverse both public
and private. Some of the prominent cloud service offerings are AWS
Elastic Compute Cloud (EC2), Azure Active Directory (AAD), and
Google’s Big Data Service (BDS) [11][12].

B. Problem Statement
The rate of US Federal IT spending on public cloud services has

been growing exponentially over the past ten years. Over 10% of the
US Federal Government’s IT budget is now used for public cloud
services which are consumed in a “utility” model [13][14]. Unlike
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capital expenses for on-premises data center hardware and software,
the cost of public cloud services is difficult to quantify and predict.
Macroeconomic volatility presents an enhanced socioeconomic risk.
A strategy is therefore proposed to ensure diversification through
governance.

The research goal is to use systems thinking and systems dynam-
ics methods to establish boundaries of the system under analysis,
examine the causal relationships of system elements and propose a
cloud sustainability model that is based on principles, not process
[15][16][17]. The motivation of this study is to contribute to the
body of knowledge towards a significant and timely problem that
is beginning to present itself in E-Government and may have far-
reaching economic consequences if not adequately addressed.

C. Research Questions
The following are research questions we aspire to answer in this

study:
1) What are the endogenous and exogenous boundaries for mod-

eling E-Government consumption of public cloud computing
resources?

2) Using a causal structure, how do you model the Federal US
Government IT consumption of Public Cloud Services?

3) How can you represent the life cycle of Public Cloud services
in a dynamic model?

4) Are there factors that may limit the long-term growth of Cloud
service utilization in E-Government?

II. APPROACH & METHODS

The foundational method employed for this study was a system-
atic literature review. The inclusion and exclusion criteria involved
selecting conference papers and scholarly journal papers via major
academic search engines such as IEEE Xplore, Academic Search
Premiere, and Scopus. The time frame selected was from 2006 to
the present as the modern concept of cloud computing is relatively
new and was formed alongside the Hyperscaler organizations such
as AWS, Microsoft, and Google.

Systems thinking methods are used to identify the primary stake-
holders and their endogenous and exogenous boundaries. Causal loop
diagrams provide an overview of reinforcing and balancing elements
in our analysis. Stock and flow dynamic diagrams are also represented
to quantify the accumulation and drainage of elements such as budget
amounts. Valves provide us with the rate of inflows and, in our
model, connect to the causal loops. By employing a multi-disciplinary
approach, the data collected can be observed from multiple angles
leading to a more thorough analysis and conceptual understanding of
the research.

A. Timeline
In Figure 1, green markers represent the launch dates of Amazon

Web Services in 2006, Google Cloud Platform in 2008, and Microsoft
Azure in 2010. The pillars in blue represent significant milestones
in the public cloud, such as the modern cloud computing concept
introduction by then-Google CEO Eric Schmidt. This is followed
by AWS’s significant expansion in Europe and Asia, which is now
gaining global traction for its public cloud services. In 2016 the
Gartner magic quadrant was released for infrastructure as a service,
with only three companies in the Leadership quadrants showing how
far behind the others have fallen.

Events in orange denote the milestones of government public
cloud adoption. Changes, such as creating a Federal cloud computing
PMO in 2009 and passing the Modernizing Government Technology
(MGT) act, allow government agencies to begin to invest in public
cloud services. Markers in dark grey show dynamic year-over-year
double-digit hyperscaler revenue growth, hitting 81% in 2015. In
2021, the Federal IT budget allocation for the public cloud topped
ten billion and exceeded 10% of the total funding. The final red

Fig. 1. Timeline.

marker shows the recent downward trend in all three hyperscaler
organizations leading to extensive tech industry layoffs.

B. Boundary
In an effort to define the endogenous and exogenous elements,

key system stakeholders and orient our study, Figure 2 presents a
stakeholder interest map.

Fig. 2. Stakeholder Interest Map.

Internal to this study are what we consider E-Government primary
consumers: citizens, businesses, government employees, and alternate
government agencies. Also endogenous in this model are the public
cloud operations and customer success teams which partner with
value-added resellers to provide professional services and support
based on requirement [18]. Utility providers and clean energy partners
deliver services that power, cool, and regulate the large tier-four data
centers. Exogenous stakeholders include alternate (non-big-three)
cloud service providers, Federal data center operations teams, and
co-location providers.

Multiple stakeholders straddle endogenous and exogenous bound-
aries, such as information system security providers, as they serve
both the public and private sectors. Also, US citizens who do not use
E-Government services still contribute to taxes that fund budgets, so
they cannot be entirely removed from the endogenous stakeholder
list.

C. Causal Loop
A causal structure model is presented in Figure 3 and focuses on E-

Government service development [13][19]. The first stock represents
an accumulation of services that are currently in development. The
valve following into this stock is the rate of new projects. Out of the
E-government services development stock flows a link with a positive
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polarity to the expected service rejection rate, which is expected
based on evaluations of solutions. Connected to service rejection are
the approvals, which have negative incoming polarity and a positive
one towards the expected increase in operational efficiency. New
services typically enhance effectiveness and lead to the next variable,
customer satisfaction rate, with a positive incoming polarity. Next
is the expected business value of new services, which completes
the chain and creates a clockwise balancing loop due to the single
negative polarity.

Fig. 3. Causal Loop.

Out of the E-government services, the stock also flows a pos-
itive connection to the service development rate valve, which has
a negative development delay relationship because any delay can
significantly impact our flow. On the model’s right side, we have
a stock representing E-Government services in production. Out of
that stock, there is a positive relationship to the service rejection
rate, reducing the IT budget stock down the line. There is a delay in
the IT budget in two directions; the arrow on the left is the budgeted
IT costs and has a positive polarity towards the expected approvals
variable. Flowing in the opposite direction of the IT budget stock is
another delay towards the desired new capabilities of the individual
government agencies. There is a positive relationship between these
new desired capabilities and the demand for new services, which
has a negative relationship with the service rejection rate, creating
another counter-clockwise balancing loop. The service rejection rate
connects to the expected service rejection rate with positive polarity,
making our final complete loop another clockwise balancing loop.

Completing the model is a negative polarity from the average
life of services to the service decommission rate valve. This value
connects to the opposite flow of the rate of new project charters
denoting that as services are retired, new services are being formed
in their place. The final variables which affect our model are E-
Government growth positively connected to the demand for additional
resources, and this increased demand having a positive polarity
towards the demand for new services.

D. Cloud Diversity Principles
Cloud diversity principles, shown in Figure 4, provide a strategic

way that E-Government entities can evaluate the public cloud solu-
tions and make determinations based on principles over process. Prin-
ciples were selected based on their level of importance and impact as
it relates to cloud operating paradigms. These areas were consistently
referenced in the literature and related cloud computing case studies
hence their inclusion in the framework. A thorough understanding
of vendor cost models, including resource consumption, falls under
the economical principle. This involves understanding per unit costs,
terms of service, and the value chain of public cloud adoption.
It is critical to understand how pricing is established to ensure
the predictability of spend for budgetary purposes. Interoperability
of services and platforms ensures that systems that are already
established have a level of integration to the public cloud service,
this prevents silos and greater efficiency of operational resources.

Fig. 4. Cloud Diversity Principles.

The ability to migrate data and workloads to disparate services is
a key tenant of the portability principle. Preventing vendor lock-in
scenarios and "sticky" service solutions is paramount to ensuring the
most cost-effective landing zones can be utilized and open universal
formats are adopted. The final principle is security which should
be intrinsic to the architecture and follow defense-in-depth tenets.
Defense-in-depth refers to the use of multiple security mechanisms
such as firewalls, endpoint agents, or intrusion prevention and detec-
tion systems deployed in layers on the target system. Heuristics have
become increasingly important as the types of cybersecurity threats
have grown, the system should have an early detection mechanism
and understand anomalous behavior with automated remediation
processes.

III. CONCLUSION & FUTURE WORK

E-Government will continue to grow due to the exponential
demand for digital services. The next generations will expect gov-
ernment services to be easily accessible via mobile platforms with
fast access to data and relevant content. For this reason, public cloud
services and their respective capabilities will be necessary to build
future iterations of innovative applications and public sector cloud-
hosted services. We first set our boundary via a systemigram in Figure
1 and showed the interconnections of these endogenous components.
Next, we explored our first causal relationship diagram in Figure
2, which highlighted the multi-dimensional loops and balancing
behavior as a result of the stock, flows, and variable linkages. In
Figure 3, we leveraged the aging chain and logically segmented the
system by the maturity of services through the system. We can model
the effect of time on and quantify the rates at which E-Government
services get evaluated, moved into a production environment, and
finally move towards decommissioning, and replacement [20][21].

Research questions related to the boundary, causal structure, as
well as service life-cycle have been addressed via our models.
Factors that may limit the long-term growth of cloud services in
E-Government should be addressed with a more quantitative model;
therefore, any results have a low degree of accuracy; this also holds
true for the question around the quantitative significance of factors re-
lated to development velocity, budgetary constraints as well as service
retirement rates [10]. While we have leveraged multiple models to test
our hypotheses, the ones we employed are more basic in nature. This
is due to the time allotted for the study as well as research experience
with these dynamic tools. To further this research, a greater dive with
more profound expertise on the subject would be required to build
out the quantitative models that accurately depict this E-Government
service adoption and budgeting life-cycle. The data collection process
for this research was rudimentary and would yield more accurate
results if additional rigor and time were allocated. A literature review
with greater depth and acceptance criteria could also bolster the
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quality of our overall study. Some additional areas of research which
could be complementary to this study would be focused on the E-
Government application development process, associated toolchains,
and possibly enablement methods to understand if more significant
outcomes can be achieved through the build-out of a new government
innovation lab. This would involve the government operating like
a start-up and attracting top-tier technical talent, typically captured
by big tech companies. This would be a significant shift based on
how government IT operations have traditionally operated but not
impossible; it would take a shift in mindset and policy, which is not
impossible.
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Abstract—Integrating medical software into the healthcare 

system began as a way to reduce medical errors and simplify 

procedures. However, medical software-related errors have 

been a source of concern for both physicians and patients. 

Software-related medical errors have affected clinical decisions, 

which threaten patient safety. This paper explores the potential 

sources of unintended negative consequences associated with 

medical software. We used systems thinking methods to explore 

the relationship between software-related errors and their 

overall impact. We also developed insights into how to improve 

patient safety by eliminating software-related medical errors 

system-wide. 

Keywords- Medical Software; Healthcare; System Thinking; 

Clinical Decisions; Patient Safety; Medical Errors; Human 

Factors. 

I.  INTRODUCTION  

According to the World Health Organization, patient 
safety is a healthcare discipline that emerged with the 
evolving complexity of healthcare systems and the resulting 
rise of patient harm in healthcare facilities, which aims to 
prevent and reduce risks, errors, and harm that occur to 
patients during the provision of health care [1]. Patients cannot 
always notice the consequence of medical software, although 
it is a vital component of the healthcare system impacting 
patient safety. Medical software was integrated into 
healthcare to assist physicians in areas including managing 
patients’ data, improving care coordination, and proper 
diagnosis. There are several types of medical software used by 
physicians, such as Electronic Health Records (EHR), E-
prescriptions, and Medical diagnosis software. Medical 
software can enhance the quality of patient care, diminish 
paper workload, and reduce unnecessary medical tests [2]. 

Over time, the healthcare system gradually shifted toward 
integrating medical software. It started in the 1960s when 
beliefs began to arise around computer technology holding 
promises for improved decision-making by clinicians [3]. 
Software development started to evolve over years with 
noticeable expansion in the healthcare industry. In 2003, both 
the public and private sectors took major steps to ensure that 
EHRs would be a component of medical offices within five to 

eight years [3]. Nowadays, medical software is adapted and 
widely used by physicians in the healthcare field. 

However, medical errors are a serious public health 
problem and the third-leading cause of death [4]. There are 
problems associated with healthcare Information Technology 
(IT) that can disrupt care delivery and harm patients [5]. From 
this standpoint, what factors have led medical software to 
become a source of harm despite its primary objective to 
improve patient safety? Systems and Software Engineering 
contribute to the advancement and improvement of healthcare 
delivery and its safety [6]. In this paper, we will analyze, from 
a system viewpoint, the reasons behind causing the 
unintended consequences of medical software on clinical 
decisions and patient safety. A human being usually reacts to 
immediate circumstances, but it is more difficult to analyze 
how our previous actions and decisions may influence a 
specific situation in the future [7]. We will use system 
thinking methods to identify the relationship between events 
and potential improvements.  

The rest of this paper is organized as follows. Section II 

describes the potential sources of software medical errors in 

healthcare. Section III describes the stakeholders' 

perspectives on medical software development. Section IV 

addresses some of the unintended consequences related to 

medical software that affect clinical decisions, patient care, 

and safety. Section V discusses the conclusion of integrating 

medical software into healthcare systems.   

II. POTENTIAL SOURCES OF UNINTENDED CONSEQUENCES 

Medical software is a computer program intended for use 
in the diagnosis, cure, mitigation, treatment, or prevention of 
disease, or intended to affect the structure or any function of 
the body of humans; or used in the production or control of 
drugs, devices, data, or other uses in medical diagnosis or 
treatment [8]. Implementing software into the healthcare 
system might produce possible unforeseen consequences due 
to the complexity of the healthcare system and various 
stakeholders, such as the development team, policymakers, 
and physicians. The successful implementation of medical 
software involves assessing multiple aspects, such as its 
interaction with the people, processes, and culture of the 
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organization to deliver safe care for patients and a more 
satisfying work experience for clinicians and staff  [9].     

Figure 1  shows the potential sources of unintended 
consequences related to medical software in the healthcare 
system. Eliminating the negative consequences of medical 
software and identifying their potential sources requires 
understanding the subsystems' interaction. IT development 
teams should concentrate on developing reliable software, 
especially for critical industries, such as the healthcare field. 
The development of reliable software consists of a series of 
phases that shape the software system’s complexity. The 
phases start with requirements and end when the product 
reaches the market in addition to applying verification and 
validation techniques throughout the different phases [10]. 
The development process involves difficulties in managing 
the medical software without negatively affecting patient 
safety, privacy, and security. As a result, regulations were 
enacted and evolved for medical software development to 
ensure patient safety and protect patients’ data. For example, 
U.S. Food and Drug Administration (FDA) intends to apply 
its regulatory oversight to the medical device software 
functions whose functionality could pose a risk to a patient’s 
safety if the device were not to function as intended [11]. 
Besides, organizations that use medical records have to follow 
privacy and security regulations for managing patient 
information in the healthcare industry [12]. The impact of 

regulations and policies on medical software is presented in 
green arrows in Figure 1. 

Medical software risks can arise from flaws in the software 
itself, introduced during development, unintended 
consequences, or the physician's use of the software [13]. 
Software medical errors caused in a hospital environment 
involve workload, stress, and fatigue integrated with usability 
issues, such as poor software interface design, and reliability 
issues, such as functional errors [4][5][14]. Software quality 
attributes are the nonfunctional requirements that define the 
software system from the user's point of view, and it 
represents a critical component of the software system to 
achieve the field objectives. Medical software quality 
attributes include reliability, usability, safety, privacy, and 
security. In healthcare, poor software quality may have safety 
implications; for example, using an electronic prescribing 
system that corrupts data about the dose of a prescription, or a 
patient management system that stores incorrect information 
about the criticality of the condition [13]. The blue arrows in 
Figure 1 present the impact of medical software quality on the 
healthcare environment. 

 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 
 

Figure 1. Causal loop presents the potential sources of software medical errors 
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The healthcare field is a dynamic and complex 
environment. The physicians might be under psychological 
(anxiety, grief, and guilt) and cognitive (compassion 
dissatisfaction, burnout, and stress) pressure [4]. When 
developers make mistakes, the consequences may not be 
foreseen for a long time; the physicians have to respond 
rapidly although they are under substantial workload 
pressures, and they may not understand that their problems are 
triggered by faulty code [15]. Technical issues could result in 
physicians receiving wrong, incomplete, delayed, or missing 
information [5]. Physicians might use workarounds to 
overcome technical issues. Workaround caused the system to 
be used in a way that it is not intended to be used which might 
cause medical errors [14]. Hazards might turn into risks 
causing harm generated by the physicians due to the limited 
amount of knowledge known about the software system. 
Knowledge refers to understanding the system’s 
functionalities. Physicians might not use some functions due 
to a lack of knowledge and proper training, which could 
reduce the productivity and efficiency of the healthcare 
system [14]. The workflows in the healthcare environment 
have complexity in task structures as physicians manage 
multiple competing demands under resource constraints, and 
from psychology, the complexity leads to cognitive load and 
error [16]. Besides, human cognition, its limitations, and 
reliance on heuristics can affect human decision-making 
processes, which can alter how humans weigh the importance 
of data when making a decision [16]. Unexpected errors will 
always be a part of the medical system due to the universal 
nature of human fallibility and technology [4]. The red arrows 
in Figure 1 present physicians’ actions as a result of medical 
software outputs. The key objective is to eliminate the 
potential sources of the negative consequences to deliver a 
high care quality in clinical decisions and support patient 
safety. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

III. DIFFERENT PERSPECTIVES AND VALUES 

In Figure 2, we demonstrate the different perspectives of 
multiple stakeholders in the system. The four perspectives are 
human factors in developing software that adapts to the 
healthcare field, meeting deadlines for business market races 
and competitions, considering the technical aspect to develop 
stable software, and applying regulations to protect patients’ 
safety, data privacy, and security. The ideal point for 
producing medical software is to maintain in the middle to 
observe the full picture that is balancing between all four 
different values without drifting to one aspect. For example, 
considering the software functionality technical aspect from 
one perspective will result in losing other values, such as 
human factors from the physicians’ perspective. The primary 
objective should be the patients’ right to provide safe, reliable, 
and patient-centered care [4]. 

A. Policymakers’ perspective 

Policymakers have established regulations to ensure the 
safety and privacy of patient data. Developers must consider 
government regulations, human factors, and stable 
functionalities while developing medical software. Health 
Insurance Portability and Accountability Act (HIPAA) is a 
federal law that protects sensitive patient health information 
from being revealed without the patient’s permission or 
knowledge [17]. For example, electronic health record 
systems are required to have audit functions to detect the 
identity of the users accessing the system [18]. The violations 
of regulations may not only cause the disclosure of patients' 
sensitive information, but also can cause no-tolerance 
penalties and termination to the healthcare providers [18]. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 

Figure 2.  Different perspectives of multiple stakeholders in the system
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B. Technical versus business perspective 

Software developers are concerned with avoiding 
functional errors. As a result of the industry's race to market 
[19], software developers may be under pressure to meet 
deadlines and market competition, which might cause 
spaghetti code that is more prone to errors. Spaghetti code is 
unstructured code programmed by software developers and 
can be caused by taking shortcuts to meet deadlines. 
Delivering unstructured code might result in a chain of errors 
that will appear when physicians are using the system. More 
errors will start to appear while fixing one error due to the 
spaghetti unstructured code [19]. This concludes to a complex 
software system that is difficult to track, maintain or extend 
and accordingly results in a prone code to errors. Healthcare 
organizations must collaborate with their software vendors to 
monitor and optimize the used technology to help them 
identify, measure, and improve the quality and safety of the 
care provided [20].    

C. Human factors perspective 

Physicians focus on having medical software that would 
allow for the best patient care and adapted to their workflow 
in healthcare. Medical errors may occur if the medical 
software development team fails to consider human factors 
perspectives when developing a stable software system for a 
healthcare environment. For example, developing a drop-
down menu listing 86 options that are irrelevant for a specified 
patient might cause physicians to make errors by clicking on 
the wrong dose or form [19]. This could have an impact on 
clinical decisions and patient safety. In this case, the 
development team did not deliver a functional error but 
missed the other values from different perspectives.   

 

 

 

 

 

 

 

 

 

 
Human factors for medical software involve designing 

user interfaces so that physicians can complete their tasks 
without making errors that might affect patient safety. There 
are some approaches to include human factors in user 
interface development, such as hiring human factors engineers 
or psychologists directly into development teams, placing a 
development group under the leadership of a human factors 
professional, or forming an educational center in which 
software engineers learn about human factors approaches 
[21]. Effective human factors methods could be applied 
routinely and during the software development life cycle 
phases, which could minimize the negative unintended 
consequences and reduce the chance of errors [22]. 

Errors and poor user interfaces might interfere with 
receiving the information and lead to errors when making 
decisions  [5]. To address patient safety that arises from 
human error as well as other sources, systems, and software 
engineering attention must increasingly focus on continuously 
creating robust, reliable, and dependable applications and 
infrastructure focused on addressing needs at the point of 
delivery of care [6]. Medical software containing software 
functional errors or design issues is causing hazards in the 
healthcare environment. Suppose the physician did not 
discover the functional errors or the design issues in the early 
stage. In that case, it will turn into a risk that will negatively 
affect the clinical decisions and patient safety, as shown in 
Figure 3. If the physician detects the error in the early stage 
before it turns into a medical error, it will cause a workload to 
work around the error. However, it will still be a hazard 
caused by the workarounds that might affect patients’ safety, 
as mentioned in Figure 3. 

 

 

 

 

 

 

 

 

Figure 3. The impact of human factors and medical software on clinical decision and patient safety 
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IV. SOME UNINTENDED CONSEQUENCES RELATED TO MEDICAL 

SOFTWARE AFFECT CLINICAL DECISIONS, PATIENT CARE, AND 

SAFETY 

According to the “potential sources of unintended 
consequences” section, some unintended consequences 
caused by medical software affect the clinical decision and 
patient safety, such as causing new types of errors in 
healthcare, producing new/more workload on physicians, and 
technology dependency in taking decisions. Commission 
errors are the most commonly reported software medical 
errors in healthcare generated by wrong data entry, selection 
from dropdown menus, and file uploads [5]. The effects of it 
cause errors and delays in clinical decision including 
medication administration errors and failure to follow up test 
results [5]. 

Medical software may increase the hazards in the 
healthcare field and cause new types of errors due to the 
doctor’s computer interaction or functional errors generated 
during the software development. Software developers must 
optimize the design of human-computer interfaces because 
interface design issues cause many medical errors [23]. The 
dependency on medical software is one of the consequences 
that could have a negative impact. If the system is down, 
physicians should ensure that basic medical care can 
continuously be provided in the absence of technology [18]. 
Furthermore, medical software could generate new or more 
work for physicians as unintended consequences. 
Accordingly, developers should enhance the user interface to 
reduce the collection of redundant information, display 
relevant information in logical locations and reduce the 
amount of typing [23].   

V. CONCLUSION 

As healthcare systems continue to rely more heavily on 
medical software, it is crucial to evaluate their effectiveness 
and safety.  In this paper, we discuss the potential sources of 
negative consequences generated by integrating medical 
software into the healthcare field from a systems perspective. 
Our discussion reveals that the challenges rely on applying a 
complex system “the medical software” into another complex 
system “the healthcare” system. We started with the primary 
reasons for integrating medical software in the healthcare field 
and its evolution over the years. We demonstrate the 
interaction between software developers, policymakers, and 
healthcare providers. Besides, introducing the different values 
and perspectives in delivering medical software. Our 
objective is to identify potential sources of unintended 
consequences in order to eliminate negative outcomes. 

The system stakeholders must collaborate and 
communicate effectively to ensure that the medical software 
is developed and implemented to prioritize patient safety and 
care. This requires collaboration between healthcare providers 
and software developers to provide continuous user feedback 
and develop a user-centered design. Consequently, medical 
software can effectively support healthcare providers in 
delivering and improving outcomes. 

REFERENCES 

 

[1]  W. H. Organization, "Patient Safety," World Health 

Organization, 13 September 2019. [Online]. Available: 

https://www.who.int/news-room/fact-sheets/detail/patient-

safety. [Accessed 21 March 2023]. 

[2]  healthit.gov, "Advantages of Electronic Health Records," 

healthit.gov, 8 March 2022. [Online]. Available: 

https://www.healthit.gov/faq/what-are-advantages-

electronic-health-records. [Accessed 21 March 2023]. 

[3]  E. Ambinder, "A History of the Shift Toward Full 

Computerization of Medicine," American Society of Clinical 

Oncolog, vol. 1, no. 2, pp. 54-56, 2005.  

[4]  O. Ozeke, V. Ozeke, O. Coskun, and I. I. Budakoglu, 

"Second victims in health care: current perspectives," 

Advances in Medical Education and Practice, vol. 10, pp. 

593–603, 2019.  

[5]  M. O. Kim, E. Coiera, and F. Magrabi, "Problems with 

health information technology and their effects on care 

delivery and patient outcomes: a systematic review," Journal 

of the American Medical Informatics Association, vol. 24, 

no. 2, pp. 246-250, 2017.  

[6]  R. A. Schrenker, "Software engineering for future healthcare 

and clinical systems," Computer, vol. 39, no. 4, pp. 26 - 32, 

2006.  

[7]  H. Sibo-Ingrid, G. Celis-David, and S. Liou, "Systems 

Thinking: a paradigm for advancing technology to enhance 

humanity," in IEEE International Conference on Orange 

Technologies (ICOT), Nusa Dua, Bali, 2018, pp. 1-6, doi: 

10.1109/ICOT.2018.8705910. 

[8]  P. Schneider and M. Hines, "Classification of medical 

software," in Symposium on Applied Computing, Arkansas, 

1990, pp. 20-27, doi: 10.1109/SOAC.1990.82134. 

[9]  Healthit.gov, "Implementing Health IT,"  [Online]. 

Available: 

https://www.healthit.gov/topic/safety/implementing-health-

it. [Accessed 21 March 2023]. 

[10]  D. Leggingwell and B. Norman, "Software quality in 

medical devices-a top-down approach," in Computer-Based 

Medical Systems-Proceedings of the Sixth Annual IEEE 

Symposium, Michigan, 1993, pp. 307-311, doi: 

10.1109/CBMS.1993.263001. 

[11]  FDA, "Policy for Device Software Functions and Mobile 

Medical Applications," U.S. Food & Drug, September 2022. 

[Online]. Available: https://www.fda.gov/regulatory-

information/search-fda-guidance-documents/policy-device-

software-functions-and-mobile-medical-applications 

[Accessed 21 March 2023]. 

[12]  D. Baumer, J. B. Earp, and F. C. Payton, "Privacy of medical 

records: IT implications of HIPAA," ACM SIGCAS 

Computers and Society, vol. 30, no. 4, pp. 40–47, 2000.  

[13]  G. Despotou, S. White, T. Kelly, and M. Ryan, "Introducing 

safety cases for health IT," in ICSE Workshop on Software 

Engineering in Health Care, SEHC, Zurich, 2012, pp. 44-50, 

doi: 10.1109/SEHC.2012.6227010. 

[14]  L. Salahuddin and Z. Ismail, "Antecedents for safety in 

health IT: An exploratory investigation," in Proceedings of 

15Copyright (c) IARIA, 2023.     ISBN:  978-1-68558-037-7

ICONS 2023 : The Eighteenth International Conference on Systems

                            25 / 72



the 6th International Conference on Information Technology 

and Multimedia, Putrajaya, 2014, pp. 38-43, doi: 

10.1109/ICIMU.2014.7066600. 

[15]  H. Thimbleby, "Inside Medical Software: When 

Programming Errors Cost Lives," ITNow, vol. 60, no. 2, pp. 

50-52, 2018.  

[16]   E. Coiera, J. Ash, and M. Berg, "The Unintended 

Consequences of Health Information Technology 

Revisited," Yearb Med Inform, vol. 25, pp. 163–169, 2016.  

[17]  CDC, "Health Insurance Portability and Accountability Act 

of 1996 (HIPAA)," Centers for  

Disease Control and Prevention, 27 June 2022. [Online]. 

Available: 

https://www.cdc.gov/phlp/publications/topic/hipaa.html#:~:

text=The%20Health%20Insurance%20Portability%20and,t

he%20patient's%20consent%20or%20knowledge 

[Accessed 21 March 2023]. 

[18]  N. Menachemi and T. H. Collum, "Benefits and drawbacks 

of electronic health record systems," Risk Manag Healthc 

Policy, vol. 4, pp. 47-55, 2011.  

[19]  F. Schulte and E. Fry  "Death By 1,000 Clicks: Where 

Electronic Health Records Went Wrong," KHN, 18 MARCH 

2019. [Online]. Available: https://khn.org/news/death-by-a-

thousand-clicks/. [Accessed 21 March 2023]. 

[20]  D. F. Sittig et al., "Current Challenges in Health Information 

Technology-related Patient Safety," Health Informatics J., 

vol. 26, pp. 181-189, 2020.  

[21]  J. Grudin, J. Carroll, S. Ehrlich, M. Grisham, and H. Hersh, 

"Integrating human factors and software development," in 

CHI '88: Proceedings of the SIGCHI Conference on Human 

Factors in Computing Systems, Washington D.C., 1988, pp. 

157–159. 

[22]  A. Kushniruk, C. Nohr, and E. Borycki, "Human Factors for 

More Usable and Safer Health Information Technology: 

Where Are We Now and Where do We Go from Here?," 

Yearb Med Inform, pp. 120–125, 2016.  

[23]  E. M. Campbell, D. F. Sittig, J. S. Ash, K. P. Guappone, and 

R. H. Dykstra, "Types of Unintended Consequences Related 

to Computerized Provider Order Entry," J Am Med Inform 

Assoc., vol. 13, no. 5, pp. 547–556, 2006.  

 

 
 
 

 

 

 

 

   

 

16Copyright (c) IARIA, 2023.     ISBN:  978-1-68558-037-7

ICONS 2023 : The Eighteenth International Conference on Systems

                            26 / 72



Transformative Computing for Cyber-Security Protocols 
 
 

Lidia Ogiela 
AGH University of Krakow 

30 Mickiewicza Ave, 30-059 Kraków, Poland 
e-mail: logiela@agh.edu.pl 

Marek R. Ogiela 
AGH University of Krakow 

30 Mickiewicza Ave, 30-059 Kraków, Poland 
e-mail: mogiela@agh.edu.pl 

 
 

Abstract—This paper will discuss the main techniques based on 
transformative solutions, dedicated to data protection and 
security. Transformative computing is designed to collect and 
analyze data obtained from various sources, taking into account 
their updates and changes. The analysis of data obtained from 
various sources is possible by using linguistic and semantic 
techniques to describe and interpret data in order to properly 
extract information contained in large data sets. Linguistic 
techniques guarantee the proper description of the analyzed 
data and the selection of relevant information in a given analysis 
process. These processes allow for proper data protection both 
in common use systems and in cyberspace. 

Keywords-Transformative computing; linguistic techniques; 
cyber-security protocols. 

I.  INTRODUCTION 
Transformative computing methodology is dedicated to 

the implementation of complex and large data sets processing, 
obtained from various sources, at various times, recorded by 
various recorders [2][4][5]. Thus, these are calculations that 
process different data sets. Their diversity allows to obtain 
information of great importance for the data processing 
process. Determining the meaning is possible thanks to the use 
of linguistic techniques in the process of interpretation and 
inference. Linguistic techniques dedicated to the tasks of 
meaningful interpretation of data allow to obtain information 
that can significantly affect the process of automatic data 
understanding [6][7]. Data understanding processes, on the 

other hand, are an innovative solution in the field of 
constructing data protection and security protocols. The main 
area of application of the discussed solutions are 
cryptographic threshold schemes, intended for data security 
tasks through their sharing [1][3][7]. 

The novelty presented in this paper is the possibility of 
dedicating transformative techniques to the processes of data 
security for cyber-security protocols. 

The rest of the paper is structured as follows. In Section II, 
we introduce the concept of the Transformative Computing 
paradigm. In Section III, a security protocol based on 
linguistic threshold schemes will be described. Finally, we 
conclude the work in Section IV. 

II. TRANSFORMATIVE COMPUTING METHODOLOGY 
Transformative computing methodology is used to 

implement complex computational processes. Their important 
aspect is that the data on the basis of which the calculations 
are made, may come from various sources recording 
information in real time. An important advantage of such 
computing is therefore the ability to combine data sets of 
different nature, size and format. This is possible thanks to the 
use of techniques that are primarily used to extract important 
(from the analysis point of view) information that is important 
for the process of description and inference. This stage is 
carried out on the basis of the use of linguistic techniques in 
the process of describing the interpreted data.  

 

 

 
Figure 1. Transformative computing methodology. 
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Linguistic techniques allow the extraction of semantic 
information contained in data sets. This information is used to 
describe the importance of the analyzed collections and thus 
allows for a significant reduction of the obtained information. 
At this stage, the method of description the analyzed data is 
also selected, using linguistic techniques of data interpretation 
in the form of formal grammars. The choice of the right 
grammar rules depends on the type of data for which the 
analysis is carried out, but it is focused on the choice of 
sequence, tree or graph grammar. A schematic representation 
of the transformation calculation process is shown in Figure 
1. 

III. CYBER-SECURITY PROTOCOLS 
Data security protocols based on the use of linguistic 

techniques for the proper extraction of data constituting secret 
information that may be subject to confidentiality processes 
are gaining more and more importance. Their main task is to 
protect and secure confidential, secret or strategic data. High-

priority data protection are in classical cryptographic systems, 
but also in the cyber security. The idea behind the new 
generation of solutions is the ability to use effective methods 
of securing data with a high security priority. A new solution 
is the possibility of using linguistic techniques in threshold 
schemes to provide a semantic description of a shared secret 
and the possibility of splitting data obtained from 
transformative computing. An important advantage of this 
solution is the acquisition of relevant data with semantic 
meaning while eliminating irrelevant or low-importance data. 
In addition, this solution allows the use of linguistic 
techniques in the process of dividing a secret between a 
specific group of secret keepers. At the same time, the 
semantic analysis of the secret may constitute its part as an 
element subject to secrecy. The method of choosing the 
optimal data protection protocol takes place at the stage of 
defining the threshold scheme that is to be used to implement 
the data protection process (Figure 2). 

 

 
Figure 2. Transformative computing for linguistic threshold schemes in security protocols. 

Linguistic techniques included in the data protection 
process based on threshold schemes, can be used in data 
protection processes in cyber security. Their advantage is high 
flexibility resulting from the possibility of selecting data 
recording sources for the implementation of transformative 
computing, the use of universal secret description techniques 
using linguistic methods, and the use of linguistic threshold 
schemes that guarantee an accurate description of the secured 
data enriched with elements of semantic description.  

Data security protocols dedicated to cyber security 
guarantee high security and the possibility of their continuous 
modification due to emerging changes in procedures, 
opportunities and threats, both external and internal. The 

threshold schemes proposed in this paper, based on 
transformative computing methodology and semantic 
inference techniques, guarantee a high level of data protection. 
Transformative computing combined with linguistic 
reasoning techniques can be applied to multi-level structures, 
which makes it much easier to manage them from different 
levels of the entire process and structure. Such a solution can 
therefore be effectively used in cyber security, where data 
security processes are carried out at various levels. The 
universality of the presented solution results from the use of 
transformative computing techniques in the process of 
obtaining and processing data, which constitute information 
of a secret nature, results from the possibility of extracting the 
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semantic meaning only for relevant data, and from the 
possibility of constructing threshold schemes in order to 
divide the secret along with its semantic description 
(contained in the additional secret shadow) between the secret 
trustees. 

IV. CONCLUSIONS 
This paper presents an innovative approach to the process 

of securing data using linguistic threshold schemes, in which 
semantic information presenting the meaning of the secret 
plays an important role. The linguistic description of the secret 
is the result of data processing based on transformation 
techniques that allow the collection and processing of various 
data sets from different data recorders. The universality of the 
discussed solutions allows for their wide application, 
especially in cyber security. 
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Abstract - Remote access is a valuable way to access 

network resources. Wake-on-LAN (WoL) is a well-known 

technology commonly used for external remote access. In this 

work, we implement an operational supporting system to 

perform key operations such as security checks including virus 

scanning, software modifications/updates, amongst others. 

Such functions are all dependent on WoL to access remote 

systems. 

    Keywords-operational management; virus scan; remote login; 

WoL. 

I.  INTRODUCTION  

The WoL (Wake-on-LAN) has widespread use as a 
networking protocol that enables clients to wake up all 
computer systems remotely [1]. It allows administrators to 
perform system maintenance even if the user has turned off 
the computer. Appropriately applied, it is valuable for 
administrative activities such as security patch delivery and 
framework maintenance as well as for diminishing overall 
energy utilization. Since it permits administrators to turn on 
computers remotely, turning off computers while they are 
not being used does not have any negative effects on system 
management. It might be particularly helpful for academic 
institutions or organizations/companies with huge networks 
to have the option to turn on computers remotely, where the 
option to turn on all computers within a reasonable 
timeframe is not viable. WoL is an independent platform, 
requiring explicit adjustments of the hardware and software 
to operate appropriately. Most desktop hardware and 
operating systems such as Microsoft Windows, Mac OS X, 
and Linux support WoL. In this paper, we present the 
preliminary findings of our implementation of the 
operational support system based on the WoL. The rest of 
this paper is organized as follows. Section II describes 
related work, Section III describes the WoL, and Section IV 
addresses the network setup. Section V draws the conclusion 
and briefly indicates future work. 

II. RELATED WORK 

      Stefanovic et al. [1] used WoL to save time on business 

processes by turning on and having computers ready for 

employees when they arrive. Depending on the working 

hours of each employee, they measured how much the 

machines used the network. Although they did make use of 

remote access, they did show that it was possible to turn on 

users’ computers depending on the working hours of each 

employee. This provides important foundation for possible 

improvements that can be made by enabling remote access.  
 

III. WAKE-ON-LAN 

WoL [2]-[4] is implemented utilizing an extraordinary 
network message called a magic packet. A magic packet has 
the MAC address of the destination computer. The listening 
computer waits for a magic packet routed to it and afterward 
initiates the system wake-up. The magic packet is sent on the 
data link or layer 2 in the OSI (Open System 
Interconnection) model and communicated to all NICs 
(Network Interface Cards) utilizing the network broadcast 
address. In order for WoL to function properly, the MAC 
address of the destination computer is required. The MAC 
(Medium Access Control) address can be distinguished on a 
nearby local network by utilizing simple commands, such as, 
ipconfig/ ifconfig. It is difficult to track down the MAC 
addresses of a group of PCs in a huge network by hand. 
Thus, we send the magic packets to the destination by 
providing the MAC address. The magic packet basically 
contains the destination computer's MAC address 255 (FF 
FF FF FF FF FF) that will be sent to the destination 
computer. The magic packet will be only checked for the 
MAC address and a complete protocol stack will not parse it. 
So, it can be sent as any network and transport-layer 
protocol. A link-oriented transport-layer protocol like TCP 
(Transmission Control Protocol) is not appropriate for this 
purpose because it requires a functioning connection to be 
formed before sending client information. 

IV. NETWORK SETUP 

We set up our network topology to simulate a multi-hop 
cross-subnet network with two arrangements of virtual PCs, 
each having their subnet. Furthermore, the router-to-router 
association is likewise viewed as its own subnet, making it a 
multi-hop network. Since network routing is done point to 
point, the number of routers does not matter, and thus we can 
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include more hops or subnets without influencing the results. 
The network topology model was created utilizing GNS3 
(Graphical Network Simulator-3) [5]. Table 1 shows subnet 

masks & IP configuration. Figure 1 shows the model 
network configuration. 

 

                                              
 

TABLE 1.  SUBNET MASK AND IP CONFIGURATION 

 

   Router1 Router2 PC1 PC  2 PC 3 Windows server Kali linux server 

Interface0 10.1.1.1 20.1.1.1 10.0.0.6 20.0.0.7 20.0.0.8 10.1.1.118 20.1.1.50 

Interface1 2.1.1.1 2.1.1.2 N/A N/A N/A N/A N/A 

   
 

        
 

Figure 1.  Model network configuration 

 
 
  

      The following procedure describes the communication 

from PC1 to PC2 in the WoL network in our simulation: 

 

1. Switch1 holds the MAC address of the PC1 and 

Switch2 holds the MAC addresses of PC2 & PC3 

2. When it pings 20.1.1.7(PC2) from PC1(10.1.1.6), 

the IP goes to the network gateway 10.1.1.1 which 

is the IP address of Router 1 

3. Router 2 advertises its own network (20.1.1.2/24) 

and broadcasts it to other Routers  

4. when Router 1 receives 20.1.1.0/24 network 

information, it checks for the shortest path and the 

advertising Routes it has.  

5. Since Router 1 has the network path of the 

destination ones, Router 1 sends the network 

(20.1.1.0/24) to Router 2. 

6. Router 2 receives the IP address of 20.1.1.7/24 

from PC1 of Router 1 and sends it to the Switch 2 

port of PC2.  

7. Switch 2 receives IP address 20.1.1.7. Switch 2 

holds the MAC address of PC2. Now the Switch 2  

sends the received packet to the PC2 based on the 

MAC address. 

 

 A.    Advantage of Using WoL 

 

Any office files and equipment can be accessed remotely 

with the described WoL setup. This setup is more useful for 

network administrators or IT people who are working 

remotely, as it enables full access to a computer despite 

being remote. When it is combined with the correct set of 

remote tools, WoL technology can be used as a possible 

remote approximation of being in the office. 

 
 

21Copyright (c) IARIA, 2023.     ISBN:  978-1-68558-037-7

ICONS 2023 : The Eighteenth International Conference on Systems

                            31 / 72



B. Disadvantage of Using WoL 
 

       There are some security concerns when utilizing this 

technology. First, most WoL compatible adapters do not 

distinguish between which PC is sending the magic bundle. 

This means that anyone on a network with a good and 

compatible IP address can possibly remotely access the 

computer. Thus, such a technology should be handled with 

additional network security provisions. 
 

 
 
 
 
 
 
 
 

V. CONCLUSION AND FUTURE WORK 
 

       Although WoL is a generally mature technology, 

numerous associations and organizations do not execute it 

due to confinements. In this work, we implemented a simple 

operation management to perform important functions such 

as security patch delivery and framework maintenance by 

utilizing WoL. Given the developing nature of this 

technology, future research is needed to do more 

simulations to increase robustness because our work is still 

premature stage. We will also discuss with the IT 

department to apply our system to the live network. 
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Abstract—An effective interdisciplinary engineering process of 

modern systems requires linked system and domain models. 

This linkage results frequently in model inconsistencies, for in-

stance conflicting information or different data types. In this pa-

per, different types of inconsistencies, established solution ap-

proaches and challenges in Model-based Systems Engineering 

are derived to introduce an approach for maintaining model 

consistency. Therefore, a structured literature analysis is per-

formed including 47 research papers. Based on the analysis five 

challenge types, ten inconsistency types and four approaches to 

maintain model consistency were identified. To foster model 

consistency this paper introduces the use of heterogeneous mod-

els. This approach combines different solution approaches to 

overcome crucial inconsistency and challenge types. 

Keywords-Model-based Systems Engineering; Model 

inconsistencies; Heterogeneuos models. 

I.  INTRODUCTION AND PROBLEM DESCRIPTION  

 Model-based Systems Engineering (MBSE) is a common 
approach to manage the complexity when developing modern 
system. MBSE aims at the introduction of a comprehensive 
system model instead of document-based approaches as a 
central information and communication basis [1]. A compre-
hensive system model integrates system requirements, be-
havioural and structural system definitions as well as design 
constraints or test results and enables the stakeholder to study 
the system from different viewpoints. Stakeholder, like sys-
tems engineers or mechanical engineers, viewpoints differ 
based on their concerns or interests on the system. Since an 
effective engineering requires intensive collaboration of dif-
ferent engineering domains and their specific viewpoints 
have to be integrated. However, this integration frequently 
causes model inconsistencies [2]. Thereby, model inconsist-
encies can be understood as logical contradiction or irrational 
existence among facts, artefacts or concepts [3]. Inconsistent 
models can lead to extraordinary increase of costs and devel-
opment time [2] or can have serious consequences, like failed 
missions in aeronautics [4].  

A. Linkage of System Model and Domain Models  

MBSE including the different engineering tasks and a 
central system model that is typically modelled using the Sys-
tems Modeling Language (SysML), provides various bene-
fits. Core advantages that are frequently reported are im-

proved collaboration of different engineering domains, en-
hanced information consistency or increased system under-
standing, in comparison to traditional document-based Sys-
tem Engineering [5]. To achieve these advantages the use of 
an appropriate modelling method, modelling language and 
modelling tool are required [6]. In addition to this domain- 
independent models domain-specific models are needed, e.g., 
to describe the subsystems regarding geometry and spatial 
structure. Thereby an efficient engineering process of modern 
systems requires a linkage between these different model 
types (system and domain models), for instance by using in-
formation exchange procedures [1]. However, this infor-
mation and data exchange is often facing different challenges, 
like incompatible data structures, since various models and 
tools are used and even when the information can be ex-
changed, the consistency of this model information still re-
mains a challenge [7]. 

B. Research Objective  

Objective of this contribution is to maintain model con-
sistency during the development of modern systems. There-
fore, a literature study was performed in order to identify 
challenges in MBSE based on model inconsistencies, differ-
ent types of model inconsistencies and solution approaches to 
maintain consistency. Moreover, this contribution introduces 
the use of heterogeneous models within the engineering pro-
cess as a combination of different solution approaches to en-
sure model consistency and to overcome crucial incon-
sistency and challenge types.  

Based on the objective within this contribution the fol-
lowing research questions will be addressed:  

• Which different types of model inconsistencies can 
be distinguished?  

• Which different solution approaches are established 
in order to maintain model consistency?  

• Which challenges in MBSE, and which model incon-
sistency types can be addressed by the application of 
heterogeneous models?  

The paper is organized as follows: Section II explains 
what model inconsistencies in MBSE are and what solution 
approaches to maintain model consistency are available. 
Within Section III, the results of the study are presented, 
showing challenges within MBSE based on model inconsist-
encies, different types of model inconsistencies and solution 
approaches. The application of heterogeneous models and 
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their added value to maintain model consistency will be dis-
cussed in Section IV. The paper is concluded by a summary 
and an outlook on further research. 

II. STATE OF THE ART 

The following section introduces the term model incon-
sistency and presents approaches to handle inconsistencies or 
to maintain model consistency.  

A. Model Inconsistencies within MBSE 

Inconsistencies between different models is a key chal-
lenge in MBSE [8]–[10]. Basically, inconsistency can be un-
derstood as logical contradiction or irrational existence 
among facts, artefacts or concepts [7][11]. In the context of 
this paper, we understand model inconsistency as the viola-
tion of domain-specific or domain-independent engineering 
rules or constraints, as stated by Vogel-Heuser et al. [7]. 
There are many examples for model inconsistencies, like vi-
olation of well-formedness rules, inconsistencies in redun-
dant information, mismatches between model and test data 
and not following heuristics or guidelines [3][11]. Based on 
the high variety of inconsistencies, this paper will introduce 
different types of model inconsistencies that can occur within 
MBSE. Herzig et al. [11] investigated the fundamentals of 
model consistency and concluded that it is impossible to 
maintain model consistency during the development of com-
plex technical systems. Therefore, in the following section 
different approaches for management of model inconsisten-
cies will be presented, based on literature. 

B. Approaches for Inconsistency Management 

One of the major challenges of a classical document-
based Systems Engineering is to ensure that system specifi-
cation does not contain any contradicting information [11], 
which represents one typical kind of inconsistency. To handle 
this challenge MBSE introduces the idea of using a compre-
hensive system model, as cross-linked set of computer-inter-
pretable models [1], to specify the system and thereby in-
creasing the level of formalism [11]. The application of a for-
malized system model supports maintaining consistency in 
early design phases when for example the overall system ar-
chitecture will be developed. With progressive development 
the domain-specific engineering domains are required to de-
velop the detailed system design. Typically, domains apply-
ing domain-specific engineering approaches and models, like 
state-machine diagrams in the software domain or CAD-
models in the mechanical domain. Accordingly, especially at 
the interface between system model and domain models in-
consistencies can occur. To reduce the amount of model in-
consistencies typically three different approaches for incon-
sistency management can be distinguished: proof-theory-
based, rule-based and synchronization-based approaches 
[10][12]. Following these different approaches will be ex-
plained. 

1) Proof-theory-based approaches 

The application of a proof-theory-based approach for in-
consistency management was initially proposed by Finkel-
stein et al. [13] for model-driven software engineering. They 

transform multi-view software models (e.g., class and se-
quence diagrams) to a first-order logic to identify inconsist-
encies using automated theorem prover and domain-specific 
rules (specified as a temporal logic) [10][12]. Core idea of 
this approach is the transformation of graphical representa-
tions (diagrammatic models [14]) in more formal, mathemat-
ical terms, in which inconsistencies can be identified [12]. 

2) Rule-based approaches 

In a rule-based approach rules are used to describe the 
conditions that a model must satisfy. Thereby these condi-
tions can used as positive or negative constraints. Satisfying 
positive constraints indicate that the model can be considered 
as consistent. Satisfying negative constraints conversely in-
dicates model inconsistencies [12]. For this approach differ-
ent applications are available in literature, like [15][16]. For 
mechatronic systems, Feldmann et al. [8] propose the Re-
source Description Framework (RDF) as a concrete represen-
tational formalism for models. By applying query languages, 
like SPARQL, different inconsistency types can be identified 
[12].  

3) Synchronization-based approaches 
The target of synchronization-based approaches is to syn-

chronize semantically related models [12]. Therefore, model 
transformation is required, to provide linkage of model ele-
ments between different model types [10]. Model transfor-
mation can be distinguished into two categories: (1) use of 
customized modelling languages and (2) use of transfor-
mation rules [10]. Customizing modelling languages aims at 
an appropriate linkage of different model types. In literature 
SysML is often customized, by creating domain-specific pro-
files. An example is the profile SysML4Modelica which was 
created to link models based on the complementary lan-
guages SysML and Modelica [17]. The second opportunity to 
synchronize models is the use of transformation rules, like 
Triple Graph Grammars (TGGs) [18]. These rules ensure the 
linkage between different model elements. If a model element 
is changed (e.g., changed property of a model element) the 
change will propagate to all related model elements [12]. 
Overall, model transformation can ensure interoperability be-
tween different modelling languages and thereby enable do-
main-specific development teams to apply their known mod-
elling languages and tools [10].  

In this section, an overview about established approaches 
for inconsistency management was provided rely on either 
proof-theoretic, rule-based or model synchronization (using 
model transformation) approaches. To generate a more de-
tailed understanding about different kind of inconsistencies 
and solution approaches within the following section differ-
ent types of inconsistencies and solutions approaches will be 
derived and allocated.  

III. CHALLENGES IN MBSE, TYPES OF MODEL 

INCONSISTENCIES AND SOLUTION APPROACHES   

This section will introduce challenges in MBSE, different 
types of model inconsistencies and solution approaches to 
maintain model consistency based on an exploratory study. 
Figure 1 illustrates the procedure of the study. Based on a 
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defined searching string 47 publication were identified within 
Scopus. The first ten publications were used to define types 
(categories) for challenges, inconsistencies, and solution ap-
proaches. Therefore, all mentioned challenges, inconsisten-
cies and solutions approaches in regards to MBSE were iden-
tified and afterwards categorized into different types. The cat-
egorizing was performed by thematical and namely merging. 
For example, all inconsistencies regarding information or 
data were combined into one category or the solution type 
model execution contains all types of model simulation. Af-
terwards the remaining publications were reviewed by con-
sidering the defined categories. Finally, the review results 
were evaluated. We consider the amount of 47 publications 
for the literature study as sufficient to identify crucial MBSE 
challenges, inconsistency types and solution approaches. A 
higher number of publications will probably change the enu-
merations and the presented ranking, but we assume that the 
identified categories will still the same. Sub-sections A, B 
and C present the result of the literature study. In sub-section 
D, solution approaches will be allocated to inconsistency 
types.  

A. Types of Challenges in MBSE   

The first intent of the literature study was the identifica-
tion of challenges within MBSE based on model inconsisten-
cies. Figure 2 presents five challenges which are frequently 
reported in literature. Thereby, the challenge maintaining 
consistency between different models can be considered as 
the main challenge in MBSE. Further presented challenges 
are interoperability of modelling tools, visualize specific 
model views, management of inconsistencies and maintain-
ing traceability.  

These challenges particularly occur due to the collabora-
tion of multiple domains during the development of modern 
systems [10]. Different domains develop the system from dif-
ferent viewpoints because they have different interests on the 
system. Consequently, inconsistencies may occur in the 
course of the entire engineering process, like architecture def-
inition, domain-specific implementation, integration and ver-
ification and validation. The major target is to maintain 
model consistency during the entire engineering process or if 
required to identify and solve any model inconsistencies at 
the time of creation in order to minimize costs and develop-
ment time.  

The following sub-section presents different types of in-
consistencies in order to avoid their creation or to locate and 
maintain them during the engineering process. 

B. Types of Model Inconsistencies  

Based on the performed exploratory study ten different 
types of model inconsistencies were identified. Figure 3 pre-
sents each type and how often they were determined during 
the study. By evaluating the study result, it can be concluded 
that six out of ten inconsistency types are more frequently 
stated in literature (at least five enumerations). In the follow-
ing each type of inconsistency is described. 

Data and information inconsistency could be determined 
most during the study (18 times). This inconsistency type re-
flects model elements with conflicting information or differ-
ent data types. For instance, the system properties described 
in a CAD-model contradicts the initial defined properties in 
a system model. Representation inconsistency describes in-
consistencies within the model representation. Typically, this 
kind of inconsistencies is caused by application of multiple 
models and different views and perspectives. Refinement in-
consistency is typically caused by modelling of elements on 
different abstraction level. Viewpoint inconsistency emerges 
by overlapping viewpoints. The definition of viewpoints is 
based on various factors, like concerns of interest or respon-
sibility.  

Figure 1. Study proceeding.  

Figure 2. Identified challenge types and quantities. 
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Logical inconsistency summarizes all inconsistencies 
which are caused by applying different or informal modelling 
languages. Not following a given formal semantics and syn-
tax can lead to logical contradictions within the model. Name 
inconsistency can arise when model elements have same or 
unconventional name, or the naming conventions are not fol-
lowed. Based on literature four additional inconsistency types 
with sparsely amount of enumerations can be determined. In-
teraction inconsistency describes the execution of model op-
erations which violates interaction constraints, like the order 
of model operations. Behavioural inconsistency contains an 
unexpected behaviour of model elements. Interface incon-
sistency arises when model elements describing interfaces 
have conflicting values, terminologies, or schemas. Property 
inconsistency occurs when model elements contradict con-
straints regarding element properties or values. 

C. Types of Solution Approaches  

The papers out of the study were also analysed regarding 
approaches to handle model consistencies. These solutions 
can be classified into four overall categories: model execu-
tion, tool interoperability and data exchange, model ab-
straction and model formalization. Thereby model execution 
and tool interoperability and data exchange are the most fre-
quently reported approaches, see Figure 4. 

Model execution contains all approaches regarding ac-
tively checking for model inconsistency by model simulation, 
for instance a model element expects an energy flow but has 
only material or informational relations, or the use of incon-
sistency pattern. For safety relevant systems model assess-
ments applying simulation-based fault injection approaches 
to identify failures in the system design and behaviour are es-
tablished. Moreover, all approaches explained in Section II.B 
are included in this category. Interoperability of modelling 
tools are focusing on establishing standardized interface 
specifications, like Open Services for Lifecycle Collabora-
tion (QSLC) or Functional Mock-up Interface (FMI). Also, 
part of this solution type are all approaches considering data 
exchange among modelling tools. Therefore, many contribu-
tions propose the application of universal data formats and 

schemas, like Automation Markup Language (AML) or 
Standard for the Exchange of Product Data (STEP). A further 
approach is the use of meta-models and ontologies to link 
model elements on a more abstract level. These are classified 
into the solution type model abstraction. The use of 
(semi)formal modelling language is an additional approach 
to reduce model inconsistencies, this goes along with a higher 
model formalization and reuse of knowledge, like model pat-
tern. These two types were distinguished because a model 
formalization does not always go along with an abstraction 
and vice versa. The following sub-section will allocate these 
solution approaches to the identified inconsistency types. 

D. Allocation of Solution Approaches to Inconsistency 

Types  

To achieve the overall objective to maintain model con-
sistency it is important to locate and solve the different model 
inconsistencies. Therefore, Table I contains an allocation be-
tween the identified inconsistency types and solution types.  

TABLE I. ALLOCATION OF SOLUTION AND INCONSISTENCY TYPES 

Inconsistency type Solution type 

Data and information incon-

sistency 

Model execution  

Tool interoperability and data exchange 

Representation inconsistency Model execution 

Refinement inconsistency Model abstraction 

Viewpoint inconsistency Tool interoperability and data exchange 

Logical inconsistency Model formalization 

Name inconsistency Model execution 

Tool interoperability and data exchange 

Interaction inconsistency Model execution  

Behavioural inconsistency Model execution  

Interface inconsistency Model execution  

Tool interoperability and data exchange 

Property inconsistency Model execution  

Tool interoperability and data exchange 

 
This allocation gives advice which solution types can sup-

port managing the different inconsistency types.  
In general, it can be conducted that caused by the high 

variety of model inconsistencies a consistent model-based 
engineering process requires different solution approaches in 
parallel to ensure model consistency.  

Figure 3. Identified inconsistency types and quantities. 

Figure 4. Identified solution types and quantities. 
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Therefore, we introduce the application of heterogeneous 
models as an approach combining different solution ap-
proaches to maintain model consistency. 

IV. APPLICATION OF HETEROGENEOUS MODELS TO 

MAINTAIN MODEL CONSISTENCY   

The establishment of heterogeneous models in MBSE 
supports by overcoming the following identified challenges: 
maintain consistency, interoperability of modelling tools, 
visualize specific model view and maintaining traceability. 
Thereby following inconsistency types will be addressed: 
data and information inconsistency due to the linkage of 
model elements based on data structure. Representation in-
consistency due to the integration of different views and per-
spectives into one model and refinement and logical incon-
sistencies due to the integration of model elements with dif-
ferent abstraction or different semantics and syntax into one 
presentation. This is made possible due to the combination of 
following solution types: model synchronization as part of 
model execution, tool interoperability and data exchange, 
model abstraction as well model formalization. 

Following the application of heterogeneous models will 
be explained by visualization of heterogeneous models and 
presentation of a technical interface concept to link different 
model types. Thereby, we are focusing on model consistency 
between SysML and CAD-models, which represent domain- 
independent and domain-specific models.  

Heterogeneous models offer the possibility to integrate 
different sub-models or model elements into one model 
presentation [19]. As an example, Jansen presents a mecha-
tronic leg as a heterogeneous model, which integrates three-
dimensional objects, two-dimensional substitute models in-
cluding their relations and additional information about the 
context of the system, like assembly space restrictions [20]. 
Thus, heterogeneous models can be applied to integrate 
model elements with different abstraction and formalization 
level, like SysML-elements as domain- independent models 
and CAD-elements as domain-specific models, into one 
model [21]. Figure 5 presents a mock-up of a heterogeneous 

model, which combines CAD- and stereotyped SysML model 
elements. This model can support for example by system ar-
chitecture definition, due to the integration of behaviour de-
scriptions (yellow oval) and their allocation to the physical 
system structure and the combination of interface descrip-
tions based on SysML-elements (ports and interface blocks) 
and their relations to the physical system elements.   

Premise for consistent heterogeneous models are linked 
model elements. Therefore, the data structure of each model 
element needs to be investigated and linked. Figure 6 presents 
a concept for linking SysML- and CAD model elements 
based on the universal data types XML and STEP [22].  

Key elements of these interface are two applications for 
data transfer. First a Python-based application which inter-
prets the data between XML and STEP files and second a 
VBA-based application programming interface (API), which 
controls the data in- and output into the CAD-tool. More de-
tails about the technical interface and their application can be 
seen in [22]. 

It can be conducted that the application of heterogeneous 
models can be a great support by maintaining model con-
sistency due to the combination of different solution ap-
proaches. Thereby, the number of model inconsistencies 
based on different inconsistency types can be reduced.  

Figure 5. Visualization of a heterogeneous model, based on [21]. 

Figure 6. Technical interface concept [22]. 
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V. CONCLUSION 

This paper depicts the need of linked system and domain 
models in interdisciplinary engineering. This linkage is often 
a common cause for model inconsistencies. Therefore, within 
this paper different challenges in MBSE, types of model in-
consistencies and established solution approaches to maintain 
model consistency were determined. Based on a performed 
literature study, ten different inconsistency types, four solu-
tion types and five challenges were identified. Following the 
solution types were allocated to inconsistency types to locate 
and solve potential model inconsistencies. Furthermore, this 
contribution introduces heterogeneous models as an approach 
for maintaining model consistency. Heterogeneous models 
based on a linked data structure combine different solution 
types to maintain model consistency and offer the oppor-
tunity to create meaningful models for specific engineering 
activities. With these models, the occurrence of different in-
consistency types can be prevented and thus substantial chal-
lenges within MBSE supported. Future research is focusing 
on the evolution and application of heterogeneous models 
based on a linked data structure. Therefore, different model-
ling tools will be investigated to integrate CAD- and SysML-
model elements into one model.  

ACKNOWLEDGMENT   

Funded by the Lower Saxony Ministry of Science and 
Culture under grant number ZN3493 within the Lower Sax-
ony “Vorab“ of the Volkswagen Foundation and supported 
by the Center for Digital Innovations (ZDIN). 

REFERENCES 

[1] S. Friedenthal, A. Moore, and R. Steiner, A practical guide to 

SysML: The systems modeling language (The MK/OMG 

Press). Waltham, MA: Elsevier/Morgan Kaufmann, 2015. 
[2] G. Spanoudakis and A. Zisman, “Inconsistency Management 

in Software Engineering: Survey and Open Research Issues,” 

in Handbook of Software Engineering and Knowledge Engi-

neering, 2001, pp. 329–380. 
[3] S. J. I. Herzig and C. J. J. Paredis, “A conceptual basis for in-

consistency management in model-based systems engineer-

ing,” Procedia CIRP, vol. 21, pp. 52–57, 2014, doi: 

10.1016/j.procir.2014.03.192. 
[4] B. Nuseibeh, “Ariane 5: Who Dunnit?,” IEEE Softw., vol. 14, 

no. 3, pp. 15–16, 1997, doi: 10.1109/MS.1997.589224. 

[5] K. Henderson and A. Salado, “Value and benefits of model‐

based systems engineering (MBSE): Evidence from the litera-
ture,” Systems Engineering, vol. 24, no. 1, pp. 51–66, 2021, 

doi: 10.1002/sys.21566. 

[6] L. Delligatti, SysML distilled: A brief guide to the systems 

modeling language. Upper Saddle River, NJ: Addison-Wes-
ley, 2014. 

[7] B. Vogel-Heuser et al., “Challenges of interdisciplinary devel-

opment of Cyber-Physical Production Systems,” At-Automa-

tisierungstechnik, vol. 67, no. 6, pp. 445–454, 2019, doi: 

10.1515/auto-2018-0144. 

[8] S. Feldmann et al., “Towards effective management of incon-

sistencies in model-based engineering of automated produc-
tion systems,” IFAC-PapersOnLine, vol. 28, no. 3, pp. 916–

923, 2015, doi: 10.1016/j.ifacol.2015.06.200. 

[9] A. M. Madni and M. Sievers, “Model-based systems engineer-
ing: Motivation, current status, and research opportunities,” 

Systems Engineering, vol. 21, no. 3, pp. 172–190, 2018, doi: 

10.1002/sys.21438. 

[10] A. Berriche, F. Mhenni, A. Mlika, and J.-Y. Choley, “Towards 
model synchronization for consistency management of mech-

atronic systems,” Applied Sciences (Switzerland), vol. 10, no. 

10, pp. 1–20, 2020, doi: 10.3390/app10103577. 

[11] S. J. I. Herzig, A. Qamar, A. Reichwein, and C. J. J. Paredis, 
“A conceptual framework for consistency management in 

model-based systems engineering,” Proceedings of the ASME 

Design Engineering Technical Conference, vol. 2, pp. 1329–

1339, 2011, doi: 10.1115/DETC2011-47924. 
[12] S. Feldmann et al., “A comparison of inconsistency manage-

ment approaches using a mechatronic manufacturing system 

design case study,” in 2015 IEEE International Conference on 

Automation Science and Engineering (CASE), Gothenburg, 

Sweden, 2015, pp. 158–165, doi: 

10.1109/CoASE.2015.7294055. 

[13] A. Finkelstein, G. Gabbay, A. Hunter, J. Kramer, and B. 

Nuseibeh, “Inconsistency Handling in Multi-Perspective 
Specifications,” in 1993 -Proceedings of the 4th European Soft-

ware Engineering Conference, pp. 84–99. 

[14] “Diagrammatic Models,” in Intuition in Science and Mathe-

matics (Mathematics Education Library), Dordrecht: Kluwer 
Academic Publishers, 2002, pp. 154–166. 

[15] T. Mens, R. van der Straeten, and M. D’Hondt, “Detecting and 

Resolving Model Inconsistencies Using Transformation De-

pendency Analysis,” in Model Driven Engineering Languages 
and Systems (Lecture Notes in Computer Science), D. 

Hutchison et al., Eds., Berlin, Heidelberg: Springer Berlin Hei-

delberg, 2006, pp. 200–214. 

[16] A. Egyed, “Automatically Detecting and Tracking Inconsist-
encies in Software Design Models,” IIEEE Trans. Software 

Eng., vol. 37, no. 2, pp. 188–204, 2011, doi: 

10.1109/TSE.2010.38. 

[17] C. J. Paredis et al., “An Overview of the SysML-Modelica 

Transformation Specification,” INCOSE International Sym-

posium, vol. 20, no. 1, pp. 709–722, 2010, doi: 

10.1002/j.2334-5837.2010.tb01099.x. 

[18] F. Klar, A. Königs, and A. Schürr, “Model Transformation in 
the Large,” in Proceedings of the 6th joint meeting of the Eu-

ropean software engineering conference, Dubrovnik Croatia, 

I. Crnkovic and A. Bertolino, Eds., 2007, pp. 285–294, doi: 

10.1145/1287624.1287664. 
[19] S. Jansen and E. G. Welp, “A Heterogeneous Modelling Ap-

proach for Domain Allocation in Mechatronics,” Guidelines 

for a Decision Support Method Adapted to NPD Processes, 

2007. 
[20] S. Jansen, A methodology for model-based partitioning of 

mechatronic systems. Aachen: Shaker, 2007. 

[21] T. Schumacher and D. Inkermann, “Heterogeneous models to 

Support Interdisciplinary Engineering - Mapping Model Ele-
ments of SysML and CAD,” Procedia CIRP, vol. 109, pp. 

653–658, 2022, doi: 10.1016/j.procir.2022.05.309. 

[22] T. Schumacher, D. Kaczmarek, D. Inkermann, and A. Lohren-

gel, “Fostering Model Consistency in Interdisciplinary Engi-

neering by Linking SysML and CAD-Models,” in 2022 IEEE 

International Symposium on Systems Engineering (ISSE), Vi-

enna, Austria, 2022, pp. 1–7, doi: 
10.1109/ISSE54508.2022.10005327. 

 

28Copyright (c) IARIA, 2023.     ISBN:  978-1-68558-037-7

ICONS 2023 : The Eighteenth International Conference on Systems

                            38 / 72



Modeling of a Railroad Worker Protection System Architecture in PFS 

 

Lucas T. Macedo , Fabrício Junqueira , Paulo E. Miyagi  

Universidade de São Paulo, Escola Politécnica 

São Paulo, Brazil 

e-mail: {macteslucas, fabri, pemiyagi}@usp.br 

 

 
Abstract—The metro system is an important transportation 

mode for urban cities. This system has had a long operation 

time since its construction, is still operating, and will not be 

replaced easily. Hence, it can be classified as a legacy system. 

Moreover, the metro system requires preventive or corrective 

maintenance, because there are still situations and occurrences 

that cannot be properly predicted. During the corrective 

maintenance, the metro line is still running while the railroad 

worker is also on the railway. In this situation, the operator, 

from the Operations Control Center (OCC), must create a safe 

area for the railroad worker to carry out the maintenance. 

Although the metro line has safety procedures, training, and 

rules for this situation, a miscommunication or leak of the 

operator’s attention might make the railroad worker 

vulnerable to accidents. Based on that, this paper focuses on 

providing an architecture in which the railroad worker is 

considered protected automatically. The railroad worker 

protection system architecture is modeled using the Production 

Flow Schema (PFS), as well as the metro one, to present the 

architectures` operation and the interaction between the two 

architectures. 

Keywords: metro system; legacy system; protection system 

architecture; production flow schema. 

I. INTRODUCTION 

      The metro system is a transportation mode characterized 

by being capable of transporting people or goods, at high 

velocity and with a high level of safety [1]. In a big city, 

such as São Paulo (Brazil) for instance, approximately 81 

million people used metro lines 1, 2, and 3 in January 2020. 

Beyond that, the metro system is the most efficient option to 

be implemented in urban areas based on the space occupied 

compared to the other types of transportation [1]. 

      Another characteristic of the metro system is the long 

operating time. In some cases, the metro system in London 

(England) has been working since 1890, in Chicago (USA) 

since 1897 [2], and in São Paulo (Brazil) since 1974 [3]. 

Considering this operating time and the old technology used 

on these systems, they can be regarded as legacy systems. 

Legacy systems are running systems that do not comply 

with the emerging architectural standards but still meet 

some functional business needs [4]. Moreover, legacy 

systems cannot be easily stopped because of the critical 

information in their operational code and database. Lastly, 

legacy systems demand frequent and complex maintenance 

[5]. 

      The metro system comprises different equipment 

responsible for controlling energy consumption, passenger 

flow, managing rail devices, and supporting operating the 

line. Equipment or devices in general need maintenance, 

mainly when they have a long operating time, such as the 

ones that belong to the metro system. When maintenance of 

railway equipment is required during metro line operation, 

such as a broken rail, for example, some safety actions are 

required to allow local safe maintenance while the 

remaining line continues to run. The operator, who is 

monitoring and controlling the line, takes these actions 

manually. If these actions are not taken properly, the 

railroad worker, carrying out the field maintenance, is 

unsafe. 

      According to the company responsible for managing the 

metro lines in São Paulo, there were 57 accidents between 

2017 and 2021 on the railway in São Paulo. These accidents 

are related to inadequate management of the tools, same-

level fall, not following the internal procedure, and bumping 

on objects or equipment. Although none of the accidents 

reported by the company were fatal, fatal ones were found 

in the São Paulo metro history. 

      A 30-year experienced railroad worker was run over by 

a metro car. He was wearing Personal Protection Equipment 

(PPE). The accident’s cause was the lack of communication 

between the operator and the railroad worker [6]. In another 

case, the railroad worker was electrocuted, while he was 

executing maintenance on a circuit breaker that was badly 

signalized. In addition, the railroad worker reported 

communication issues between him and the operator. 

Although the railroad worker was wearing PPE, he was 

aware of the safety rules, and had years of experience, these 

were not enough to protect him [7]. 

      Some similar cases were found outside Brazil. In New 

York (USA), for instance, a railroad worker was taken to a 

hospital with severe injuries [8]. According to the news, he 

had five years of experience and there were lights and 

signals to avoid accidents. However, this was not enough to 

stop the train on time. In London (England), an inspector 

was run over by the train during his work routines [9]. In 

this case, there was a system to alert the inspector about the 

train arriving, but this was also not enough to protect him. It 

was described by the local news that this system was only 

able to alert the inspector, not to take action to guarantee the 

inspector’s protection. 
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      The common reason for these accidents is the 

miscommunication between the railroad worker, who is 

executing the maintenance on the field, and the operator, 

who is the Operations Control Center (OCC) monitoring not 

only the maintenance activities, but the whole metro line. 

This issue is also highlighted in [10] as the main reason that 

keeps the railway insecure in London. Hence, a system 

focused on automatically protecting the railroad workers 

during their activities shall create a new layer of protection 

for them and avoid miscommunication-related accidents, 

such as touching an energized power rail, being hit by a 

train or energized switch rail, and not being quickly notified 

about a fire detection on the railway. 

      Although a new system needs to be added to the metro 

architecture, the metro system is a legacy system, and as 

such, cannot be changed easily. Hence, the new system 

architecture shall run separately of the metro architecture. 

Furthermore, the interface points between the two 

architectures shall be mapped to reduce the changes needed 

in the metro architecture. In summary, the contribution of 

this paper is the presentation of a railroad worker protection 

architecture that protects the railroad worker and can 

communicate with the metro architecture with minimum 

interference. Beyond that, this paper shows a railroad 

worker protection system architecture and metro system 

architecture modeled using the Production Flow Schema 

(PFS). 

      The remainder of this paper is divided into five sections. 

Section II presents the projects and papers related to worker 

protection in railway/metro systems. Section III describes 

the metro system architecture. Section IV focuses on PFS. 

After this, Section V models the metro and railroad worker 

protection system architecture in PFS. Finally, Section VI is 

the conclusion. 

II. RELATED WORK 

      The section lists projects/papers that highlight solutions 

to improve the railroad worker safety during his tasks on 

field. 

      The authors of [11] propose a system to detect if the rail 

vehicle is next to the railroad worker location. This system 

uses fiber optic interferometers as vibration sensors to detect 

the rail vehicle next to him. Once a rail vehicle is detected, 

the authors suggest optical or acoustical signal to alert the 

railroad worker. 

      The authors of [12] present a wearable Global 

Navigation Satellite System (GNSS) sensor to track the 

railroad worker in rail worksites. His position is used to 

verify if the railroad worker is in any dangerous area. 

Although this paper focuses on protecting the railroad 

worker, it does not clarify how to protect him, only how to 

detect if he is in a dangerous area. 

      The Litum company developed a safety system that 

monitors in real-time the construction workers during the 

construction of the Paris subway expansion [13]. This 

project used Ultra-Wideband Radio-Frequency 

Identification (UWB RFID) attached to the 400 construction 

workers’ helmets. Beyond that, the tunnel where the 

construction workers were is 33km long in total and they 

received alarms by e-mail through Wi-Fi. The goal of this 

system was to ensure that only authorized construction 

workers were in the restricted areas, the number of 

construction workers in specific areas were not exceeded, 

confirmed that all workers followed the directions, and the 

system was capable to react quickly in potential cases of 

emergency. 

      The author of [14] suggests a safety mechanism that 

uses image analyses to verify whether a track segment is 

damaged or not. The author focuses on the SkyTran track, 

but this solution can be applied to other rail tracks. 

Although this solution can prevent derailing, and 

consequently damage to the railroad worker, this paper does 

not present how this system will be integrated to any 

railway system. 

       Lastly, the authors of [15] propose a solution in which 

the railroad worker is alerted when the train arrival time to 

his position is 30 seconds or less. In this solution, the 

railroad worker wears wearable device that contains a 

Global Position System (GPS) sensor, radio receptor device 

and actuators to create tactile, visual, and sound alerts. 

Moreover, a GPS sensor and radio transmitter, signaling on 

broadcasting mode, are attached to the train. 

      Although the solutions presented in this section focus on 

the railroad worker safety, gathering more data from him 

and keeping him updated, most of them require that he or 

any other operator react to guarantee the railroad worker 

safety. The goal of this paper is beyond that; it is to monitor 

and protect the railroad worker automatically, not depending 

on anyone’s reaction, once activated. 

III. METRO SYSTEM 

      The São Paulo’s metro system can be divided into two 

main systems: Signaling and Control System (SCS) and 

Central Control System (CCS). The SCS is responsible for 

rail equipment management, metro position and protection, 

and passenger safety on the metro. The CCS is responsible 

for station management, equipment monitoring and control, 

and passenger safety in the station. These systems 

interchange information, such as train position, fire 

detection, power consumption, etc. These systems can be 

seen in Figure 1. 

      According to [16], the SCS follows the IEEE 1474.1-

2004 [17], which described the requirements to execute the 

Communications-Based Train Control (CBTC). In other 

words, it describes the system requirement to allow the train 

to run safely and automatically. The SCS is divided into 

three subsystems: Automatic Train Protection (ATP), which 

certifies that the train has a speed-maximal threshold for the 

metro car in each section of the railway to ensure a safe 

road, protecting the train from collisions; Automatic Train 

Operation (ATO), that shall define the metro road, metro 

velocity (following the maximum speed established by 
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ATP), and the waiting time in each station; and Automatic 

Train Supervision (ATS), that is the SCS supervisory, 

presenting the position and status of the metro and rail 

devices on operator’s screen. The ATP and the ATO are 

usually defined by regions. Hence, they are presented as 

Regional ATP (RATP) and Regional ATO (RATO). 

 

Figure 1. São Paulo’s metro system architecture translated into English 

[18]. 

      The CCS has a central Supervisory Control and Data 

Acquisition (SCADA) component that monitors and 

controls the equipment in the metro line. The CCS is also 

divided into three subsystems: Electric Control System 

(ECS), Passengers Flow Control system (PFC), and 

Auxiliary Equipment System (AES). For instance, the ECS 

monitors and controls electric devices, such as feeders, third 

rail, and circuit breakers. Beyond that, the ECS monitor the 

demand and power consumption. The PFC controls the 

passenger flow. Therefore, this subsystem monitors and 

controls cameras, elevators, escalators, etc. Finally, all other 

devices, such as fire detectors, cooling devices, pumps, 

tanks, networks, and multimedia devices are included in the 

AES. 

       The metro system has an OCC where the workstations, 

SCADA server, ATS server, videowall, and others are 

located. From the OCC, the operator can monitor and 

control the metro line. Furthermore, the operator can 

communicate remotely with the railroad worker through 

Walkie-Talkie. 

      It is important to highlight that, besides the metro 

system being a legacy system, the metro architecture also 

follows the automation pyramid proposed by International 

Society of Automation (ISA) in ISA-95 [19], as can be seen 

in Figure 1. This means the three bottom layers of ISA-95 

(field, control, supervisory) are present in this architecture, 

from bottom to top: field layer is indicated in yellow; 

control layer is shown in green; and supervisory layer in red. 

Lasty, due to a huge number of devices present in each 

system, this paper will focus on two of them from each 

system: 

• CCS: we present the behavior of the feeder, a circuit 

breaker used in middle voltage to feed the power rail, 

because the power rail is not directly controllable, and 

the fire detector. The feeder status is opened or closed, 

and can be commanded to open or close. The fire 

detector status is activated or not activated. Note that 

there is no command for the fire detector; 

• SCS: we present the behavior of the rail switch and the 

metro car. The rail switch status is like the CCS 

equipment. In other words, the device status is 

energized or de-energized, and can be commanded to 

energize and de-energize. Whereas the train can be 

understood in a different way, the train behavior is 

based on the speed thresholds in a specific area. The 

ATP defines this and can be controlled by the ATS. If 

the speed threshold is 0, the area is blocked for the 

train. If it is not 0, the train can pass through that area. 

IV. PRODUCTION FLOW SCHEMA 

      Production Flow Schema (PFS) is an interpreted graph 

from Petri Net (PN) to model Discrete Events Systems 

(DES) in an abstract level [20]. The PFS was designed to 

systematize and facilitate the modeling process, because 

system modeling processes are done in a natural language, 

and the mathematical formalism is guaranteed due to the net 

structure. 

      The PFS allows abstract model improvement using a 

top-down approach exploring the macro events [21]. 

Furthermore, this graph does not have a token, different 

from the PN, because the PFS focuses on the structural 

description of the items flow and system data. However, 

when reaching the appropriate level of detail for the study, a 

PN or Colored Petri Net (CPN) model can be directly 

generated to carry out analysis through simulation. 

      The PFS is also considered a bipartite graph compound 

of activity elements (action, execution), distributing 

elements (collect, accumulate and/or store items), and 
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oriented arcs to connect the elements [22]. These elements 

and the different structures allowed in PFS can be seen in 

Figure 2. 

      It is important to highlight that the communication flow 

between different modules can only be used, if the data/item 

used in each net is different and if this arc represents the 

data flow between the activity elements. 

      According to [23], EN 50128, which defines software 

development requirements for railway applications, highly 

recommend the use of semi-formal methods (like PN, and 

consequently PFS and CPN) for developing safety related 

software for railway application to satisfy the safety 

requirements. In addition, [24] presents the advantage of the 

PN comparing it to other safety analysis tools, such as 

expanded Failure Mode & Effects Analysis (FMEA), and 

Hazard and Operability (HAZOP). Based on that, PN, PFS 

and CPN are applicable for safety applications. Lasty, there 

are several applications of the PN and CPN in railway 

applications, for instance [25] and [26], but they do not 

focus on protecting the railroad worker. 

 

Figure 2. Elements, structures and flows in PFS [21]. 

      The conversion from the PFS to the PN was used in 

[20], and can be explain through an example in Figure 3. In 

this picture, the PFS model can be seen in the left side, and 

the equivalent of this PN model in the right side. Note that 

the activities can be replaced by one or more places in the 

PN model, and the brackets by transitions. If there is an arc 

entering or leaving the activity in the middle, a transition 

shall be added. Moreover, the communication flow between 

different modules is represented by a transition fusion in the 

PN, as can be seen by the transition {t1}. The mark position 

should be decided at the end of the modeling process. 

 

Figure 3. Example of conversion from PFS to PN. 

      Since the PFS focuses on the architecture structure, the 

model of the metro system architecture, more specifically 

São Paulo’s one, and railroad worker protection system 

architecture in the PFS are presented in the next sections. 

Thus, the architecture structure, through the architecture 

models and interaction between each other, must be defined, 

before executing simulation analysis. If the architecture 

structure is wrong, it will be useless, even though the results 

of the simulations are positives. Moreover, this paper will 

present only PFS due to space available. 

V. ARCHITECTURES MODELING 

      The railroad worker protection architecture shall follow 

the same division in three macro activities, and color, as 

shown in Figure 4. The goal is a system that works 

automatically. Hence, it needs to acquire railroad worker 

positions in real-time to know which equipment and area 

shall be interlocked. Beyond that, it needs a real-time 

channel to inform the railroad worker of alarms. These two 

requirements are related to [Railroad Worker Protection 

Field]. 

 

Figure 4. Main activities of the metro and rail worker protection system 

architecture. 

       [Railroad Worker Protection Control] shall start and 

stop the railroad worker position request if there is any on 

the railway. Moreover, this layer shall also prepare a 

database of pre-recorded voice message to be sent to 

railroad workers based on the alarm message. 

      Finally, [Railroad Worker Protection Supervisory] 

shall monitor and manage the protection of the railroad 

worker. Moreover, it shall interface with the other systems.  

      Since all equipment data in a metro architecture are in 

[CCS Supervisory] and [SCS Supervisory], this system 

architecture will interface with the existing metro 

architecture through the supervisory layer. In addition, the 

equipment commands shall be executed initially by [CCS 

Supervisory] and [SCS Supervisory]. Finally, [Railroad 

Worker Protection Supervisory] shall be responsible for 

identifying the equipment to be interlocked in each system. 

      Although CCS and SCS supervisory are interchanging 

information as reported in Section III, this information does 

not affect the railroad worker protection system architecture. 

Hence, this connection is not presented in PFS model.  

A. Metro System Architecture 

      [CCS Supervisory] and [SCS Supervisory] can be 

modeled as represented in Figure 5 and Figure 6. First, they 

receive equipment status from the control activity {1} {5}. 

The equipment status can be transferred to other systems 

{A} {C}. From the CCS or SCS to other systems, such as the 
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railroad worker protection system. Subsequently, data from 

the other systems is received {B} {D}, and then, the 

equipment command to the control activity can be sent. For 

instance, when the equipment command to interlock from 

the railroad worker system architecture is received, the 

command shall be sent to the control layer in this step 

{2}{6}. Finally, restart the loop. 

      [CCS Control] and [SCS Control] have two main 

tasks: (1) Receive the command from the supervisory {2} 

{6} and deliver to the field equipment {3} {7}; (2) Receive 

the equipment data from the field {4} {8} and deliver to the 

supervisory {1}{5}. 

 

Figure 5. CCS architecture modeled in PFS. “A” and “B” continues in 

Figure 7. 

 

Figure 6. SCS architecture modeled in PFS. “C” and “D” continues in 

Figure 7. 

      [CCS Field] and [SCS Field] have the same structure, 

but equipment used in each model are different. Therefore, 

to each loop, the last equipment data acquired is sent to the 

control layer {4} {8}, and the command, received from 

control activity {3} {7}, is executed. If the equipment does 

not have command, this layer shall only send the equipment 

status. Finally, as discussed in Section III, the behavior of 

the Feeder and fire detector is highlighted and modeled for 

the CCS Field. The behavior of the rail switch and the metro 

car is highlighted and modeled for the SCS Field. 

B. Railroad Worker Protection Architecture 

      The railroad worker protection architecture requires 

tracking the railroad worker in real-time, and according to 

[15] can be used a wearable device for this task, represented 

in [Railroad Worker Protection Field]. Beyond that, the 

railroad worker can be updated automatically through audio 

messages on Walkie-Talkie [Messages received via 

Walkie-Talkie], such as fire alarm messages. In this case, 

the railroad worker can also manage his safety once he is 

well-informed.  

      [Railroad worker Protection Control] shall acquire 

the railroad worker position [Railroad worker data 

request]. This data shall be shared to [Calculate railroad 

worker protection area]. In addition, this layer prepares 

the message to be sent via Walkie Talkie [Send audio 

messages to railroad worker].  

     On [Railroad worker Protection Supervisory], there 

are six main requirements that this macro activity shall 

accomplish: 

1) [Calculate railroad worker protection area]: 

calculates based on the railroad worker position and position 

lost alarm; 

2) [Recognize the equipment to be interlocked]: 

compares the railroad worker position with the equipment 

status, and train location to select the equipment that shall 

be interlocked to guarantee the railroad worker safety. This 

information is sent to the [Middleware] to forward to metro 

system; 

3) [Show on screen the railroad worker data]: 

indicates on screen the railroad worker position and his 

status in real-time; 

4) [Alarm management to keep railroad worker 

updated]: gathers alarms from the [Middleware], for 

example fire detection to update the railway worker; 

5) [Middleware]: allows the communication between 

the metro and railroad worker system. This activity shall 

send the device list and commands to the metro system, 

gather the device status from there and filter the status that 

are alarmed; 

6) [Railroad worker registration management]: the 

operator shall insert the railroad worker in the system, to 

trigger the logics, and remove it, in case the maintenance is 

over. 

      Each activity listed above can be detailed in Figure 7 

and each activity will be explained hereinafter. 

      The operator, knowing the necessary maintenance, shall 

insert the railroad worker into the system through [Railroad 

worker registration management] {1}. This triggers the 
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other activities to run {15}. The activities shall continue 

until the operator removes the railroad worker from the 

system {2}. 

 

Figure 7. Refined railroad worker protection architecture modeled in PFS. 

“A”, “B”, “C” and “D” continues in Figure 5 and Figure 6. 

      After receiving the data that the railroad worker is on the 

railway, [Railroad worker data request] starts looking for 

him. First, the signals are sent to the railway, looking for the 

railroad worker {3}. If he is found, his position is calculated 

{4}. If he is not found, a flag is set to alarm the operator {5}. 

This data will be used to calculate his protection area in 

[Calculate railroad worker protection area] {6}. 

      The [Wearable Device Operation] starts off {7}. The 

railroad worker shall turn on the wearable device to be 

found. In case of success, the wearable device is on and 

ready to be found. Once a request signal for data is received 

{3}, the reply signal is sent back {4}. The wearable device 

keeps in this loop until the railroad worker turned the 

wearable device off {8}.  

      The railroad worker position and position lost alarm are 

used to calculate a protection area around him in [Calculate 

railroad worker protection area] {6}. The area value are 

variation of x and y position called delta X and delta Y. In 

case of position lost, the railway worker protection area 

results in a bigger area than the last calculation to protect 

him, if he is nearby. After calculating the delta X and Y, 

these values with the railroad worker position (x and y 

values) are sent to other activities {9}.  

      [Recognize the equipment to be interlocked] uses the 

protection area {9} to match the devices position and 

identify the devices in that area. After that, the list of the 

SCS and CSS equipment that shall be interlocked is sent to 

[Middleware] {10}. 

      [Alarm management to keep railroad worker 

updated] uses the protection area {9} to match the alarms 

activated on SCS and CSS {11}. Once the alarms that apply 

to the railroad worker area are recognized, the messages are 

converted to the voice message in [Send audio messages to 

railroad worker] {12} and then sent to railroad workers via 

Walkie Talkie in [Message received via Walkie-Talkie] 

{13}. In addition, the railroad worker shall be also informed 

through Walkie-Talkie in case of losing his position {14}.  

      [Show on screen the railroad worker data] uses the 

position and area of the railroad worker to show his position 

on the screen. The screens are maps of the railway with 

alarm banner. Therefore, the operator can see the railroad 

worker position, his protection area, and any alarm related 

to him, such as loss of his position. 

      Lasty, the railroad worker protection system architecture 

must interface with metro one, considering it as a legacy 

system, through [Middleware]. Therefore, the devices and 

command devices shall be sent to metro system in a way 

that it can process this information {B} {D}. Furthermore, 

this architecture shall be capable of collecting device data to 

inform him properly {A} {C}. 

VI. CONCLUSION 

      The metro system has been demonstrated to be essential 

to urban cities, mainly because of its capability of 

transporting, occupying less space in comparison to other 

transport modes. This legacy system, compounded of many 

devices, requires repair. Once a maintenance is needed, the 

railroad workers are sent to the railway to fix the issue. The 

accident reports during maintenance have shown that 
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current safety actions are insufficient to protect the railway 

worker. Hence, a railroad worker protection system 

architecture is needed to protect him automatically. 

      It was concluded that the interface between the metro 

and railroad protection system architecture shall be done 

through the supervisory layer, because metro’s SCADA 

gathers the metro line data. The metro system architecture 

shall command the equipment to an interlock status. The 

PFS can be used to generate the model of the railroad 

worker protection system architecture. 

      Finally, the contribution of this paper is the presentation 

and modeling of an architecture that focuses on protecting 

the railroad workers automatically since activated, taking in 

consideration that metro system is legacy system, in other 

words, reducing changes on the metro system; and on 

simplifying the supervision procedures in OCC. Although it 

was applied the architecture to São Paulo’s metro system, 

this architecture shall be applicable for any metro system. It 

has only to understand the system that the railroad worker 

protection system architecture is being applied to and where 

this architecture can communicate with the metro one. 

Furthermore, its construction in PFS allow the uses of 

formal method as PFS to convert into PN [20] or CPN, and 

subsequently into programming languages [27]. 

A. Further work 

      The PFS model presented will be used to generate the 
CPN model of the railroad worker protection system 
architecture, metro system architecture and their interaction. 
Finally, the CPN model will be simulated to verify and 
validate the proposed architecture. It will be verify if all 
states reachable are safe and there is no deadlock or live lock 
in the modeled system, as done in [25] and [26]. 
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Abstract—In this paper, we propose to integrate the 
Community of Practice (CoP) approach into software 
engineering classroom environment and develop CoP sessions 
for software engineering courses. Incorporation of the CoP 
method rejuvenates the importance of human and social 
aspects and trains students to be equipped with teamwork 
skills essential for establishing a mutually supportive and 
collective learning working environment, such as software 
development. 
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I.  INTRODUCTION 

Software engineering has frequently been used as a 
capstone course for many computer science programs in 
academia. The importance of people-related issues and 
teamwork skills in software engineering have been 
recognized and resulted in many researches [1]-[4]. Recent 
trends in information technology project management, such 
as globalization, outsourcing, and virtual teams [5] have even 
been boosting the role of human and social factors. Based on 
these, it is obvious that students should start to practice 
teamwork skills that could handle people-related issues and 
launch working environments for mutually supportive and 
collaborative learning from their school years. 

Students, however, often criticize the classroom 
environment where instructors discuss people-related issues 
in an extremely limited way so that students cannot receive 
enough assistance or instruction on how to work effectively 
in a team [6]. We also found similar results from informal 
interviews with students. For the question, “What was the 
most challenging issue that you faced while working on a 
capstone project in software engineering course?” students 
frequently answered they had a hard time in “managing 
efficient communication among team members”, “addressing 
conflicts among team members”, and “adjusting unfair 
contribution among team members”, which all need 
teamwork skills based on human and social aspects. 

It seems that the students’ real problem does not exist in 
applying software engineering knowledge to a capstone 
project, but does exist in handling people-related issues 
properly. Instructors may put this down to many challenges 
in a classroom environment, such as limits in time and 

opportunities, differences in students’ background, etc. As 
we saw in current trends, human and social factors are no 
longer an option that can be postponed. Students should 
experience and learn how they effectively work as a team in 
the classroom environment and be ready to establish 
mutually supportive and collective learning working 
environment in the real world. In the swim of this, we should 
consider integrating a systematic process of teaching and 
evaluating teamwork skills based on human and social 
factors as a part of a software engineering course. 

The CoP is a group formed by people who regularly 
engage in sharing and learning, based on their common 
interests [7]. Many organizations integrated the CoP method 
as a part of their organization structure with the purpose of 
improving their performance [8]. Adopting this method into 
the classroom environment will provide students with 
chances to build teamwork skills to manage people-related 
issues needed for software engineering project management. 
In this research, we propose to adopt the CoP method and 
develop CoP sessions that are specific to a software 
engineering course, where we believe is the right place to 
incorporate this approach. 

The rest of this paper is arranged as follows. Section II 
describes the related concepts of software engineering, 
human aspects in software engineering, CoP, and key 
elements of CoP. Section III describes the commonalities 
between CoP and software engineering project management. 
CoP sessions designed for a software engineering course and 
issues to consider are also discussed. The conclusion and 
future study end the paper. 

   

II. RELATED WORK 

A. Software Engineering and Human Aspects 

The Institute of Electrical and Electronics Engineers 
(IEEE) defines Software Engineering as “the application of a 
systematic, disciplined, quantifiable approach to the 
development, operation, and maintenance of software” [9]. It 
is common for many computer science programs to assign 
two consecutive semesters for a software engineering course. 
Students learn software engineering skills and knowledge 
during the first semester, then apply the skills and knowledge 
to complete a capstone project of software development 
during the second semester. Since software engineering is 
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where students can simulate real-world working 
environments through a project, it has frequently been 
developed as a project-based capstone course in many 
computer science programs. Human and social factors play 
as much an important role as academic knowledge in a 
project-based course like software engineering. Students who 
successfully complete the course are expected to have the 
ability to understand user needs, work within a team 
framework, and participate in the overall process of the  
project management.  

 

B. Community of Practice 

The CoP is an educational literature that refers to a 
network of peers who share a common interest in a particular 
topic and come together to fulfill both individual and group 
goals [10]-[11]. Through such networks, members wish to 
collaborate with other members by sharing information and 
developing knowledge [10]. The community of practice 
consists of three key elements [10]: 

 
 Mutual Engagement – Individual understanding 

should be supported by a practical and meaningful 
connection among members obtained by real 
contribution of members to complement each other. 
 

 A Joint Enterprise – The community should have 
a context of being part of a broader system and 
operated through a process of collective negotiation. 

 
 A Shared Repertoire – The community should 

standardize terms used in discussions. 
 

We believe the CoP approach in the educational 
technology field can be considered as a possible solution to 
integrate a systematic process of teaching and evaluating 
human and social factors as a part of a software engineering 
course.   

III. INTEGRATING THE COMMUNITY OF PRACTICE 

APPROACH INTO SOFTWARE ENGINEERING COURSE 

A. Understanding Software Engineering Project 
Management in the Context of Community of Practice 

Three key elements of the CoP mentioned in Section II.B 
are also essential for the area of software engineering, 
especially for software engineering project management: 

 
 Mutual Engagement – A successful project 

management mandates individual member’s clear 
understanding of the project. This can be 
accommodated by active communication among 
team members. The environment of mutually 
supportive and collaborative learning through active 
communication can promote a truly cohesive 
relationship among members and their strong 
contribution to the project. 
 

 A Joint Enterprise – A systems approach is 
popularly adopted for a successful project 
management. In this approach, top management and 
project managers should understand how projects 
are related to the whole organization. A project 
should be considered within the larger 
organizational context and operated in a wide 
organizational environment.  

 
 A Shared Repertoire – Team members’ clear 

understanding of a project is essential for a 
successful project management. To help their 
understanding, use of standardized terminology and 
maintaining efficient communication channels 
among members are necessary. Records of 
communication history and definitions of 
standardized terminologies can be included as a part 
of the project management document.  

B. Designing Community of Practice Sessions for Software 
Engineering Class 

As we discussed in Section III.A, the CoP approach and 
software engineering project management share similarities 
in their main goals. Given the similarities, we propose to 
adopt the CoP approach for the software engineering course. 
Table 1 shows the outline of the CoP sessions that we 
designed for a software engineering course.  

We assumed a two-semester structure mentioned in II.A. 
Thus, the activities in Table 1 can be implemented during the 
second semester while students work on a capstone project 
using the knowledge obtained from the first semester. For 
one semester software engineering course, some of the 
sessions can be combined and the weeks to do the activities 
can be adjusted to fit into the class schedule. Table 1 lists 
only CoP activities that will be integrated into an existing 
software engineering class schedule. 
 
C. Issues to Consider 

The core of the commonalities between CoP and 
software engineering project management exists in the issues 
of people and their cohesive interactions. The following 
issues should be considered when integrating CoP for project 
management into the software engineering classroom: 
 

 Size and Members – Each project team formed in 
a software engineering classroom will work as a 
CoP. Based on our teaching experience, we propose 
to form a team of 3 to 5 members. The appropriate 
size for a team can be properly adjusted according 
to a classroom environment. The bigger the size, the 
harder to maintain close cohesion among members. 
Team members with various backgrounds in their 
coursework and other experiences may be helpful 
for accommodating a collaborative learning 
environment among members. 

 
 Communication – Efficient communications 

among team members are crucial for the success of 
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TABLE 1. OUTLINE OF COP SESSIONS FOR A SOFTWARE 
ENGINEERING COURSE 

 

the CoP and the project. Meetings are the most 
common way of managing communication among 
members. Keeping meeting minutes is 
recommended to address possible confusion and 
misunderstanding. The use of social network 
services, such as a blog, can also be considered.  
Creating and maintaining a CoP blog for the project 
management could be helpful for a team with 
meeting schedule issues. Instead of face-to-face 
meetings, members could maintain communication 
through the blog.   

 
 Effectiveness – Measuring the effectiveness of the 

applied CoP sessions will make the approach more 
robust and meaningful. In Table 1, two forms of 
surveys (i.e., intermediate, and final) were proposed 
for this. Comparisons between the two survey 
results are expected to demonstrate how students’ 
experience has been improved. Details on the 
contents of the proposed surveys will not be 
discussed in this paper. That will be a part of the 
continued research. 

  

IV. CONCLUSION 

Despite their importance, teamwork skills needed for a 
project management are currently not practiced enough in 
the software engineering classroom. To address the issue, we 
proposed the adoption of the CoP method into the software 
engineering classroom. We justified the applicability of the 
CoP method to software engineering classroom environment 
and developed specific CoP sessions for a software 
engineering course. With the help of the CoP, students will 
understand the importance of human and social factors in a 
project management. Students are also expected to practice 
people-related issues in a systematic way and be equipped 
with necessary teamwork skills to accommodate mutually 
supportive and collective learning environment for software 
development. 

V. FUTURE STUDY 

In our future work, we will develop two surveys for the 
proposed CoP sessions and apply the sessions to the software 
engineering course. Students’ experience will be assessed 
through the surveys. We will also discuss a possibility of 
designing and adopting a formal measure to assess the 
effectiveness of the CoP sessions integrated into a classroom 
environment. 
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Abstract— Considering the increasing population and vehicle 

demand, the development of a safer and more efficient 

intersection management system is of critical importance. The 

following paper addresses decentralized intersection 

management through synergetic cooperation of networked 

autonomous vehicles to optimize intersection throughput as well 

as ensure proactive safety of all vehicles. Through Vehicle-to-

Vehicle (V2V) communication, autonomous vehicles can obtain 

real-time information from all road users within the effective 

communication range, including position, speed, direction of 

travel, and destination. Based on the information, the priority 

for crossing the intersection or the order of passage can be 

determined by coordination between vehicles, so that the 

conflict zone of the intersection always remains free of traffic. 

At the same time, low-priority vehicles can also adjust their 

speed in advance to avoid potential conflicts with other vehicles. 

A pilot application is used to validate and demonstrate the 

model-based developed intersection management in a virtual 

simulation environment. Quantitative analysis of the simulation 

results proves the performance of the management system, 

especially in extremely high traffic intensity where the 

management system can keep traffic flowing in the conflict zone, 

ensuring efficient operation. The generalizability of the 

developed management system is also verified by applying it to 

a complex traffic network consisting of multiple intersections. 

Keywords- Optimal intersection management; cooperative 

intersection control; connected autonomous vehicles; Vehicle-to-

Vehicle (V2V) communication; Model-in-the-Loop-Simulations; 

model-based systems engineering. 

I.  INTRODUCTION 

As urbanization continues, especially in developing 
countries, the demand for vehicles to satisfy travel needs is 
steadily increasing, while the lack and inadequacy of 
transportation infrastructure exacerbates the serious shortage 
of transportation resources and the resulting high number of 
traffic accidents, especially at the intersection and junctions 
on major roads as frequent accident blackspots in the urban 
road network. 

Although road intersections represent a relatively small 
part of the total road network, they are responsible for a 
significant proportion of traffic accidents. According to the 

Community Database of the European Union (EU database: 
"CARE") on road accidents, more than 20% of traffic fatalities 
are attributable to road traffic at intersections [1]. A similar 
ratio is observed in the United States, where 40% of accidents 
and 21.5% of traffic fatalities occur at intersections [2] [3]. 
According to statistics from the Insurers Accident Research, 
in Germany in 2020, about two-thirds of all cyclist accidents 
with personal injury recorded by the police in urban areas 
occurred at intersections, junctions and driveways, with about 
one in five of these accidents occurring while turning right [4]. 
The complex traffic network and redundant traffic signals due 
to numerous junctions often lead to long traffic congestion on 
major traffic sections during peak traffic hours, which is 
especially common in large cities with high population 
density and in small and medium-sized cities with inadequate 
road infrastructure and is an almost universal problem for the 
whole society. 

To efficiently address the aforementioned road traffic 
challenges, this paper focuses on the development of 
decentralized cooperative intersection management through 
synergetic networking of autonomous vehicles using V2V 
communication to optimize traffic throughput and also ensure 
proactive safety at the intersection. The rest of this paper is 
organized as follows. Section II introduces the related work 
and the methodology. Section III details the design of the 
intersection management system. In Section IV, based on 
representative application scenarios, the developed 
intersection management is validated and demonstrated in a 
virtual simulation environment. Section V gives the 
conclusion. 

II. STATE OF THE ART 

In this section, the state of knowledge on the topics of 
intersection management is first presented. Subsequently, the 
mechatronic development methodology for the systematic 
structuring of a Cyber-Physical system (CPS) is described. 

A. Intersection management 

Numerous scientific researches on different aspects have 
been carried out to optimize the traffic flow at the 
intersection, whose main objectives are efficiency, safety, 
ecology and passenger comfort, as shown in Fig. 1. 
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The research activities focus on the topological 
characteristics of the traffic system and its traffic signal 
control, including the design of traffic infrastructure and the 
geometric design of road networks, the development of more 
rational traffic control and speed limits, the research of more 
advanced traffic monitoring and enforcement techniques, and 
the more accurate evaluation and disposition of traffic 
resources through more realistic simulation of traffic systems 
[7] [8]. Although the developed solution approaches in focus 
on traffic structure can improve the traffic flow to a certain 
extent, the waiting time at intersections is unfortunately not 
eliminated regardless of the traffic intensity and thus no 
longer meets the increasing mobility and social demands [7]. 
For example, in a signal-controlled intersection, vehicles are 
instructed the passing order by the cycle change of red and 
green light, and therefore adjust their speed with the light 
system. This traffic control approach causes more vehicles to 
congest at the intersection, and the delay time for vehicles in 
the conflict zone increases exponentially with traffic volume 
[9]. That is, vehicles take more time at the intersection, 
causing inefficient intersection traffic, especially if road users 
are not evenly distributed within it. Restrictions on mobility 
can cause driver frustration, irritation, and stress, which 
encourages more aggressive driving behavior and can further 
slow the process of restoring a free flow of traffic. [10] 

 In contrast, cooperative intersection management offers 
a more proactive solution for scenarios without traffic signals 
to overcome the aforementioned challenges. cooperative 
intersection management is developed based on networked 
autonomous driving and aims at creating and executing a 
(global) optimal sequence for road users when crossing the 
intersection. Through the use of communication technology, 
such as Dedicated Short Range Communication (DSRC) and 
Celluar Vehicle-to-Everything (C-V2X), as well as their 

application in autonomous vehicles and also in traffic 
infrastructure, effective networking with other road users is 
enabled, leading to early response to potential conflicts 
between road users in the conflict area and optimization of 
throughput at intersections due to the increased driving speed 
[5][6]. According to National Highway Traffic Safety 
Administration (NHSTA), the effective application of V2V 
and V2I communication could reduce and/or avoid up to 80% 
of accidents of any type without impairment [2]. Therefore, 
cooperative driving is an important driving strategy for future 
autonomous driving at intersections. In this regard, 
autonomous driving combines both categories of traffic 
safety in terms of the traffic environment and vehicles, and 
the cooperative driving function increases efficiency in this 
regard [11]. 

Depending on the degree of automation of road users and 
its structure, cooperative intersection management is divided 
into centralized and decentralized strategies. 

In centralized approaches, it has a central Intersection 
Coordination Unit (ICU) that is placed in a certain area 
around the intersection [12] and globally decides the order or 
priority of passage at the intersection for all vehicles within 
the communication range. In [13]-[15], the methods for 
priority setting are presented, which are developed according 
to different principles, such as rule-based methods, search-
based methods, optimization-based methods, and so on. The 
strategy mainly relies on Vehicle-to-Infrastructure (V2I) 
technology to achieve bidirectional communication between 
vehicles and road infrastructures. With access to extensive 
information of road users, a global optimum is delivered by 
ICU [5].  

In contrast to centralized intersection management, 
decentralized intersection management eliminates the need of 
ICU for dispatching vehicles at the intersection by 
synergistically networking autonomous vehicles. The 
networked autonomous vehicles can recognize the current 
traffic situation and make decisions independently with the 
support of the exchanged traffic information without the help 
of an external decision system to fulfil transportation orders 
safely and efficiently [16]. In decentralized intersection 
management, vehicles use V2V communication to coordinate 
right-of-way and adjust their own trajectories. Unlike 
centralized intersection management, decentralized 
intersection management usually achieves a suboptimal 
solution because each vehicle only obtains local information 
of vehicles in a limited number [17]. In [18], an interactive 
decision model based on fuzzy logic with integration of 
conflict identification model is developed based on game 
theory for vehicles. In [19], a driving strategy based on 
cooperative game theory is presented for leading time 
avoidance of the conflicts between vehicles at the 
intersection. In [20], an algorithm for cooperative driving 
based on Model Predictive Control is designed for connected 
autonomous vehicles at unsignalized intersections. However, 
such approaches do not consider the impact of traffic volume 
on the reliability of the function. 

From the perspective of the functional coverage, most 
recent researches pay more attention to the cooperative 
driving strategy of the isolated single intersection, which is 

 

Figure 1.  Research goals of intesection management [5][6]. 
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called area-wide cooperative intersection management, e.g., 
[21]-[23]. In fact, the vehicles pass through several 
intersections in the road network one after another and the 
vehicle's behaviours at the single intersection are 
interdependent, which leads to the complicated interactions 
between vehicles. Moreover, it enables the causality loops in 
the trajectory planning of the vehicles, in which the 
calculated trajectories affect each other in different conflict 
zones, resulting in no reasonable solution and high 
calculation effort when each vehicle focusses on its optimal 
trajectory [24]. It should be extended to a network-wide 
cooperative intersection management system that deals with 
a road network consisting of multiple intersections. 
Moreover, many algorithms for isolated intersections, which 
are developed under certain constraints and for specific 
application scenarios, cannot be directly adopted for complex 
road networks consisting of multiple intersections. 

The decentralized intersection management system based 
on networked fully automated vehicles developed in this 
paper, in contrast to the related research work mentioned 
above, is mainly used to solve the problem of spatial and 
temporal causal loops when vehicles pass through multiple 
intersections in succession. That is, the approach can be 
applied to both single intersections and road networks formed 
by multiple intersections, without requiring much work to be 
invested. The generalizability of the method is not affected 
by the topological characteristics of the intersection within a 
certain traffic flow range. 

B. Mechatronic structuring 

The domain diversity and thus the heterogeneous 
character of the CPS results in a high system complexity [25]. 
To handle the complexity of highly integrated systems in a 
systematic, seamless manner, a clear system and functional 
structure is first required. 

The structuring is carried out by applying the generalized 
cascade principle, which provides for the use of subordinate 
functional modules with high dynamics by superimposed 
functional modules for the local implementation of global 
target variables [26]. Modularization and hierarchization take 
central place for structuring. In modularization, subfunctions 
are derived from the entire system in a top-down process and 
encapsulated in modules. In hierarchization, these functional 
modules are arranged hierarchically with defined interfaces. 
Based on a clear structuring of the entire system, a clear 
representation of the information flow is achieved.  

The definition of the necessary function modules and the 
hierarchical arrangement of these is carried out using the 
following six structural elements [27]: 

• Mechatronic Function Module (MFM): The 
MFMs are the basic elements of the system and 
represents the lowest level of the hierarchy. They 
consist of sensors, actors, information processing 
and basic system related mechanical structure. This 
functionally encapsulated modules are the most vital 
element of the system. It has defined physical and 
signal interfaces to the superordinate MFG. 

• Mechatronic Function Group (MFG): The 
coupling of several MFMs results in a MFG with its 

own information processing and sensors. They use 
the subordinate MFMs with their actuators and 
mechanical structure. MFMs are mainly used for 
structuring the information processing. 

• Autonomous Mechatronic System (AMS): Several 
MFGs, which are coupled by physical and signal 
interfaces form an AMS in their entirety An AMS is 
completely independent of its environment and has 
its own sensors and information processing. It 
includes the top level of the mechanical structure. 

• Cross-linked Mechatronic System (CMS): The 
CMS is a signal-based coupling of several AMS and 
is the top hierarchical level. It coordinates and 
optimizes operations by regulating the flow of 
information and passing on decisions that affect all 
the AMSs in the network. 

• Autonomous Function Group (AFG): If several 
AMS are networked with each other so that they can 
exchange information. A swarm is formed, which is 
called AFG. The autonomy of each individual AMS 
is still given, only the sum of available information 
has grown. The AFG has additional sensors that 
provide data for all subordinate AMS. The difference 
to the original definition of the CMS is, that no 
decisions are made for subordinated systems, but 
information is exchanged, and cooperative operation 
is possible. 

• Cross-linked Function Group (CFG): Several 
CMSs can be grouped across domain boundaries as 
CFG, so that data can be exchanged in structured 
clusters. A CFG establishes an exchange of 
information between the CMS in the sense of a 
complete networking and digitalization. 

 

Figure 2.  Hierarchical system structure of a CPS on six 

hierarchical levels [27]. 
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III. DEVELOPMENT OF THE DECENTRALIZED COOPERTIAVE 

INTERSECTION MANAGEMENT 

In this section, the requirements for decentralized 
cooperative intersection management are collected and 
defined. Based on this, the system and functional structure as 
well as the interfaces for integration with other functional 
modules of an autonomous vehicle in networked traffic 
systems are designed. 

A. Definition of the requirements 

Based on the mechatronic development methodology, the 
requirements for defining the function and structure in the 
form of requirement specifications and specifications are 
necessary on the one hand. On the other hand, the 
requirements are used as a benchmark in the functional 
validation as well as evaluation of the simulation results [28]. 
Therefore, based on the analysis of the state of knowledge 
and the intended scope of application at unsignalized 
intersections, the following essential requirements for a 
decentralized cooperative intersection management are 
defined: 

• All road users must proceed through the intersection 
without collisions and, at the same time, the efficiency 
in terms of intersection throughput is to be optimized. 

• The potential conflicts, especially the dynamic 
conflicts between vehicles, must be identified early 
and avoided by appropriate measures. 

• For conflict detection, the dynamic traffic information 
(e.g., direction of travel, current vehicle position and 
operating conditions) must be continuously updated 
and transmitted to the concerned road users. 

• In case of a conflict between the target criteria e.g., 
safety and efficiency, it must be ensured that safe 
driving is always guaranteed. 

• The technical constraints regarding the dynamic and 
kinetic driving behaviours (e.g., available powertrain 
and braking forces, maximum speed, safety distance) 
and legal limitations (e.g., maximum speed in urban 
areas) must be observed during the optimization and 
a feasible optimum must be defined within their 
framework. 

• The real-time capability and reliability of the 
intersection management must be guaranteed in any 
case. I.e., the intersection management must provide 
a reliable solution within a certain period that allows 
vehicles to cross the intersection without collisions. 

• The universality of the intersection management 
should not be affected by the topological 
characteristics of the intersections. Intersection 
management shall be adaptable to different scenarios 
and capable of achieving cooperative objectives. 

• The intersection management must dynamically 
adapt to the changing traffic environment (e.g., 
dynamically varying traffic intensity). 

• For smooth communication between heterogeneous 
traffic participants, the data structure of the 
information to be exchanged, including data type, 
format, size, etc., must be uniform. 

B. Design of the system structure 

Based on the defined requirements, the modular and 
hierarchically arranged system structure of the highly 
integrated CPS is derived in accordance with the 

 

Figure 3.  Modular and hierarchical system structure of the CPS. 
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development methodology for mechatronic structuring in the 
top-down process, as illustrated in the Fig. 3. Through their 
highly information integration with each other, a CPS is 
established at the CFG level. 

At the CMS level, it has the management systems to 
systematically administer the subordinate AMS, which are 
case-specific developed according to the application areas. 
The management systems listed work as a central coordinator 
and strive for a global optimum. Due to the focus of this 
work, only the intersection management on CMS level and 
vehicles on AMS level, including the subordinate MFG as 
well as MFM, are considered here. 

Compared to the centralized intersection management at 
the CMS level, the decentralized intersection management 
does not play a role as a central coordinator to control AMS, 
since the vehicles at the AMS level are completely 
autonomous from their environment in their interconnection. 
In this case, the decentralized intersection management 
performs only one task, which is to distribute the information 
processed and analysed by AFG to the corresponding road 
users passing through the intersection according to their 
needs, which enables efficient information provision. In 
addition, decentralized intersection management enables 
AMS to communicate with other CMS or even with the 
highest hierarchy level CFG across system boundaries. 

The underlying AFGs are AFG “Collaborative Mapping” 
and “Intersection Monitoring”. Here, the collected data from 
the sensors installed at the intersection or the information 
acquired via V2X communication is analysed, resulting in a 
panorama of the traffic environment, and obtaining new 
insights by fusing the data from different sources in different 
dimensions, and thus road users can make reasonable 
decisions with the comprehensive information. The AFG 
"Collaborative Map Generation" provides up-to-date and 
dynamic map data for all vehicles by highly dynamically 
integrating information provided via V2X communications, 
such as the direction of travel, vehicle position and operating 
states of individual road users, with static, highly accurate 
reference map to complete them. AFG “Intersection 
Monitoring” is used to collect information on the status of all 
road users in impact, to detect potential conflicts at an early 
stage, and to warn road users of the need for action. The 
information collected can also be used as a basis for decision-
making for subsequent enforcement of traffic regulations and 
clarification of liability. 

At the AMS level, all road users in the considered 
scenario of decentralized intersection management are 
networked with each other, while in the context of this work 
this is limited only to autonomous vehicles. The information 
processing of the AMS “Autonomous Vehicle” includes the 
“Status Acquisition” as well as “Communication Module” 
and disposes the information concerning the whole system. 
Based on this information, the upper-level commands are 
translated by the MFG-level functional modules into specific 
action instructions, which are executed by the lower-level 
MFM-level functional modules. 

The functional groups of an autonomous vehicle at MFG 
level includes MFG “Assistance Systems”, “Chassis 
Management” and “Energy Management”. The assistance 
Systems are used as a combination of the intelligent functions 
to represent the human drivers in decision making for vehicle 
guidance. This mainly includes the route guidance to 
determine an optimal route to a selected destination and the 
trajectory planning of an optimized driving operation 
considering the dynamic driving environment based on the 
selected route [29]. The chassis management refers to the 
vehicle dynamics control to maintain the desired driving 
operation (target trajectory), where the target values of the 
basic driving functions drive, steering, suspension, and 
braking are determined and issued to the corresponding 
functional modules [30]. Energy management is used to 

 

Figure 4.  Functional structure of the CPS.  
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provide the necessary power to operate all mandatory, safety-
relevant systems and optionally desirable comfort systems in 
the vehicle, as well as support for decision-making for 
vehicle guidance [31]. 

At the MFM level, in addition to the MFM for 
implementing the driving behaviour, it has a module for 
electrical energy supply, which includes a battery module as 
energy storage and battery management system (BMS) for 
monitoring the cell states and balancing during charging and 
discharging. 

C. Design of the functional structure and interfaces 

Form the system structure, the functional structure (cf. 
Fig. 4) is used to describe the information flow between the 
functional modules in vertical as well as horizontal 
directions, which serves as a basis for model description of 
the studied CPS in virtual test bench. 

IV. FUNCTION VALIDATION VIA MIL-SIMULATIONS 

In this section, the functionality of the developed 
intersection management is validated and evaluated with an 
application scenario under different traffic intensity. 
Subsequently, its generalizability is verified by applying it to 
a road network consisting of four intersections. 

A. Simulation scenario 

Fig. 5 represents the application scenario in which the 
autonomous vehicles are considered as the sole mobile road 
user and can perform the vehicle guidance independently 
without the intervention of a human driver. The simulation 
scenario of the CPS is reproduced with respect to the listed 
parameters in Table I in virtual test bench and the parameters 
of the vehicle model are adjusted. 

B. Analysis of the simulation results 

To verify the decentralized intersection management, the 
CPS is modeled and simulated with different traffic intensity 
in the virtual test bench. Here, the traffic intensity of motor 
vehicles in the peak hour is divided into three classes based 
on the class model of Federal Highway Research Institute 
(BASt) and simulated, whereby the traffic flow at each 
entrance in the simulation scenario flows evenly into the 
intersection: 

• Low traffic intensity: < 1000 vehicles/h 

• Medium traffic intensity: 1000 vehicles/h -2600 
vehicles/h 

• High traffic intensity: > 2600 vehicles/h 
During the simulation, the speed profile of each vehicle 

crossing the intersection is recorded separately, in particular 
the initial velocity 𝑣𝑖𝑛𝑖𝑡 , the velocity entering the conflict 
zone 𝑣𝑖_𝑘, the average velocity in the conflict zone 𝑣̅𝑜_𝑘 and 

the velocity leaving the conflict zone 𝑣𝑜_𝑘. Fig. 6 shows the 

speed change of the ten vehicles with vehicle ID from 51 to 
60 when crossing the intersection with traffic intensity of 
3600 vehicles/h. For intuitive evaluation of the decentralized 
intersection management, the simulation results with 
different traffic volumes are analyzed quantitatively and the 
main variables to represent the performance of the 
intersection management according to the target criteria are 
summarized in Table II.  

Figure 5.  Simulation scenario – single intersection 

TABLE I.  PARAMETERS FOR DESCRIBING THE SIMULATION 

SCENARIO 

Intersection 

Width of the lane [m] 4  

Width of the conflict zone [m] 24 

Vehicle model 

Vehicle length [m] 4  

Width of the vehicle [m] 1,9  

Max. Acceleration [m/s2] 4,5 

Max. Brake [m/s2] 10  

Max. Velocity [km/h] 50 

TABLE II.  ANALYSIS OF SIMULATION RESULTS WITH REGULAR 

TRAFFIC INTENSITY 

Traffic intensity 
[vehicles/h] 

720 2000 3600 7200 

𝑣̅𝑖𝑛𝑖𝑡 [km/h] 43,5 43,4 43,4 43,1 

𝑣̅𝑖_𝑘 [km/h]] 46,1 46,4 46,5 40,0 

𝑣̅𝑘 [km/h]] 47,7 47,9 47,9 43,1 

𝑣̅𝑜_𝑘 [km/h]] 49,2 49,3 49,4 46,2 

𝑡𝑘̅ [s] 1,5 1,5 1,5 1,6 
𝑣̅𝑖_𝑘−𝑣̅𝑖𝑛𝑖𝑡

𝑣̅𝑖𝑛𝑖𝑡
 [%] 6,0 7,0 7,1 -7,8 

𝑣̅𝑘−𝑣̅𝑖𝑛𝑖𝑡

𝑣̅𝑖𝑛𝑖𝑡
 [%] 9,6 10,3 10,4 -0,6 

𝑣̅𝑜_𝑘−𝑣̅𝑖𝑛𝑖𝑡

𝑣̅𝑖𝑛𝑖𝑡
 [%] 13,2 13,6 13,6 6,5 

𝑣̅𝑜_𝑘−𝑣̅𝑖_𝑘

𝑣̅𝑖_𝑘
 [%] 6,8 6,2 6,1 15,5 

TABLE III.  ANALYSIS OF SIMULATION RESULTS WITH IRREGULAR 

TRAFFIC INTENSITY 

East-West traffic intensity 
[vehicles/h] 

576 1600 2880 5760 

North-south traffic intensity 
[vehicles/h] 

288 800 1440 2880 

𝑣̅𝑖𝑛𝑖𝑡 [km/h]] 43,5 43,5 43,5 43,2 

𝑣̅𝑖_𝑘 [km/h]] 43,0 42,0 36,5 25,1 

𝑣̅𝑘 [km/h]] 46,6 46,0 44,2 36,3 

𝑣̅𝑜_𝑘 [km/h]] 50,0 49,9 49,9 48,5 

𝑡𝑘̅ [s] 1,6 1,7 1,8 2,3 
𝑣̅𝑖_𝑘−𝑣̅𝑖𝑛𝑖𝑡

𝑣̅𝑖𝑛𝑖𝑡
 [%] -1,0 -3,5 -15,9 -41,8 

𝑣̅𝑘−𝑣̅𝑖𝑛𝑖𝑡

𝑣̅𝑖𝑛𝑖𝑡
 [%] 7,3 5,8 1,6 -16,0 

𝑣̅𝑜_𝑘−𝑣̅𝑖𝑛𝑖𝑡

𝑣̅𝑖𝑛𝑖𝑡
 [%] 15,1 14,8 14,8 12,2 

𝑣̅𝑜_𝑘−𝑣̅𝑖_𝑘

𝑣̅𝑖_𝑘
 [%] 16,3 19,0 36,6 92,9 
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It is obvious that when the traffic flow is less than 3600 
vehicles/h, there is not much difference between the 
corresponding data sets obtained from the different traffic 
flow simulations, since the traffic flow at the intersection is 
regular and there is no congestion. However, when the traffic 
flow is increased to 7200 vehicles/h, it becomes clear that 
vehicles must slow down or even to zero before entering the 

conflict zone due to the congestion at the intersection, so the 
higher priority vehicles that are already in the conflict zone 
can pass the conflict zone first, and the conflict zone remains 
open. By comparing the vehicle velocity at traffic intensity of 
7200 vehicles/h and 3600 vehicles/h (cf. Fig. 6 and Fig. 7), 
the difference becomes particularly obvious. Therefore, the 
average velocity when entering the conflict zone is about 

 

Figure 6.  Velocity of vehicles crossing the intersection with a traffic intensity of 3600 vehicles/h.  

 

Figure 7.  Velocity of vehicles crossing the intersection with a traffic intensity of 7200 vehicles/h.  
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7.8% lower than the initial average velocity of the vehicles. 
The average velocity in the conflict zone is increased 
compared to the average velocity by entering the conflict 
zone, and vehicles can accelerate through the conflict zone, 
which is mainly reflected by the fact that the average velocity 
of vehicles leaving the conflict zone is about 15.5% higher 
than the average velocity of vehicles entering the conflict 
zone, and this increase is almost 2.5 times higher than that in 
the congestion-free circumstance. This shows that 
decentralized intersection management based on the 
synergistic cooperation of networked autonomous vehicles 
can ensure smooth operation of the intersection even under 
extremely heavy traffic. 

Since the traffic intensity at intersections is not regular in 
all directions, the robustness of the management system 
should be further investigated when the traffic intensity 
varies greatly in different directions. Therefore, the 
intersection management with irregular traffic intensity in 
different entry directions is researched, and the traffic 
intensity in east-west direction should be twice as high as that 
in north-south direction. The essential system parameters are 
summarized after analysis in Table III. By comparing the 
cases of regular and irregular traffic intensities in different 
entry directions, it is found that uneven traffic flow affects 
the throughput at the intersection. It can also be seen that the 
average speed at the entrance 𝑣̅𝑖_𝑘 is reduced in comparison to 
the average initial speed 𝑣̅𝑖𝑛𝑖𝑡 even with low traffic volume, 
with the drop in 𝑣̅𝑖_𝑘 being more pronounced with increasing 
traffic volume. This is because the vehicles in the lanes with 
higher traffic intensity have priority by passing through the 
conflict zone to avoid congestion in the conflict zone, 
resulting in vehicles in the lanes with lower traffic intensity 
slowing down when approaching the conflict area reduce or 
even slow down to zero. However, as soon as the vehicle is 
in the conflict zone, it accelerates and the average speed 

𝑣̅𝑜_𝑘with which the vehicles leave the conflict area at different 
traffic volumes is close to the maximum permissible velocity 
of 50 km/h to keep the traffic flow in the conflict zone fluid. 

To verify the generalization capability of the developed 
decentralized intersection management, a complex road 
network consisting of four intersections that are 200 m apart 
and with different traffic volumes is simulated, as illustrated 
in Fig. 8. The simulation results proved that the intersection 
management is also suitable for road networks with multiple 
intersections. 

V. CONCLUSION 

In this paper, the decentralized cooperative intersection 
management system by means of networked autonomous 
vehicles is designed and developed to optimize traffic 
throughput and ensure proactive traffic safety. Based on the 
defined requirements, the system and functional structure of 
the studied CPS is created, and then modelled in the virtual 
test bed and simulated with different traffic intensity, where 
the traffic intensity can be regular or irregular in different 
entry directions. The functionality of the intersection 
management is validated and quantitatively evaluated with 
the support of MiL simulation. By integrating the intersection 
management into a road network, the generalizability is 
verified. 

In the next steps, the general applicability of the 
developed intersection management system can be used in 
intersections with different topological characteristics and 
verified by simulation. By comparing and evaluating the 
performance of centralized and decentralized intersection 
management with different traffic intensity, a new 
mechanism of intersection management will be developed, 
which dynamically adapts to the traffic flow by switching 
centralized and decentralized approaches to achieve the best 
performance. 
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Abstract—The COVID-19 pandemic has highlighted the 

importance of system resilience in confronting major crises. 

This paper leverages the systems thinking approach to 

emphasize the interactions and feedback among systems for 

fostering resilience from multiple levels and timing stages. This 

paper also emphasizes the impact of socio-technical systems on 

societal resilience, since it is a crucial aspect of resilience and is 

discussed in terms of its ability to disseminate information, 

policies, and promote system resourcefulness and flexibility. In 

addition, we analyze the interrelationships and interactions 

among systems at multiple levels, including macro-level 

(society), meso-level (community and local network), and 

micro-level (individual and families), to foster resilience from 

different angles. We also review policies that correspond to 

different spatial-temporal resilience stages (preparation, 

disturbance, recovery, transformation) to provide 

enlightenment for policymaking from a resilience thinking 

perspective. Our analysis reveals that a system's resilience 

relies on the interconnectedness and feedback mechanism 

among systems, and policy design should aim to minimize 

functionality loss in the shortest time to maintain robustness 

and rapidity in response. Additionally, the dynamic and 

unpredictable nature of the transformation process should be 

taken into account when implementing policies at different 

levels. Our study can serve as a future research path aiming at 

enhancing societal resilience in facing the challenges and 

preparing for potential pandemics in the future. 

Keywords- resilience; systems thinking; complex system; 

COVID-19; healthcare system; governance system; socio-

technical system. 

I.  INTRODUCTION 

The COVID-19 has triggered a global systemic crisis that 
reveals the vulnerability, fragility and uncertainty of the 
societal system at the beginning of the pandemic. While the 
end of the pandemic may be in sight, its variants will likely 
continue to coexist with society for a long time [1][2]. As we 
continue to study COVID-19, it has become clear the 
pandemic is not just a public health problem, but a social 
problem that requires effort from every aspect of the societal 
system to respond to the crisis. In this paper, we will discuss 
how to deal with COVID-19 and recover societal resilience 
from a systems thinking viewpoint in both the current and 
post-pandemic era. 

The outbreak of the COVID-19 pandemic and the 
resulting systemic crisis have affected almost everyone 
[3][4]. Given that we cannot avoid all risks, a new subject 
arises: what can be done to minimize disruption and damage, 
and restore social order with adaptivity, diversity, and 
stability? Severe disruptions like these prompt us to consider 
how we handle interruptions, withstand threats, and adapt to 
adverse situations in the future, at different levels. As a 
result, the concept of "resilience" has received considerable 
attention in the context of COVID-19 and the complex 
systems approach. The term "resilience" derives from the 
Latin word meaning "bounce back" [6], and it was initially 
used in ecosystems to enhance stability and sustainability by 
conserving biodiversity [1][7]. 

In recent years, resilience has been well developed and 
adapted to different societal system sectors such as socio-
ecology, socio-economic, socio-technology, and socio-
science [8]. In broad terms, system resilience refers to the 
ability of a complex system to return to pre-existing 
equilibrium better, with redundancy, after experiencing a 
crisis. It involves the capacity of individuals, families, or 
even the whole society to prepare, respond, absorb, adapt, 
and minimize the negative impact of the crisis [9][10]. For 
complex adaptive systems, resilience can be seen as the 
inherent property of the system [2] that represents a process 
by which complex systems absorb negative impacts from 
stress and disruption and improve functionality properly. 
Importantly, system resilience is not a transient state that 
causes deviation in functioning or behavior. Rather, it is a 
process by which a system can cope with disruption and 
adapt from crisis to transformation [11]. By understanding 
resilience in this way, we can better prepare and respond to 
crises like COVID-19, and ultimately, enhance the resilience 
of our societal systems. 

The rest of the paper is structured as follows. In section 
II, this study employs a systems thinking approach to 
analyze interactions and feedback among systems in 
addressing the COVID-19 pandemic to get a holistic 
understanding of systemic resilience. Section III emphasizes 
the role of socio-technical systems in societal resilience. In 
section IV, we examine interrelationships at macro, meso, 
and micro levels, and explore how these interactions impact 
resilience across different stages and sectors. In section V, 
our research then reviews policies for various spatial-
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Figure 1. The interconnections and interactions in Complex societal system resilience facing to COVID-19 

temporal resilience stages, offering insights for policy 
development and enhancing societal resilience against future 
pandemics. The conclusions close the article. By utilizing 
systems thinking, we facilitate scalable and appropriate 
policy implementation in decision-making processes, 
incorporating dynamic and feedback control. Our study 
contributes to current resilience research in complex system 
sectors, aiming to tackle crises effectively. 

II. COMPLEXITY OF SYSTEMIC RESILIENCE 

A. Resilience: More Than a Single System Feature 

The complex societal system implies that the world 
changes non-linearly and is composed of massively 
interconnected systems and networks [14]. The continued 
evolution of resilience originates from the interaction and 
interdependency of systems and environments [15][16]. 
Dynamic relationships are challenging to identify [17], 
whereas linearity usually cannot be used to describe 
interconnections and interactions within systems or to reflect 
the emergent properties of the complex societal system [3], 
[4]. Thus, we must re-examine the importance of resilience 
in complex systems, especially given the ongoing impact of 
the COVID-19 and its variants. Overlooking the 
interconnectedness of resilience between systems will 
significantly increase the vulnerabilities of a systemic shock 
[5]. 

While enhancing and developing system integration has 
led to closely paired systems that improve efficiency and 
effectiveness in normal conditions [18], advanced 
technologies applied in continuously evolving systems with 
tight connections may result in negative effects being 
mapped onto other systems and causing a disruption of 
balance and normalcy [19].  Our tendency to target the most 
apparent problems without considering broader implications 

can lead to unforeseen consequences. For instance, the 
implementation of strict policies may overlook the 
complexity and interaction of the global economy and 
transportation, resulting in the creation of new social 
problems that accumulate over time [2]. 

B. Resilience: Facing The Interactions and Collectivity in 

The Dynamic World 

Moreover, even the resilience reflected in a single system 
may manifest in different ways, both within and beyond the 
system [20]. For example, the resilience of the healthcare 
system usually interweaves with the economic system, 
supply chain system, governance system and other related 
systems. A typical phenomenon is that during the early 
period of the pandemic, the healthcare system is not 
functioning properly due to the shortage of supplies, which is 
highly reliant on the supply chain and transportation system. 
At the same time, the supply chain and transportation system 
are highly dependent on the labor force, which increases the 
chance of massive transmission if they go back to work too 
soon, increasing the complexity of policymaking and 
pressure on the healthcare system [21]. System complexity 
can prompt societal development, but it can also cascade 
adverse effects, leading to system failure counterintuitively. 
Thus, it is essential to consider the interconnectedness of 
different systems in developing and implementing resilient 
policies. 

Considering the close intertwined problems from a 
complex systems viewpoint, society can be understood as a 
whole but structured into different systems based on societal 
elements and related factors and subsystems, such as the 
governance system, epidemiological factors, human activity, 
healthcare system, socio-technical system, and infrastructure 
system [4][20][22]. Multi-systems and factors of society are 
involved at various scales, as shown in Figure 1. In such a 
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Figure 2. A hierarchical schematic representation of systemic resilience 

complex societal system, system resilience is driven by both 
positive and negative outcomes, such as sudden changes or 
crises and the adaptation of new features, which can shape 
the complex system and impact resilience at different sectors 
and levels [15][22]. 

III. THE ROLE OF SOCIO-TECHNICAL SYSTEM RESILIENCE 

UNDER COVID-19 

A. Socio-technical System Aligned with the Concept of 

Society 5.0 

The COVID-19 is different from previous global crises 
because it happened after the integration of human-
technology interactions at the organizational or societal level.  
[17]. Therefore, we emphasize the role of the socio-technical 
system in systemic resilience, which indirectly affects the 
virus spread through information dissemination, policy 
implementation, and behavior change. The socio-technical 
system can be identified as the combination of human-
centered systems and technological systems [18]. Currently, 
the socio-technical system can be viewed as a complex 
system formed by the fusion of virtual and physical elements 
and components interacting with subsystems in society such 
as education, transportation, and healthcare system in 
society, affecting people’s daily life and decision-making 
process for stakeholders [10][19].  

The concept of Society 5.0 integrates society, human 
factors, and technology within a broader perspective, 
emphasizing the interrelatedness of functionalities within the 
societal system [19]. With the shift to Society 5.0, the socio-
technical system has become increasingly significant for 
ensuring system resilience, particularly for identifying and 
addressing heterogeneous threats. The socio-technical 
system is embedded within the societal system and interacts 
with multifaceted systems to make flexible and adaptive 
decisions, ensuring cohesion and resilience in fast-changing 
environments. The hyper-connectivity and communicability 
of different systems in the complex societal network allow 
them to be cascaded like nodes in a network, creating 
feedback loops characterized by interdependent and 
communicative systems, which serve as an essential layer to 
support system resilience. 

B. The Impact of Socio-technical System on Systemic 

Resilience 

On the one hand, the maturity of the infrastructure 
system, a result of globalization and urbanization, has 
accelerated the spread of the virus and negatively impacted 
societal resilience due to insufficient preparation and policy 
implementation at the beginning of the pandemic [1]. 
However, advances in socio-technology have also facilitated 
the dissemination of information and policies, changing hu- 
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man behavior and awareness of the current COVID-19 and 
future crises [19]. The socio-technical system, by involving 
itself in every stage of the resilience process, promotes 
system resourcefulness and flexibility to solve difficulties.  

On the other hand, technology has played a crucial role in 
enhancing resilience at individual and systemic levels by 
enabling innovative risk mitigation methods. For example, 
increased online connectivity reduces physical encounters, 
minimizing transmission risk while maintaining daily 
routines through telemedicine, online education, and remote 
work [1][3]. Although COVID-19 may temporarily hinder 
development plans, the long-term outlook remains 
optimistic, as the crisis drives the creation of more intelligent 
and resilient societal systems. The socio-technical system 
improves risk estimation, prediction, communication 
efficiency, and risk perception abilities, allowing for better 
understanding of interactions and delays within and among 
systems. 

IV. IDENTIFICATION OF MULTI-LEVEL RESILIENCE FACE 

COVID-19 PANDEMIC 

To gain a deeper understanding of system resilience, we 
conduct an integrated multi-level analysis, including macro-, 
meso-, and micro-levels, to visualize the interrelationships 
and interconnectedness among systems when facing major 
disasters, as shown in Figure 2 (developed based on [1][4] 
[15][23]). This collaborative effort is necessary, as the 
actions taken in one system can have an impact on others in a 
complex adaptive system. In this section, we aim to illustrate 
perceived risk, vulnerability, and societal reactions, as well 
as to discuss the interaction and interconnectedness that 
cascade across different levels, based on the principles of 
systems thinking. 

A. Macro-level Resilience 

Macro-level resilience assesses overall system resilience 
while focusing on the complex interconnected factors that 
shape the systems’ ability to adjust and adapt to traumatic 
events. During emergencies, macro-level resilience takes the 
entire society into consideration, performing the function of 
retrieving resources and redundancy to maintain the major 
functionality of the whole society and sustain society's major 
functionalities in the face of current and future shocks [4]. 
Since the macro layer has access to collect and allocate most 
resources including information and entities, strategic 
accumulation retrieves resourcefulness will continually 
nourish the whole system to have redundancy in crisis 
management. The governance system intervenes from the 
top down to guide the meso-level to formulate more flexible 
and appropriate policies and turn people's behavior towards a 
healthier and more resilient direction to recover from 
emergencies. These effects influence the design and 
implementation of future policies aimed at building a 
sufficient buffer for any national emergencies. This feedback 
may be positive or negative due to the various system 
interactions and interdependencies. Therefore, the macro 
layer provides a framework to guide the sustainability and 
resilience of different systems to maximize the well-being of 
the entire society in the midst of an epidemic. 

B. Meso-level Resilience 

The meso-level of the resilience system serves as a vital 
connection between macro and micro levels, representing 
local organizations and communities with some autonomy. 
This level acts as a strong adhesive and moderator between 
society and individuals [24]. Policymaking and 
implementation can be time-consuming, and macro-level 
restrictions may not immediately restore societal resilience, 
making meso-level flexibility crucial for policy 
implementation. In response, the meso-level governance 
system can adapt to local conditions, targeting operational 
robustness and agility to improve resilience for future 
pandemic waves. It cannot be overlooked that a single failure 
or debilitation in one system, or a negative interaction 
between systems, can impair systemic resilience from the 
operational level to the individual level [17]. Resilience at 
the micro level may emerge from the bottom-up, affecting 
the ability to absorb and adapt to threats at meso and macro 
levels. Detailed and flexible governance enables 
communities and organizations to interpret and implement 
policies based on their situation, promoting local resilience 
and ultimately enhancing the entire social system's resilience 
with the socio-technical system's power to deliver 
information and receive feedback. 

C. Micro-level Resilience 

In addition to the collective approach to systemic 
resilience, individual views and perceptions are also crucial 
in navigating the complexities of the world. The importance 
of individual and family-level resilience cannot be ignored as 
they represent the basic and vulnerable units of society [1]. 
The COVID-19 pandemic has had a significant impact on the 
mental health and well-being of individuals, exposing their 
vulnerability and substantial risk. Extended self-quarantine, 
canceled social events, and social distancing have all 
significantly affected human well-being [24]. During the 
early stages of the outbreak, widespread rumors caused by 
fear of the unknown also had a detrimental effect on mental 
health [16].  

Individual behavior rapidly adapts and interacts with 
changes in the environment and situation based on the 
information and guidance provided by the macro-level and 
meso-level of society. The socio-technical system collects 
reactions from individuals and provides feedback to the 
governance system for policy adjustments and 
improvements, promoting resilience from every aspect of 
society [19]. Furthermore, individuals may overcome 
disturbances and adapt their behavior to the changing 
environment in the post-pandemic era through the benefits of 
human-centered design. Matured socio-technical systems 
have created various interaction mechanisms and 
opportunities to cultivate resilience in individuals.   

V. DEEPER THE ANALYSIS: A RESILIENCE MATRIX 

COVID-19 unlike discrete events such as tornadoes or 
earthquakes, has lasted for years with massive and 
multifaceted interactions among systems. It should be 
recognized as a complex process within time constraints to 
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Figure 3. Resilience and policymaking matrix during COVID-19 pandemic at different stages 

absorb negative impacts and gradually restore functionalities 
with some newly emergent properties to adapt to changes. 
Various policy combinations can affect resilience at different 
levels and degrees, resulting from interactions across 
different scales of social structure and levels of governance 
[15]. An accountable and reliable governance system can 
minimize the impacts of the pandemic. Inspired by the 
classic resilience curve [2]–[4], this study reviews and 
outlines implemented policies for different resilience stages 
(preparation, disturbance, recovery, transformation) across 
macro-, meso- and micro-levels based on current research on 
resilience and governance to respond to disturbances and 
traumatic events, as shown in Figure 3 
[3][14][19][20][22][25]. Examining policy implementations 
from both spatial-temporal dimensions can help stakeholders 
govern the uncertainty and dynamics in a complex world. 
The resilience matrix integrates a range of policies across 
domains such as education, transportation, technology, 

demographics, healthcare, and social norms related to 
society, community, and individual resilience change. 

Policymaking at different levels must take into account 
various time stages, not only focusing on immediate policies 
for immediate results, but also considering long-term 
resilience. The system must accumulate enough adaptability 
and robustness to respond to continuous turmoil, and have 
redundancy and resourcefulness to prevent significant 
functionality loss. The constant intertwining of systems 
combined with policymaking also makes the transformation 
process unpredictable. The system may bounce back to the 
pre-disaster stage with the initial equilibrium, or it may 
become more resilient to transformation with higher levels of 
functionality and creativity. However, some systems may fail 
to recover or require a long time to restore the function [2] 
[25]. Thus, in the post-pandemic era, opportunities and crises 
will coexist, and policymakers must balance short-term and 
long-term considerations to promote resilience at all levels. 
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VI. CONCLUSION 

In conclusion, this paper highlights the importance of 
system resilience in disaster management and risk response, 
using a systems thinking approach to examine multi-level 
interactions and feedback. By focusing on system 
interdependencies, we can better identify vulnerabilities and 
strengths, informing policy for various spatial-temporal 
resilience stages. Our study aims to promote cross-sectional 
contributions, enhance societal resilience, and minimize 
functionality loss during crises, such as the COVID-19 
pandemic. 

However, our paper does have some limitations, as we 
could not include detailed case studies to better explain our 
findings due to space limitations. For future research, we 
suggest exploring the impact of different policy 
combinations on resilience across various stages through 
evidence-based studies. As the COVID-19 pandemic offers a 
unique opportunity to assess system resilience performance, 
it provides insights for preparing for future crises. 
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Abstract—Solar panels are widely used in different locations and 

for different purposes including electricity production, 

satellites, mobile devices, and lights. It is also considered to be 

one of the cleanest and most renewable applications to produce 

electricity, yet there are various environmental factors that 

affect solar panel efficiency and production rate depending on 

the installed location. This paper aims to analyze the impact of 

dust accumulation on photovoltaic (PV) panel efficiency in 

Oman. The experiment is done on two different poles of solar 

cells, one oriented in the east direction and the other one on the 

west direction. The east side panels are cleaned daily; however, 

the west side panels are kept dirty to check the temperature and 

irradiance effect on solar panels efficiency and power output. 

The results show that the east solar panels were producing more 

efficiently than the west side due to the dust accumulation on the 

west side panels. The dust accumulation on the west side panels 

worked as a shading layer for the irradiance to enter the solar 

cells. However, the dust accumulation did not have any impact 

on temperature values, which was almost constant for both side 

panels. 

 

Keywords—Solar panel, Ambient temperature, Irradiance, 

Efficiency, Dust, Performance ratio. 

I. INTRODUCTION  

      Scientists are always looking for sources of energy which 

have less pollution, are renewable, and thermodynamically 

free. In 1839, scientist Edmond Becquerel found that sunlight 

can cause electricity to come from metals and a few other 

scientists studied the relation between material, light and 

electricity, such as Albert Einstein. Then, a scientist called 

Russell Ohl made the first functional solar cell in 1954, which 

is similar to the ones used these days, and it is made from 

Silicon. Silicon (Si) material can be found in rocks or sand. 

Furthermore, this solar cell was enough to generate electricity 

for regular electrical devices. The solar cell became very 

useful in human life as it has been used widely in electricity 

production. As a result, in 1958, scientists used the solar cell 

in space satellite for the first time and it was used as the first 

power generation plant that can produce 1000 kW in 1982 in 

California, USA [1]. 

     In 2014, Professor Shanaz Ghazi found that the North 

Africa and the Middle East (MENA) region are considered to 

have the highest dust collection area. In hot dusty areas, solar 

panels produce low electrical power due to the appearance of 

dust and the negative effect of dust on solar panel 

performance which can be daily, monthly, annually, or 

seasonally, in terms of time. Dust accumulation on PV 

modules tends to pose a reflection problem for the sunlight to 

enter the PV cells. As a result, solar panels absorb less 

irradiance and sunlight. This tends to generate less electrical 

power, which means low solar panel efficiency. Moreover, 

dust particle size varies with site and environment [2]. 

      This paper is structured as follows. Section II presents the 

review of the literature and discusses the factors affecting 

solar panel performance and the dust factors and its adhesion 

on solar panels surface. Section III discusses the research 

objectives. Section IV discusses the case study and the 

experimental setup. Finally, Section V discusses the results.    

 

II. LITERATURE REVIEW 

      This section discusses past works in factors that affect 

solar panel performance, soiling influence on photovoltaic 

panels (case studies) and dust properties on solar panels. This 

literature review is divided into 3 subsections to ensure 

extensive understanding of the subject matter. 

A. Factors affecting solar panel performance 

       A solar panel does not exceed 20% of its efficiency 

worldwide, and there are several parameters that lead the 

solar panels to perform less than ideal [3]. In this subsection, 

the factors will be summarized in environmental terms. 

       High temperatures have a negative effect on solar panels. 

When the ambient temperature recorded is high, the power 

output and the efficiency of solar cells will decrease because 

of the high rate of the internal carrier recombination inspired 

by higher carrier concentration. The higher rate of internal 

carrier recombination occurs when the high temperature 

enters the solar cell. As a result of this phenomenon, the 

electrons inside the solar cell will recombine with positive 

charges instead of flowing in the negative charges path. This 

recombination generates electric charges collision which, in 

turn, results in thermal emissions (heat) inside the solar cell. 

Basically, solar irradiation and temperature are directly 

proportional to the photovoltaic cell temperature. Whenever 

the temperature of the solar cell increases, the current rises 

gradually, but the voltage will fall significantly, which 

translates into a big drop in power output and vice versa for 

low temperatures [4].   

      Another factor is the variation of solar irradiation. The 

differences of intensity of the solar irradiation which falls on 

the solar module influence some of the photovoltaic panel 
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characteristics including open circuit voltage, power, short-

circuit current, efficiency, and fill factor. The relation linking 

module voltage and module current is that, as the solar 

irradiance increases, the module currents increase too. Also, 

the relationship between module voltage and module power 

is that the power output will increase when the current 

increase due to their directly proportional relation. As a 

result, when the solar irradiance increases, the power output 

will rise as well [4]. 

      The last main factor is soiling. Soiling can be in the form 

of accumulation of pollutants, bird fallings, dust, and dirt. In 

essence, soiling works as shading; it is a slim screen which 

enforces in solar panels and decreases the falling of sunlight 

on the cell. Dust is a solid particle with diameter less than 500 

micro-meters. Soiling can happen when moisture 

condensates the dust particles which adhere to solar panel 

layers, especially at the lowest part of the tilted panel due to 

the gravitational force on the dust particles. The accumulation 

of soiling will make one thin layer, which can cause partial 

shading in the lower row cells. Moreover, the power output 

of photovoltaic system may decrease by 5% to 17% [4] due 

to the soiling factor. In terms of location, deserted areas and 

places near highways have more dust in compression to rainy 

areas. Also, it is better to put the solar panels on a roof top 

instead of ground solar panels to prevent dust and soil 

accumulation on the panels. The fine dust creates more 

performance loss than the large one; this is because the small 

particles have smaller gaps between each other so the light 

cannot pass through them [4]. 
 

B. Dust and its adhesion on solar panels surface 

      Soiling is known as a phenomenon that is affected by 

metrological factors and weather conditions. Furthermore, 

the parameters that influence the dust on solar panels can be 

divided into two groups: solar panel installation factors and 

environmental factors [5].  

      For the installation factors, horizontal surfaces tend to 

accumulate more dust than inclined surfaces. Additionally, 

small particles of dust settle on the tilted surface of solar 

panels, but the large particles of dust tend to roll down. This 

is due to the effect of the gravitational force on dust particles. 

Also, whenever the inclination angle of the solar panel 

increases, the gravitational force impact in dust accumulation 

increases. Environmentally speaking, dust has different 

properties which affect the precipitation on the solar panel 

surface. In terms of physical properties, the large size dust 

particles tend to drop off from solar panel screen and for the 

small size dust particles, they tend to stick to the solar panels 

surface [5].  
 

C. Critical dust analysis 

      There are many studies regarding soiling influence on PV 

cells performance. Some of these experiments are discussed 

in this subsection. 

      The first study was in Saudi Arabia, Jizan region, 

specifically as part of the science collage of Jazan University. 

The researchers used two PV panels with two different angles 

(30o and 55o) which produce peak power around 30 watt per 

solar cells and were placed on the roof of a building. The 

median humidity in the Jazan region is around 70 percent, the 

temperature range is between 22 oC to 38 oC and speed of 

wind approximately 15 kilometer per hour, all throughout the 

year [6]. Readings were conducted every Monday at 11:30 

AM for 112 days. At the beginning, the cells were washed 

with water to remove tiny particles to allow for detailed 

reading. The process of washing was performed whenever the 

panels got dusty [6]. Both tilted panels produced almost the 

same path (trend) of efficiency. What is more, the PV panels 

with higher tilt (55 degree) had a low amount of efficiency 

reduction compared to the solar panels with lower tilt (30 

degree) because of the gravity force that eliminates a certain 

amount of dust particles spontaneously. Consequently, the 

total decrease of photovoltaic cells performance because of 

soiling collection in the Jazan area was approximately 9.7 

percent for the 55 degrees panels and 10.4 percent for cells 

inclined at 30 degrees [6]. 

      Another experiment was conducted in Iran, specifically at 

Tehran University in 1999. Numerous solar systems with 

various inclination angles have been mounted on the roof of 

the Tehran University building. The aim of this experiment 

was to examine the impact of air contamination from local 

industry and vehicles on the photovoltaic system 

performance seasonally [2]. The results showed that the 

system production differs with the season and that the level 

of contamination that occurs in the air in various seasons is 

the justification. The highest air pollution was in the winter 

season because the air has a high density. As a result, the 

irradiance is affected by contaminated air, and this leads to a 

reduction in solar cell performance. Since the climate is 

windy in the fall season, the dust or pollution frequently flies 

away, and the efficiency is better in the fall season. The 

highest performance is in the spring season due to the rainy 

weather that helps to remove the pollution or dust from the 

panels. Finally, the summer has an efficiency production 

amount between spring and fall. The tilt angle increases the 

production amount for all four seasons. Additionally, the 

efficiency values of solar panels decrease by more than sixty 

percent due to the phenomena of air pollution which settles 

on the surface of photovoltaic panels and works as shading 

[2].  

III. RESEARCH OBJECTIVES  

      This experimental paper helps increase the performance 

ratio of the solar panel in Oman by checking the effect of dust 

and irradiance on the top surface of solar cell. Also, we 

investigated the number of cleanings needed per month for 

dusty solar panels. 

      The aim of this research work is to explore the influence 

of voltage and current parameters on the power output and 

the efficiency of solar cells and to check the impact of the 

environmental factor efficiency. The voltage and current are 

affected by two environmental factors, namely irradiance and 

temperature change.   

IV. CASE STUDY AND EXPERIMENTAL SETUP 

A. Case study of solar panels 

      In this subsection, the case study of the solar panel system 

is divided into sub-case studies. This includes the location of 

the solar panel system, the website used for the information 

of PV panel system and the devices or components utilized in 

the photovoltaic panel framework. Also, we present the 

experimental setup and the tools used for this study. 
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1) System  

       The system used in this study is Virtual Control Operator 

Room developed by meteo-control GmbH Company (mc).  

This system provides solar panels system data with graph 

analysis and location of solar panels system. It helps the 

technicians and clients to check the system to see if there are 

any problems. Also, it can be used to perform studies and 

research [7]. 

2) Location of the site 

     The research specifically takes place at the German 

University of Technology in Oman (GUtech), which is 

located in Halban, Muscat, Sultanate of Oman. The facility is 

located at a height of 41 meters (m) above sea level. The solar 

technology facility is structured by Shams Global Solution 

and British Petroleum Oman (BP Oman) [8]. 

 

3) System Components 

      The solar panels systems at GUtech consist of different 

components. Each component will be explained fully in this 

subsection. 

      The experiment is set up on a flat-roof zone, which is 

made from multi-crystalline cells 0.15675 × 0.15675 (m) and 

it is installed on a platform with a height of around 1.5 meters 

(m). The flat-roof solar module is subjected to two poles (east 

and west), and it has 12 panels (3 sets × 2 panels at the east × 

2 panels at the west) and each panel consists of 72 (12×6) 

cells, as shown in Figure 1. The dimensions of one panel are: 

0.992 m height, 1.960 m width, and 0.04 m depth and it 

weighs 2.25 kg. Also, the panels are placed at an angle of 

around 10o to get more sunlight. The panels are made by 

Trina-solar and the ID number is TSM-325-PD14 [9].  

 

 

Figure 1. Flat-roof solar module at GUtech. 

      A Fronius inverter is used for the flat-roof system and its 

module number is Fronius Symo 3.0-3-M. The inverter 

dimensions are 0.645 m height, 0.431 m width and 0.204 m 

depth, and its weight is around 19.9 kg (with mounting plate). 

It produces at a maximum efficiency of 98% [10]. 

      On site, there are two sensors used for all four zones, 

namely the weather sensor and the pyrano-meters. The flat-

roof system has one more sensor that measures the panel 

temperature and irradiance which is called the Silicon 

irradiance sensor. 

• Weather station sensor 

       To control the solar power plant's production and 

performance, a weather forecasting device can be incredibly 

useful, as shown in Figure 2. Additionally, it can be used for 

scheduling maintenance and washing periods. 

Fundamentally, it measures parameters like irradiance, other 

ecological factors like humidity, velocity of wind, direction 

of wind and module temperature [11].  

 

 
Figure 2. Weather station sensor at GUtech  

 

• Thermopile pyrano-meters 

        The thermopile pyrano-meter is an instrument used to 

detect the sun irradiance (intensity) from the hemispheric 

view of a flat surface incident. The sensor is made of a 

pyrano-meter structure, one or two domes, black body 

absorber and thermopile (it is an instrument which transforms 

the thermal energy absorbed from the sun in the form of 

electrical energy), as shown in Figure 3 [12]. 

 

 
Figure 3. Pyrano-meter sensor at GUtech 

 

• Silicon irradiance sensor 

       This sensor is a solar cell made from Silicon and it can 

be used to measure the radiation because the relation between 

short circuit current and radiation is directly proportional. 

Also, it can measure temperature by connecting the 

temperature sensor to the Silicon irradiance sensor, as shown 

in Figure 4 [13]. The sensor is connected near the solar panels 

directly with the same angle, so it measures the solar 

irradiance that falls to solar panel directly. 

 

 
 

Figure 4. Silicon irradiance sensor at GUtech 
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B. Experimental setup 

     This study took 91 days starting from the 6th of May, 2020. 

For the first 28 days, both side panels were kept dirty, and 

this was taken as the baseline. However, for the rest of 61 

days, the east side of solar module was cleaned, and the west 

side of solar module was kept dirty.  

     At the beginning, the Virtual Control Operator Room 

website was explained by an employee who works at HTC to 

teach the user how to use the website and perform studies. 

Then, self-study of the website helped the user to learn more 

about the website and get familiar with it; in case the user did 

not understand something, he/she could go back to process 

number one (ask the HTC employer for more explanation). 

Then, an excel sheet was created to make studies and graphs 

analysis. The east side of the solar panels will be cleaned with 

a brush, microfiber cloth and water by a GUtech employee, 

taking time consumption and amount of water used into 

consideration. Then, the user will check for any sensor or 

technical problems; in case of any problem, he/she should ask 

for help from HTC employees and repeat the process starting 

with repeating the cleaning of the east solar cells. However, 

in case everything is fine, data can be withdrawn safely and 

if there is any big change in data due to weather or other side 

effects, notes should be written down. The process of 

cleaning, checking for any side effects or technical issues and 

withdrawal of data will be repeated daily for two months. 

After two months of repeating the same procedure, the final 

process will take place by analyzing graphs, comparing data 

and discussing. 

V. RESULTS AND DISCUSSION 

A. Result analysis 

      The experimental part focuses on analyzing the outcome 

of the results obtained, based on utilizing a comparison 

between different graphs for both solar panel sides (east 

(cleaned) and west (dirty)). These graphs include Irradiance-

DC current, Temperature-DC voltage, and the DC power of 

photovoltaic panels. The results were collected from the 6th 

of May to the 5th of August, 2020. The data was taken daily 

from sunrise (6:00) to sunset (19:00) because the sun is most 

present during this time frame which leads the solar panels to 

produce power output. For the first 28 days, both panels were 

not cleaned, and this was taken as baseline. However, for the 

first 18 days, the amount of irradiance and temperature falls 

to solar cells were not stable due to the change in weather. 

 

1)  Irradiance and DC current (East) 

       Figure 5 shows the irradiance and DC current on the y-

axis and the days number on the x-axis for the cleaned panels. 

As it can be seen on the graph, the relation linking irradiance 

and DC current is directly proportional and, from day one to 

day eighteen, both parameters generate a gradual decreasing 

line due to soiling accumulation. However, for the remaining 

73 days, the production of both parameters remained constant 

because the east panels were cleaned. Most of the days, the 

irradiance which fell on the east solar module fluctuated 

between 552 W/m2 and 432 W/m2, and the DC current that 

was generated by east solar module averaged between 6.31 A 

and 4.80 A. 

 

On the 24th of May (day 18), the absorbed irradiance on the 

west solar cells was low from times 14:00 to 17:00 because 

of weather change which resulted in a low generated DC 

current, around 4.43 A. On day 39 (14th of June), the 

irradiance falling to the east solar module was around 510 

W/m2, but the generated DC current was 4.50 A which is out 

of the daily average range. This drop was due to a technical 

error that happened to the solar module which shows there 

was a problem in converting the absorbed irradiance to DC 

current and a gradual decrease in falling irradiance to solar 

module, specifically at 11:00. 

 

 

Figure 5. Experimental data of east panels between irradiance and DC 

current 

      Also, on day 72 and day 73 (17th and 18th of July), 

respectively, the absorbed irradiance by the east solar module 

was approximately 410 W/m2   and 419 W/m2 respectively, 

due to a reduction in temperature specifically from 12:00 to 

14:00. As a result of DC current, the east solar panels 

generated 4.48 A and 4.40 A, respectively. The east solar 

module generated around 3.24 A on day 82 (27th of July) due 

to a technical error that happened to solar panels specifically 

at 12:00, appearing that the DC current was 0 A and low daily 

average solar irradiance exactly from 12:00 to 19:00 around 

331 W/m2 which fall to the east solar module. 

      The largest drop in the east solar module current output 

was on day 65 (10th of July). The solar module produced 

around 2.58 A. This was because of a low amount of falling 

irradiance to the east solar module, approximately 237 W/m2, 

which was influenced by the presence of clouds.  

 

2)  Irradiance and DC current (West) 

      Figure 6 shows DC current and irradiance on the y-axis 

and the days number on the x-axis for the non-cleaned panels. 

As per the figure, the relation between irradiance and DC 

current is directly proportional and there is a steady decrease 

in the DC current from the first day to the last day. 

Additionally, the absorbed irradiance of the west solar 

module is constant and nearly the same as the one on the east 

side. The absorbed irradiance by the west solar module 

fluctuated between 445 W/m2 and 571 W/m2, but the DC 

current which was generated by the west solar module 

declined from the peak amount of 4.52 A to about 2.96 A. 

 

59Copyright (c) IARIA, 2023.     ISBN:  978-1-68558-037-7

ICONS 2023 : The Eighteenth International Conference on Systems

                            69 / 72



 
Figure 6. Experimental data of west panels between irradiance and DC 

current 

      On the 24th of May (day 18) the falling irradiance on the 

west solar cells was low in the afternoon from 14:00 to 17:00 

due to weather change. As a result, the produced amount of 

DC current was 3.02 A. On day 72 and day 73 (17th and 18th 

of July) respectively, the absorbed irradiance by the solar 

module was around 383 W/m2   and 399 W/m2 respectively, 

due to a reduction in temperature specifically from 12:00 to 

14:00. Accordingly, the west solar panels generated around 

2.55 A and 2.67 A, respectively. A technical issue happened 

on day 82 (27th of July) to the west solar module exactly at 

12:00, and the DC current produced was 0 A. This affected 

the daily produced DC current which reached around 1.79 A.  

Also, the daily solar irradiance to the west solar panels was 

around 304 W/m2, which played a role in decreasing the 

current, especially from 12:00 to 19:00. 

       The highest decline in producing current by the west 

solar module was on day 65 (10th of July). The west solar 

module produced around 1.79 A. The problem on day 65 was 

a low amount of falling irradiance to the west solar module 

around 232 W/m2 which was influenced by dust accumulation 

and the presence of clouds. Additionally, the effect of dust on 

the west solar modules started from day 67 (12th of July). 

Consequently, a high irradiance rate was absorbed by the 

silicon irradiance sensor, but vice versa for the solar panels, 

which shows low DC current rates.  

 

3)  Temperature and DC voltage (East) 

      Figure 7 shows cell temperature and DC voltage on the y-

axis and the days number on the x-axis for the cleaned panels. 

It appears from the graph that the relation between cell 

temperature and DC voltage is inversely proportional and 

almost constant values for cell temperature and DC voltage 

for three months. The temperature at the east solar module 

was oscillating between 57.59 oC and 46.76 oC, and DC 

voltage which was produced by east solar module was 

between 178 V and 192 V, on average.  

      On the 21st of May (day 15), the east panels were having 

a technical error to convert the absorbed temperature to DC 

voltage due to dust accumulation on the Silicon irradiance 

sensor. Consequently, the relation between these two 

parameters is shown to be a directly proportional one. On day 

57 and day 59 respectively, the cell temperatures of the east 

solar module were around 50.53oC and 46.53oC 

independently however, the generated DC voltages were 

190.87 V and 183.23 V independently. Consequently, in these 

two days, the east solar module was having a technical error 

issue of measuring the absorbed temperature because the 

surrounding temperature was investigated to have an inverse 

proportion relation with cell temperature. Due to this issue, 

the relation between the cell temperature and the DC voltage 

was directly proportional. The cell temperature was 50.09oC 

on day 89 but the DC voltage was high (185.38 V) which 

shows the relation is direct proportional between these two 

parameters. As a result, from 9:00 to 10:00, the surrounding 

temperature was low around 33oC and this influenced the 

average DC voltage to increase. 

 

 

Figure 7. Experimental data of east panels between temperature and DC 

voltage 

4) Temperature and DC voltage (West) 

      Figure 8 illustrates cell temperature and DC voltage on 

the y-axis and the days number on the x-axis for the non-

cleaned panels. Evidently, from the chart, the relation 

between cell temperature and DC voltage is inversely 

proportional and there are almost constant values for cell 

temperature and DC voltage for three months. On most days, 

the temperature of the west solar module fluctuated between 

57.76 oC and 47.88 oC, and DC voltage produced by the west 

solar module averaged between 182 V and 191 V.  

 

 

Figure 8. Experimental data of west panels between temperature and DC 

voltage 

      On day 15 (21st of May), the west module was having a 

technical error to transfer the absorbed temperature to DC 

voltage because of soiling on the Silicon irradiance sensor 

surface. As a result, the relation linking DC voltage and 

temperature is a directly proportional one. On day 82, day 85, 

and day 91 respectively, the cell temperatures of the west 

solar module were around 45.03 oC, 55.4 oC and 54.1 oC 

independently but, the generated DC voltages were 182.34 V, 

182.82 V and 181.83 V independently. As a result, in these 

three days, the west solar module was having a technical error 
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issue of measuring the absorbed temperature because the 

surrounding temperature was investigated to have an inverse 

proportion relation with the cell temperature. Because of this 

problem, the relation between the cell temperature and the 

DC voltage is shown to be directly proportional. In addition, 

during week five, exactly on day 57, day 59, day 61, day 63 

and day 65 respectively, the cell temperatures of the west 

solar module were generating a direct proportional relation 

with the DC voltage. This was due to an error that happened 

to Silicon irradiance sensor which was affected by dust 

accumulation. 

 

5) DC Power (East and West) 

      The DC power of the photovoltaic panels is influenced by 

the DC voltage and the DC current. Both factors have a direct 

relation to power output. Consequently, if there is any sudden 

drop, rise or change in the DC power data, then there would 

be a variation for either the DC voltage or the DC current. 

 

 

Figure 9. Experimental data of east panels between DC power, DC current 

and DC voltage 

      Figure 9 shows the chart between DC power, DC current 

and DC voltage on the y-axis and days number on the x-axis 

for the cleaned panels. Clearly, from the chart, the DC power 

is mainly affected by the DC current since the DC voltage 

produces a nearly constant line. The DC power which was 

generated by the east solar module was fluctuating between 

1205 W and 917 W and it has a constant generating line.  

     Different days (18, 39, 72, 73 and 82) in Figure 5 show a 

sudden drop in the DC power which produces less than 860 

W. This happened because of the low production in the DC 

current.  The critical drop happened on day 65. It produced 

around 506 W. This was also due to a drop of the DC current 

to around 2.58 A.  

      Figure 10 depicts the DC power, the DC current and the 

DC voltage on the y-axis and the days number on the x-axis 

for the non-cleaned panels. From the chart, we see that the 

DC power is mainly affected by the DC current since the DC 

voltage is producing almost a constant line. Nonetheless, the 

DC power line is decreasing progressively from peak power 

around 907 W to minimum power approximately 569 W. 

      Several days (72, 73 and 82) in Figure 10 show dramatic 

decline in DC power generating less than 526 W, this 

happened due to low production in DC current.  The 

maximum drop occurred on day 65, producing around 350 

W. This was also attributed to a decrease in DC current to 

around 2.58 A. 

 

 

Figure 10. Experimental data of west panels between DC power, DC 

current and DC voltage 

 

B. Discussion on Results analysis 

From the above detailed analysis, it can be concluded that 
dust accumulation on solar cells affects the irradiance and 
current only because the cell temperature and voltage were 
constant for both panels. There were big differences between 
the amounts of DC power of the east panels compared to the 
west panels due to dust accumulation on the solar cell glass. 
The east panels generated more power than the west panels. 
Additionally, the power of the west panels started to drop in 
week six. As a result, the falling irradiance amount was almost 
the same for both panels, but the generated current of the west 
panels was low. 

C. Performance ratio (efficiency) analysis  

 

      The performance ratio (PR) of the photovoltaic cell is 

calculated by taking the sum of the DC power produced by 

the PV cells at time (day) to the sum amount of irradiance 

multiplied by the sectional area of PV cells and efficiency. 

The PV cells efficiency varies with the irradiance rate and the 

DC power. 

 

 

Figure 11. Solar panel efficiency 

      Figure 11 compares the performance ratio change during 

thirteen weeks for the east and the west panels. From the 

graph, the east panels tend to have a higher efficiency when 

compared to the west panels because they are cleaned daily 

for two months with no dust accumulation on their surface. 

The east panels generated constant values of efficiency 

between 113% maximum and 105% minimum for all thirteen 

weeks. The west panels started with a constant rate of 

efficiency between 83% and 81% for the first five weeks. 

After week five, the impact of dust on the west solar cells 

started to appear, the west panels generated a gradual 

decrease efficiency from 77% to 65%. As a result, the west 
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panels’ efficiency began to decrease weekly by 

approximately 2.2%. 
 

D. Discussion on Performance ratio analysis  

 

      It can be concluded from the analysis of performance 

ratio that the east solar cells were more efficient than the west 

solar cells and produced constant values. This is because the 

east solar panels absorbed more irradiance compared to the 

west solar panels from sunrise to sunset in the summertime. 

Also, the dust accumulation tends to reduce the amount of 

irradiance on the west PV cells. The generated DC power for 

the east panels is higher than the west panels. Moreover, from 

the performance ratio analysis, it can be recognized that the 

performance ratio values of the east PV cells exceed 100% 

because of different reasons. One of these above-mentioned 

reasons is that the Silicon irradiance sensors for both sides 

were dusty, and this resulted in an error in reading the real 

integers. Additionally, the inclination accuracy of the Silicon 

irradiance sensor compared to the panels might affect the 

amount of absorbed irradiance which, in turn, affects the 

performance ratio. Another reason can be the relative 

humidity that could impact the Silicon irradiance sensor 

accuracy. 

VI. CONCLUSION 

      The leading target of this experiment was to measure the 

dust effect on solar panel efficiency in Oman. A case study 

was performed to understand the working system of solar 

panels at the German University of technology in Oman and 

to plan for experimental setup. The experiment was done 

using two different poles of solar cells, one oriented in the 

east direction and the other one in the west direction. The east 

side panels were cleaned daily; however, the west side panels 

were kept dirty. This was done to compare the efficiency of 

the solar panels with and without dust accumulation. 

      The results show that the east solar panels were producing 

more current than the west side panels due to the dust 

accumulation on the west side panels which works as shading 

layer for the irradiance to enter the solar cells. The generated 

current from the east solar panels was almost constant 

between 6.31 A and 4.80 A, however, the west side of PV 

cells were producing a decreasing line, at maximum 4.52 A 

to about 2.96 A. In terms of voltage, both sides panels were 

producing almost the same amount of voltage, between 178 

V to 192 V, with almost constant amount of absorbed 

temperature during the three months.    

      As a result of the analyses, the main factor that affects the 

power output and efficiency of the solar cells is the current 

which is environmentally affected by the irradiance amount. 

Moreover, the east solar panels were producing constant 

amount of power and efficiency, however, the west panels 

were generating a decreasing amount of power and 

efficiency. In addition, from the analysis of the irradiance-

current, power and efficiency of dusty solar cells, we see that 

in week five, the influence of dust on solar cell performance 

generated low values for all three parameters.  
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