
ICSEA 2014

The Ninth International Conference on Software Engineering Advances

ISBN: 978-1-61208-367-4

October 12 - 16, 2014

Nice, France

ICSEA 2014 Editors

Herwig Mannaert, University of Antwerp, Belgium

Luigi Lavazza, Università dell'Insubria - Varese, Italy

Roy Oberhauser, Aalen University, Germany

Mira Kajko-Mattsson, Stockholm University & Royal Institute of Technology,

Sweden

Michael Gebhart, iteratec GmbH, Germany

                            1 / 124



ICSNC 2014

Forward

The Ninth International Conference on Systems and Networks Communications (ICSNC 2014),
held between October 12 - 16, 2014 in Nice, France, continued a series of events covering a
broad spectrum of systems and networks related topics.

The conference covered fundamentals on wireless, high speed, sensor and mobile and ad hoc
networks, security, policy based systems, and education systems. Topics targeted design,
implementation, testing, use cases, tools, and lessons learnt for such networks and systems.

The conference had the following tracks:

 Multimedia communications systems

 High speed networks

 Wireless networks

 Sensor and vehicular networks

 Security and P2P systems

Similar to the previous edition, this event attracted excellent contributions and active
participation from all over the world. We were very pleased to receive top quality
contributions.

We take here the opportunity to warmly thank all the members of the ICSNC 2014 technical
program committee, as well as the numerous reviewers. The creation of such a high quality
conference program would not have been possible without their involvement. We also kindly
thank all the authors that dedicated much of their time and effort to contribute to ICSNC 2014.
We truly believe that, thanks to all these efforts, the final conference program consisted of top
quality contributions.

Also, this event could not have been a reality without the support of many individuals,
organizations and sponsors. We also gratefully thank the members of the ICSNC 2014
organizing committee for their help in handling the logistics and for their work that made this
professional meeting a success.

We hope ICSNC 2014 was a successful international forum for the exchange of ideas and results
between academia and industry and to promote further progress in the area of systems and
networks communications. We also hope that Nice, France provided a pleasant environment
during the conference and everyone saved some time to enjoy the charm of the city.

                            2 / 124



ICSNC 2014 Chairs

ICSNC Advisory Chairs

Eugen Borcoci, University Politehnica of Bucarest, Romania

Sathiamoorthy Manoharan, University of Auckland, New Zealand

Reijo Savola, VTT, Finland

Leon Reznik, Rochester Institute of Technology, USA

Masashi Sugano, Osaka Prefecture University, Japan

Zoubir Mammeri, IRIT, France

ICSNC 2014 Research Institute Liaison Chairs

Song Lin, Yahoo! Labs / Yahoo Inc. - Sunnyvale, USA

Habtamu Abie, Norwegian Computing Center - Oslo, Norway

ICSNC 2014 Industry/Research Chairs

Rolf Oppliger, eSECURITY Technologies - Guemligen, Switzerland

Jeffrey Abell, General Motors Corporation, USA

Christopher Nguyen, Intel Corp., USA

Javier Ibanez-Guzman, RENAULT S.A.S. / Technocentre RENAULT - Guyancourt, France

ICSNC 2014 Special Area Chairs

Mobility / vehicular

Maode Ma, Nanyang Technology University, Singapore

Pervasive education

Maiga Chang, Athabasca University, Canada

                            3 / 124



ICSNC 2014

Committee

ICSNC Advisory Chairs

Eugen Borcoci, University Politehnica of Bucarest, Romania
Sathiamoorthy Manoharan, University of Auckland, New Zealand
Reijo Savola, VTT, Finland
Leon Reznik, Rochester Institute of Technology, USA
Masashi Sugano, Osaka Prefecture University, Japan
Zoubir Mammeri, IRIT, France

ICSNC 2014 Research Institute Liaison Chairs

Song Lin, Yahoo! Labs / Yahoo Inc. - Sunnyvale, USA
Habtamu Abie, Norwegian Computing Center - Oslo, Norway

ICSNC 2014 Industry/Research Chairs

Rolf Oppliger, eSECURITY Technologies - Guemligen, Switzerland
Jeffrey Abell, General Motors Corporation, USA
Christopher Nguyen, Intel Corp., USA
Javier Ibanez-Guzman, RENAULT S.A.S. / Technocentre RENAULT - Guyancourt, France

ICSNC 2014 Special Area Chairs

Mobility / vehicular
Maode Ma, Nanyang Technology University, Singapore

Pervasive education
Maiga Chang, Athabasca University, Canada

ICSNC 2014 Technical Program Committee

Habtamu Abie, Norwegian Computing Center - Oslo, Norway
Fakhrul Alam, Massey University, New Zealand
Jose M. Alcaraz Calero, University of the West of Scotland, UK
Pedro Alexandre S. Gonçalves, Escola Superior de Tecnologia e Gestão de Águeda, Lisbon
Abdul Alim, Imperial College London, UK
Shin'ichi Arakawa, Osaka University, Japan
Seon Yeob Baek, The Attached Institute of ETRI, Korea

                            4 / 124



Michael Bahr, Siemens AG - Corporate Technology, Germany
Ali Bakhtiar, Technological University of America - Coconut Creek, USA
Ataul Bari, University of Western Ontario, Canada
João Paulo Barraca, University of Aveiro, Portugal
Joao Pedro Barreto, INESC-ID / Instituto Superior Técnico - Universidade de Lisboa, Portugal
Mostafa Bassiouni, University of Central Florida, USA
Roberto Beraldi, "La Sapienza" University of Rome, Italy
Robert Bestak, Czech Technical University in Prague, Czech Republic
Mehdi Bezahaf, Lancaster University, UK
Carlo Blundo, Università di Salerno - Fisciano, Italy
Eugen Borcoci, Politehnica University of Bucarest, Romania
Svetlana Boudko, Norwegian Computing Center, Norway
Martin Brandl, Danube University Krems, Austria
Thierry Brouard, University of Tours, France
Dario Bruneo, Università di Messina, Italy
Francesco Buccafurri, University of Reggio Calabria, Italy
Dumitru Dan Burdescu, University of Craiova, Romania
Carlos T. Calafate, Universitat Politècnica de València, Spain
Juan-Carlos Cano, Universitat Politècnica de València, Spain
Jonathon Chambers, University Loughborough - Leics, UK
Maiga Chang, Athabasca University, Canada
Jen-Jee Chen, National University of Tainan, Taiwan, R.O.C.
Tzung-Shi Chen, National University of Tainan, Taiwan
Feng Cheng, Hasso-Plattner-Institute at University of Potsdam, Germany
Jong Chern, University College Dublin, Ireland
Stefano Chessa, Università di Pisa, Italy
Stelvio Cimato, Università degli studi di Milano - Crema, Italy
Nathan Clarke, University of Plymouth, UK
José Coimbra, University of Algarve, Portugal
Sebastian Damm, FH Aachen, Germany
Danco Davcev, University "St. Cyril and Methodius" - Skopje, Macedonia
Vanesa Daza, University Pompeu Fabra, Spain
Sergio De Agostino, Sapienza University, Italy
Jan de Meer, smartspace®lab.eu GmbH || University (A.S.) of Technology and Economy HTW,
Germany
Carl James Debono, University of Malta, Malta
Edna Dias Canedo, Universidade Federal da Paraíba (UFPB), Brazil
Jawad Drissi, Cameron University - Lawton, USA
Jaco du Toit, Stellenbosch University, South Africa
Wan Du, Nanyang Technological University (NTU), Singapore
Gerardo Fernández-Escribano, University of Castilla-La Mancha - Albacete, Spain
Marco Furini, University of Modena and Reggio Emilia, Italy
Pedro Gama, Truewind-Chiron, Portugal
Thierry Gayraud, LAAS-CNRS / Université de Toulouse, France

                            5 / 124



Sorin Georgescu, Ericsson Research - Montreal, Canada
Dennis Gessner, NEC Laboratories Europe, Germany
Marc Gilg, Université de Haute Alsace, France
Katja Gilly, Universidad Miguel Hernández, Spain
Hock Guan Goh, Universiti Tunku Abdul Rahman, Malaysia
Ruben Gonzalez Crespo, Universidad Internacional de La Rioja, Spain
Vic Grout, Glyndwr University, UK
Jason Gu, Singapore University of Technology and Design, Singapore
Takahiro Hara, Osaka University, Japan
Pilar Herrero, Polytechnic University of Madrid, Spain
Mohammad Asadul Hoque, Texas Southern University, USA
Chi-Fu Huang, National Chung-Cheng University, Taiwan, R.O.C.
Javier Ibanez-Guzman, RENAULT S.A.S., France
Monica Aguilar Igartua, Universitat Politècnica de Catalunya (UPC), Spain
Georgi Iliev, Technical University of Sofia, Bulgaria
Shoko Imaizumi, Chiba University, Japan
Atsuo Inomata, Nara Institute of Science and Technology, Japan
Imad Jawhar, United Arab Emirates University, UAE
Raj Jain, Washington University in St. Louis, U.S.A.
Shengming Jiang, Shanghai Maritime University, China
Michail Kalogiannakis, University of Crete, Greece
Yasushi Kambayashi, Nippon Institute of Technology, Japan
Sokratis K. Katsikas, University of Piraeus, Greece
Pierre Kleberger, Chalmers University of Technology - Gothenburg, Sweden
Peng-Yong Kong, Khalifa University of Science, Technology & Research (KUSTAR), United Arab
Emirates
Takashi Kurimoto, NTT Network service system laboratories, Japan
Romain Laborde, University of Toulouse, France
Mikel Larrea, University of the Basque Country UPV/EHU, Spain
Wolfgang Leister, Norsk Regnesentral (Norwegian Computing Center), Norway
Tayeb Lemlouma, IRISA / IUT of Lannion (University of Rennes 1), France
Hui Li, Shenzhen Graduate School/Peking University, China
Jian Li, IBM Research in Austin, USA
Kuan-Ching Li, Providence University, Taiwan
Yaohang Li, Old Dominion University, USA
Wei-Ming Lin, University of Texas at San Antonio, USA
Abdel Lisser, Université Paris Sud , France
Thomas Little, Boston University, USA
Damon Shing-Min Liu, National Chung Cheng University, Taiwan
Pascal Lorenz, University of Haute Alsace, France
Christian Maciocco, Intel, USA
Kia Makki, Technological University of America - Coconut Creek, USA
Amin Malekmohammadi, University of Nottingham, Malaysia
Zoubir Mammeri, IRIT, France

                            6 / 124



Herwig Mannaert, University of Antwerp, Belgium
Sathiamoorthy Manoharan, University of Auckland, New Zealand
Francisco J. Martinez, University of Zaragoza, Spain
Gregorio Martinez, University of Murcia, Spain
Mohammad Abdul Matin, Institute Teknologi Brunei, Brunei
Constandinos Mavromoustakis, University of Nicosia, Cyprus
Pedro D. Medeiros, Universidade Nova de Lisboa, Portugal
Yakim Mihov, Technical University of Sofia, Bulgaria
Amin Malek Mohammadi, University of Nottingham, Malaysia Campus, Malaysia
Karol Molnár, Honeywell International, s.r.o. - Brno, Czech Republic
Stefano Montanelli, University of Milano (UNIMI), Italy
Rossana Motta, University of California San Diego, USA
Mohammad Mozumdar, California State University, Long Beach, USA
Abderrahmen Mtibaa, Texas A&M University, USA
Peter Mueller, IBM Zurich Research Laboratory, Switzerland
Juan Pedro Muñoz-Gea, Universidad Politécnica de Cartagena, Spain
David Navarro, Lyon Institute Of Nanotechnology, France
Thiago Neves, University of Brasilia, Brazil
Christopher Nguyen, Intel Corp., USA
Ronit Nossenson, Jerusalem College of Technology, Israel
Péter Orosz, University of Debrecen, Hungary
Gerard Parr, University of Ulster-Coleraine, Northern Ireland, UK
Dennis Pfisterer, Universität zu Lübeck, Germany
Neeli R. Prasad, Aalborg University, Denmark
Francesco Quaglia, Dipartimento di Informatica - Automatica e Gestionale "Antonio Ruberti",
Italy
Victor Ramos, UAM-Iztapalapa, Mexico
Saquib Razak, Carnegie Mellon University, Qatar
Piotr Remlein, Poznan University of Technology, Poland
Leon Reznik, Rochester Institute of Technology, USA
Saad Rizvi, University of Manitoba - Winnipeg, Canada
Joel Rodrigues, University of Beira Interior, Portugal
Enrique Rodriguez-Colina, Autonomous Metropolitan University – Iztapalapa, Mexico
Javier Rubio-Loyola, CINVESTAV, Mexico
Jorge Sá Silva, University of Coimbra, Portugal
Curtis Sahd, Rhodes University, South Africa
Demetrios G Sampson, University of Piraeus & CERTH, Greece
Ahmad Tajuddin Samsudin, Telekom Research & Development, Malaysia
Luis Enrique Sánchez Crespo, Sicaman Nuevas Tecnologías, Colombia
Carol Savill-Smith, GSM Associates, UK
Reijo Savola, VTT, Finland
Marialisa Scatà, University of Catania, Italy
Sebastian Schellenberg, Ilmenau University of Technology, Germany
Marc Sevaux, Université de Bretagne-Sud, France

                            7 / 124



Hong Shen, University of Adelaide, Australia
Roman Shtykh, CyberAgent, Inc., Japan
Axel Sikora, University of Applied Sciences Offenburg, Germany
Adão Silva, University of Aveiro / Institute of Telecommunications, Portugal
Narasimha K. Shashidhar, Sam Houston State University, USA
Stelios Sotiriadis, University of Derby, UK
Theodora Souliou, National Technical University of Athens, Greece
Tim Strayer, BBN Technologies, USA
Weilian Su, Naval Postgraduate School - Monterey, USA
Masashi Sugano, Osaka Prefecture University, Japan
Young-Joo Suh, Pohang University of Science and Technology (POSTECH), Korea
Jani Suomalainen, VTT Technical Research Centre of Finland, Finland
Stephanie Teufel, University of Fribourg, Switzerland
Radu Tomoiaga, University Politehnica of Timisoara, Romania
Neeta Trivedi, Neeta Trivedi, Aeronautical Development Establishment- Bangalore, India
Tzu-Chieh Tsai, National Chengchi University, Taiwan
Thrasyvoulos Tsiatsos, Aristotle University of Thessaloniki, Greece
Manos Varvarigos, University of Patras, Greece
Costas Vassilakis, University of Peloponnese, Greece
Luis Veiga, INESC ID / Technical University of Lisbon, Portugal
Tingkai Wang, London Metropolitan University, UK
Alexander Wijesinha, Towson University, USA
Riaan Wolhuter, Universiteit Stellenbosch University, South Africa
Ouri Wolfson, University of Illinois, USA
Mengjun Xie, University of Arkansas at Little Rock, USA
Erkan Yüksel, Istanbul University - Istanbul, Turkey
Yasir Zaki, New York University Abu Dhabi, United Arab Emirates
Sherali Zeadally, University of Kentucky, USA
Weihua Zhang, Fudan University, China

                            8 / 124



Copyright Information

For your reference, this is the text governing the copyright release for material published by IARIA.

The copyright release is a transfer of publication rights, which allows IARIA and its partners to drive the

dissemination of the published material. This allows IARIA to give articles increased visibility via

distribution, inclusion in libraries, and arrangements for submission to indexes.

I, the undersigned, declare that the article is original, and that I represent the authors of this article in

the copyright release matters. If this work has been done as work-for-hire, I have obtained all necessary

clearances to execute a copyright release. I hereby irrevocably transfer exclusive copyright for this

material to IARIA. I give IARIA permission or reproduce the work in any media format such as, but not

limited to, print, digital, or electronic. I give IARIA permission to distribute the materials without

restriction to any institutions or individuals. I give IARIA permission to submit the work for inclusion in

article repositories as IARIA sees fit.

I, the undersigned, declare that to the best of my knowledge, the article is does not contain libelous or

otherwise unlawful contents or invading the right of privacy or infringing on a proprietary right.

Following the copyright release, any circulated version of the article must bear the copyright notice and

any header and footer information that IARIA applies to the published article.

IARIA grants royalty-free permission to the authors to disseminate the work, under the above

provisions, for any academic, commercial, or industrial use. IARIA grants royalty-free permission to any

individuals or institutions to make the article available electronically, online, or in print.

IARIA acknowledges that rights to any algorithm, process, procedure, apparatus, or articles of

manufacture remain with the authors and their employers.

I, the undersigned, understand that IARIA will not be liable, in contract, tort (including, without

limitation, negligence), pre-contract or other representations (other than fraudulent

misrepresentations) or otherwise in connection with the publication of my work.

Exception to the above is made for work-for-hire performed while employed by the government. In that

case, copyright to the material remains with the said government. The rightful owners (authors and

government entity) grant unlimited and unrestricted permission to IARIA, IARIA's contractors, and

IARIA's partners to further distribute the work.

                            9 / 124



Table of Contents

A Novel Spectrum Sensing Scheme for Dynamic Traffic Environments
Keunhong Chae and Seokho Yoon

1

Utility-based Approach for Video Service Delivery Optimization
Diallo Mamadou Tourad, Abd-elrahman Emad, Fieau Frederic, and Afifi Hossam

5

Perceptual Semantics for Video in Situation Awareness
Maria Alejandra Pimentel-Nino, Maria Angeles Vazquez-Castro, and Inigo Hernaez-Corres

11

On Server and Path Selection Algorithms and Policies in a light Content-Aware Networking Architecture
Eugen Borcoci, Marius Constantin Vochin, Mihai Constantinescu, Jordi Mongay Batalla, and Daniel Negru

17

Building Efficient End-to-End Service Transparent Fiber Networks Supporting Access Rates Beyond 10Gb/s
Theofanis Orphanoudakis, Chris Matrakidis, Christina (Tanya) Politi, Alexandros Stavdas, Helen-Catherine
Leligou, and Evangelos Kosmatos

23

Hybrid Optical Network with Traffic Classification and Switching Selection Scheme Based on Fuzzy Logic
Ana Carolina Silva and William Giozza

29

Performance of Low Buffer Resource Flexible Router for NoCs
Israel Mendonca dos Santos, Felipe M.G. Franca, and Victor Goulart

35

Inferring TCP Congestion Control Algorithms by Correlating Congestion Window Sizes and their Differences
Toshihiko Kato, Atsushi Oda, Shun Ayukawa, Celimuge Wu, and Satoshi Ohzahata

42

The K-means and TSP Based Mobility Protocol Modeling as a Probabilistic Combinatorial Optimization Problem
Monia Bellalouna, Afef Ghabri, and Walid Khaznaji

48

Wireless Ad Hoc Networks Resilience Through Cooperative Communication
Ulisses Rodrigues Afonseca, Thiago Fernandes Neves, and Jacir Luiz Bordim

54

Node Pair Selection Scheme for MIMO Multiuser System Using Repeated Application of Stable Matching
Algorithm
Tetsuki Taniguchi and Yoshio Karasawa

60

Evaluation of the New e-Health Signaling Model in the USN Environment
Adel Mounir Said and Ashraf William Ibrahim

65

On Throughput Performance and its Enhancement in Mobile Ad Hoc Networks (MANETs)
Mouna Abdelmoumen, Mariem Ayedi, Mounir Frikha, and Tijani Chahed

73

                               1 / 2                           10 / 124



In Vehicle Communication Networks : A Power Line Communication Study and Demonstrator for Infotainment
Applications
Fabienne Nouvel and Philippe Tanguy

79

Development of a Remote Management System for Automatic Parking Towers through Mobile Devices
Jin-Shyan Lee, Ta-Cheng Chien, and Yuan-Heng Sun

86

An Assessment of the Contemporary Threat Posed by Network Worm Malwar
Luc Tidy, Khurram Shahzad, Muhammad Aminu Ahmad, and Steve Woodhead

92

Improving Resource Discovery and Query Routing in Peer-to-Peer Data Sharing Systems Using Gossip Style and
ACO Algorithm
Hanane Hamdi and Fouzia Benchikha

99

Improving Network Traffic Anomaly Detection for Cloud Computing Services
Ana Cristina Oliveira, Marco Spohn, Reinaldo Gomes, Do Le Quoc, and Breno Jacinto Duarte

107

Powered by TCPDF (www.tcpdf.org)

                               2 / 2                           11 / 124



A Novel Spectrum Sensing Scheme for Dynamic Traffic Environments

Keunhong Chae and Seokho Yoon
College of Information and Communication Engineering, Sungkyunkwan University,

300 Cheoncheon–dong, Jangan–gu, Suwon–si, Gyeonggi–do, 440–746, Korea
Email: syoon@skku.edu

Abstract—This paper proposes a novel spectrum sensing
scheme for dynamic traffic circumstances, where a Primary User
(PU) signal may randomly depart or arrive during the sensing
period, and thus, the conventional schemes developed under the
assumption of the static traffic circumstances perform poorly. In
the proposed scheme, a sensing period is partitioned into several
sub-periods and the final decision on the existence of the PU
signal is made by combining sensing decisions during each sub-
period. From numerical results, it is confirmed that the proposed
scheme has an improved detection performance compared with
those of the conventional schemes.

Keywords—Spectrum sensing; Cognitive radio; Dynamic traffic
circumstance; Detection probability

I. INTRODUCTION

The spectrum sensing determines the existence of a Pri-
mary User (PU) signal on frequency bands and thus enables
the Cognitive Radio (CR) to allocate a vacant frequency band
to a Secondary User (SU) without interfering the PU [1][2].
So far, most spectrum sensing techniques [3]-[5] have been
developed under the assumption of static traffic circumstances
where the PU is present or absent during the whole sensing
period [6]. In practical wireless communications, however, the
PU traffic could be dynamic, i.e., the PU could arrive at or
depart from the frequency band in the middle of a sensing
period randomly, and in such a dynamic traffic circumstance,
the conventional spectrum sensing techniques where the PU
traffic is assumed to be static would perform poorly [5].

An interesting spectrum sensing scheme [7] was proposed
for dynamic traffic circumstances, where the dynamic be-
havior of the PU signals is modeled as a Poisson random
process and an improvement in detection performance over
the conventional schemes was shown. However, the scheme
of [7] requires additional information including the arrival
and departure rates of PU signals and the performance im-
provement is not significant especially in low Signal-to-Noise
Ratios (SNRs) of practical interest. In this paper, we propose
a novel spectrum sensing scheme based on partitioning of
a sensing period, where a sensing period is partitioned into
several sub-periods and the final decision on the existence of a
PU signal is made by combining sensing decisions during each
sub-period. Numerical results demonstrate that the proposed
scheme provides a better detection performance than those of
the conventional schemes.

The rest of this paper is organized as follows. Section II
introduces the received signal model of the CR systems in the
dynamic traffic circumstances. In Section III, we explain the
proposed spectrum sensing scheme based on sensing period
partitioning. The proposed scheme is confirmed to perform
better than the conventional ones in Section IV, and finally,
Section V concludes the paper.

II. SYSTEM MODEL

In the dynamic traffic circumstances, the spectrum sensing
problem can be modeled as a binary hypothesis testing problem
with the null hypothesis H0 and the alternative hypothesis H1:

H0 : y[n] =

{
x[n]+w[n] for n = 1, 2, ..., J0,
w[n] for n = J0+1, J0+2, ..., N,

(1)

and

H1 : y[n] =

{
w[n] for n = 1, 2, ..., J1,
x[n]+w[n] for n = J1+1, J1+2, ..., N,

(2)

where y[n] is the nth sample of the received signal, x[n] is the
nth sample of the PU signal, w[n] is the nth additive white
Gaussian noise sample, N is the number of observed samples,
and the hypothesis H0 (H1) represents that a PU signal is
present (absent) on the frequency band at the beginning of a
sensing period and then the PU signal departs from (arrives at)
the band between the J0th (J1th) and the (J0+1)th ((J1+1)th)
samples. In this paper, we assume that the departure or arrival
of PU signals follows a Poisson random process and occurs
only once in the sensing period, as in [7].

III. PROPOSED SPECTRUM SENSING SCHEME

A. Test Statistics
To solve the hypothesis testing problem in the dynamic

traffic circumstances, first, we partition a sensing period com-
posed of N observed samples into K sub-periods with N/K
samples each, where N is assumed to be divisible by K and
a set of samples in the kth sub-period is denoted by

Gk = {y[n]}k(N/K)
n=1+(k−1)N/K . (3)

Then, we perform energy detection to determine the existence
of a PU signal during each sub-period with a threshold λG

predetermined by a given false alarm probability. Thus, the test
statistic TGk

corresponding to the kth sub-period is obtained
as

TGk
=

k(N/K)∑
n=1+(k−1)N/K

|y[n]|2 , k = 1, 2, 3, ..., K. (4)

Comparing TGk
with λG, finally, we decide the existence of

the PU signal during the kth sub-period:

TGk

D1, Gk

>
<

D0, Gk

λG, for k = 1, 2, ... , K, (5)

where D1, Gk
(D0, Gk

) represents that the PU is present (ab-
sent) during the kth sub-period.

If a PU signal arrives at (departs from) the frequency band
at the end of a sensing period in a dynamic traffic circumstance,
the probability that the whole energy in a sensing period

1Copyright (c) IARIA, 2014.     ISBN:  978-1-61208-368-1
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Fig. 1. Four cases of (Dx,M , Dy,GK
).

exceeds the threshold would be small (large) even if the PU
signal is actually present (absent) at the end of the sensing
period, and thus, the conventional spectrum sensing techniques
using simply the whole energy during a sensing period would
yield a wrong decision on the existence of the PU signal. To
solve this problem, we use the sensing decisions from K sub-
periods as follows. Depending on the presence or absence of
the PU signal in each sub-period, firstly, we represents the kth
sensing decision xGk

as 1 or 0, i.e.,

xGk
=

{
1 when TGk

> λG

0 when TGk
≤ λG

(6)

for k = 1, · · · ,K − 1. Using the majority rule, subsequently,
we make an intermediate-decision as

K−1∑
k=1

xGk

D1,M

≥
<

D0,M

K − 1

2
, (7)

where the intermediate decision D1,M (D0,M ) represents
that the PU is present (absent) during the first K − 1
sub-periods and it is combined with the sensing decision
D1, GK or D0, GK corresponding to the Kth sub-period,
yielding the final decision on the existence of the PU sig-
nal. We have four different combinations (D1,M , D0, GK ),
(D0,M , D0, GK

), (D0,M , D1, GK
), and (D1,M , D1, GK

) as
shown in Figure 1 and it is easy to see that the hypotheses
H0 and H1 are finally declared for (D1,M , D0, GK

) and
(D0,M , D0, GK

) and for (D0,M , D1, GK
), respectively. On

the other hand, as shown in Figure 2, we have two cases
corresponding to H0 (Figure 2(a)) and H1 (Figure 2(b)),
respectively, for (D1,M , D1, Gk

). Thus, the final decision is
made by comparing the average of the test statistics {TGk

}K−1
k=1

with the test statistic TGK
of the Kth sub-period for those

cases. Finally, the decision rule can be summarized as
H0 for (D0,M , D0,GK

) and (D1,M , D0,GK
)

H1 for (D0,M , D1,GK )

∑K−1
k=1 TGk

K−1

H1

<
>
H0

TGK
for (D1,M , D1,GK

).
(8)

Fig. 2. Random departure and arrival cases of (D1,M , D1, GK
).

In other words, in case of (D1,M , D1, Gk
), the proposed

scheme compares the TGK
with average of {TGk

}K−1
k=1 . In

other cases, the proposed scheme decides the existence of the
PU signal based on the detection result of sub-period GK .

B. Distribution of Test Statistics
In this section, we derive the probability density function

(PDF) of the test statistic TGk
. Assuming that the additive

white Gaussian noise samples {w[n]}Nn=1 have zero-mean and
unit-variance, we can easily see that TGk

follows the non-
central chi-square distribution

pT1(TGk
) = (

TGk

2s2k
)

( N
K

−2)

4 e
−(s2k+TGk

)

2 I N
2K −1(sk

√
TGk

) (9)

when a PU signal is present, where

s2k =

k(N/K)∑
n=1+(k−1)N/K

x2[n] (10)

and

Iα(x) =

∞∑
k=0

(x/2)α+2k

k!Γ(α+ k + 1)
(11)

is the αth-order modified Bessel function of the first kind with
Γ(x) =

∫∞
0

tx−1e−tdt and x > 0.
When a PU signal is absent, on the other hand, y[n] = w[n]

and thus TGk
obeys the central chi-square distribution

pT2(TGk
) =

1

2
N
2K Γ( N

2K )
T

N
2K −1

Gk
e−

TGk
2 . (12)

IV. NUMERICAL RESULTS

In this section, we compare the spectrum sensing perfor-
mances of the proposed and conventional [3][7] schemes in
terms of the detection probability defined as Pr(H1|H1). For
simulations, N is set to 200 and the SNR is defined as σ2

s/σ
2
n,

2Copyright (c) IARIA, 2014.     ISBN:  978-1-61208-368-1

ICSNC 2014 : The Ninth International Conference on Systems and Networks Communications

                           13 / 124



Fig. 3. The detection probability as a function of the Signal-to-Noise Ratio
when Pfa = 0.05.

Fig. 4. The ROC curves when SNR= −10 dB.

where σ2
s and σ2

n are variances of the PU signal and noise,
respectively. For the scheme of [7], the product of the arrival
or departure rate and the sensing period is set to 0.1.

Figure 3 shows the detection probabilities as a function
of the SNR when the false alarm rate Pfa is 0.05 and
K = 2, where we can clearly observe that the proposed scheme
offers a detection probability improvement over the conven-
tional schemes at low SNRs of practical interest (−20 dB <
SNR < −5 dB). Although the detection probability of the
proposed scheme is a little bit lower than those of the conven-
tional schemes at high SNRs, it should be noted that all of the
schemes perform well at high SNRs, and so, the difference in
performance between the proposed and conventional schemes
is insignificant.

Figure 4 shows the Receiver Operation Characteristic
(ROC) curves of the proposed and conventional spectrum

Fig. 5. The detection probability as a function of K when SNR = −10dB
and −12dB, and Pfa = 0.05.

Fig. 6. The optimum number of sub-periods as a function of the
Signal-to-Noise Ratio when Pfa = 0.05.

sensing schemes when the SNR = -10 dB and K = 2.
From the figure, the proposed scheme is found to offer a
ROC performance improvement over the conventional schemes
when the false alarm probability is smaller than 0.25, which is
a practical range of the false alarm probability in spectrum
sensing. Specifically, it is observed that that the proposed
scheme has a larger detection probability (a smaller false alarm
probability) than those of the conventional schemes for a fixed
false alarm (detection) probability.

The superiority of the proposed scheme over the conven-
tional ones shown in Figure 3 and Figure 4 stems from the
fact that the proposed scheme makes the final decision on the
existence of the PU by giving a more weight to the sensing
decision from the last sub-period unlike the conventional
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schemes where all of the sensing decisions from sub-periods
have the same weight.

As the value of K increases, the sensing decision from the
last sub-period would recognize the existence and nonexistence
of the PU signal after a given sensing period more exactly;
however, the reliability of the sensing decision from each sub-
period would be worse, since the number of samples used
during each sub-period decreases. From this observation, we
can see that there exists an optimum value of K. Figure 5
shows the detection probabilities of the proposed scheme as
a function of K when SNR = -12 dB and -10dB, and Pfa =
0.05. In this simulation, N is set to a multiple of K that is the
closest to 200 when N is indivisible by K. From the figure,
we can observe that 7 is the optimum value of K when SNR
is -10dB, and 10 is the optimum value of K when SNR is
-12dB. In addition, it is seen from Figure 6 that the optimum
value Kopt decreases as the value of the SNR increases and
eventually becomes saturated. This is because more samples
are required in each sensing period to maintain the reliability
of the sensing decision from each sensing period. It should be
noted that the optimum number of the sub-periods is not over
10 in the SNR ranges (-12 dB ∼ 0 dB) of practical interest, i.e.,
the proposed scheme does not involve a significant increase in
complexity. Thus, the proposed scheme should be applicable
to real-time applications.

V. CONCLUSION

In this paper, we have proposed a novel spectrum sensing
scheme for dynamic traffic environments. Specifically, we have
first partitioned a sensing period into several sub-periods and
then have performed energy detection during each sub-period.
Finally, we have obtained a decision rule on the existence of
a PU signal by combining the sensing decisions from sub-
periods. From numerical results, we have confirmed that the
proposed scheme offers a noticeable performance improve-
ment, and also, have determined an optimum number of sub-
periods.
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Abstract—This work aims to introduce an Utility-based 

approach for Video Service Delivery Optimization (U-VSDO). 

Through this optimization, a global utility function is 

calculated based on different constraints. Those constraints are 

considered based on separate utility function for each actor in 

the video service delivery chain (Content Provider (CP), 

Operator (OP) and Client (CL)). However, each actor has a 

global score for his vision, the overall optimization aims to 

satisfy the three actors. Our proposed methodology for this 

optimization is validated through different types of evaluation. 

First, a simulation based utility function is done for obtaining 

the optimal values of our optimization problem. Then, a 

complete GUI (Graphical User Interface) interface is built 

based on the main parameters for each actor. Finally, a test-

bed is conducted to differentiate between two types of flows 

using open source Software Defined Network (SDN) controller. 

This part considered the standard use case for ETSI 

(European Telecommunications Standards Interface) in CDN 

(Content Delivery Network) as a Service. 

Keywords- CDN optimization; video service delivery; utility 

function, quality QoS/QoE. 

I. INTRODUCTION  

 
New video service delivery strategies face two 

challenges: pricing plan for the overall chain elements and 
the innovation for new added services. Many operators are 
struggling to maintain the Average Revenue per User 
(ARPU) and margins in revenues despite the high 
competition in market. They are searching for new 
optimizations that can achieve the balance between the main 
three actors in the chain (content providers, operators and 
consumers). But, the massive deployment of Over-The-Top 
(OTT) technology [1] is really representing a big threat for 
managed video services. Moreover, new opportunities 
brought by clients need to be studied in order to build a good 
utility between users needs and service requirements. 
Therefore, searching optimization algorithms and tools for 
managed video delivery networks is required.  

The traditional Content Delivery Networks (CDNs) are 
not defined mainly for data centers virtualization but for data 
caching and services acceleration. Akamai is one of the most 
famous CDN multi providers over Internet as it handles 
almost 30% of global Internet traffic all over the world [2]. 
Hereinafter, we will explain the main challenges in video 
data centers in general and conduct a subjective comparison 
between the main actors in video service delivery. 

A. Video Data Centers Issues 

Online video uses a very large amount of storage in data 
centers and bandwidth (BW) over the Internet. In USA only, 
almost 50% of Internet BW is consumed by online videos 
[3]. Globally, one of the main issues in data centers is the 
movement of contents. We tried in a previous work to study 
the issue of content movement and video file optimization in 
terms of access cost from user perspective [4]. While, in 
another work, we focused on the QoE aspects and their 
effects on data retrieval or caching costs [5], the overall 
control performance especially in video services is still 
insufficient due to the main bottlenecks in data centers 
interconnections. Moreover, the more famous data centers 
over Internet proposed by Amazon [6] or Google [7] are 
suffering from the same problem of bottlenecks as reported 
in [3]. So, until the cloud solutions bring an improvement, 
there are still some drawbacks in content movements either 
within single data centers or between data centers. So, there 
are high incentives to search an optimized solution for big 
data movements and its optimization. New trends consider 
the Software defined network (SDN) solutions as a 
movement tool and enabler.  

B. Comparison for the Three Actors 

It is important to analyze the main actors in video service 
delivery chain. Then, we can describe the objectives of each 
actor in order to introduce his utility and the overall work 
motivations. Here, two comparisons are mandatory in order 
to build our utilities and have clear problem statements as 
follows: 

1) Agility Comparison 
The Agility is defined as the number of parameters and 

the ability of adaptation for the proposed system 
dynamically. So, the flexibility of service planning either for 
content adaptation or server placement is considered as an 
important factor in any video streaming chain. Thus, either 
for live streaming or VoD (Video on Demand), the easy 
adaptation and simple configuration of networks will 
enhance the overall system performance and users 
satisfactions at same time. Moreover, the correlation between 
the three actors in the video chain will lead to an optimal 
identification for both network capacities and users densities. 
Table I compares the Agility of the three actors effects in 
terms of some major attributes as follows: 
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TABLE I.  AGILITY COMPARISON FOR THE THREE ACTORS 

Attribute 
Content 

Provider 
Operator Client 

Video 

Coding 

The number of 

layers that can be 
available for each 

content like 

DASH layers or 
HLS for mobile 

users 

The carrier has 
to support 

different 

tunnels of 
traffic and 

with different 

rates of 
playing videos 

The client 
application 

capacity for 

accommodating 
different 

coding layers 

and buffers 
required 

Line 

Speeds 

Cost 

consumptions for 

high speed 
deployment lines 

to contents 

hosting  

Fast 

adaptations 
and scalable 

networks for 

highly on 
demand 

services  

Line speed 

constrains 

either for fixed 
rates cost or on 

demand 

bandwidth  

Capacity 
Maximizing the 

throughputs 

Minimizing 

the network 
load 

Maximizing the 

number of 
clients 

Quality 

QoS SLA/TCA 

between CP & 
OP for an 

efficient content 

delivery with min 
and max 

thresholds of 

quality  

Quality of 

service 
measures for 

adaptive bit 

rates  

Participating in 
QoS/QoE 

reports for 

enhancing the 
overall service 

delivery 

Devices 

Hardware or 

Software 

consumed for 
contents 

virtualizations or 

services on 
demand 

Dynamic 

allocations for 

resources and 
network 

virtualization 

to cope with 
on demand 

servers 

caching or 
placements 

Device 

capabilities to 

fit with 
different access 

networks and 

with virtual 
applications   

 

2) Cost Comparison 
Table II gives an overall cost comparison from each actor 

view as follows: 

TABLE II.   COST COMPARISON FOR THE THREE ACTORS 

Attribute 
Content 

Provider 
Operator Client 

CAPEX 

cost 

Min cost for 

content 

adaptations 

Min 

transmission cost 

for each content 

Min cost for 

required 
bandwidth 

line 

OPEX 

cost 

Hosting servers for 

different layers of 

same content 

Running cost for 

QoS SLA/TCA 
between CP & 

OP 

Running cost 

for additional 

Bandwidth 

 
Based on the previous two proposed comparisons and 

main issues in service delivery, we can formulate our 
problem statements as follows: 

C. Problem Statement 

We propose a global optimization utility function for 
each one of the three actors in the video chain. As shown in 
Figure 1, the three actors in the chain are in collaboration for 
the best service delivery. Actor 1, the content provider asks 

Actor 2 (the operator) to deliver some video content 
requested by the third Actor 3 (client). We assume that the 
system is real time so requests can be handled through some 
controller unit that manages sessions and handover decisions 
between CDNs based on our optimization function. 

 

Figure 1.  Main three actors in the video chain 

The rest of this paper is organized as follows: Section II 
highlights the relevant work to this optimization and presents 
the different categories in video service delivery 
optimization. Then, Section III introduces our proposed 
methodology based on the new utilities constrains. The 
evaluation for our proposal is conducted in Section IV. 
Finally, this research is concluded with some future 
directions in Section V. 

II. RELATED WORK 

We can divide contributions for optimizing video 
delivery into three main methods: i) the network-centric 
approach, in which decisions are made at the network side 
(mainly by network operators), ii) the user-centric approach 
making the decision based on the user's benefit, and iii) the 
context-centric approach, where the switching decision is 
made by considering different context information.  
 

i) The network-centric: 
In this approach, decisions are made by the operators and 

they are principally based on their benefits.  
Sylvia et al. [8] propose a distributed strategy to get 

network topology information, and use Internet Control 
Message Protocol (ICMP) ping method to measure Round-
Trip Time (RTT), in order to switch to a network which has 
the lowest RTT. Xueying et al. [9] work on the load 
balancing algorithm which automatically selects network 
candidate based on local resource conditions.  The main 
advantage of this method is the network resources 
optimization. But these techniques do not consider content 
provider expectations and users Quality of Experience 
(QoE). 
 

ii) The user-centric: 
Network switching is made in order to satisfy user’s 

benefits, without considering network load and content 
provider expectations. Ksentini et al. [10] consider Quality of 
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Experience measurements over different access types. After 
predicting a Mean Opinion Score (MOS) with Pseudo 
Subjective Quality Assessment (PSQA), a vertical handover 
(change in access network) is carried out towards the 
network offering the best MOS. It can be noticed that the 
user-centric approach has the main drawback from a load 
balancing perspective, since users generally consider only 
their own benefits while making decisions and letting the 
Operator and Content Provider benefits.  
 

iii) The context-centric approach: 
In this approach, the delivery decision optimization is 

made by considering different contexts (Content Provider, 
Operator, and Client). Bogdan et al. [11] propose an 
algorithm, called Smooth Adaptive Soft-Handover 
Algorithm (SASHA). Its goal is to improve the user 
perceived quality while roaming through heterogeneous 
wireless network environments. The score of each 
connection is evaluated based on a comprehensive Quality of 
Multimedia Streaming (QMS) including the following 
metrics: QoS (Quality of Service), QoE (Quality of 
Experience), Cost, Power efficiency and user preferences. 
The idea is to adapt delivery in the network that has the best 
(QMS) score. The disadvantage is the no consideration of 
content provider expectations in the adaptation process.  

Suciu et al. [12] propose Hierarchical and Distributed 
Handover (HDHO) method, a distributed handover decision 
framework which takes into account the objective of Content 
Provider  by considering the content requirements in terms of 
resources, Operator in terms of network load and user 
preferences by considering cost sensibility. Even if, this 
proposal takes into account the aim of each actor on the 
delivery chain, some relevant parameters are omitted. In 
content provider side the cost of transmitting the content in a 
network is missed, in network side the cost and hardware 
status are absent, in client side the perceived quality of 
experience is not taken into account.  

In order to maximize a perceived quality of experience in 
users’ side, respect conditions of content providers and the 
operators’ benefits, we need to define a new video delivery 
optimization which takes into account the objective of each 
actor.  Moreover, in such a dynamic environment composed 
by different devices with different characteristics, variables 
network conditions with different cost/load and content 
providers with different expectations, we propose the U-
VSDO algorithm that handles all those parameters as 
explained in the next section. 

III. PROPOSED METHODOLOGY 

The purpose of this section is to explain the steps of the 
optimization approach which takes into account the objective 
of Content Provider (CP), Operator (OP) and the User. Our 
approach is based on the definition of three entities, each 
with their goals as follows: 

 The objective of Content Provider is to send the 

Content in the network with a minimum cost and still 

manage the Content expectations in terms of 

requirements (for example the minimum required 

throughput for the content).    

 The objective of the Operator is to transmit content on 

its network (CDN1 or CDN2 in our example) while 

keeping the load as lower as possible. 

 The objective of the client is to improve the Quality of 

Experience besides the QoS. 

The Utility-based Video Service Delivery Optimization 
(U-VSDO) will take into account the goals of each actor in 
addition to the main constrains. As shown in Figure 1, the 
optimization decision will be managed by the Main 
Controller after solving the optimization problem. This 
controller can be for example an SDN controller as will be 
explained in Section IV for SDN Network Function 
Virtualization NFV [13]. So, we can solve the problem by 
the following steps: 
 

A. Problem Formulation 

We used the utility functions to calculate the scores of 
each actor; this is very useful to characterize the satisfaction 
derived from a parameter. 

The function must have the following characteristics:  

 The function increases with parameter x and has 
a maximum of  1,  

 When x is “low”, the function tends to zero.  

 The possibility to have normalized results 
between [0, 1].  

 Several functions meet these criteria. Moreover, we 
decided to use the utility function: (1-    ), as the work in 
[12] [14], where x is a parameter of the function. In future 
work, we will further investigate the influence of others 
utility functions in our optimization problem.  

Hereinafter, we introduce the details of each actor utility 
function based on the previous propositions either for utility 
type or normalization way.  Then, a global score utility will 
be calculated under the main constrains defined for each 
actor as follows.  

As the work in [12], we have two types of parameters: 

 The positives parameters: High values are 
better, example (throughput, available hardware, 
etc.), then for an utility function we took the 
parameter directly. 

 The negatives parameters: Low parameters are 
better, example (cost, network load, etc., then 

for these parameters we choose 
 

    
  for 

example. 

 For Content Provider:  

                      = (1 -  
    

 

        + 1 -          )       . Ds        (1) 

         = (2 -  
    

 

       -         )       . Ds                     (1) 

where:  
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o          , is the score related to Content Provider (CP) 

for flow j in network i.  

o     = UNIT cost per Mbyte, is the cost of transmitting 

the content in the network (CDN1 or CDN2) in our 

example). 

o      = (      (j),      ) = 0, when         <     ,      = 0. 
o           is the maximum cost that the content provider 

is ready to pay.  

o   , is the available throughput.  

o Ds = (          ,        =0, when       <    

o        is the required video throughput.  

Note that: (     means that; when   < B then ( ,B) =0 and 

1 otherwise. 

 For Operator:  

       = (3   
   

 

          
  

 

              ).NLs.Cops.Hs (2) 

 

where:    
 

o       , is the score related to Operator in network i.  

o                  ; is the cost from the operator 

side.  

o      is the network load.  

o NLs=         , NL (i)) =0, when       <  NL 

o        is the maximum acceptable network load. 

o Cops= (         ,Cop(i))=0, when       < Cop 

o         is the maximum price that the operator is 

ready to invest. 

o H is the required hardware threshold. 

o Hs= (H(i),      i)) = 0, when        

o       is the minimum required hardware for considered 

service.  

 For Client : 

                                                   =  
               

     
           (3) 

where: 

o            ) corresponds to the satisfaction obtained 

by users in network i for flow j. It is a parametric model 

which computes the Quality of Experience function of 

contexts information (environment) [15], the model 

takes into account parameters such as the device type, 

the video content type and the quality of the network 

link in order to predict the Quality of Experience. The 

analytical function is called        and is presented in 

the equation below:  

                                                =       
   

     

          (4) 

o A, B and C: are the model parameters calculated by 

using subjective test data from different experiments. 

o      , is the maximum value of        which 

correspond to the normalized factor  

So, the general optimization problem can be formulated as 

follows by total score: 

   =α *     + β *    +  *       (5)  

 

where         are the weights of entities in the global 

optimization and       =1 

The weighting parameters define the importance of each 
actor in the optimization decision. In our work we decided 
that the Content Provider, the Operator and Users have the 

same weight, then:        = 
 

 
 

 

B. Optimization Problem Constraints 

In this section, we summarize the main utility functions 
for the computed scores and their constraints that will be 
implemented in the next section and appeared in the GUI 
interface as follows:  

                                    2   
    

 

                

 

                   = 3     
    

 

          
  

 

                

 

Client :                     
        

    
     
        

       
 

 

         Objective: maximize (                  ) 

 

       Subject to :       <         

                               <         

                      Dr < Dref 

                         NL<       

                          < H  

IV. IMPLEMENTATION AND  EVALUATION 

To validate our work, we propose two ways. First, we are 
going to optimize the utility function parameters through a 
simulation tools using Matlab. Then, the decision output of 
this optimization will take the form of graphical interface for 
doing many scenarios. Second, we will do a testbed for 
decision making based software defined network (SDN) 
solution to differentiate between CDNs caching. This 
solution conforms to the ETSI solution use case 8 for virtual 
CDN-as-a-service [13].  

 

A. Validation Based Simulation 
The validation based simulation has been conducted based 
on some real test captured from last championship Roland 
Garros (RG) [16]. Roland Garros is a major tennis 
tournament held over two weeks between late May and early 
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June 2013 at the Stade Roland Garros in Paris, France. Some 
analysis has been proposed in our previous work [17]. In this 
work, we studied and analyzed users engagement during this 
event based on some real time measures done based on the 
Orange platform. Then, we will extend the study and the 
analysis to conform to the three actors in video. Samples 
from the RG tests are shown in the following Table III.  
Parameters such as buffering time, startup time and playing 
time are considered. 

TABLE III.  SAMPLES FROM ROLAND GARROS  MEASURES 

Buffering ratio 
(%) 

Startup time 
(Seconds) 

Average encoding 
(kbps) 

Playing time 
( seconds) 

0,84375 2,671875 807,0869565 446,85 

1,1761176 0,8860886 973,3505747 3600,33 

0,785625 0 970,070922 1521,11 

1,15 0 963,8943089 1356,33 

2,734375 0,59375 2040,769811 2791,39 

0,682039 0,6560375 945,2185792 1938,35 

0,5624928 0,8281144 955,7608696 455,50 

 
We implemented a complete Graphical Tool (GT) to be 

used by the operators in their networks design and 
optimization. This graphical tool is built based on Matlab 
code. 

Figure 2 illustrates the main construction steps as divided 
into two parts: 

 Creating general parameters: which means defining 

the basic topology elements and factors in the three 

actors (CP, OP and CL) i.e. the main profiles for 

each video and CDN. 

 Calculating results: Calculating the general score 

for all actors and show the selected CDN as best 

path for video profile.  
Actually, we simulate the global utility function and 

calculate the scores for different networks for our approach 
U-VSDO. Moreover, and in order to facilitate the decision 
making output by each operator running our methodology, 
we developed a GUI interface to cope with the three utility 
functions for the three actors main parameters as shown in 
Figure 2. 

 

 
Figure 2.  GUI interface for U-VSDO approach 

After finishing this simulation, we conducted a brief 
comparison between our approach U-VSDO and other 
similar techniques that used utility functions for decision 
making based multimedia handover like SASHA [11] and 
HDHO [12]. The results indicated in Table IV highlighted 
the main parameters considered as supplementary by our 
approach U-VSDO over other ways. 

TABLE IV.  COMPARISON BETWEEN U-VSDO TO OTHER APPROACHES 

 SASHA HDHO U-VSDO 

OP cost x x √ 

CP cost √ √ √ 

Content Type x x √ 

Device Type x x √ 

Client Type x x √ 

Network Load √ √ √ 

H/W Status x x √ 

 
Finally, Figure 3 represents the correlation between this 

work and our previous work [17] for different types of media 
tested under our approach. Figure 3 handled different types 
of videos (News, Sport, Music and Animation) in terms of 
which CDN can achieve high scores in order to satisfy user 
engagement and all actors’ satisfactions for our 
methodology.  

 

 

Figure 3.   User score for different types of media to different CDNs 

 

B. Validation Based Testbed 

In this part, we try to validate our approach using 
software defined network controller through the SDN 
implementations based testbed. The testbed architecture is 
shown in Figure 4. We simulate the traffic source as video on 
demand servers by VOD1 & VOD2 (using VLC Servers for 
same contents but on different format: one Standard 
Definition (SD) and the other High Definition (HD)) and the 
client will also use a VLC client. 
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Figure 4.  Proposed testbed architecture 

The experiment for simulating SDN controller is done 
using Mininet open source package [18]. Using this package, 
we can build a complete architecture of virtual topology 
(including VM clients, VM servers, Virtual Open switch and 
the session controller based an OpenFlow [19]). 

As SDN offers Networking-as-a-Service (NaaS) and 
Network Function-as-a-Service (NFaaS), the main objective 
is to measure the performance in case of obtaining the 
contents from VOD1 (SD) and due to the QoE index; the 
session will be transferred to VOD2 (HD) for same contents. 
Also, we can see that this is a type of session based hijacking 
using SDN controller. The response time for sessions 
hijacking is calculated for different types of video bit rates as 
shown in Figure 5. As shown in this figure, the switching 
time is acceptable for different types of videos and is 
conform with the ITU recommendations for quality of 
streaming. 
 

 
Figure 5.  The response time for sessions hijacking against VBR (video bit 

rate) as measured during the experiment. 

V. CONCLUSION 

 
An optimization mechanism is presented and evaluated. 

It solves the utility function optimization for the three 
common actors in video streaming chain (CP, OP and CL) 
for any data centers, including their roles and objectives in 
video chain. The proposed methodology U-VSDO is 
evaluated by two ways. First, through a simulation for global 

utility function and our approach gave good results 
compared to other methods like HDHO or SASHA in terms 
of value added parameters in decision making. Secondly, a 
testbed is evaluated to validate the CDN-as-a-Service 
controlled by an SDN controller and the consumed time for 
sessions hijacking is measured for different video bitrates. 

In the next work directions, we will consider the real-
time video service optimization based on adaptive technique 
suitable for the real-time nature. 
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Abstract—We introduce novel perceptual semantics for video
adaptation in multimedia communications. The target is to
enhance situation awareness in non-computer aided processes
as in emergency operations. Our proposed perceptual semantics
relate to end user requested resolution in the temporal domain
for a better assessment of event’s evolutions seen from streaming
video. Adaptation is enabled at transmission via a perceptual
semantics feedback loop to adapt source coding on-the fly in
terms of frame rate. The overall framework contemplates the
use of an underlying cross-layer optimization that copes with
network congestion and erasures in best effort scenarios. We
show through simulations that within the proposed framework,
the perceptual semantics are preserved. Moreover, we show
it complies with information-centric-networking philosophy and
architecture, such that it is in line with content-aware trends in
networking.

Keywords–Perceptual semantics; adaptive video; situation
awareness; QoE.

I. INTRODUCTION

The motivation of the work presented here is the possibility
of enhancing situational awareness using video streaming
through constraint networks. We target non-computer-aided
scenarios, where there is no artificial intelligence behind inter-
preting sensory information from the received video.

We consider band-limited, wireless best effort networks,
as possible means of communications for point-to-point live
video streaming during scenarios such as in emergency oper-
ations. Such networks pose a number of constraints affecting
Quality of Service (QoS), namely, congestion and erasures.
The topology envisioned is that of live user-generated content
being upstreamed to proper decision-makers.

Transmission alternatives that cope with the aforemen-
tioned network constraints include UDP- based frameworks for
live or real-time applications, with quality based [1], Quality of
Experience (QoE) driven cross-layer optimization [2], or TCP-
friendly [3] adaptive algorithms. Dynamic Adaptive Streaming
for HTTP over TCP streaming is suitable for server-client
architectures and video on demand applications, but with de-
graded performance in lossy networks with large propagation
delays [4]. With regards to the lossy nature of the network,
forward erasure correction methods are able to provide enough
protection and maintain QoE [5][3][6].

While these transmission frameworks can be satisfactory
to guarantee QoS/QoE in video-for-entertainmet scenarios,
we propose an additional dimension to target specific user
demands in scenarios using video for other purposes, such as in

emergency operations. We propose to improve non-computer-
aided situation awareness beyond standard improvements by
means of perceptual semantics.

In multimedia, “classic” semantics deals with heteroge-
neous metadata that sensors observe and/or tag when capturing
video. As such, it has applications in information retrieval,
integration and aggregation of varied data types as in semantic-
aware delivery of multimedia [7]. Further, semantic tagging de-
scribing pure observations is used in computer-based systems
with artificial intelligence to perceive and abstract situations
[8]. Rather than doing perception through classic semantics, we
propose a novel human-analysis-driven perceptual semantics to
tag the videos, based on the temporal/spatial characteristics a
user is perceiving as means to improve situation awareness.

The term perceptual semantics has been used by Cavallaro
and Winkler [9] for automatic feature extraction of video based
on image segmentation and target internal changes within the
video source coding mechanisms. Our approach differs, as it
does not limit to particular feature extraction and it focuses on
offering a solution for video communications in a non-intrusive
manner towards video codecs. Further, we involve the user
in tagging first-level perceptual features, for perceptual-based
networking, rather than use only observations as in [10]. To the
best of our knowledge, such diversion from classic semantics
has not been explored before.

Finally, we frame the novelty of perceptual semantics such
that it complements cross-layer optimization schemes that help
cope with network constraints. Within this framework we
enable a perceptual semantic adaptation loop, which will target
the specific user’s demand for improved perception, compre-
hension and further projection in situation awareness pro-
cesses. Additionally, this framework can be mapped to current
content-centric approaches of information-centric-networking.

The structure of the paper is as follows. We present the
perceptual semantics model in Section II, followed by the
integration of perceptual semantics within a video adaptation
framework in Section III. We show simulation results in
Section IV, and draw final conclusions in Section V.

II. PERCEPTUAL SEMANTICS MODEL

In this section, we derive the model for perceptual seman-
tics in the context of situation awareness and how we propose
to perform semantic tagging.

A. Spatial/temporal decoupling for situation awareness

Situation awareness enables good decision-making [11] and
hence, it is a major asset in, e.g., emergency operations. A
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Figure 1. Perceptual semantics vs “classic semantics”

broadly accepted definition is “the perception of the elements
in the environment within a volume of time and space, the
comprehension of their meaning and the projection of their
status in the near future.” [12]. The three-level model is thus
inferred, namely: perception, comprehension, and projection.

We focus on the spatial and temporal advantages of video
as a source of information for situation awareness. First, the
possibility of capturing dynamic scenes improves the assess-
ment of temporary evolving events. Second, video can provide
visual spatial accurate accounts of an ongoing situation [13].

If the temporal and spatial perceptual characteristics of the
video satisfy the situation-dependent specific user resolution,
then the user satisfaction will be fulfilled, and further higher
level cognitive processes will be benefited.

B. Semantic tagging

Based on the spatio/temporal identification of perceptual
features, our proposal is to utilize the end-user’s (analyst) per-
ception, to do semantic tagging that enables an enhancement of
the received video stream signal tailored to the user’s demand.

Semantic tagging is hence performed to describe perceptual
features in the video and as such represents more complex ab-
stractions of a viewed scene. In comparison, classic semantics
tagging would focus on unprocessed sensorial observations [8].
The difference between both approaches in semantics is shown
in Figure 1.

In scenarios where perception is not achieved by artificial
intelligence, it is the human analysis that will interpret the
sensory information and follow the three steps in the situation
awareness model. Hence, the semantic tagging is performed by
the user, as he is ultimately the one perceiving and foreseeing
what might be of interest in the video.

We propose a tagging that would indicate the tempo-
ral/spatial predominance according to the level of perception of
the user. A tag indicating predominance of temporal features,
means the user is perceiving a situation that demands more
attention to the dynamics of the scene (e.g., rapid movements,
evolution of an environmental hazard). On the other hand,
a predominance of spatial features indicate moments of less
movement but densely overloaded frames that requires more
detail to identify features (e.g., identifying persons or details
in a emergency scene).

III. INTEGRATION OF PERCEPTUAL SEMANTICS TO VIDEO
ADAPTATION

We propose to integrate the perceptual semantics with
video adaptation in order to provide to the user the required
perceptual level for situation awareness. Further, we propose
to map the tags to actions, such that the specific perceptual
features are enhanced.

Following, we describe how our perceptual semantics
model can be mapped to video coding characteristics and
propose an algorithm to meet the end-user’s demands. We com-
ment on protocol aspects in the implementation and propose
an integrated framework with an adaptive video solution.

A. Mapping

We focus on using our proposed perceptual semantics for
enhancement at source coding level. In single layer or scalable
layer video encoding of state-of-the-art codecs, three types of
resolution are defined, namely temporal (frame rate), amplitude
(quantization step), and spatial (frame size).

We map enhancement of temporal features to higher frame
rates, and predominance of spatial features to higher spatial
and amplitude frame resolution. In this way, dynamics of the
scene can be more closely followed (temporal preference) and
details of a scene can be better identified (spatial preference).
The mapping is intuitive and relies on the intrinsic architecture
of video codecs currently in use in a non-intrusive manner,
to facilitate the video communications. Finally, we show an
example architecture within Information-Centric Networking
(ICN) networking of a typical emergency scenario.

B. Algorithm

We propose to map the perceptual semantics to a system
quantified with the variable α ∈ [0, 1]. α = 0 and α = 1
express full preference of the spatial and temporal percep-
tual features, respectively. Intermediate values of α represent
weighed combinations of spatial and temporal preferences.

We denote the feasible set of finite values of frame rate,
as FT (rAPP ), while FS(rAPP ) is the feasible set for the
spatial factors, both a function of video coding rate rAPP . Note
that higher frame rates and frame sizes are possible to attain
with higher rAPP [14], hence the feasible sets FS(rAPP )
and FT (rAPP ) corresponding to higher values of rAPP will
contain more number of possible values that can be chosen
from. For example, in the case of scalable video coding, if
temporal dyadic scalability is performed, the available values
of frame rate contained in FT (rAPP ) would be the base
layer frame rate and the frame rates from enhancement layers
that would add up to i.e. a full 30Hz frame rate if rAPP is
sufficient: FT (rAPP ) = {3.75Hz, 7.5Hz,15Hz,30Hz}.

In order to choose the appropriate value of frame rate and
resolution according to our mapping of perceptual semantics,
we formulate the following optimization function:

(r∗fr, s
∗
fr) = max (αr̄fr + (1− α)s̄fr) (1)

s.t. rfr ∈ FT (rAPP ) and sfr ∈ FS(rAPP )

where r̄fr = rfr/rmax
fr , and s̄fr = sfr/smax

fr are the normalized
values of frame rate rfr and spatial/amplitude resolution
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Figure 2. Block diagram proposed cross-layer framework and APP-to-APP perceptual semantics loop

sfr with respect to maximum available values set for the
application. Note that the optimization in (1) can be applied
to single layer video coding or scalable video coding.

C. Implementation and compliance with standards

Figure 2 shows the diagram of the proposed framework.

1) Cross-layer framework: We assume an underlying stan-
dard cross-layer framework, that uses transport layer feedback
and interacts at transport-APP layers and transport-network
layers of the IP protocol stack.This framework provides the
application layer rate rAPP that can be used by the codec
(such that the video coding rate equals the application layer
rate), for an on-the-fly adaptive video subject to network
constraints. Moreover, it provides to the network layer the
necessary parameters to perform forward erasure protection.
The cross-layer optimization is handling feedback with the
standard RTP/RTCP protocol [15] (Real Time Protocol/Real
Time Control Protocol). Note that we have assumed Forward
erasure protection being performed at network layer, in partic-
ular using Random linear Network Coding (RNC).

The cross-layer optimization has been designed such that
it copes with the network impairments that directly affect
negatively the spatial/temporal aspects of video and is therefore
QoE-driven. This time/space cross-layer optimization asso-
ciates congestion with temporal impairments in video playback
such as freezes. In addition, it associates erasures with artifacts
degrading video quality. Further, we keep in mind that higher
video quality is achieved with higher video codec rate, rAPP .

The above assumption is relevant in the design, given that
the cross-layer optimization is able to mitigate the negative
effects of network degradations due to congestion and erasures.
Therefore, network degradations will minimally affect the job
of the perceptual semantics when enhancing the temporal and
spatial features necessary for situation awareness. We will
further discuss this with the numerical results in Section IV.

2) Perceptual semantics: Figure 2 further shows how the
cross-layer optimization is integrated with the perceptual se-
mantics loop. The video streaming application uses a state-of-
the-art codec such that the frame rate, frame size and codec
rate can be configured on-the-fly, either as a single layer or a
scalable layer coding.

In order to facilitate the perceptual semantics role, we use a
return path to send the tags chosen by the user according to the
perceptual semantics. The semantics-aware adaptation block in
Figure 2 interprets the semantic tags coming from the end-user
by mapping it to the proper decisions and forwarding to the
video codec, as explained in Section III.

Following the trends in current network architectures, we
propose to use semantic web protocols to enable the APP-to-
APP cross talk of the semantic tagging [10]. At the transport
layer, the application-specific information can be encapsulated
into RTCP feedback packets compliant with the extended re-
ports defined in RFC4585. This way, the perceptual semantics
feedback loop is coherent with the cross-layer optimization.

3) Coherence with ICN networking: Considering fu-
ture architectures, our framework complies with a semantic
information-based network [16]. The aim of the Information-
Centric Networking (ICN) approach is to integrate content
delivery as a native network feature, where focus is not on the
network as an enabler of communication links but as a platform
for information dissemination. ICN could allow for future
enhancements to the perceptual semantics as proposed in this
paper. In particular, our approach is coherent to the receiver-
driven nature of ICN. Further, caching, one of the appealing
attributes of ICN in data delivery, could enable more actions at
intermediate nodes concerning the incoming video stream. The
philosophy of ICN by which content information is available
to network/forwarding layers will allow the semantic loop we
have created to trigger further actions at these intermediate
nodes, such as adaptive network coding to enhance last-mile
network reliability.

Figure 3 shows the topology of our framework mapped to
the publish/subscribe ICN architecture for live streaming by
Tsilopoulos et al. [17]. It is a typical example of an emergency
application over a satellite access network, whose gateway
can be mapped to the rendevouz (RN) and topology manager
(TM) nodes. The publisher (operator in the ground during an
emergency) announces that it has a publication available to
the RN node. The subscriber (end-user/decision maker) issues
a subscription, as he is interested in obtaining live feed of the
current on-going events of the emergency. The RN and TM
nodes find the publisher and resolve the publisher/subscriber
path. The subscriber can issue petitions or unsubscribe, and in
our framework, issue perceptual semantics tagging, which the
publisher will receive through the RN nodes.

13Copyright (c) IARIA, 2014.     ISBN:  978-1-61208-368-1

ICSNC 2014 : The Ninth International Conference on Systems and Networks Communications

                           24 / 124



Figure 3. Publish/Subscribe architecture suitable for our proposed perceptual
semantics framework

TABLE I. FEASIBLE SETS CONSIDERED FOR SIMULATION

rAPP (in kbps) Feasible Set FT Feasible set FS

rAPP ≤ 64 {3.75, 7.5,10,15} {QCIF}
64 < rAPP ≤ 192 {3.75, 7.5,10,15} {QCIF,CIF}
192 < rAPP ≤ 384 {3.75, 7.5,10,15} {CIF,QCIF}
384 < rAPP ≤ 500 {3.75, 7.5,10,15,30} {QCIF,CIF,640x360}

IV. SIMULATION RESULTS

We simulate a realistic scenario typical of emergency op-
erations, where mobile satellite services are used to upstream
live video from field, to proper decision makers remotely
located. To our knowledge, there is no similar framework
in the literature to match our proposed perceptual semantics
framework and hence comparison to solutions that do not have
such aim would be unfair. Therefore, our results are compared
to not having such kind of framework.

A. Setup

We use a simulation system that allows to test the proposed
framework shown in Figure 2. The video streaming application
is simulated by generating packets of size l encoded at a rate
rAPP and frame rate rframe.

1) Cross-layer optimization setup for congestion and era-
sures: This block receives as inputs the feedback from the
receiver on current network conditions, and outputs the rate
rAPP that the video streaming application is allowed to use,
and the code rate ρ to be used for erasure correction, such that
the transmission rate is R = rAPP/ρ.

The transmission rate is online optimized through a QoE
delay-driven optimization at the sender side that uses receiver
feedback, as the one proposed in [2]. The resulting discrete
rate control update is given by (2)

R(tk+1) = R(tk) + f(τ(tk − τD)) (2)

where f(·) is a function of the delay τ measured at time tk −
τD, a delayed value due to the propagation delay τD in the
feedback loop. Updates on network measurements are received
every Tsamp = tk+1 − tk seconds.

Further, our additional novelty to cope with erasures, is
the use of adaptive network coding with Systematic Random
linear Network Coding, (SRNC). We use SRNC due to similar
performance to optimal forward erasure correction codes like
Reed-Solomon [5], but higher flexibility and compliance with
future network-coded networks. For a rate budget given by
R in (2), the code rate ρ = rAPP /R, chosen for SRNC is
maximized such that the performance meets a target residual
erasure rate given the current erasure rate ε of the network.
Hence the application layer rate rAPP is maximized.

2) Network simulation: We simulate a network as a FIFO
finite queue of available rate rav with erasure rate ε. Simulated
packets are transmitted at the obtained rate R.

SRNC uses the allocated code rate ρ to meet the complete
budget rate R, such that its performance meets the residual
erasure rate εres.

Congestion events are simulated as a drop (step-like) in
maximum available rate rmaxav to rminav that occurs halfway
through one streaming session, at T/2 such that η =
rmax
av −rmin

av

rmax
av

, with η ∈ (0, 1]. (Higher η means higher conges-
tion). Each simulation, corresponding to one streaming session,
lasts 300s, one corresponding value of η and ε.

The values used correspond to a realistic satellite network
commonly used in emergency operation, operating in the L-
band offering up to 500kbps uplink in best effort mode.

3) Perceptual semantics: We model the user’s semantic
tagging from temporal/spatial features with the parameter α. α
may vary over time throughout one single streaming session,
such that the sender is receiving feedback of this changes
and will adapt to them using, e.g., (1). We assume these tags
are changed by the user with a period of at least 10s. Three
cases are considered for variation of semantic tagging, namely,
TAGT : only temporal tagging for the entire session, TAGS:
only spatial tagging, TAGTS : alternating tags, each of 10s.

Table I summarizes the feasible sets for values of frame rate
dependent on rAPP , in order to solve the algorithm in (1). The
values chosen correspond to typical feasible combinations in
current state-of-the art codecs.

B. Metrics

The following metrics relate to the effects of the network
constraints in terms of Quality of Experience.

1) QoEA. : This metric is related to degradations due to
erasures in the network, that cause artifacts in the image:
QoEA = 1 − p̄, where p̄ is the average packet loss rate at
the receiver. QoEA ∈ [0, 1].

2) QoEF . : This metric is related to degradation due to
congestion, that cause freezes in video playback. QoEF =
1 − f̄ where f̄ is the probability of freezes occurring in
the playback. A freeze is the event where the time elapsing
between two consecutive frames displayed exceeds a tolerated
threshold. QoEF ∈ [0, 1].

3) α̂ and ∆α.: These metrics are related to the performance
of the adaptation through perceptual semantics. We measure
the value achieved by the algorithm as α̂, and the mean
absolute error with respect to the user’s demanded α, as
∆α = |α̂− α|.
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Figure 4. Achieved values of α vs. η vs. ε, using cross-layer optimization

4) Ω.: Combined metric to measure tradeoffs of using per-
ceptual semantics with and without cross-layer optimization.
It is defined as:

Ω = w1·QoEA + w2·QoEF + w3·(1−∆α)

with w1 +w2 +w3 = 1. Ω ∈ [0, 1]. The best performance, i.e.,
Ω = 1, occurs when no losses degrade the video (QoEA →
1), freezes in playback are minimal (QoEF → 1) and the
perceptual semantic adaptation matches the one requested by
the user (∆α).

C. Results

1) Perceptual semantics with and without cross-layer op-
timization: Figure 4 shows the performance with respect to
metric α of the perceptual semantics together with the cross-
layer optimization, as a function of congestion drops, η, and
erasures ε. Each surface corresponds to one of the three
cases of time varying semantic tagging. TAGT achieves high
values of α close to the tagged from the user, representative
of preference on temporal features, while TAGTS offers an
intermediate values, corresponding to the alternating tags. α
only reflects on the performance of the perceptual semantics
algorithm, and whether it is capable to achieve the expected
user demand. However, it does not reflect the effects on QoEF
and QoEA, directly affected by network degradations. Ω will
express the full performance as a whole.

In order to observe the combined effects of the adaptation
through perceptual semantics with an underlying cross-layer
optimization, we observe the individual metrics. The compar-
ison is made between using cross-layer optimization to cope
with the network constraints, or no use of it.

Figure 5a shows the value of ∆α as a function of η and
ε. In order to achieve high QoS and QoE with the cross-layer
optimization, the application layer rate rAPP is sacrificed, as
more rate is needed to protect from network erasures. Hence,
the feasible set of frame rates is reduced, and the obtained
α can not achieve the highest expected value. This can be
observed with higher values of ∆α as ε increases.

Nevertheless, the cross-layer optimization is guaranteeing
very low packet losses, as Figure 5b shows, which translates
into minimal artifacts in the video. Hence, while seemingly ∆α
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is not as low as expected, the user is guaranteed a seamless
video playback.

Figure 6 shows the combined metric Ω, where the above
trade-off result into higher performance when using cross-layer
optimization in combination with the perceptual semantics
loop, especially for highly degraded networks.

2) Time varying perceptual semantics tagging: We analyze
the effects of time-varying perceptual tagging, representing
a realistic case where the user identifies different situations
that demand attention towards temporal or spatial features.
These variations are represented as alternations of temporal
and spatial tagging. Figure 7 shows the performance in terms
of the combined metric Ω.

In addition to achieving the expected α demanded through
the semantic tagging, the performance is above 80% regardless
of the degradations of the network, thanks to the cross-layer
optimization. The performance is highly degraded due to con-
gestion, as well as erasures when no cross-layer optimization
is used, with performance dropping to 40%. In conclusion,
Figure 7 shows that the cross-layer optimization preserves the
perceptual semantics.

V. CONCLUSION AND FUTURE WORK

We have presented in this paper a framework where we
introduced perceptual semantics for video adaptation. Percep-
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tual semantics are used to acknowledge the user’s demand in
the context of situation awareness, where special attention is
required when using video as means to perceive, comprehend
and project ongoing situations, in particular for emergency
scenarios. We have presented a novel model for perceptual
semantics, based upon these demands, and propose a frame-
work to be integrated into a video adaptive solution, for non-
computer aided situation awareness. We discussed how to
practically implement perceptual semantics into an adaptive
loop that works with an underlying cross-layer optimization
in charge of coping with network constraints typical of best
effort wireless scenarios. Further, we have shown an adaptive
algorithm that translates the perceptual semantics into temporal
and spatial resolutions at codec level. Finally, our frame-
work is contextualized for information-centric-networking. Our
simulation results show how the perceptual semantic tagging
achieves the expected user demands while the underlying
cross-layer optimization preserves such performance. Future
work includes extensions of perceptual semantics in the ICN
context. Moreover, we will study more pertinent QoE metrics
to match user’s satisfaction when using perceptual semantics.
Finally, the presented framework will be further developed for
practical usage to implement a potential prototype.
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Abstract —Appropriate content server and path selection 

procedures based on different algorithms constitute the first 

set of actions to be performed in content delivery systems. 

Multi-criteria optimization algorithms based on user context, 

network and servers information can be used to enhance the 

overall efficiency. This paper contains a preliminary work, 

focused on algorithms and policies for optimized paths and 

server selection, aiming to finally implement a subsystem in the 

framework of a content delivery light architecture system. 

Keywords — Content delivery, Server selection, Path 

selection, Content-Aware Networking, Multi-criteria decision 

algorithms, Future Internet. 

I. INTRODUCTION 

The content orientation is an important trend recognized 
in the current and Future Internet [1] The 
Information/Content-Centric Networking (ICN/CCN), 
approach [2][3], revisits some main concepts of the 
architectural TCP/IP stack. In parallel, “light ICN”. 
evolutionary solutions introduce Content-Awareness at 
Network layer (CAN) [4]. Seen partially as an orthogonal 
solution, Content Delivery Networks (CDNs) improve the 
content services [5] by distributing the content replica to 
cache servers located close to groups of users. However, the 
above solutions involve complex architectures, high CAPEX 
and significant modifications in Service/Content Providers 
and Network Providers/Operators. 

The DISEDAN Chist-Era project [6][7], (service and 

user-based DIstributed SElection of content streaming 

source and Dual AdaptatioN, 2014-2015) proposes an 

evolutionary and light architecture to enhance the content 

delivery via Internet. It studies pragmatic solutions for the 

multi-criteria hard problem of best content source selection, 

considering user context, servers availability and possibly 

network status information (if available). The novel concept 

is based on: a. two-step server selection mechanism (at 

Service Provider (SP) and at End User) by using algorithms 

that consider context- and content-awareness; b. dual 

adaptation mechanism during the sessions, consisting of 

media flow adaptation and/or content servers handover. The 

solution could be rapidly deployed in the market since it 

does not require complex architecture like ICN, full-CAN or 

CDN. 

This paper contains a preliminary work on paths and 
server combined selection algorithms and policies applicable 
by SPs in a light content delivery architecture Section II is a 
short overview of related work. Section III outlines the 
overall system and problem description. Section IV contains 
the main paper contributions, focused on: a. paths and 
content server selection combined algorithm; b. 
modifications to allow introduction of SP policies, aiming to 
increase the system flexibility. Section V contains 
conclusions and future work outline. 

II. RELATED WORK ON MULTI-CRITERIA DECISION 

ALGORITHMS 

This section is a very short overview on some previous 
work related to path-server selection in content delivery 
systems, based on Multi-Criteria Decision Algorithms 
(MCDA). The problem belongs to the more general one 
known as multi-objective optimization. This has been 
extensively studied in various and large contexts of 
economics and engineering. The paper will not detail this. 
Few references are given at the end of the paper [8][9][12]. 

The general problem of multi-objective optimization is to 

find min F(x) = [f1(x), ..fk(x)] where x  Xi, the decision 
variables space, and f1(x), ..fk(x), are a set of objectives, [8] 
[9]. Such problems are in general NP complete, so, different 
simplified heuristics have been searched. A simple scalar 
approach maps the k-dimensional vector onto a single scalar 
value w by using an appropriate cost function c(), thus 
reducing the problem to a single-criterion one. However, 
information about individual components is lost. In the 
server-path selection problem, several decision parameters 
are important, such as: server load and proximity, transport 
path (length, bandwidth, loss, and jitter). 

Solutions have been searched treating the decision 
variables separately and considering them as independent. 
Note that in our case this is only partially true, e.g., delay and 
jitter are clearly not independent variables. Therefore 
modifications should be added to the basic algorithm to 
capture such effects and this paper proposes a solution.  

The reference level decision algorithms, [10][11], 
considers a decision space Rm  and the decision 

parameter/variables: vi, i=1, ..m; i, vi≥0. A candidate 

solution is an element Ss=(vs1, vs2, .., vsm)  Rm. Let S be the 
number of candidates indexed by s = 1, 2, ..S. The value 
ranges of decision variables might be bounded by given 
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constrains. The selection process searches a solution 
satisfying a given objective function, conforming a particular 
metric. 

The basic algorithm defines two reference parameters: 
- ri =reservation level=the upper limit for a decision 

variable which should not be crossed by the selected 
solution; 

- ai=aspiration level=the lower bound for a decision 
variable, beyond which the solutions are seen as 
similar. 

Without loss of generality one may apply the definitions 
of [11], where for each decision variable vi there are defined 
ri and ai , by computing among all solutions s = 1, 2, ..S: 

ri = max [vis], s = 1, 2, ..S 

ai = min [vis], s = 1, 2, ..S  (1) 

In [11], modifications of the decision variables are 
proposed: replace each variable with distance from it to the 
reservation level: vi  ri-vi; (increasing vi will decrease the 
distance); normalization is also introduced to get non-
dimensional values, which can be numerically compared. For 
each variable vsi, a ratio is computed, for each solution s, and 
each variable i: 

vsi' = (ri-vsi)/(ri-ai)  (2) 

The factor 1/(ri-ai) - plays also the role of a weight. The 
variable having high dispersion of values (max – min) will 
have lower weights, and so, greater chances to determine the 
minimum in the next relation (3). In other words, less 
preference is given to those variables having close values 
(reason: selection among them will not influence 
significantly the overall optimum). The algorithm steps are: 
Step 0. Compute the matrix M{vsi'}, s=1…S, i=1…m 

Step 1. Compute for each candidate solution s, the minimum 

among all its normalized variables vsi': 

  mins = min{vsi'}; i=1...m  (3) 

Step 2. Make selection among solutions by computing: 

vopt  = max {mins}, s=1, ..S  (4) 

This vopt  is the optimum solution, i.e it selects the best value 

among those produced by the Step 1. 
The reference level algorithm has been used in several 

studies. 
The work [13] proposes a decision process for network-

aware applications, based on reference level MCDA with 

several metrics. The improvement (compared to the basic 

algorithm) consists in considering not only the currently 

selected server status, but also the system future state after 

the selection. The simulation results showed a slight gain 

versus the basic algorithm, while using the same 

information from the network level (server and link load). 
The work [14] proposes and evaluates a multi-criteria 

decision algorithm for efficient content delivery applicable to 
CDN and/or ICN. It computes the best available source and 
path based on information on content transfer requirements, 
servers and users location, servers load, and available paths. 
It runs processes at two levels: 1. offline discovering multiple 
paths, and gathering their transfer characteristics; 2. for each 
content (online) request, finding the best combined server – 

path (reference level model). The following “use cases” are 
evaluated: random server and random path, combined with 
shortest single path routing protocol (current Internet 
solution); closest server and random path, (similar to the 
current CDN); least loaded server and random path; best 
server and the path with more available bandwidth in the 
bottleneck link. Simulation, using Internet large scale 
network model, confirmed the effectiveness gain of a content 
network architectures (i.e., having a degree of network 
awareness) and efficiency of the combined path-server 
selection. 

The work [15] models and analyzes a simple paradigm 
for client-side server selection. Each user independently 
measures the performance of a set of candidate servers, 
randomly chooses two or more candidate and selects the 
server providing the best hit-rate. The algorithm converges 
quickly to an optimal state where all users receive the best 
hit-rate (respectively bit rate), with high probability. It is also 
shown that if each user chooses just one random server 
instead of two, some users receive a hit-rate (respectively, bit 
rate) that tends to zero. Simulations have evaluated the 
performance with varying choices of parameters, system 
load, and content popularity. 

The contributions of this paper w.r.t. previous work 

mentioned are summarized as: two-phase flexible selection 

procedure based on MCDA reference level algorithm, 

applicable with slight modifications for nine use cases (see 

Section IV); additional policy supporting modifications 

proposed for the basic algorithm, in order to capture 

different Service Provider strategies. 

III. DISEDAN SYSTEM SUMMARY 

The DISEDAN solution performs an initial path-server 

selection and then, during the session, applies media flow 

adaptation based Dynamic Adaptive Streaming over HTTP 

(DASH) and/or content server handover. Details are 

described in [6], [7]. The system has a light architecture in 

the sense that it does not mandatory assume special 

Management and Control Plane at SP and end user sides. 

However the SP can provide to the client, at least a list of 

available and appropriate servers and/or other (offline and/or 

online observed) information to optimize the final selection 

at EU side selection results The design is backwards-

compatible: both (un)modified client and/or SP can 

cooperate. Based on the evaluated current delivery 

conditions, rules are defined to decide which adaptation 

action to perform. The DISEDAN implementation will be 

flexible [6], [7], allowing cheap and seamless deployment. 
This paper is focused on the path-server selection 

problem, applicable to DISEDAN. The acquisition of the 
input information for the selection procedure is out of scope 
of this work; it is supposed that such information is provided 
statically or dynamically (by measurements) and made 
available for the algorithm. 

IV. PATH AND SERVER SELECTION OPTIMIZATION 

A two phase selection process is adopted here, similar to 
[14]. The Phase 1 is executed offline and computes candidate 
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paths from servers to users. The Phase 2 applies a MCDA 
(reference level variant) algorithm and computes the best 
path-sever solution, based on multi-criteria and also policies 
guidelines. Note that the multicriteria algorithm is flexible: 
any number of decision variables can be used, depending on 
their availability. For instance in a multi-domain network 
environment it is possible that SP has not relevant or 
complete knowledge about end to end (E2E) transport paths. 
In such cases the list of available decision variables can be as 
well used. Another additional contribution here consists in 
modifying the reference algorithm, to include different SP 
policies concerning the importance of some decision 
variables with respect to others. 

i. Network Environment 

The content delivery for large communities of users 
frequently involve several network domains independently 
managed, [4][5]. In a combined optimization procedure for 
path and server selection it is not realistic, from the real 
systems management point of view, to consider all details of 
the paths from the content servers to the users. Therefore 
(supposed in this paper and also in DISEDAN), the network 
awareness of the management and control entity of an SP is 
limited, e.g. to knowledge about the inter-domain context, 
i.e., the inter-domain graph (where each network domain is 
abstracted as a node) and inter-domain link capacities, while 
considering the multi-tier organized Internet. The location 
(domains) of the potential groups of users and server clusters 
are also supposed to be known. 

Figure 1 shows a generic example of a tiered structure 
network, containing several domains D11, ..D33 
interconnected via inter-domain links. At the edges of this 
structure, groups of servers and users are connected to Tier 3 
domains. In Figure 1, two possible paths from D33 to D32 
are shown. The Phase 1 procedure will compute such similar 
paths between two edge domains. 

ii. Use cases for path-server selection procedure based on 

MCDA algorithm 

Several Use Cases can be defined for a combined 
algorithm, by considering several criteria for the path and 
server selection. Several metrics can be defined for paths and 
servers status evaluation. The path metric can be the simplest 
- number of hops, or a more powerful one (enabling better 
QoS assurance), e.g.: link cost=1/B, where B could be the 
static link capacity or the available bandwidth (dynamically 
measured). Also constrained routing policies can be applied 
(e.g. related to bandwidth, number of hops, etc.). 

The bandwidth of the selected link should be the 
maximum one (among several paths) but evaluated at the 
bottleneck link of that path. Additionally, the path might be 
constrained, e.g.: the number of hops (i.e., domains), should 
be lower than a maximum. For server status, one could 
consider the server proximity to the user, or server load. The 
MCDA algorithm has the quality that it can use several 
decision variables and make a global optimization. 

For the path selection one may apply: a. Single path 
between server and user (usually provided by the current 
Internet routing based on minimum number of hops); b. 

Random path selected among equal costs paths between 
server and user, given that a multipath protocol is applied 
(e.g modified Dijkstra algorithm); c. best path among several 
paths having similar costs in a defined range. 

For server selection one may apply: 1. Random selection; 
2. Closest server to the user (e.g., considering as metric the 
number of hops i.e domains - between server and user; 3. 
Least loaded server (the load can be evaluated as the current 
number of connections, or partially equivalent- as the total 
bandwidth consumed at the server output). 
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Figure 1.  Example of a sample tiered network. P1 and P2 – paths from 

domain D33 to D32. 

Considering combinations of the above factors, nine Use 
cases (and corresponding algorithms) can be defined: a.1, 
a.2, ...c.3, if independent decisions are taken for path, and 
respectively the server, with no MCDA algorithm. However 
we will consider a global optimization MCDA algorithm 
with several decision variables taken from the above. 

iii. Two phases path-server selection procedure 

The following simplifying assumptions are considered 
valid for this first version of the selection procedure: 

 All servers are managed by the unique Resource 
Allocator (RA) belonging to SP Manager. The RA 
knows each server status, including its current load 
(number of active connections and bandwidth 
consumed at the server output). A degree of content-
awareness exists in RA; it knows the inter-domain 
graph, and inter-domain link capacities. 

 Each domain is considered as a node in the network 
graph, i.e. the intra-domain transport is not visible. This 
is a major realistic assumption in simplifying the 
amount of knowledge supposed to exist at SP level. 

 All servers and users location are established offline, 
and are fixed. However the system can accommodate 
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the end user terminal mobility, given that in the content 
delivery phase a content server switching is possible. 

 The total number of content objects (Max_no_CO) are 
distributed (offline mode, by an external caching 
process, out of scope of this algorithm) to server groups 
and between the servers of a given group, while the 
number of COs in a server should be ≤ 
Max_no_CO_per_Server. 

 The content object instances replicated in surrogate 
servers are known by the RA. A data structure CO_SRV 
_map contains the mapping of CO replica on servers. 
Each CO is stored in 1, 2…. K servers; K = maximum 
number of servers to replicate a content object. 

  The time-life of a CO instance in a server is unlimited. 

 All COs are delivered in unicast mode, so a 
“connection” is 1-to-1 mapped to a content 
consumption session. The COs have the same 
popularity. 

 Each CO user request asks for a single CO; however 
the same CO can be consumed simultaneously by 
several users, by using private connections. 

 RA treats the User requests in FIFO (queue named 
COreq_Q) order. 

 RA accepts or rejects user requests. Rejection happens 
if there are no servers, or no transport resources 
available. No further negotiation between the User and 
RA is assumed after a request transaction processing. 

 The bandwidth occupied by a connection is equal to 
Bw_CO (in the first approach it can be considered 
constant). More generally this bandwidth is random, in 

a range Bw_CO +/- Bw. 

 A connection load for the server and path will be 
Bw_CO, during Tcon interval measured from the 
connection request arrival instant (we neglect the 
processing time for content/connection requests). 

 RA uses the most simple additive bandwidth 
management (no statistical multiplexing is assumed). 

 The average duration of a connection (for content 
consuming) is Tcon. The real duration could be in a 

range TCon +/- Tcon. 

Phase 1 
The Phase 1 (offline) general objective is to compute, on 

the inter-domain graph, (multiple) paths from server domains 
to user domains. No traffic load consideration is applied. The 
input data are:  topology, inter-domain link capacities, 
location of servers, and users. Some constraints can be 
applied, e.g., bottleneck bandwidth (BB) on any path ≥ 
Bmin; number of hops (domains) on any path ≤ NHmax. The 
simplest metric is the classic one (number of hops). More 
powerful approaches compute multiple paths: equal cost 
paths, or sets of paths having costs in a given range. Having 
more than one path would provide several MCDA choices 
opportunity. The multiple paths can be computed, by running 
a modified version of the classic Djikstra algorithm [16]. A 
“better” (from QoS point of view) additive metric is: 
link_cost= 1/Blink, where Blink is the link bandwidth/capacity). 
Given that routing process is a classic one, it will be not 
detailed in this paper. The Phase 1 output is a set of sub-
graphs, each one containing the multi-paths from a given 
group of servers to a given group of users. The Phase 1 
algorithm is convergent. Its order of complexity is not higher 
than for different variants of Dijkstra based algorithms, [17]. 

Phase 2 
The Phase 2 of decision process jointly selects (for each 

user request arrived at RA), the best server and path (based 
on dynamic conditions) from the available candidates 
computed in the Phase 1. The signalling details user-RA are 
out of scope of this paper. The RA applies an admission 
control decision, followed/combined with an MCDA 
algorithm. The Phase 2 dynamicity means updating the paths 
and server loads according to the new requests arrived. Also 
considering the time-life of a connection, different server 
status items are updated when the connections are terminated. 
Note that there is no problem to downgrade the algorithm if 
complete path information is  missing. More generally, the 
number of decision variables and the amount of information 
existent on them (static and/or dynamic) are flexible items. 

A description of Phase 2 is given below. 

Request analysis and resource allocation (pseudocode) 

// It is assumed a time process which triggers activation of the main procedure, at each generic time tick instant Tk. This 

approach can serve also for managing the time lives of connections. The algorithm description is given below. 

Each Tk  

{    While COreq_Q non-empty 

           {req = Extract_first_element_from COreq_Q( ); 

            Process_request (req);//processes the first request from the COreq_Q 

           Adjust_time_life_of_connections_in servers; } 

  } 

Process_request(req) // description of a user request processing 

 {Identify_Server _groups_and_individual_servers_able_to_provide_CO ; // candidate servers for requested content 

  {//Search in the CO_SRV _map, by using the CO index in the request}; 

 Create _candidate_servers_vector; // containing one entry for each such server 

Collect_status_of_each_server;  //from a data structure Server_status, the status of each sever is loaded in the 

        // vector; in the most simple variant : the current number of active connections 

 Determines_ sub-list_of _paths_for each candidate_server; // from the list of updated paths, by using information 

20Copyright (c) IARIA, 2014.     ISBN:  978-1-61208-368-1

ICSNC 2014 : The Ninth International Conference on Systems and Networks Communications

                           31 / 124



  

         // from the Phase 1 

 Create_candidate_list_of_path_server_solutions;//each solution is characterized by server load, bandwidth 

                     // and number of hops 

 Delete_full_loaded_servers; //optional; it can be included in MCDA algorithm 

 Delete_elements from_the_list_of_paths_associated_to_the_candidate_list:// optional; it can be done by MCDA 

// those which have number of hops > NHopmax; 

              // those which have Available Bandwidth < Bmin; 

Run_the_MCDA reference_level_ algorithm ;// determine best path-server solution; policies can be included here 

If successful  

                      then  

                          {Increase_success_list_statistics; 

                           Update_the_allocated_server_load; 

                    // Increase the number of active connections 

                                   Load & start timer associated to the time-life of this connection 

              Add_additional_bandwidth_consumed_to_ the_allocated_path_load on all links;} 

                       else increase the reject list statistics; 

} 

Adjust_time_life_of_connections // delete the terminated connections from the server status 

For each server //Sv1, …Svn 

     { For each timer 

            { If Active_flag=1 and Timer_value >0 

                      then {Timer_value - -; 

                                 If Timer_value = 0 then {Active_flag=0; NCO_srv --;}}} 

Generation_Content_object_request_ 

 Initialization: TReq = random [1,…P*Tk]; 

      Each Tk // equivalent with periodic interrupts at Tk seconds interval 

  {Treq = Treq - 1; 

       If Treq =0   then  

             { k = random [1, …. Max_no_CO]; 

             Put_CO_req (User_id, Tcon, COk,)_in_COreq_Q;//generate content object request 

            TReq = random [1,…P*Tk]}; // restart timer and select a random interval until the  

                                                             // next request generation} 

    

Policy guiding the MCDA 

Several remarks can be done related to the basic 
reference level algorithm: 

 The formula mins=min{ vsi' }; i= 1..m  (3), selects as 
representative of each candidate solution, the “worst 
case” value, i.e., for all other variables/parameters, this 
solution has “better” normalized values then this 
representative. This is arithmetically correct, however 
in practice this “worst” case parameter might be 
actually less important than others, either from 
technical or business (i.e policies) point of view. 

 In some particular cases with dependent variables (e.g., 
delay/jitter) the solution selected could be not the most 
appropriate, from actual implementation point of view. 

 The step 2 compares values coming from different types 
of parameters (e.g., 1/Bwdth, delay, jitter, server load, 
etc.) - independent or dependent on each other. The 
normalization allows them to be compared in the 
max{ } formula. However, the numbers compared are 
from items having different nature. This is an inherent 
weak property of the basic algorithm. 

 More important is that the SP might want to apply 
some policies when selecting the path-server pair for a 

given user. Some decision variables could be more 
important than others. For instance the number of 
crossed domains (no_of_hops in MCDA) can be the 
most important parameter – given the transit cost. In 
other cases the server load could be more important, 
etc.  

A simple modification of the algorithm can support a 
variety of SP policies. We propose here a modified formula: 

vsi' = wi(ri-vsi)/(ri-ai)  (3’) 

where the factor wi  (0,1] represents a weight (priority) that 
can be established from SP policy considerations, and can 
significantly influence the final path-server selection. This 
will solve the above mentioned issues. 

A sample example below shows the optimization 
obtained. Let us consider a selection scenario in which the 
decision variables are given in Table 1, and six candidates in 
Table 2 (entries are native not-yet normalized values)  

Priorities are introduced in Table 1, derived from SP 
policy. Here, the server load and numbers of hops are 
considered the most important.  

One can define: a1= 0, r1=100; a2=0, r2=10; a3=110, 

r3 = 10; a4=0, r4=50; a5=0, r5=100. 
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TABLE I.  DECISION VARIABLES EXAMPLE 

Decision 

variables  

Semantics Units Priority 

v1 server load ( %) 1- max 

v2 number of hops Integer 1 

v3 available bwdth on the path Mbps 2 

v4 jitter ms 3 

v5 E2E delay ms 4- min 

TABLE II.  CANDIDATE SOLUTIONS EXAMPLE 

 s1 s2 s3 s4 s5 s6 

vs1 0 20 40 70 80 100 

vs2 5 7 6 3 4 5 

vs3 40 20 50 80 50 60 

vs4 0 10 30 20 10 30 

vs5 30 80 70 40 30 50 

 

Applying the basic algorithm (i.e., with no priorities) 

simple computation will show that formula (4) is max{0.3, 

0.1, 0.3, 0.3, 0.2, 0}, showing that solutions s1, s3, s4 are 

equivalent. However, examining the initial input candidate 

values, it is clear that s1 is the best (server load=0, and 

sufficient available bandwidth- compared to others). 

Now, we introduce policies, assuming the priorities 

assigned in Table 1. Some weights (acting as compression 

factors) can be defined, e.g., w1= 0.5, w2= 0.5, w3= 0.7, w4= 

0.8, w5= 1.0. Then applying the formula (3’), one gets a new 

set of values for the formula in (4), i.e., max {0.21, 0.07, 0.2, 

0.15, 0.1, 0}. It is seen that s1 solution is now selected as the 

best, which corresponds to the intuitive selection of it. 

Some other examples have been checked to verify the 

prioritized selection capability of the modified MCDA. Note 

that despite its simplicity the modification proposed can 

have major impact on algorithm results, given that different 

SP policies can be defined, depending on user categories, 

content server exploitation needs, networking environment, 

etc. Therefore, the weighting factors in practice do not come 

from some formulas, but should be chosen, based on the 

defined priorities of the SP. A natural usage of the modified 

algorithm proposed here could be to select several sets of 

best solutions, fit to the different policies of the Service 

Provider. 

V. CONCLUSIONS AND FUTURE WORK 

This paper presented a preliminary study on multi-
criteria decision algorithms and procedures for best path-
server selection in a content delivery. While applying some 
previous ideas of two phases procedure (offline and online) 
the solution adopted here is a flexible (supporting many use 
cases) modified decision procedure which additionally can 
capture some policy related priorities for decision variables. 
It was shown that such modifications can enhance the added 
value of the decision taken by the algorithm. 

Future work will be done (in the DISEDAN project 
effort) to simulate the system in a large network 
environment, and finally, to implement the described 
procedures in the framework of a system dedicated to 
content delivery based on a light architecture. 
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Abstract— Currently, networks are developed based on the 

layered model focusing on customized solutions for the access, 

metro and core domains. Access networks rely upon 

centralized packet multiplexers, while core network switches 

rely on large port count electronic switches assisted where 

appropriate by Optical Cross-Connects (OXCs). However, this 

monolithic model can lead to capacity and space bottlenecks, 

compromise network services because of a lack of common 

feature sets, and limit the revenue that data services can 

produce for operators. In this paper, we present a novel 

control plane solution, which can lead to metro network 

segment collapse and access-core integration supported by an 

efficient traffic control and distributed multiplexing scheme 

based on a hybrid long-reach fiber access network 

architecture. We show that this architecture can be exploited 

as a large scale distributed multiplexer that can be used to 

funnel traffic directly from access networks over a core optical 

network and describe a control plane architecture compatible 

with the concept of Software Defined Networking for 

simplifying the aggregation process and improving 

performance at the same time. 

Keywords-Passive optical networks; wavelength division 

multiplexing; access-core integration; medium access control; 

FTTx. 

I.  INTRODUCTION 

Telecommunications traffic is soaring at an astonishing 
rate. Worldwide, the average traffic will increase threefold 
over the next five years [15]. The evidence we have so far 
indicates that the demand for even higher capacity networks 
is steadily increasing. The widespread availability of 
bandwidth intensive services and advanced Fiber to the x 
point (FTTx) schemes will have dramatic consequences in 
core networks: In this paper, we propose a network control 
and data plane architecture aiming to capitalize on the 
complementary strengths of “optical” and “electronics” 
technologies so as to design an ultra high capacity end-to-
end network solution allowing for transparent core-access 
integration. The existing and new services/applications that 
are becoming available to the end user are currently 
supported by wireline access technologies, such as relatively 
limited capacity cable modems, and Digital Subscriber Line 
(DSL) [14] or high capacity FTTx/Very-high-bit-rate DSL 

(VDSL) [13] as well as wireless technologies such as mobile 
3G/4G/Long Term Evolution Advanced (LTE-A) networks 
(High-Speed Downlink Packet Access (HSDPA)/High Speed 
Packet Access (HSPA)+) [12], WiFi and WiMax. Wireless 
networks feature high flexibility in terms of broad area 
coverage but face the limitations of relatively low bandwidth 
(10’s to a few 100’s of Mbps shared between all the users in 
a cell). Therefore, next generation fiber access networks are 
ultimately expected to become a universal access networking 
platform for broadband service delivery either directly to 
end-users or as a wireless/mobile access backhaul 
infrastructure.  

While deployment of dedicated fibers per subscriber may 
prove economically unjustifiable, there are several solutions 
that may lead to resource sharing, hence, cost reduction. 
Passive Optical Networks (PONs) were initially proposed in 
1980s to efficiently concentrate/distribute traffic via a 
commonly shared, passive tree-shaped topology. Under this 
scheme, the time sharing of this topology allowed traffic 
from multiple Optical Network Units (ONUs) to reach, 
collision free, a single port at the Optical Line Termination 
(OLT) [1]-[3]. 

In the core network, L2/L3 switches and routers are 
progressively pushed back to core network periphery. 
Thanks to architectural changes in access networks a trend 
for significant core node consolidation is emerging i.e., 
fewer, but higher capacity, nodes across the network. Hence, 
efficient ways to aggregate and transport traffic over the core 
network infrastructure are required. The objective is to 
exploit the immense capacity offered by optical 
transportation systems, while avoiding the cost of electronic 
switching at transit nodes. This task in turn requires 
appropriate traffic grooming and forwarding schemes that 
can operate at the optical layer and reduce conversions to the 
electronic layer as much as possible to reduce costs. In order 
to achieve this, a coordinated end-to-end network operation 
is required. This coordination must take into account the 
boundaries of different administrative domains and provide 
appropriate interfaces to allow exchange of information and 
implementation of a distributed information forwarding and 
traffic aggregation scheme.  

In the rest of this paper, we describe the framework for 
developing such a network architecture. In the following 
section, we focus on the end-to-end network view and the 
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core network functionality. In Section III, we describe an 
interoperable long reach access network architecture that can 
lead to access-core integration. In Section IV, we describe an 
integrated resource reservation scheme that can operate over 
both Wavelength-Division Multiplexing (WDM) and Time-
Division Multiplexing (TDM) shared optical networks. In 
Section V, we evaluate the proposed scheme under specific 
scenarios. Finally, Section VI concludes our paper. 

II. END-TO-END NETWORK ARCHITECTURE 

The objective of an end-to-end network is to collect the 
traffic from the access part and forward it to the recipient 
access network while providing the requested Quality of 
Service (QoS) performance. Our approach is to optimize the 
performance in this segment proposing suitable network and 
node architectures in the framework of dynamic networking 
while ensuring backwards compatibility. The overall vision 
is shown in Figure 1. The main ideas are to remove the need 
for a physical aggregation network, use optical 
interconnection between access and core whenever possible, 
and still reap the benefits of statistical multiplexing to 
achieve efficient use of resources, i.e., exploiting access-core 
integration [4]. 

In order to achieve the objective of efficiency (i.e., 
reduced deployment and operational costs), the network 
must implement efficient traffic aggregation and routing 
schemes so that the available fibers and switch ports are 
utilized to the greatest possible extent. Additionally, the 
transparency at the optical layer should be maintained to the 
greatest possible extent as well, so as to reduce the increased 
cost of deploying complex and costly in terms of power 
consumption packet routers. Transparency could be achieved 

in different forms. Ultimately, optical transparency could 
guarantee traffic forwarding directly at the optical layer. In 
this case scalable optical switches could be exploited. 
However, this is difficult to achieve since traffic flows need 
to be redirected based on flexible rules that lead to specific 
requirements about traffic processing at each node. While 
optical transparency is difficult to achieve end-to-end in long 
paths, we will show that the same objectives can be achieved 
if service transparency is maintained. By service 
transparency, we refer to aggregation and processing of 
traffic flows aggregated and managed in terms of 
provisioned network services that can lead to reduced 
complexity and efficient implementations. Thus, core optical 
nodes can be exploited for transportation and switching of 
large traffic containers at extremely high data rates. Network 
and node architectures to achieve these objectives has been 
described in [5][6]. 

This could exploit a flexible and scalable control plane to 
allow exchange of information across domains so as to 
achieve implementation of optimal traffic aggregation rules 
so that well utilized optical flows are switched end-to-end 
across network segments remaining entirely in the optical 
domain. In the example of Figure 1, under appropriate 
coordination of reservations in the access domain (1) of the 
source node traffic from different user interfaces and services 
can be aggregated and transported over appropriately formed 
L2 traffic containers. Such containers can then reserve 
wavelength resources (possibly time-shared) over the core 
domain (2, 3 in Figure 1) and reach the recipient over 
appropriately reserved resources at the destination access 
domain (1’ in Figure 1). 

To achieve optimal resource utilization in the network, 

 
 

Figure 1. End-to-end network architecture and resource reservation domains. 
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however, the end-to-end paths signaled by the network 
control plane must be computed based on available network 
status information at each segment. Taking into account the 
requirement for interoperability across administrative 
domains this can be addressed through the introduction of an 
appropriate path computation architecture, where peering or 
hierarchical Path Computation Elements (PCEs) will 
cooperate for the computations of end-to-end optimal paths, 
even in scenarios spanning different administrative domains 
(Figure 2). Such a distribution of the path computation 
functionality network serves a two-fold purpose. First, by 
deploying a PCE per network segment (e.g., one per cluster 
and another in the core part connecting CTNs), a scalable 
path computation tailored to the characteristics of each 
network segment can be implemented. Furthermore, 
assuming that network segments are owned by different 
network operators, optimal end-to-end path computations 
without compromising the confidentiality between domains 
can still be achieved. For instance, this would likely be 
achieved through the deployment of hierarchical PCE 
architectures, or the usage of path-key mechanisms amongst 
peering PCEs. 

The above scheme suggests a seamless integration of 
abstraction and resource orchestration mechanisms across 
the entire physical layer infrastructure. Towards this end, 
new technologies for optimal configuration and planning to 
reduce costs, simplify management, improve service 
provisioning time, and improve resource utilization in multi-
domain networks become increasingly important. Ideally, an 
application or service could be completely decoupled from 
the underlying network infrastructure, but this is not always 
realistic. In most cases, access to the specific underlying 
infrastructure quality performance indicator factors and 
resource management mechanisms, is required in order to 
establish and manage specific Service Level Agreements 

(SLAs). To meet application performance objectives, it 
becomes necessary for the application or its proxy to ensure 
that the underlying network is aware of the application 
requirements and provides the necessary services. This is a 
task of the network control and management plane entities in 
order to appropriately map applications to offered services 
configure the network elements and orchestrate reservation 
of resources across network segments. While proprietary 
implementations exist to achieve the interactions described 
above most are based on some sort of a network control 
plane that utilizes specific interfaces and protocols. The 
objective is to decouple network processing and information 
forwarding data plane functions from the service 
composition, configuration and management functions. To 
support transport networks with multiple administrative and 
technology segments, communication and interoperability 
between control planes is required. The mediation between 
control and transportation, layers can facilitate joint 
optimization of computing and networking deployments, 
software-defined functions at a number of layers, including 
the transport (i.e., optical and TDM) layer, enabling simpler 
interworking of different administrative and technology 
domains, and application-aware transport network resources. 

Motivated by the above objectives and in order to replace 

proprietary implementations and manual processes with an 

automated control plane mechanism the Software Defined 

Networking (SDN) paradigm has emerged [7][8]. The 

recently introduced SDN concept based on the OpenFlow 

[8] protocol relies on a complex notion of a flow associated 

to a number of header fields in the data frame, which 

enables the definition of detailed rules for the treatment of 

different traffic classes and owners. Because of this, SDN is 

seen as a potential solution for a unified control plane in 

converged access/aggregation and mobile networks. Thus, 
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Figure 2. SDN based control plane, hierarchical scenario. 
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SDN principles could be employed to implement service 

delivery policies and coordinate end-to-end reservations 

implementing the framework described above resulting in 

efficient service transparent optical networks. 

 

III. ACCESS NETWORK ARCHITECTURE 

Having described the vision for achieving service 
transparency over the core network, we should also focus on 
how to achieve deeper fiber penetration in the last mile 
building an end-to-end optical infrastructure maintaining 
service transparency so as to increase efficiency and reduce 
complexity. Towards this end, we first describe the available 
technologies and architectural components that can be used 
to develop dynamic optical access networks and present a 
scalable reference access network architecture. In the 
following section, we will describe how the control plane 
mechanisms described above can be extended to support 
end-to-end resource reservation schemes across the entire 
optical network. 

WDM-PONs, possibly complemented by TDMA 
techniques, are considered the next step in the evolution of 
PONs. They can lead to higher per-ONU bandwidths, 
splitting ratios, and reach, as compared to EPON and GPON 
architectures due to the higher capacity per fiber. The use of 
WDM-PONs enables new broadband business and 
residential applications on a broad scale, and enables the 
evolution of metro area networks towards a unified access 
and backhaul infrastructure. Different per-wavelength bit 
rates ranging from 1 to 10 Gb/s have to be supported, and 
full integration into a management system and also into a 
control plane is necessary.  

A WDM-PON architecture mainly depends on the use of 
the so-called Remote Nodes (RNs), which are used as 
wavelength (de)multiplexing points and the design of ONUs 
(Figure 3a). In WDM-PONs as a basic multiplexing stage 
most frequently, a wavelength routing device (like an 
Arrayed Waveguide AWG, used in a single or in multiple 
stages) or wavelength filters with specific properties also 
including power couplers are used. To achieve higher 
flexibility next-generation WDM-PONs should have the 
capabilities of flexible wavelength routing to sub-trees and in 
turn provide some sort of wavelength agility in the ONU 
side. Different degrees of flexibility in wavelength routing 
could be provided by supporting sharing of wavelength 
across different sub-trees. The latter option assumes some 
sort of wavelength agility on the ONU side to operate in 
different wavelengths. 

In [9][10], an efficient long-reach access network 
supporting the above features based on the introduction of 
the Active Remote Node (ARN) in the access network 
exploiting a Fibre-to-the-Curb (FTTC) architecture has been 
presented. The ARN is physically sited close to the end-user, 
e.g., where the Cabinet/DSLAM is located and its role is to 
terminate and (de)aggregate the traffic from/to a group of 
end-user ONUs in the same neighbourhood (Figure 3b). 
Thus, the ARN is the place where optical transparency is 
terminated creating a two-stage optical access network.  
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Figure 3. Generic WDM-PON architecture (a) and two-stage hybrid 

TDM/WDM PON  

This architecture has been shown to reduce cost and 
increase scalability [10]. The most important features of the 
two-stage hybrid TDM/WDM PON of Figure 3b is that 
access rates beyond 10Gb/s per user can be achieved using 
cost efficient ONUs (e.g., XGPON [2]) while increasing 
aggregate capacities over the WDM trunk line. 

Concluding, we summarize below the main points of the 
architecture described above. First, the flat hierarchy exploits 
optical transmission and multiplexing to a minimize the cost 
of packet processing and switching, since long-reach can be 
achieved (as proposed in [4][6]). The second contribution of 
this paper is that an integrated control plane architecture is 
proposed to implement this network hierarchy. Beyond 
simplification of the access routers and switches the 
proposed architecture can also lead to reduction of cost and 
power consumption due to the simplification of the 
Customer Premises Equipment (CPE), while maintaining 
very high access rates that can exploit mature 10Gb/s 
technologies. Below, we will finally show that the proposed 
integrated optical network architecture can exploit service 
transparency to also further reduce the implementation cost 
of multiple access control and access latency over the shared 
network paths of tree-shaped access networks.  

IV. INTEGRATED RESOURCE RESERVATION SCHEME 

The access architecture described above evidently 
defines two discrete resource reservation domains extending 
between the active nodes of the network (i.e., the customer 
ONUs, ARN and MEN), as depicted in Figure 2 and Figure 
3b. Assuming TDM-PONs in the last drop from the ARN to 
the customer ONUs resource reservation in the first segment 
would be performed following the Medium Access Control 
(MAC) protocol and the associated traffic management 
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mechanisms [1]-[3]. In both IEEE 802.3 based Ethernet 
PONs (EPONs) and the ITU based G-PONs this assumes the 
implementation of a number of discrete Classes of Service 
(CoS) and the corresponding per CoS queuing and request 
process in the ONUs and MAC scheduling of timeslot 
allocations per ONU and CoS (transmission grants) at the 
OLT [11]. If the two segments operate independently, 
forwarding of traffic aggregated by each OLT over the core 
network would then typically require routing/switching of 
traffic to output interfaces. Implementing appropriate output 
queuing policies CoS scheduling would handle the 
transmission over each output interface. This is 
schematically shown in Figure 4a, where M input (access) 
interfaces (OLTs) aggregating traffic from PONs with a split 
ratio N are interconnected to L core network destination 
nodes (Di) over K output (core) interfaces. 
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Figure 4. Distributed per segment queuing and scheduling (a) vs. SDN 

controlled distributed multiplexing and centralized MAC (b) 

Implementing the SDN approach described in Section II, 
flexible flow association rules can be defined (e.g., using the 
OpenFlow protocol) across the entire optical access and core 
network up to the ONUs. This can make possible an 
alternative queuing and reservation policy (following the 
approach of [11]), which can handle collectively upstream 
requests and perform scheduling and traffic forwarding in a 
centralized manner, as shown in Figure 4b.  

In this paper, we extend the work presented by 
Orphanoudakis et al. [11] to address hybrid WDM/TDM 
networks as proposed by Matrakidis et al. [9] assuming an 
SDN compatible mode of operation estabishing provisioned 
links over the core network to implement flow forwarding 
based on programmable rules. Thus, even packet switching 
at the ARN side can be simplified by appropriate frame 
tagging techniques like VLANs or MPLS. Finally, the 
centralized arbitration eliminates the requirement for 
buffering at the output interfaces. 

It is worth noting that this scheme does not increase the 
complexity of ONUs, since per flow queuing is already 
implemented and only the number of queues is increased  
(not affecting the total memory requirements though, as will 
be shown  next) to implement per destination queuing as 
determined by SDN rules. On the contrary, a single MAC 
entity can be used to collectively schedule upstream 
transmissions from all access networks so as to optimally 
utilize connections over the core network eliminating the 
need for output queues and  scheduling. Thus, the network 
will operate as a distributed switch under the control of the 
centralized MAC arbiter. Since the single MAC entity has 
global knowledge of traffic conditions at each ONU as well 
as the status and service rate of each core interface we will 
show that improved access latency as well as throughput can 
be achieved.  

V. PERFORMANCE EVALUATION 

In order to evaluate the performance of the proposed 
scheme, a simulation model implementing the two-stage 
hybrid TDM/WDM PON shown in Figure 3b was developed 
using the OPNET simulation tool. The simulated topology 
comprises 4 PONs, with 16 ONUs each, the capacity of each 
PON being set to 10Gb/s. We consider two traffic classes 
(high priority and low priority class). The traffic arrival 
pattern of the high priority class were simulated by constant 
bit rate sources generating short fixed-size packets 
periodically. This service class is expected to serve mostly 
traffic from real-time services with high QoS requirements. 
The traffic arrival pattern of the low priority class were 
simulated by ON-OFF sources (modelling self-similar 
Internet traffic) with a burstiness factor of 8. Regarding the 
packet size, the tri-modal distribution was used as is proved 
to be good approximation of IP applications originating in 
Ethernet networks. In detail, it consists of packet sizes of 64, 
500, 1500 bytes appearing with probability of 0.6, 0.2, and 
0.2 respectively. The traffic mix included on average 30% 
high priority traffic and 70% low priority traffic. The number 
of destination core nodes (L) was set to 13. In order to 
simulate an unbalanced traffic demand per destination all 
packets from the first ONU in each PON, were set to have as 
destination a single core node, while for the traffic from all 
the other ONUs its destination was randomly selected by 
using a uniform distribution among all destinations.  

Following the methodology of [11], we compared this 
architecture with a non-integrated one, where the OLT MAC 
schedules the transmission of each PON independently. In 
this architecture the OLT decides on scheduling by taking 
into account only the requirement for fair sharing of 
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resources among all competing ONUs (denoted hereafter as 
“Distributed” MAC implementation referring to Figure 4a). 

Figure 5 illustrates the probability density function (PDF) 
of access delay (across all queues of all ONUs) for a total 
offered load of 95%. Evidently, the proposed centralized 
architecture achieves lower aggregate access delay at high 
loads (at low loads demands per output interface remain low; 
hence, there is no impact of the MAC scheduling).  
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Figure 5. Probability Density Function (PDF) of access delay at 95% load. 

 
Figure 6. Packet Loss Rate (PLR due to buffer overflows. 

The improved access latency of the centralized MAC we 
propose in this paper, also has an impact on the total 
buffering requirements as observed in Figure 6, where the 
packet loss probability in ONU queues is shown. As can be 
deduced by observing the results in Figure 6, the distributed 
MAC results in higher losses and reduced throughput for an 
ONU buffer size value of 16Mbits, while for the centralized 
MAC proposed here this value is up to 30% improved.  

VI. CONCLUSIONS 

We described an end-to-end optical network architecture 
that can efficiently scale to support the requirements of next 
generation networks. The proposed architecture exploits 
flexible core networks based on efficient traffic aggregation 
and optical switching and integrated access-core networks 
based on hierarchical long reach hybrid TDM/WDM PONs 
allowing access rates beyond 10Gb/s. Based on this network 
architecture, we proposed a unified control plane architecture 
that can perform end-to-end coordination and resource 
reservation based on SDN principles. Hence, ultra high 
capacity service transparent optical networks can be 
deployed exploiting the emerging SDN principles to 

implement traffic aggregation and flow switching. A 
scenario of operation of this integrated resource reservation 
scheme and centralized control was assessed by means of 
simulation and was shown to achieve improved performance 
in terms of throughput and access latency. Additionally, the 
proposed scheme can lead to lower complexity of the access 
nodes since a centralized MAC engine guided by an SDN 
control plane can replace multiple engines that would be 
needed in the case of distributed control. 
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Abstract—This paper presents a performance evaluation study 

of an OCS/OBS hybrid optical network using a traffic 

classification and optical switching selector scheme based on 

fuzzy logic. The fuzzy logic scheme verifies the statistical 

parameters of the input traffic and selects the appropriate 

optical switching paradigm. The hybrid optical network 

performance is evaluated in terms of block probability and 

efficiency in the use of the network resources. Our results show 

that the hybrid optical networking approach, when submitted 

to non-uniform traffic, uses network resources in a more 

efficient way compared to an optical network implementing 

one unique optical switching paradigm. 

Keywords - Hybrid Optical Network; Optical Circuit 

Switching;Optical Burst Switching; Fuzzy Logic. 

I.  INTRODUCTION  

With the maturity of Wavelength Division Multiplexing 
(WDM) technology, and the increasing bandwidth demand 
in telecommunications networking, researchers and 
engineers have been looking for optical networks solutions 
that use the maximum capacity offered by fiber optics [1-5]. 

Moreover, it has been observed that the type of traffic 
carried by modern telecommunications infrastructures, 
supporting the integration of services provided by the 
Internet, differs greatly from old Poisson traffic models. 
Traffic properties such as long-range dependence and self-
similarity are present from local networks to large 
backbones, preventing the modeling of present traffic 
behavior by a Poisson process [6-11]. Therefore it seems 
important to consider traffic self-similarity characteristics - 
measured by the Hurst parameter - for planning and 
management of the network [7][12][13].  

Optical networks can be classified according to three 
optical switching paradigms, with different implications in 
terms of complexity and performance: Optical Circuit 
Switching (OCS), Optical Burst Switching (OBS) and 
Optical Packet Switching (OPS) [1]. OCS has a simpler 
management method and works by establishing light paths 
("optical circuits") between source and destination nodes; 
however, as well known, this switching paradigm is 
inefficient when subjected to high granularity traffic. OPS is 
an attractive option since it can transport Internet Protocol 
(IP) packets directly in the optical network. However, the 
absence of an equivalent to the Random Access Memory 
(RAM) in the optical domain and other technological 

barriers restrain the use of this optical switching paradigm in 
the implementation of optical networks in the near future. 
OBS scheme gathers input packets at the source node and 
sends them to the destination node as an optical burst. 
Therefore, OBS constitutes a compromise between OPS and 
OCS paradigms, facilitating the network management and 
improving the use of the available bandwidth [1][3]. 

In order to better adapt the characteristics of different 
types of optical switching to the diversity of the traffic 
presently carried by major telecommunications 
infrastructures (network cores or backbones), the concept of 
hybrid optical network emerged, characterized by a single 
optical network implementing more than one of the optical 
switching paradigms. For instance, Gauger et al. [14] 
proposed a hybrid optical network OCS/OBS, aiming to take 
advantage of the high-granularity-traffic transport 
characteristic of OBS networks and the large bandwidth 
traffic supported by OCS networks. 

This work presents a performance study of a hybrid 
optical network OCS/OBS, where the decision of the 
appropriate optical switching paradigm to incoming traffic is 
done on the basis of their statistical parameters using fuzzy 
logic. 

This paper is organized as follows: Section II presents the 
hybrid optical network topology used, Section III describes 
the fuzzy classifier used to select the more appropriate 
optical switching paradigm to an incoming traffic pattern, 
Section IV presents the performance evaluation study and 
Section V presents the conclusions. 

II. HYBRID NETWORK OBS/OCS 

The OCS model adopted in this work uses First Fit as 
Routing and Wavelength Assignment (RWA) algorithm [2]. 
The wavelength assignment strategy assumes that network 
nodes do not perform wavelength conversion. 

The OBS model was implemented according to the Just 
Enough Time (JET) protocol [1], assuming the existence of a 
parallel network of infinite capacity to the transport of 
control packets associated to the optical bursts. Therefore, 
resources are busy end-to-end, simulating the resource 
reservation, and unoccupied as the optical bursts pass 
through each link. The validation of the OBS implementation 
was made by comparison with results presented in Teng and 
Rouskas [16]. 
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The OCS/OBS hybrid optical network includes a traffic 
classifier and switching selector module based on fuzzy logic 
in each edge node. Figure 1 illustrates the OCS/OBS hybrid 
optical network model used in this work. 

 

 

Figure 1.  Parallel hybrid optical network with traffic classifier. 

 
 The traffic classifier and optical switching selector 

module works based on statistical parameters of the 
incoming traffic - packet arrival rate (λ), inter-arrival time 
(Δt) and Hurst parameter (H) and selects the more 
appropriate optical switching paradigm (OCS or OBS) to 
apply to the incoming traffic at each time slot, at each edge 
node of the parallel hybrid optical network (Figure 1). 

III. TRAFFIC CLASSIFIER 

 
Fuzzy logic was chosen to implement the traffic classifier 

and switching selector (in short, the traffic classifier) because 
of its robustness in handling imprecise input values and its 
flexibility to work with traffic characteristics evolution. In 
general, problems solved by fuzzy logic can be solved by 
other tools; however, in the case of nonlinear problems, 
fuzzy logic presents advantages, avoiding the creation of 
complex mathematical models and requiring only the 
knowledge of an expert. Once the traffic classifier handles 
different statistics that cannot be added, it can be considered 
as a non-linear system. 

Fuzzy analysis divides the problem into three steps [17]:  
• Fuzzyfication – The input variables are transformed 
into linguistic values associated with an inference 
function; 
• Inference – The linguistic values are analyzed by an 
array of rules; 
• Defuzzification – Linguistic output of the rules matrix 
is transformed into a numeric value. 
In this work, the membership functions of the inputs and 

outputs of the traffic classifier were constructed considering 
the expected network behavior and by analyzing traffic 
traces available in the literature [6][10][11][18][21]. The 
fuzzyfication step was performed from the numerical values 
corresponding to the statistical characteristics of the traffic. 
The traffic classifier was developed based on the MATLAB 
fuzzy toolbox. 

The input λ corresponding to the arrival rate of packets in 
the network, illustrated in Figure 2, considers Low arrival 
rates lower than 4x10

5
 packets/s; Medium rates between 

3x10
5
 packets/s and 5x10

5
 packets/s; and High rates superior 

to 4x10
5
 packets/s. 

 

 
Figure 2.  Traffic classifier – input λ. 

The input Δt corresponding to the inter-arrival time 
(Figure 3) considers Low, intervals shorter than 3μs; 
Medium intervals between 2μs and 4μs; and High intervals 
longer than 3.5 μs. 
 

 
Figure 3.  Traffic classifier – input Δt. 

The input H corresponding to the Hurst parameter 
(Figure 4) considers Poisson traffic values lower than 0.55; 
Hybrid, a trapezoidal function from 0.4 to 0.6; and Self-
similar for higher values than 0.55. 

 

 
Figure 4.  Traffic classifier – input H. 

The output of the traffic classifier is adimensional and is 
on a scale 0-1 as shown in Figure 5. For output values 
between 0 and 0.7, the incoming traffic is considered 
appropriate to OBS transport and for values greater than 0.5, 
the incoming traffic is considered appropriate to OCS 
transport. These values were selected in a way that the 
centroid of the resulting area after the defuzzification tends 
to the right side, implying higher priority to Quality of 
Service (QoS) than to the economy of resources.  
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Figure 5.  Traffic classifier –output. 

The matrix rules (fuzzy inference step) for the traffic 
classifier is described in Tables 1 to 3. 

TABLE I.  MATRIX RULES FOR THE CLASSIFIER – ΔT LOW. 

Hurst Parameter 

(H) 

Packet Arrival Rate  (λ) 

 

Low Medium High 

Poisson OBS OCS OCS 

Hybrid OCS OCS OCS 

Self-similar OBS OCS OCS 

TABLE II.  MATRIX RULES FOR THE CLASSIFIER – ΔT MEDIUM. 

Hurst Parameter 

(H) 

Packet Arrival Rate  (λ) 

 

Low Medium High 

Poisson OBS OCS OCS 

Hybrid OBS OCS OCS 

Self-similar OBS OBS OCS 

TABLE III.  MATRIX RULES FOR THE CLASSIFIER – ΔT HIGH. 

Hurst Parameter 

(H) 

Packet Arrival Rate  (λ) 

 

Low Medium High 

Poisson OPS OBS OCS 

Hybrid OPS OBS OBS 

Self-similar OBS OBS OCS 

 
The defuzzification process is done using the centroid 

method [17], which provides as output the center of gravity 
of the fuzzy set. Figure 6 illustrates a temporal series of 
Voice over IP (VoIP) traffic used to validate the traffic 
classifier. 

 

Figure 6.  Temporal Serie of a VoIP traffic [11]. 

The highlighted moment in Figure 6 correspond to an instant 

which could cause a wrong classification, since it is a high 

inter-arrival time. However, the use of fuzzy logic to the 

classification allows considering the statistical parameters 

together, avoiding a wrong decision, especially in the 

presence of spurious in the incoming traffic, making the 

traffic classifier more robust. The traffic classifier output 

obtained for the input illustrated in Figure 6 was OCS which 

is consistent, since VoIP is a service which requires high 

QoS.  

IV. PERFORMANCE EVALUATION 

The simulation tool used in this work is an extension of 
the Transparent Optical Network Simulator (TONetS) 
presented in Soares et al. [15] allowing performance 
comparison between a parallel hybrid optical network as in 
Gauger et al. [14] and an optical network OCS under the 
same traffic conditions. TONetS is an educational simulation 
tool, developed in JAVA and conceived in blocks to allow its 
evolution. TONetS, initially developed to work with OCS 
switching, has been adapted in this work to support OBS 
switching in a parallel hybrid optical network. 

The main gain when using hybrid optical networks is the 
economy and the optimization of resources while 
transporting sparse traffic. In order to assess these gains, we 
define the metric Relative Resource Economy: 

   ( )   
         

    
     

where UOCS and UOBS are the utilization of the network 
using OCS and OBS, respectively. 

In order to evaluate the performance difference between 
the OCS and OBS switching paradigms and the hybrid 
optical network approach proposed, a simple topology with 3 
nodes was tested, using the three forms of switching (OBS, 
OCS and Hybrid). Each simulation considered: 1000 
requests, two replications and a confidence level of 0.95. 
Forty wavelengths by optical fiber link were assigned using 
the First Fit algorithm and all simulations were performed 
considering the optical network nodes without wavelength 
conversion capability. 

Using the simple 3-node topology illustrated in Figure 7, 
the OBS and OCS schemes were evaluated separately and 
together submitted to an incoming non-uniform traffic 
handled by the traffic classifier in order to select which one 
is more appropriate. In the case of the hybrid optical network 
approach, the Hurst parameter was varied uniformly between 
0.3 and 1.0 to ensure the dynamism in the network. In all 
scenarios analyzed, 40 optical channels were used (i.e., 
wavelengths) by link subjected to an initial load of 10 
Erlangs and 140 Erlangs, with increments of 10 Erlangs, in 
order to compare performances based on metrics such as 
Blocking Probability and Utilization. 
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Figure 7.  Analysed topology. 

As a first scenario studied, an OCS network with the 
topology illustrated in Figure 7 was submitted to an initial 
load of 10 Erlangs with five increments of 10 Erlangs. Figure 
8 illustrates the overall OCS utilization in this case. 

 

 

Figure 8.  Network utilization with OCS and initial load of 10 Erlangs. 

Due to the low load level, a blocking probability almost 
negligible was observed and a low utilization of the network 
resources of the OCS network. Similar results were observed 
with an OBS network and a hybrid OCS/OBS network. 
However, OBS switching achieved a slightly lower 
performance, for instance, 0.15% of blocking probability at 
50 Erlangs. 

As a second scenario studied, the same OCS network 
previously presented (Figure 7) was subjected to an initial 
load of 140 Erlangs with five increments of 10 Erlangs. 
Figures 9 to 11 illustrate the general network utilization, the 
blocking probability, and wavelength utilization, 
respectively.

 
Figure 9.  Blocking Probability with OCS and initial load of 140 Erlangs. 

 

Figure 10.  General network utilization with OCS and initial load of 140 
Erlangs. 

 

Figure 11.  Utilization by Wavelength with OCS and initial load of 140 
Erlangs. 

In this second scenario, the blocking probability observed 
was high - 29.2% at 180 Erlangs - as well as the network 
utilization - 83.6% capacity at 180 Erlangs. The same traffic 
load condition was applied to OBS switching, resulting in 
the utilization by wavelength performance shown in Figure 
12. 

 

 
Figure 12.  Utilization by Wavelength with OBS and initial load of 140 

Erlangs. 

From Figures 11 and 12, it can be observed that OBS 
switching allows improving the network performance. This 
result is consistent and can be associated with the fact that 
with OBS, intermediate links are released after the passage 
of the optical bursts. Therefore, these resources are available 
to new requests. Moreover, when the network load is high, 
intermediate links becomes relevant to performance. Table 4 
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illustrates the Relative Resource Economy, as in (1), 
obtained using the OBS paradigm. 

TABLE IV.  RELATIVE RESOURCE ECONOMY 

LOAD (E) OCS OBS  

140 0.802 0.694 13.47 

150 0.801 0.715 10.74 

160 0.822 0.714 13.14 

170 0.822 0.709 13.75 

180 0.83 0.726 12.53 

 
As expected, OBS showed better performance in terms of 

resource economy. For all load conditions, we obtained 
savings higher than 10% compared to OCS; this is an 
important factor especially when considering large networks 
which increase the availability of resources requiring large 
investments. 

The same load condition of the previous scenario was 
applied to the hybrid OCS/OBS network, with the value of 
the Hurst parameter ranging uniformly between 0.3 and 1.0. 
The performance obtained in terms of utilization by 
wavelength is shown in Figure 13. 

 

 
Figure 13.  Utilization by Wavelength with Hybrid OCS/OBS switching 

and initial load of 140 Erlangs. 

The hybrid OCS/OBS switching, as expected, showed 
intermediate results between those obtained with the OCS 
and OBS separately. While hybrid OCS/OBS network 
presented smaller network utilization in the presence of low 
granularity traffic, OCS network appeared to be transparent 
to the granularity of traffic, wasting the available resources. 
The OCS/OBS blocking probability was about 5% lower 
than OCS at 180 Erlangs. These performance differences are 
more apparent according to the incoming traffic. In the case 
of sparse traffic, a larger portion of the traffic is switched by 
bursts, making the overall performance of the OCS/OBS 
network closer to that obtained with the OBS paradigm. For 
more continuous traffic, the opposite occurs. Recent studies 
[18-21] indicates that backbones traffic is mainly composed 
of data packets, which implies that a significant portion of 
the traffic can be switched by bursts, optimizing the existing 
infrastructure and avoiding the waste of resources. 

 

V. CONCLUSIONS AND FUTURE WORK 

This work presents a performance study comparing an 
OBS/OCS hybrid optical network approach to the OCS and 
OBS paradigms isolated.  

The OCS/OBS hybrid optical network studied uses a 
traffic classification and optical switching selector scheme 
based on fuzzy logic. 

Our results show that, when the traffic is non-uniform, a 
hybrid optical network approach uses the available resources 
in a more efficient way than an optical network 
implementing one unique optical switching paradigm. 

The use of Fuzzy Logic at each edge hybrid node makes 
traffic classification scheme robust to errors in the estimation 
of the input parameters, traffic growth and the emergence of 
new applications. The use of statistical traffic parameters to 
select the optical switching paradigm makes this scheme 
transparent to protocols. In the work presented by Lee [23], 
the author proposes a hybrid network and suggests a 
classification of traffic according to the duration of the flow. 
The decision threshold, however, remains an open issue. The 
classifier presented here fills this gap, consisting of a generic 
and robust solution, which can be seen as an offshoot of the 
work of Lee.  

This work brings some challenges to be investigated, 
such as the evaluation of reducing latency in high QoS 
services using hybrid optical networks and the consequent 
reduction in dispute over resources with lower QoS services 
and the use of fuzzy logic in other ways to manage traffic. 
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Abstract—Nowadays, the performance of advanced multi-core
systems is mostly limited by communication bottlenecks instead of
computing speed or memory resources. Interconnection networks
start to replace buses as the standard system-level interconnection
infrastructure. Many researchers have been working on on-chip
interconnection networks (Network-on-Chip - NoC) to improve
its performance in terms of latency, throughput and power
consumption. Buffers are the most influential element affecting
performance in this architecture, and also the most expensive
resource. The vast range of applications concurrently executing
in the network and their different communication patterns leave
some buffers of the routers underutilized. In this paper, we
study the performance of low buffer resource flexible routers
which can adaptively schedule resources (buffers) according to the
dynamic behavior of the communication demand in the NoC. Our
simulations showed this router architecture was able to improve
throughput up to 21% or have similar performance while using
half the number of buffers compared to a standard router.

Keywords—Flexible Routers, Network-on-Chip (NoC), Adaptive
Router, Buffer Resources.

I. INTRODUCTION

Processor technology scaling down allowed the integration
of billions of transistors on a single chip, and the emergence
of multi-core systems with dozens of hundreds of processors
and multiple (distributed) memories. Such high complexity
systems on chip are hard to implement with traditional bus-
based communication infrastructure. To solve this problem the
concept, of Network-on-Chip (NoC) [1] [2] [3] was introduced
and is the focus of recent research. In a NoC-based system,
on-chip modules exchange code or data using a network as
a sub-system for the information traffic. NoCs are built from
multiple point-to-point data links interconnected by routers.
Recently, researchers have been pushed to substitute the bus
architectures by NoCs due to their scalability and efficiency
benefits. In the design of NoCs, high throughput and low
latency are both important design parameters and the router is
the essential key to meet these requirements. High-throughput
routers are required to allow an outflow of packets that matches
the needs of the applications. Normally, a higher number of
buffers improves performance (network throughput), but they
also impact the power consumption, being responsible for
about 64% of the total router leakage power [4].

NoCs can have different communication performance and
costs, depending on their architecture features and design,
and their target applications. Designing the same NoC router

to cover the whole spectra of applications would lead to an
oversize and expensive router, in terms of area and power. On
the other hand, if one tries to design an application specific
router for different markets, the designer would need to take
several design decisions in a very early stage, eventually com-
promising scalability and optimization capabilities for distinct
application behaviors.

According to Dally and Towles [5], a router role lies
basically in efficiently traversing packets through the net-
work links. Router buffering is used to hold packets that are
unable to be forwarded to the desired output port due to
contention. An ideal router should be able to adapt to different
application requirements at runtime without compromising its
performance. According to the experiments realized by Xuning
and Peh [4], even at high loads, there were still 85% of
idle buffers, which highlights the importance of performance
optimization. In fact, it has been observed that storing a packet
consumes far more energy than transmitting if forward [6].

Given the aforementioned significance of the NoC buffers,
the concept of Flexible Router [8] [9] was introduced; it
has a new router architecture approach that fully utilizes the
available buffers in a flexible or adaptive way. When all the
buffers of an input port are already in use and the upstream
router asks for a buffer space, instead of just denying the
request, and so causing contention, the flexible router will try
to allocate any other empty buffer to the upstream, and, by
doing so, avoiding contention.

Flexible Routers are a potentially promising architecture
approach to overcome buffer under utilization and improve
performance. In this work, a router that can reconfigure the
buffers to better attend the communication demands is ana-
lyzed under various architecture design parameters. The result
showed that the proposed router improved over the traditional
router’s performance in terms of throughput up to 21% and
having similar performance when using half of the buffers.

This paper is organized as follows. Section II gives back-
ground information about the traditional baseline router and
summarizes the related works. The Flexible Router architecture
and functionality is explained in Section III. Section IV shows
the experimental framework and results. Finally, the conclusion
is shown in Section V.
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II. BACKGROUND AND RELATED WORK

Before explaining the functionality of the flexible router
and its advantages, we present a brief introduction about the
operation of the base router and the state-of-art concerning it.

A. Baseline Router

The baseline router used in this paper uses the architecture
proposed by Dally and Towles [5], Figure 1. It is composed
of several components that collectively implement the routing
function and flow control functions. These functions are re-
quired to store and forward flits en route to their destinations
through the network. The components are input controllers,
one or more buffers per input or output port, a routing compo-
nent, an arbitration component, and output controllers. A base
router usually implements wormhole flow-control [10] with P
ports, where P depends on the dimension of the topology. In
a 2-D topology, P=5, as it includes the 4 ports to the neighbor
(North (N), South (S), East (E), and West (W)) and the local
port (L) (from/to the processor or memory core). Every input
port has a certain amount of buffers to store flits. Flits are
saved in buffers because they were unable to cross the network
due to diverse factors, such as lack of credits on the link,
lose the switch arbitration, among other things. The buffers
are organized as First In First Out (FIFO) queues. Virtual
Channel flow control [11] is the technique that separates the
allocation of the buffers from the allocation of the channel.
In case of blocking in one buffer, the input port can make
use of another buffer. Flits entering the router are put in one
of these buffers, called Virtual Channels (VCs), depending on
their Virtual Channel Identifier (VCID). Queues on the input
port are connected to a crossbar that links any input buffer to
any output port.

The packet processing on the base router can be separated
in a five-stage pipeline: The first stage is the Routing Compu-
tation (RC), where the Routing Module will decide an output
port based on information extracted from the packet header.
After RC, Virtual Channel Arbitration (VA) is done. During
this stage, a buffer on the downstream router is selected. The
VC Allocator sends a request signal to the downstream router
that replies it with a grant signal containing a VCID (or a
”no-buffer signal” depending of the availability of the buffer).
Based on the answer of the downstream router, the requester
upstream router will attach the replied VCID to every flit of
the packet so that when it arrives in the downstream, it is put
in the correct virtual channel. After the VA stage, we have
the Switch Arbitration stage (SA). In this stage, the flits will
compete for the usage of the crossbar. At the Switch Traversal
(ST) stage the flits cross the crossbar in the direction to the
output port. And, finally at the Link Traversal (LT) stage, the
packet is forwarded to the next router.

The main limitation during the Base Router operation
is the contention problem. Contention occurs when a buffer
request at some input port is blocked because this port has
no buffer to allocate this packet. Such contention may lead
to further blockings in the network and hence congestion
occurs [12] [13], which degrades the performance of the
network.

Fig. 1. Base Router Architecture [5].

B. Related Work

Several works have been proposed to maximize the perfor-
mance through different buffer management techniques within
the router. In Karol et al. [14] and Ramanujam et al. [15],
a shared-buffer scheme is proposed to emulate an Output
Buffered Router (OBR), but their mechanism greatly increases
the number of the buffers of the router by adding extra Middle-
Memories and a difficult control logic, which increases the area
by 58% and the power usage by 35%.

In ViChaR [16], a Unified Buffer Structure (UBS) [17]
is proposed with a dynamic virtual channel regulator called
ViChaR, which also dynamically allocates virtual channels and
buffers according to the network traffic conditions. They used
the unified buffer unit instead of partitioned buffers as in our
approach. The UBS is committed to create an illusion that
the number, and size, of virtual channels of the router varies
according to the traffic load. As the traffic load increases,
ViChaR disposes more virtual channels to amortize the effect
of the traffic. Although this mechanism has notable advantages,
it has also suffered from a complex logic implementation
increasing the area and probably causing power overheads.

In [18], Matos et al. propose the usage of a partitioned
buffer that could lend/borrow buffer slots from each neighbor
is proposed. By doing so, the depth of each channel could vary
in time according to the traffic demands. But virtual channels
were not used, only one buffer was available per channel, and
since it could lend any buffer slot from its neighbors, it needed
several multiplexers to provide the correct functionality of the
mechanism, increasing the area and power demand. Also, the
size of the multiplexer was determined by the size of the
buffer, increasing linearly the necessary area. In our approach,
the size of multiplexers is fixed, so the depth of the virtual
channels have no influence on the size of our multiplexer.
Also, our control mechanism is simpler, allowing the router to
work in high frequencies, differently from the two previously
mentioned approaches.

The idea of the flexible router was proposed in [8] and [9].
In this works, flexible router was implemented using Store-
and-Forward (SAF) flow control and Virtual Channels were
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not used. Due to this limited implementations, it was not
possible to verify all the improvements that the flexible router
architecture could provide. In this work we do a broader
evaluation under different design parameters for the router,
such as Wormhole flow-control, and use of Virtual Channels,
analyzed under different traffic patterns, packet sizes and
number and size of virtual channels.

III. PROPOSED FLEXIBLE ROUTER

Statistically, not all buffers are used all the time, lead-
ing to underutilization of these valuable resources. In our
architecture, it is possible to dynamically allocate idle buffers
to other channels. The proposed Flexible router addresses
the poor utilization of buffers which lead to lower than the
theoretical ideal throughput. At the same time, it tackles the
area constraints of implementing a shared buffer router. With
a simple control mechanism and the addition of a module
called FIFO Flexibility Controller (FFC), the virtual channels
are decoupled from the input port, as now any flit is able to
acquire any buffer provided that VC is not in use already.
Essentially, FFC virtually provides more buffers allocation
resources between routers.

To guarantee packet delivery, a flow control mechanism
needs to be employed. The proposed flexible router uses on/off
flow control in order to prevent the drop of packets. If the
downstream router is about to get full, a control signal is sent
to the upstream router; by receiving this message, the upstream
knows that the VCs of the downstream are about to get full and
stop transmitting flits until another message arrives informing
that the downstream router buffers are free.

Since power is a valuable resource in NoC domain, the
power-performance trade-off of variable size and amount of
VCs configurations must be explored. Although, for some
cases, the performance of the flexible router can be the same
as the baseline router, we try to reduce the amount of resources
of our router and still have reasonable performance. Therefore,
we evaluate configurations in which the flexible router has less
buffer space available than the baseline router and still achieve
similar results.

Finally, on-chip routers ought to operate at high clock
frequencies. It is a design need to carefully architect the
pipelines with low complexity logic at each stage. Our design
employs a balanced five-stage pipeline. The proposed architec-
ture can achieve higher performance than the traditional router
with comparable buffering while adding reasonable area and
complexity overhead in managing the flexibility of the input
ports.

A. Flexible Micro-architecture and Pipeline

Figure 2 shows the router micro-architecture of the pro-
posed flexible router and its corresponding five-stage pipeline.
Incoming flits are first stored in their respective input buffer,
which are segmented into a certain amount of VCs. The RC
stage of the flexible router, differently from the base router,
employs a look-ahead routing scheme, where the output of
a packet is computed based on the destination coordinates,
one hop in advance. This happens only for the head-flit of
the packet. This is done so that the FFC mechanism can
use this information to avoid deadlocks. Further explanation

Fig. 2. Flexible Router Architecture.

Fig. 3. Modified input port. A multiplexer and an extra module called FFC
was employed.

about deadlocks will be provided in subsection B. The VA
stage is substantially different from the base router. Instead
of arbitrating for free VCs in a specific input port at the
downstream, it can be extended to the other buffers belonging
to other input ports if they are not being used. After the VA
stage, the router pipeline is exactly the same as the one on
the baseline router. Subsequently, the packets dispute for the
use of the crossbar on the SA stage. Winning flits of the SA
stage traverse the crossbar at the ST stage, and finally the flit
departs from the output port at the LT stage.

Figure 3 shows proposed input port modules of the North
Channel as an example. In this architecture, it is possible for a
channel to lend its idle buffers to other channels. In conformity
with this figure, each input port now has an extra multiplexer
and an extra unity called FFC. The multiplexer is required
in order to deviate the packets from their original channel and
store them in the North buffer. The FIFO Flexibility Controller
deals with the virtual channel allocation. Besides allocating
VCs in its respective input port, it also works by allocating free
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Fig. 4. (a) Baseline router designed with two buffers per port and FIFO depth
4; (b)Flexible router with the buffers reconfigured to attend the demand.

virtual channels that belong to other input ports. Whenever a
header flit enters the VA stage at the upstream router and issues
a request to the FFC of the downstream one, this request will
be forwarded to the FFC in the downstream router. FFC will
preferentially first look for free VCs into its corresponding
input port, if it fails to do so, it will try to reserve a VC
belonging to another input port. The process of reserving a
VC at the neighbor input ports is an asynchronous process
with three stages started whenever a FFC detects that it will
not have enough buffer space to house the incoming flit. The
first stage of the process starts when it issues a request to
other FFCs. In the second stage, the FFC that receive the
request message, will lookup into its virtual channels and if
it finds an empty VC, a reply signal is sent with an ACK
(if there are no free VCs, it will send a NACK). The last
stage of the communication is when the issuer of the request
message receives the replies from its neighbors. Then it makes
a selection between the ACKs and replies the VCID to the
upstream router (in case of receiving just NACKs, it replies a
NOT AVAILABLE message).

To keep track of the availability of the VCs, we created
an auxiliary structure called the Flexible Availability Table.
The table contains the identification of each buffer and its
status. If the FFC reserve one buffer, it is marked in the
table as reserved. At the end of the usage of this buffer, the
FFC changes the status in the table to available. This kind of
structure reduces the amount of communication because the
FFC asks directly to a port that is known to have empty VCs.

In this design, the usage of local input port buffers is not
considered. The flexible router local port is not different from
the one in the baseline router. Only the North, South, West,
and East ports were changed. This is done in order to make the
Flexible Router mechanism simple and not affect the injector
queues.

The policy of choice of the neighbor VC, in case of more
than one ACK, may influence the router performance. In our
router, it was employed Dimension Order XY (DOR X-Y)
algorithm [7], so the probability of filling up the buffers of
the X direction is greater than the ones in the Y direction.
Considering this fact, the Buffer Choosing Algorithm tries to
choose buffers from ports that have less probability to be used
through the execution of the system. The algorithm will be
better clarified in subsection B.

Figure 4 shows how the VCs of the flexible router can be
reconfigured. First, the depth of the buffers must be defined
at design time, in this example, it has size equal to 4 and the

Fig. 5. Eight possible turns from a packet within a router.

packet size is 2, as illustrated in Figure 4(a). After this, the
traffic is unbalanced and an entire virtual channel from North
is lent to South port, and two buffer slots from West port are
lent to East port, as shown in Figure 4(b). One can look that
even though the West port houses a packet from the East port,
it also can store packets from other ports as well. Flexible
router has no issue about mixing packets from different ports
in the same buffer, the only thing to be taken into consideration
is not to interleave the packets. The mix is possible because
once the packet acquires a VC, the routing information of the
reader will be used for all the following packets of the VC
until a tail flit is founded. If we interleave packets, body flits
would go to wrong routes. The allocation of several packets in
the same input port is possible because the tail flit releases the
VC when it leaves the router. By doing so, even if the buffer
is not empty, it can be reallocated to another packets if the
previous packet is totally inside the buffer. We do not allow
flits to go to different buffers because it would add complexity
to organize these flits. The basic mechanism of the FIFO is
thus kept.

B. Deadlock Problem

Due to the flexibility of the flexible router, any packet can
be stored in any buffer regardless of its direction. This situation
may lead to deadlock. For example, considering two neighbor
routers connected through a channel in the X-axis (A and B), if
all packets stored in router A are going to the Eastern direction
and, at the same time, all packets in router B are going to the
Western direction, a deadlock will occur, since there will be
no available space in the destination buffers, and vice versa.
This problem can be extended for more than two routers. The
solution for this problem is analogue to the one used in [8].
As illustrated in Figure 5, there are eight possible turns that
a packet can do inside a router. The turn-model [19] restricts
the usage of two out of the eight turns. By restricting turns,
the turn model imposes a total order on the allocation of the
buffers, hence avoiding deadlocks.

C. Virtual Channel Allocation Method

Due to the aforementioned deadlock problem, a special
Virtual Channel Arbitration algorithm must be implemented.
This algorithm will implement the restrictions and will also
give priority to allocate buffers in the vertical direction. Since
we are using a X-Y algorithm, buffers of the X axis (West
and East) might become heavily utilized. So, it makes sense
to give priority to the allocation of the routers belonging to
the Y axis (North or South).
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The proposed mechanism consists of lending VCs from
other input ports according to the availability of the buffers. If
a packet wants to be transmitted and the input port is full, the
FFC makes a request for an empty buffer in other ports. At
every cycle, FFC look up the table trying to find an available
buffer. If it fails, a request will be placed to another FFC.
Even though the VC is available, it doesn’t guarantee that it
will be reserved to the requesting FFC; the same buffer can
be requested for more than one FFC, in this case the owner
of the buffer will choose a winner using a round-robin arbiter.
In the buffer availability check, the FFC request and reply
can be performed within one cycle, which means performance
overhead. Moreover, as the channel demands for each router
can vary in time for one or multiple applications, the buffer
allocation of the flexible router is dynamic at runtime.

IV. EXPERIMENT CONFIGURATION AND ANALYSIS

A. Simulation Platform

To evaluate the efficiency of the proposed flexible router
against the baseline router, a cycle-based accurate simulator
called TOPAZ [20] was employed. TOPAZ is implemented
in C++, models the pipeline of the routers, and operates at
the granularity of individual architectural components. Simu-
lations were performed using 64 routers organized as a 8x8
MESH network. In the simulator, we varied the buffer size,
packet size, and quantity of virtual channels per input port
over different traffic loads. Table I summarize the simulation
parameter evaluation.

Each router has five physical bi-directional channels (ports)
including the local port. The simulator keeps injecting mes-
sages into the network until it reaches 50.000 messages. A
simple DOR-XY routing is used for all of our simulations
where packets are first routed in the X-dimension followed
by the Y-dimension. A DOR-XY was used because the main
focus is on highlighting the improvement in performance due
to the flexible router’s adaptability, rather than the routing
algorithm’s. Wormhole flow control is also employed to control
the flow of packets alongside the network, complementing
previous evaluations. The tested network traffic pattern was
the Uniform Random, where a node injects messages into the
network at regular intervals specified by the injection rate.
Normal Random distribution, where each node has the same
probability of being chosen as a destination for a packet, was
used for the destination node selection.

B. Analysis of Results

Our simulation exploration starts with the throughput com-
parison between the conventional, statically assigned buffer
architecture in the base router compared to the proposed
flexible router implementation. We started our discussions
assuming that both use the same number of virtual channels.
Results are shown varying the packet size from four flits up
to sixteen flits for both of them. The injection load measures
how many flits are injected in the network per cycle per router
(flits/cycle/router), and the throughput is the amount of flits
that leave the network per cycle (flits/cycle). Each line is
labeled after the architecture in use and the packet size. For
example, Flex 4 means that the line shows the performance of
the scenario using a packet size of 4 and the flexible router
architecture.

As the injection rate grows, the difference in throughput
between the flexible and the base router increases. From the
figures 6 to 8, we can see the difference for several buffer
sizes using two virtual channels. It can be noticed that the
difference in throughput grows up to 21% (4 flits per buffer,
Figure 6) and the flexible router outperforms the base router in
most cases 9% (8 flits per buffer, Figure 7) and 11% (16 flits
per buffer, Figure 8). Another important result is that flexible
saturates for higher injection loads when compared to the base
one. The difference between both approaches is reduced as
more resources are introduced to the network (larger buffers
and increased amount of virtual channels). This is expected
since the flexible router more efficiently manages routers with
more limited number of resources. As the number of virtual
channels grows, the flexible router starts to show a closer
performance to the base router’s. For four virtual-channels,
the difference in performance between the two routers is small.
Using packet size of 16 flits, flexible router outperforms the
base router in 6% for buffer size of 4 and 8 flits (Figure 9),
and 3% for buffer size of 16 flits (Figure 10 and Figure 11).
Even though the flexible router outperform the base router in
most cases (for packets of 4 flits and buffer size of 8 and 16
flits), the baseline router has respectively 10% and 8% better
performance (Figure 10 and Figure 11).

As we can see in the charts, the best results are the ones
in which the packet size matches exactly the size of the buffer
size. An explanation for this is that packets can be moved
entirely through VCs. By doing so, a packet doesn’t interfere
with other packets in the same buffer since no packets are
allocated together. As the size of the packets grows, one needs
more than one buffer to allocate these packets, in the worst
case needing to allocate four buffers in different routers when
the packet has sixteen flits and buffer size is four. The lack of
resources increases the congestion of the network.

Another observation made in this paper is the performance
of the flexible router using two virtual channels when com-
pared with the performance of the baseline router using four
virtual channels and both using four flits per buffer in an 8x8
mesh. As we can see in Figure 12, even though the baseline
router has doubled the number of buffers, the throughput of
the flexible router is only 3% inferior. When we added more
two buffers in the baseline router, the contention problem was
reduced improving its overall performance, but the flexible
router was also able to overcome the same level of contention
using just half the number of buffers. This implies great
reductions in router area. As mentioned before buffers occupy
most of the area of the router. This reduction is not only in
the area but also in energy since the buffers are power-hungry
components. A detailed discussion about the energy and the
area savings caused by a flexible router can be found in [21].

Due to the inherent capacity of the flexible router to allo-
cate resources in a more efficient way, the average bandwidth
of the network is increased, which also increases the outflow of
packets, and by doing so, mitigating the congestion problem.

V. CONCLUSION AND FUTURE WORK

In this paper, a perform analysis was done on the effects of
the usage of virtual channels of flexible routers, as much as the
employment of a wormhole flow control, which improved the
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TABLE I
SIMULATION PARAMETER VARIATION

Parameter Values

Packet Size 4, 8, 12, and 16

Buffer Size 4, 8, and 16

# of Virtual Channels 2 and 4
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utilization of buffers proposed by the original flexible router
and consequently enhanced its throughput and latency. Due to
the before mentioned improvements, the contention problem
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Fig. 10. Throughput - 4 Virtual Channels and 8 flits per buffer.
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Fig. 11. Throughput - 4 Virtual Channels and 16 flits per buffer.

was smoothed and the performance was increased up to 21%
when buffers are small.

A flexible router was shown to be more efficient when
the resources of the network were limited and had similar
performance of the base router with double resources. Having
presented the achievable improvements done by the flexible
router, the new router architecture should be considered as an
alternative for the base router when the network lacks resources
when under heavy injection loads.
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base.

As future work, we intend to test new routing approaches,
traffic-patterns and workloads and traces from existing System-
on-Chip architectures.
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Abstract— Recently, according to the diversification of 

network environments, a lot of TCP congestion control 

mechanisms have been introduced.  They define how a TCP 

sender increases the congestion window (cwnd) during no 

congestion and decreases cwnd when it detects congestion.  

Since the congestion control algorithms affect the performance 

of the Internet, it is important to know which algorithms are 

used widely.  This paper proposes a scheme to infer the 

algorithm for individual TCP flows by examining the packet 

trace passively captured for the flows.  Our scheme estimates 

cwnd values in RTT intervals and correlates the cwnd values 

and the differences of consecutive cwnd values.  Our scheme 

aims to infer many of recently proposed congestion control 

algorithms, which have been out of scope in the conventional 

passive approaches.  Our scheme adopts a simple approach 

just correlating cwnds and their differences, in contrast with 

the conventional approaches which estimate the internal TCP 

behaviors based on packet traces.  This paper describes the 

details of our scheme and shows the results where our scheme 

is applied to an iPhone TCP communication.   

Keywords- TCP congestion control algorithms; passive 

monitoring; congestion window .   

I.   INTRODUCTION 

Since the congestion control mechanism came to be used 
in Transmission Control Protocol (TCP) [1], only a few 
algorithms, such as Tahoe, Reno and NewReno [2], were 
used commonly for a long time.  In the congestion control, a 
TCP sender transmits data segments under the limitation of 
the congestion window (cwnd) maintained within the sender, 
beside the advertised window reported from a TCP receiver.  
The value of cwnd increases as a sender receives ACK 
segments and is decreased when it detects congestions.  How 
to increase and decrease cwnd is the key of congestion 
control algorithm.  The early-stage algorithms mentioned 
above are summarized as an additive increase and 
multiplicative decrease (AIMD) because cwnd increases 
linearly and is reduced in an exponential fashion.   

According to the diversification of network environments, 
many TCP congestion control algorithms have emerged [3].  
For example, High Speed (HS) TCP [4], and CUBIC TCP 
[5] are designed for high speed and long delay networks.  On 
the other hand, TCP Westwood [6] and its descendants are 
designed for lossy wireless links.  While the algorithms 
mentioned so far are based on the packet losses, TCP Vegas 
[7] and FAST TCP [8] trigger congestion control against an 

increase of round-trip time (RTT).  TCP Veno [9] and TCP 
Illinois [10] combine loss based and delay based approaches 
such that congestion control is triggered by packet losses but 
the delay determines how to increase cwnd.   

The TCP congestion control algorithms affect the 
performance of the Internet, and so it is important to know 
which algorithms are used widely.  Since the congestion 
control algorithm is implemented within a TCP sender, it 
cannot be identified from observable parameters in TCP 
segments.  Instead, a tester which infers the algorithm needs 
to estimates internal behaviors of TCP senders from their 
input/output interactions.   

The approaches to infer the congestion control algorithm 
are categorized into two groups.  One is the passive approach 
where passively collected packet traces are examined to 
measure TCP behaviors.  This approach has some limitations 
in the testing ability, but is non-intrusive and requires no 
additional equipment for measurement.  The other is the 
active approach in which an active tester sends test inputs to 
a target node and checks the replies.  This approach can 
perform a more comprehensive test than the passive one, but 
is limited to the case where a tester communicates with a 
node to be tested.   

So far, several studies are proposed for both approaches 
[11]-[16].  However, as for the passive approach, there are 
no proposals on inferring the recently introduced algorithms.  
In this paper, we propose a new scheme based on the passive 
approach.  The proposed scheme aims to infer many of 
recent congestion control algorithms and adopts a simpler 
methodology than the conventional studies.   

The rest of this paper consists of the following sections.  
Section 2 surveys the related works specifically.  Section 3 
proposes our scheme.  Section 4 gives some examples where 
our scheme is applied to an iPhone TCP communication.  
Section 5 gives the conclusions of this paper.   

II.   RELATED WORKS 

As for the passive approach, TCPanaly [11] is one of the 
early stage research activities.  It analyzes packet traces and 
tries to decide which implementation of TCP best matches 
the connection being observed.   

Jaiswel et al. [12] adopted a similar approach with 
TCPanaly and proposes the TCP flavor identification among 
Tahoe, Reno and NewReno.  Its basic idea is to construct 
three kinds of “replicas” of the TCP sender’s state machine 
for individual TCP connections observed at the measurement 
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point.  These replicas are for Tahoe, Reno and NewReno.  
For a segment sent by a TCP sender, each replica checks 
whether the segment is allowed or not.  The numbers of 
violations are maintained and the TCP flavor with minimum 
number of violations is selected for the connection.   

Oshio et al. [13] estimates the changes of cwnd values 
and extracts features, such as ratio of cwnd increase being 
one and so on.  Based on these features, it discriminates one 
of two different versions randomly selected from thirteen 
TCP versions implemented in the Linux operating system.   

Qian et al. [14], on the other hand, focuses on the 
extraction of statistical features based on the monitoring of 
one direction of TCP communications.  They focused on the 
size of initial congestion window, the relationship between 
the retransmission rate and the time required to transfer a 
fixed size of data, which is used for detecting the irregular 
retransmissions, and the extraction of flow clock to find the 
TCP data transmission controlled by the application or link 
layer factors.   

As an example of the active approach, TBIT [15] was 
developed to characterize the TCP behavior of major web 
servers.  It checks the initial window size by not 
acknowledging any data segments sent by the server at the 
first data transfer.  It also detects the congestion control 
algorithm by dropping two data segments (not 
acknowledging them) within one window.  This 
discriminates Tahoe, Reno and NewReno.   

CAAI [16] proposes the scheme to actively identify the 
TCP algorithm of a remote web server.  It can identify all 
default TCP algorithms, such as AIMD and CUBIC, and 
most non-default TCP algorithms of major operating system 
families.  It makes a web server send 512 data segments 
under the controlled network environment with specific RTT 
and observes the number of data segments contiguously 
transmitted without receiving any ACK segments.  It then 
estimates the window growth function and the decrease 
coefficient, and using those estimations, determines the TCP 
algorithm for an individual web server.   

As described above, CAAI proposes the inference of 
TCP congestion control algorithms used widely today, but no 
studies from the standpoint of passive approach.  This paper 
proposes a passive monitoring based approach for inferring 
many of the TCP versions available today.   

III. PROPOSAL OF OUR SCHEME 

A. Design principles 

The TCP congestion control algorithms have two parts.  
One is a part where a TCP sender increases cwnd at 
receiving an ACK segment acknowledging new data 
segments.  The other is a part where a TCP sender decreases 
cwnd when it detects network congestion through 
retransmitting any data segments or perceiving an increase of 
RTT.   

Our scheme to infer the congestion control algorithm is 
designed based on the following principles. 
 Our scheme focuses on the increasing part of cwnd.   
 It uses changes of the values of cwnd at individual RTT 

intervals.   

 It estimates the value of cwnd at a moment when a TCP 
sender receives a specific ACK segment as the total 
size of inflight data segments, which are sent but not 
acknowledged, just before the TCP sender receives the 
ACK segment one RTT later than the first ACK.   Fig. 
1 shows this mechanism.  Fig. 1 supposes that a sender 
receives a specific ACK and then sends data 1.  After 
one RTT, the sender receives ACK for data 1.  Data 2 
is the data segment sent out just before the sender 
receiving ACK for data 1 and data 3 is the data segment 
sent out just after the acknowledgment.  Here, our 
scheme estimates the value of cwnd when the sender 
receives a specific ACK as 
                                    
                            , that is, 

                          
                            .  

 The packet trace used in the inference may be captured 
in the middle of network.  Therefore, in general, the 
packet sequence in the trace is different from the 
sequence in which the relevant TCP sender sends and 
receives packets.  Our scheme needs to estimate the 
packet sequence in the TCP sender from that in the 
packet trace.  For this purpose, our scheme utilizes the 
TCP time stamp option in TCP segments.   

 Our scheme estimates a sequence of cwnd values 
observed in every RTT interval.  We denote this 
sequence as {cwndi}.  Then, a sequence of differences 
of consecutive cwnd values,  {      },  is defined by 
(1).   

                      (1) 
 In the end, our scheme evaluates the correlation of the 

two sequences, {cwndi} and {      } , by plotting 
them.  The graphs depend on the congestion control 
algorithms.   

It should be noted that, since our scheme does not require 
any tracking of TCP internal status, it is possible to infer the 
congestion control algorithms more easily than the 
conventional proposals.   

The reason we adopt cwnd values at RTT intervals is as 
follows.  First of all, many congestion control algorithms, 
such as Vegas and HS TCP, define a procedure for 
increasing cwnd at a RTT interval.  Some algorithms, such as 
AIMD, specify a procedure for receiving individual ACK 
segments, but the purpose of those algorithms is the change 
of cwnd in a RTT interval.  So, focusing the cwnd values at 

sender

a specific ACK

data 1

ACK for data 1

RTT

data 2

data 3

 
Figure 1.  Principle for cwnd estimation. 
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RTT intervals is considered as appropriate for reflecting the 
purpose of congestion control algorithms.   

The next point is that the algorithms define cwnd values 
in a byte but data segments are sent in the unit of maximum 
segment size (MSS).  Therefore, the passive approach can 
detect the change of cwnd values in the order of MSS.  On 
the other hand, many algorithms change cwnd values in the 
order of MSS during a RTT interval.   

B. Methodology for estimating cwnd at RTT intervals 

As mentioned above, the time associated with individual 
captured segments in a packet trace is not the exact time 
when the data sender sent or received those segments.  So, 
our scheme estimates a cwnd associated with one RTT 
interval in the following way.   
 First, our scheme focuses on an ACK segment in the 

packet trace, for example, ACK with ack-1 in Fig. 2.   
 Next, it looks for the first data segment whose TSecr 

(Time Stamp Echo Reply) is equal to TSval (Time 
Stamp Value) of the ACK segment we are focusing on, 
data with seq-3 in Fig. 2.   

 Our scheme then looks for the first ACK segment 
acknowledging this data segment, in this case, ACK 
with ack-3.   

 As the fourth step, it looks for the data segment whose 
TSecr is equal to TSval of the second ACK segment.  
In the example of Fig. 2, this corresponds to data with 
seq-7.   

After these steps, our scheme estimates that the first data 
segment, data with seq-3, and the second ACK segment, 
ACK with ack-3, construct a RTT relationship.  Based on this 
estimation, our scheme estimates that cwnd in the unit of 
MSS at the moment of receiving ACK with ack-1 is equal to 
(2).   

 
   -     - 

   
 (2) 

C. Applying our scheme to AIMD 

In the AIMD congestion control algorithm, cwnd is 
increased each time the TCP sender receives an ACK 
segment acknowledging new data.  The increase is one 

segment during the slow start phase, and 
 

    
 segments 

during the congestion avoidance phase.  During one RTT, 
cwnd of data segments are sent and acknowledged.  

Therefore, in the slow start phase, cwnd is increased by the 
value of cwnd (cwnd is doubled).  This means that 

            . 
On the other hand, in the congestion avoidance phase, cwnd 
is increased by one segment during one RTT.   So, in this 
phase,  

        .   
So, plotting cwnd and       generates the graph in Fig. 3.  
In this figure, it is assumed that the initial congestion 
window is one MSS, and that the slow start continues until 
cwnd is 16 followed by the congestion avoidance.   

D. Applying our scheme to TCP Vegas 

TCP Vegas detects congestion by the increase of RTT.  It 
measures the minimal RTT during the connection lifetime.  
With the current values of cwnd and RTT, it estimates the 
buffer size in the bottleneck node as (3).   

                 
           

   
 (3) 

Vegas uses this BufferSize for the control in the 
congestion avoidance phase in the following way.   
 If              , then cwnd is increased by one 

MSS.  (In the Linux implementation,   is less than 2.) 
 If              , then cwnd is decreased by one 

MSS.  (In the Linux implementation,   is more than 4.) 
 If                , then the system is considered 

to be in a steady state and no modification to cwnd  is 
applied.   

This examination is done at every RTT interval.  Therefore, 
the difference of cwnd at RTT interval,  {      }, is  

                
in the congestion avoidance phase.   

As for the slow start phase, cwnd is increased every other 
RTT.  This means that {      } is  

sender receivermonitor

ACK (ack-1, TSval-a, TSecr-a)data (seq-1, TSval-d, TSecr-d)
data (seq-2, TSval-d, TSecr-d)
data (seq-3, TSval-d, TSecr-d)
data (seq-4, TSval-d, TSecr-d)
data (seq-5, TSval-d, TSecr-d)
data (seq-6, TSval-d, TSecr-d)

ACK (ack-2, TSval-a, TSecr-a)

ACK (ack-3, TSval-a, TSecr-a)

data (seq-7, TSval-d, TSecr-d) ACK (ack-4, TSval-a, TSecr-a)

data (seq-8, TSval-d, TSecr-d)

 Figure 2.  Estimation of cwnd associated with one RTT. 
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Figure 3.  Applying to AIMD. 
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Figure 4.  Applying to TCP Vegas. 
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in this phase.  So, plotting cwnd and       generates the 
graph in Fig. 4 for TCP Vegas.  In this figure, it is assumed 
that the initial congestion window is one MSS, that the slow 
start continues until cwnd is 16, and that BufferSize increases 
when cwnd is 20.   

E. Applying our scheme to TCP Veno 

The Veno (VEgas and ReNO) algorithm uses the Vegas 
estimate in order to limit the increase of cwnd during the 
congestion avoidance phase.  If the Vegas buffer estimate 
shows excessive buffer utilization (i.e.,              ), a 
TCP sender increases cwnd by one for every two RTT.   

This means that the increase of cwnd during the 
congestion avoidance phase is  

         during no congestion, and 
              during congestion.   

As a result, the plotting of cwnd and       will be as the 
graph in Fig. 5 for Veno.  In this figure, it is assumed that the 
initial congestion window is one MSS, that the slow start 
continues until cwnd is 16, and that congestion occurs when 
cwnd is 20.   

F. Applying our scheme to HS TCP 

The HS TCP changes the increase coefficient   
according to the current size of cwnd.  Here,   defines how 
many segments are added to cwnd for one RTT in the 
congestion avoidance phase.  When cwnd is less than or 
equal to 38 segments,   is 1, which has the same behavior as 
the traditional AIMD.  If cwnd is more than 84K segments,   
is 70.  Between 38 and 84K segments,   is interpolated from 
1 and 70 linearly.   

In the slow start phase, HS TCP adopts the limited slow 
start, which bounds the maximum increase step during this 
phase to 100 segments.   

These specifications give the plotting of cwnd and 
      as shown in Fig. 6 in the form of semilog graph.  In 
the graph, the congestion avoidance is started from cwnd of 
32, and the relationship between the consecutive cwnds is 
defined as in (4) for       which is between 38 and 8700.   

               
    

       
(        )    (4) 

G. Applying our scheme to CUBIC TCP 

CUBIC TCP defines cwnd as a cubic function of elapsed 
time T since the last congestion event.  Specifically, it 
defines cwnd by (5).   

       (  √  
       

 

 
)

 

         (5) 

Here, C is a predefined constant,   is a coefficient of 
multiplicative decrease in the congestion control, and 
       is the value of cwnd just before the loss detection 
in the last congestion event.   

From this equation, the increase of cwnd during one RTT 
can be obtained approximately by (6).   

     
 (    )

  
       (  √  

       

 

 
)

 

 (6) 

By using (5), (6) is represented as a function of cwnd as in 
(7).   

     
 (    )

  
      √ 

 
(√            
 )

 
 (7) 

This result gives the plotting of cwnd and        as in Fig. 
7.  Here, it is assumed that         is 0 in the slow start 

phase and      √ 
 

      

H. Applying our scheme to TCP Illinois 

TCP Illinois changes the increase coefficient of cwnd,  , 
according to the queuing delay.  The queuing delay is 
measured as the increase of RTT from the minimum RTT for 
the connection.  Depending on the queuing delay,   changes 
from 0.1 segments to 10 segments.  The value of   is 
updated once per every RTT.  Therefore, the plotting of 
cwnd and        will be given as in Fig. 8.  In this figure, it 
is assumed that the initial congestion window is one MSS, 
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Figure 5.  Applying to TCP Veno. 
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Figure 6.  Applying to HS TCP. 
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Figure 7.  Applying to CUBIC TCP. 
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that the slow start continues until cwnd is 16, and that the 
queuing delay is small in the beginning of the congestion 
avoidance.   

IV. INFERRING IPHONE 5 TCP ALGORITHM 

As an example of the inferring of TCP congestion control 
algorithm using our scheme, we performed an experiment 
estimating the TCP algorithm of iPhone 5.  Fig. 9 shows the 
configuration.  An ftp application on an iPhone 5 terminal 
communicates with an ftp server through an LTE network 
and the Internet.  While the iPhone 5 uploads a file to the 
server, it moves on a local train in Tokyo.  The packet traces 
are collected in a PC connected with the iPhone through the 
remote virtual interface [17].   

We collected two packet traces.  Fig. 10 shows the results 
of the first example.  Fig. 10 (a) and (b) show the TCP 
sequence number versus time and cwnd value versus time in 
this communication, respectively.   These graph show that 
the handover happened two times around at 7 second and 35 
second, and accordingly, the cwnd value decreases.  The 
graph (c) shows the relationship between       and cwnd.  
It is noted that the decreases of cwnd are not described in this 
figure.  The graph shows the slow start like behavior from 
cwnd =1 to cwnd = 23, in which       is proportional to 
cwnd.  On the other hand, from cwnd = 30 to 111, most of 
observed values for       is equal to one.  It can be said 
that the graph in Fig. 10 (c) is quite similar with that in Fig. 3 
and so the results of this example says that the TCP 
congestion control algorithm used in iPhone 5 is AIMD.   

Fig. 11 shows another example for iPhone 5.  In this 
example, packet losses occur at 20, 30, 70 and 95 second in 
the communication, and accordingly the cwnd value changes 
as shown in Fig. 11 (b).  Based on this graph, we depicted 
the relationship between        and cwnd as shown in Fig. 
11 (c).  This figure has a proportional part and one segment 
part similarly with Fig. 10 (c).  This result also says that the 
the TCP congestion control algorithm used in iPhone 5 is 
AIMD.   

V.   CONCLUSIONS 

This paper proposed a simple but effective scheme 
inferring the TCP congestion control algorithm from 
passively collected packet traces.  The proposed scheme 
estimates cwnd values at every RTT intervals from packet 
traces and makes the correlation beween the cwnd values and 
the differences consecutive cwnd values by plotting these 
values.  We showed that the result plotting can explicitly 

distinguish AIMD, TCP Vegas, TCP Veno, HS TCP, CUBIC 
TCP and TCP Illinois.  As an example, we applied our 
scheme to identify the TCP congestion control algorithm 

LTE Network Internet

ftp server

iPhone 5

PC for tcpdump

file upload

 
Figure 9.  Configuration of experiment. 
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used in iPhone 5.  From two packet traces in which an 
iPhone 5 terminal is sending ftp data, our scheme showed 
two graphs showing the AIMD like relationship between 
      and cwnd.  We could successfully conclude that the 
algorithm used in iPhone 5 is AIMD from these results.   
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Abstract— Fault tolerance is considered as a critical issue and a 

very interesting subject of research in Wireless Sensor 

Networks (WSN). Some sensors may be blocked or may fail 

due to a lack of energy or because of their manufacture. The 

external interactions (interferences, malicious attacks) can also 

be the source of malfunctions. The failure of sensors should not 

affect the network performance. This is a problem of reliability 

or fault tolerance which is the ability to maintain network 

functionality without interruptions due to a failure of a sensor 

node. It therefore aims to reduce the influence of these failures 

on the overall task of a wireless sensor network. Protocols and 

fault- tolerant approaches must be used to ensure reliable 

delivery of data packets to the base station and to guarantee 

reliable functioning even after the vulnerability of some 

network components. In this paper, we describe the K-means 

And Traveling Salesman Problem-based mobility protocol 

used to assure the proper functioning of the networks; we also 

propose a theoretical modeling of a probabilistic combinatorial 

optimization problem, which is explored through this method 

in order to minimize the energy consumption and improve 

fault tolerance for WSN. 

Keywords- Wireless sensor networks; failure; fault-tolerance; 

modeling; probabilistic. 

I.  INTRODUCTION  

Wireless sensor networks represent a very promising 
domain that has become a new research focus in 
communication and computer fields. They can be used in 
different environments in a random way and in a large 
variety of applications due to their easy deployment and their 
low cost of construction. To achieve some applications, such 
as medical care, military surveillance, disaster relief and 
environmental monitoring, reliability is fundamental and 
essential. A wireless network is composed of plenty of 
sensors that are deployed in the monitoring field, and that 
have perception, processing and communication ability. 
However, the limitation of energy in wireless nodes, and 
hostile environments in which they could be used, are factors 
that make such networks very vulnerable [1][2]. In fact, they 
are subject to different forms of breakdowns that affect their 
reliability. These problems include computer attacks and 
hardware failures which are, nowadays, a real threat 
constantly growing. The failures of sensors can be caused by 
different reasons, including the physical damages, malicious 
attacks, environmental interferences, communication link 
errors or the depletion of energy [2]. Without successful 

transmission and secure routing, many applications of 
wireless sensor networks cannot work.  

Because of their sensitivity, several research projects 
have been conducted in order to find solutions to these 
networks in the presence of failures and intrusions [3]. In 
fact, a sensor network must be able to maintain and keep its 
functionality without interruptions caused by the failures of 
nodes. In other words, these breakdowns should not affect 
the overall functioning of the network. This problem of fault 
tolerance has seen a great significance among various fields 
of research in wireless sensor networks. So, one of the basic 
challenges is to guarantee the safety and the proper 
functioning of equipments by developing fault-tolerant and 
robust algorithms that offer reliability of transmitted data. 
The purpose of this paper is to propose a possible direction 
of future researches by including a probabilistic modeling of 
the K-means And Traveling Salesman Problem-based 
mobility protocol [4], which is a fault tolerant protocol in 
wireless sensor networks. The rest of the paper will be 
organized as follows: In the second Section, we will present 
an overview of the fault tolerance problem. Section 3 will 
describe the principle of this relevant a priori protocol. A 
theoretical probabilistic modeling of it will be also proposed 
in Section 4. Section 5 presents the simulation results and 
analysis. Finally, we will conclude the paper in Section 6. 

II. FAULT TOLERANCE IN WSN : PROBLEM 

PRESENTATION 

The communications between the collector node and the 
other sensors of a network need the implementation of 
routing protocols that are based on multi-hop 
communication. Each sensor then acts as a router in addition 
to its role as a data source. However, faults can happen 
because of some problems such as the lack or the loss of 
energy, the interferences of the environment (heat, rain) or 
by a destructive agent (like animals), attacks (Sybil, 
Wormhole, Selective forwarding, sinkhole, etc.) and also the 
physical damages. In this case, it will be possible that one or 
many sensors do not operate. This causes the loss of 
communication links that leads to a significant change in the 
entire network topology. The fault is the primary source of 
an error that causes the system failure [5]. So, the network 
connectivity can be affected and its life will be decreased. In 
this case, it must be able to detect this error and to remedy it, 
by finding another way to transmit information and to 
maintain the network always operational.  
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We can say that the goal of fault tolerance is to avoid the 
total flaw of the system despite the existence of errors in a 
subset of its elementary components. The tolerance degree 
depends on the nature of the application, its degree of 
criticality and on the exchanged data. Then, it is essential to 
provide fault tolerant protocols that allow us to choose the 
best paths in order to route information from the source to 
the collector. They also permit the selection of an alternative 
path if there was a failure while sending data on the initial 
route, in case of an interruption at one or several sensor 
nodes of it. In addition, the implementation of fault tolerant 
clustering protocols is useful in order to provide a better 
routing management [6]. Then, there are algorithms used to 
determine many routes from each node to the sink, which 
guarantees the presence of more than one reliable path for 
transmission. This provides a fast transfer resumption in case 
of failure on the first selected route (selecting one of the 
remaining routes). Other protocols realize a better 
management of energy use, with the aim of increasing the 
network lifetime [7]. Many works in the literature suggest 
fault tolerant methods in sensor networks, such as the Energy 
Aware Routing "EAR" protocol [8] and the Periodic, Event-
driven, Query-based "PEQ" protocol [8], for many 
objectives. As each has been developed to achieve a specific 
purpose, they vary widely in many settings, including 
security, accuracy, configurability, cost and reliability. In 
this work, a probabilistic derivation of the reliability problem 
is considered.  

Actually, although there are a large number of theoretical 
models for problems coming from the real world, the 
application of these models, in a direct way, is difficult and 
sometimes impossible due to the vagueness, the inaccuracy 
or the lack of data. In some contexts, based on estimations or 
statistical measures, a solution may be required even before 
the specification of information. In fact, there are several 
applications where obtaining current data in a certain way is 
not possible due to the volatile nature of data. The 
community of operational research has introduced several 
optimization frameworks to address these constraints [9]. In 
our work, a sensor network is modeled by a graph, and we 
are operating in a situation where the vertices do not exist in 
a deterministic way in this graph, but they are present in a 
probabilistic manner. In other words, a probability of 
presence will be associated with each vertex. This work is 
located in a study framework of combinatorial optimization 
problems when their proceedings are changing in a 
probabilistic way [10].  

The aim is to present a priori strategy which ensures the 
reliability of data transmission in the presence of faults: on 
any instance of the problem, we avoid the total flaw of the 
system by changing the graph structure (transformation in a 
subgraph) according to a modification strategy that will be 
specified in advance. Fault tolerance in wireless sensor 
networks can then be presented as a probabilistic 
optimization problem that will be modeled based on different 
protocols and particularly the K-means And Traveling 
Salesman Problem-based mobility protocol, in which we will 
be interested in the following sections.   

III. K-MEANS  AND TSP-BASED MOBILITY "KAT-

MOBILITY" PROTOCOL  

Nakayama et al. [12] proposed the K-means And TSP-
based mobility "KAT-mobility" protocol based on 
optimization algorithms of routing and aggregation. It is a 
model of mobility of sinks that can effectively collect 
detected data used in a wireless sensor network, even if some 
sensors are destroyed [11]. The system is composed of two 
modules: the clustering algorithm and the approximate 
solution for the TSP "Traveling Salesman Problem" [12]. 
The sensors are firstly divided into groups by using the 
clustering algorithm, from which the centers of the groups 
are determined as anchor points. The route of the mobile sink 
is determined as an approximate solution of the TSP. Here, it 
is assumed that an administrator distributes sensors to 
supervise the targeted area, and the sensors are scattered at 
random positions and do not move afterwards. After the 
grouping of sensor nodes, this method reaches the mobile 
sink to make a course through the centers of groups 
according to the trajectory of an optimized path. The mobile 
sink collects then the data coming from sensors on the level 
of the visited groups. Its trajectory is assumed to be random 
in order to mitigate malicious attacks. The compromise 
between the flow rate and the energy consumption is 
regarded as the efficiency metric during the evaluation. 
During this time, the KAT-mobility protocol can calculate 
the migration route for the sink in order to get around the 
damaged area or malfunctioned sensors due to attacks while 
preserving its random behavior. In other words, after the 
reorganization of the network into groups, the proposed 
approach pilots the mobile collector to move through the 
centers of the groups by taking the optimal route. Thus, the 
mobile collector recovers the information from the sensors of 
the visited groups. The principle of this protocol is 
summarized in these two procedures: the optimization of the 
routing path and the clustering. Figure 1 shows this principle 
[12]. 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 1. KAT-mobility protocol 
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A. Clustering Procedure 

A sensor network is often composed of several thousands 
sensor nodes. To reduce the complexity of the routing 
algorithms, to facilitate data aggregation, to simplify the 
network management and to optimize energy consumption, 
sensors are grouped into clusters. The nodes that are grouped 
together in a cluster will be easily able to communicate with 
each other. A cluster head is elected to carry out several 
tasks, such as filtering, fusion and aggregation, with the 
possibility to be changed if it fails or if it reaches its power 
limit [13]. All communications of all nodes will be made 
through the head of the cluster to which they belong. The 
KAT-mobility protocol is based on clustering and especially 
on the K-means method [14][15], in which the cost of a 
group is estimated by the approximation error between the 
nodes and the collector. This algorithm divides the set of 
sensors virtually into K clusters (C1, C2 … CK) 
geographically close. We denote by N the number of nodes 
in the network, usually N >> K. Let mj (j = 1, 2 ... K) be a 
collector and xi (i = 1, 2 ... N) be a sensor node, which is 
represented by a 2-dimensional vector (i.e., position of the 
node). d (xi, mj), which is indicated by the Euclidian distance 
between the collector (group center) and the sensor, 
represents the approximation error. The goal is to assign each 
node to a cluster Cj by reducing the total error of the clusters 
in order to reduce energy consumption [16]. The sum of 
approximate errors is expressed in the following formula:  
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The goal is to minimize the energy of communications by 
clustering in order to reduce the battery consumption of each 
sensor, which is proportional to d (xi, mj) [17]. The final 
objective is to assure the configuration of Cj such that DT is 
minimized. The clustering module of the KAT-mobility 
protocol can be summarized as follows [4]: 

1.   Initialize the location mj randomly, t=0. 

2. Define the threshold "THR" which is the stopping 

criterion   of the following iterative process. 

 When d
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is true, t can be updated and the iteration will be 

continued. Otherwise, the iterative process is 

stopped and the final center is set to mj
(t+1)

. 

After the realization of the clustering procedure, the 
second module of the KAT-mobility protocol begins. 

B. Routing Path Optimization 

Finding the best route for the mobile node is analogous to 
the TSP. A sink represents then the traveling salesman and 
the cluster centroids define cities. The mobile sink passes 
through the clusters and gathers data coming from various 
nodes. As it is possible to increase efficiency by reducing the 
travel time, it is preferable that the sink traces the shortest 
route through the cluster centroids. The path optimization of 
the mobile collector to visit once and only once every cluster 
centroid is equivalent to searching for the shortest trip of the 
traveling salesman in order to visit each city once [4]. 
However, this problem is NP-hard [18]; therefore, the 
conclusion of the optimal trajectory can not be realized in an 
easy way. In fact, it is one of the most studied combinatorial 
optimization problems that its difficulty reveals especially 
through the large number of solutions. In order to solve this 
problem, a particular family of algorithms called the 
heuristics, ensuring the obtaining of almost optimal 
solutions, is proposed. For the KAT-mobility protocol, the 
local search algorithms Or-Opt and 2-Opt, based on the 
modification of a current solution to TSP by heuristics, are 
implemented [19][20]. Fortunately, for wireless sensor 
networks, nodes can communicate together, and the mobile 
sink does not need to visit all the nodes. After clustering the 
nodes, we only need to optimize the paths among cluster 
centroids. The mobile sink traces then the trajectory of the 
optimal TSP solution. Using the same formula mentioned in 
[21], the objective is finding the Hamiltonian path π that 
reduces the tour lengths. 
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where the initial location of the mobile sink is m0. This 
quantity mentioned in (4) denotes the tour length of a sink 
that will be carried out by visiting the centers in the specified 
order according to the permutation and while returning to the 
starting position [21]. The KAT-mobility method assumes 
that the mobile collector has a priori knowledge of the 
locations of its member sensors [4]. It is possible that the 
collector lose communications with its blocked or faulty 
member nodes. In this case, it can stay at the center of its 
cluster to discover broken nodes and its trajectory can then 
be recalculated as soon as it reaches the access point. 
Updating this path is preceded by a modification of the 
centers positions in the network, i.e., a new clustering 
procedure through the subset of functional nodes is 
performed [4]. Consequently, it will be more interesting to 

(1) 

(2) 

(3) 

(4) 
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(5) 

model the KAT-mobility method as a probabilistic 
combinatorial optimization problem. 

IV. PROBABILISTIC MODELING 

We model the wireless network by a graph G (V, E), 
where V is the set of cluster centroids and E ⊆ V

2
 represents 

the set of edges reflecting the possible communications 
between these points. The pair (m1, m2) belongs to E if and 
only if m2 is the neighbor of m1. We denote by K the 
number of vertices in the graph (|V| = K), which is 
considering here as the problem size. In wireless sensor 
networks, one or several sensors may not function correctly 
and in order to avoid the total flaw of the system despite the 
presence of faults in a subset of its elementary components, 
two approaches can be used: the re-optimization strategy 
treated by Nakayama et al. [4] and the a priori strategy that 
represents our proposal through this paper. 

A. Re-optimization Strategy 

Frequently in applications, after having solved a 
particular exemplary of a given combinatorial optimization 
problem, we must solve repeatedly many copies of the same 
problem. These additional copies are generally simple 
variations of the original problem; however, they are 
sufficiently different to require an individual treatment [8]. 
The most natural approach used to address this kind of 
situation consists in solving in an optimal way the different 
potential copies. We call this strategy "the re-optimization 
strategy" [22]. However, it has many disadvantages and the 
most important one is the high cost. This is the case of the 
KAT-mobility method consisting of repeating the clusters 
configuration and calculating the new solution through the 
set of surviving nodes after detecting failures in any part of 
the network. It is therefore necessary to adopt a different 
strategy. Rather than re-optimizing each successive 
exemplary, we can try to determine a priori solution of the 
initial problem that can be successively modified in a simple 
way to solve the following copies. We call this strategy "a 
priori strategy" [23].  

B. Proposed a priori Strategy 

A sensor network is modeled by a graph G, and we are 
operating in a situation where the vertices do not exist in a 
deterministic way in this graph, but they are present in a 
probabilistic manner. In other words, a probability of 
presence will be associated with each vertex. This work is 
located in a study framework of combinatorial optimization 
problems when their proceedings are changing in a 
probabilistic way [10][24]. The aim is to present a priori 
strategy which ensures the reliability of data transmission in 
the presence of faults: on any instance of the problem, we 
avoid the total flaw of the system by changing the graph 
structure (transformation into a subgraph) according to a 
modification strategy that will be specified in advance. In 
fact, we associate the probability pi to each vertex mi ∈  V 
(the probability of remaining operational) taking into account 
that a center is considered as absent when all its cluster 
members are faulty.  By applying the KAT-mobility 
protocol, finding a route for the mobile sink is analogous to 

the traveling salesman problem. A very natural probabilistic 
extension of this problem was introduced in 1985 for the first 
time by "Jaillet", when he assumed that the number of cities 
is a random variable [10]. Concerning the routing path 
optimization, we propose that only some centers among the 
K vertices will really require a visit according to their 
probabilities of occurring. In other words, we specify a 
strategy µ, called modification strategy, which removes 
absent centers from the initial a priori tour. Our purpose is to 
obtain a tour among the initial vertices such that the graph G 
is transformed into the subgraph G'= G [V'] where V' ⊆ V is 
the set of present cluster centroids and the new route through 
its vertices will be in the same order as that established by 
the a priori tour [25]. This route is illustrated in Figure 2. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2. New routing path  

This is a problem of finding a priori tour that minimizes 
the functional of covered distances [18]. Given the 
probability law ℙ, the set of cluster centroids, the set of all 
the subsets of V, i.e., each instance V' ⊆ V has a probability 
of presence ℙ (V'). For a given tour R through the vertices 
defined on V, the modification method µ consists in deleting 
or gumming those who are absent from the a priori tour. Let 
L(R,µ) be the random variable defined on 2

V
, which for all V' 

of 2
V
 and with a tour R, associates the length L(R,µ) (V') 

through V', induced of the tour R by the modification 
method. Consequently, the path optimization of the mobile 
collector to visit once and just once every sensor is 
equivalent to find the trajectory that minimizes the functional 
of L(R,µ) [26][27].   
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The use of this a priori strategy allows the wireless 
sensor network to collect effectively detected information 
from external environments and deliver it to the required 
applications with reducing energy consumption, even if 
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some nodes are destroyed. It was proposed to ensure 
transmission reliability, to increase the network lifetime and 
also to offer a real time solution, valid in all situations. To 
ameliorate this work, we propose the improvement of the 
route optimization in a particular case of this probabilistic 
problem which is the deterministic case (pi=1) by 
implementing the local search method "Tabu" instead of the 
used algorithm 2-Opt.  

V. SIMULATION RESULTS AND PERFORMANCE ANALYSIS 

In this section, simulation results are presented and 
analyzed. We simulated the KAT-mobility protocol and the 
proposed approach, based on the optimization of the routing 
path by using the Tabu algorithm, to evaluate their 
performance. We deploy 100 sensor nodes which are 
uniform-randomly distributed inside the simulation area. We 
consider the metric trajectory cost (expressed in meter) for 
evaluating the tour lengths. To perform our simulations, we 
used the software Java. 

 Figure 3. Trajectory cost  

As can be seen from the simulation results of Figure 3, 
which presents the trajectory cost depending on the number 
of sensor nodes, randomly distributed, that varies from 19 to 
100, our improved algorithm achieves better performance 
than the KAT-mobility algorithm because it guarantees the 
minimization of the tour length for any employed 
distribution.  

Since the number of nodes may be disturbed and can 
vary from day to the other, we have proposed our a priori 
strategy shown at the previous section and to confirm the 
performance of this probabilistic model, we realized the 
comparison of the two algorithms. 

Figure 4. Execution time 

It is shown in the simulation results of Figure 4, which 
presents the time execution (expressed in nanoseconds) 
depending on the probability of presence of the vertices, that 
our proposed strategy ensures the obtaining of solutions in 
real time once the problem is disturbed by the breakdowns of 
some sensors (the probability of remaining operational is less 

than 1). This proposed model is much more realistic and 
provides less execution time than the conventional strategy.  
It is clear from our simulations that the improvement 
provided by this new strategy is effective and that this new 
algorithm is valid in all situations. 

VI. CONCLUSION AND FUTURE WORKS 

The data routing in wireless sensor networks is 
considered as a complex problem because it is essential to 
ensure reliable delivery of information while consuming less 
energy. We have presented then in this paper the fault 
tolerant KAT- mobility protocol, as well as a proposed 
theoretical probabilistic modeling by considering the fault 
tolerance as a probabilistic combinatorial optimization 
problem. Our proposed strategy aims to provide not only 
better energy efficiency within the wireless network, but also 
better reliability compared with the conventional approach 
based on K-means clustering and the approximate solution 
for Traveling Salesman Problem, especially in the presence 
of faults. It is shown in the simulation results that this 
strategy was proposed to provide a better and practical 
solution by improving the route optimization of the collector. 
To accomplish this work, we aim to use new methods that 
navigate the mobile sink to go through the cluster centers 
according to the optimized route by implementing the 
"branch & bound" technique instead of the used algorithm 2-
Opt, and it will be so interesting when the risk of sensor 
failures becomes important. Our goal is to propose strategies 
that guarantee the obtaining of solutions in real time once the 
problem is disturbed by the failures of some nodes.  
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Abstract—Several studies predict the use of wireless ad hoc
networks in support of critical missions like search and rescue
and prevention of natural disasters. In order to improve network
connectivity, Cooperative Communication (CC) has been explored
as an alternative to connect isolated network components in
wireless ad hoc settings. However, existing cooperative commu-
nication solutions rely on global topological information which
may not be feasible in more realistic scenarios. This paper
presents a self-organized and distributed solution to improve
network connectivity by exploring the availability of cooperative
communication links. Simulation results show that the proposed
scheme has a low computation cost and provides a link recovery
rate comparable to those obtained by centralized solutions.

Keywords–Ad hoc networks; articulation; bridge; cooperative
communication; critical edge; critical node; network resilience.

I. INTRODUCTION
In an ad hoc network, nodes cooperate in relaying packets

to each other to enable communication. In such scenarios,
network connectivity is crucial once faraway nodes may not
be able to communicate in case of network partitioning. Link
and node failure are events that may occur during the course
of operation. As urgent and critical tasks, such as search
and rescue and the prevention of natural disasters depend on
network connectivity, ways to prevent network partitioning and
node isolation are of interest. Let G = (V,E) be a undirected
connected graph, where V is the set of nodes and E is the
set of edges. A node v ∈ V is an articulation or cut-vertex
if its removal makes the graph disconnected. Similarly, an
edge e ∈ E is a bridge if its removal makes the graph
disconnected. Note that bridge links are connected by two
articulations nodes. In this work, articulation nodes sharing
a bridge are referred to “bridge nodes”.

Owing to their importance in preserving network connec-
tivity, ways to identify articulation nodes and bridges has
been investigated in the literature. Goyal and Caffery Jr [1]
proposed a centralized mechanism to identify articulations
in wireless networks. Later, Jorgic et al. [2] presented a
distributed solution, where each node performs a k-hop depth-
first search to locate and identify articulation nodes and bridges
using localized information. The proposed solution, however,
has the drawback of false positive detections. Chaudhuri [3]
and Turau el at. [4] proposed algorithms based on distributed
depth-first search to determine the articulations of a graph.
These solutions are optimal in time and number of messages
and work with the knowledge of directly connected neighbours
only.

As viable solutions to locate bridges and articulation nodes
have been developed, the research community focused on
alternatives to extend the availability of such nodes and links

as well as in ways to reestablish network connectivity in
case of failure [2][3][4]. Afonseca et al. [5] proposed ways
to reduce energy consumption of articulation nodes by using
packet aggregation techniques. The solution is based on the
fact that energy consumption of articulation nodes is usually
higher than other nodes, leading to a premature node failure.
Khelifa et al. [6] propose the usage of dormant nodes that could
be activated in case of link or node failure. When necessary,
the dormant nodes would be activated to prevent network par-
titioning. In the same line, Goyal and Caffery Jr [1] proposed
the usage of limited, coordinated, mobility so as to recover
from link and node failures. In case of network disruption,
nodes would move in a coordinated way as to reestablish
network connectivity. As the location of articulation nodes are
assumed to known a priory, node activation and dispatch can
be employed to improve network connectivity in such areas. Yu
et al. [7] employed cooperative communication techniques to
connect disjoint network components using cooperative links.
The proposed technique allows transmitting nodes to transpose
the limit of maximum transmission range by allowing multiple
nodes to relay the same information, thus improving network
connectivity [7][8]. Neves et al. [9] exploited cooperative
communications to establish power efficient links and routes
to a sink node.

Despite of its benefits, all the above solutions rely on
global topological information which may not be feasible
to obtain and maintain due to its operational costs. Also, it
seems unlikely that a network would have enough dormant
nodes with the ability to be activated and dispatched to the
necessary location whenever needed. Hence, cooperative com-
munication seems to be a suitable approach to improve network
connectivity. However, the aforementioned works that explore
this path aimed to locate the least power link cost that can
connect disjoint components before operation. This work takes
a different approach by focusing on localized mechanisms to
prevent network partitioning due to node and link failure. More
precisely, the proposed scheme works by identifying critical
elements, such as bridges and articulation nodes, and uses
cooperative communication to create cooperative links to avoid
network partitioning whenever possible. The proposal scheme
employs cooperative communication based on localized topol-
ogy information and works in a distributed, self-organizing,
manner. Simulation results show that the proposed scheme has
a low computation cost while link recovery rate is comparable
to those obtained by centralized solutions.

The rest of the paper is organized as follows: Section II
presents a review on cooperative communication, defines the
communication model and formalizes the problem addressed in
this work. Section III presents a distributed solution to recover
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network connectivity. In Section IV, the simulation process
and the data collected are presented, and finally, Section V
concludes this paper.

II. COMMUNICATION MODEL AND PROBLEM
Cooperative Communication (CC) aims at enabling the

cooperation of nodes for transmitting their messages to the
destination [7][8]. Rather than operating independently, com-
peting with each other for channel resources, nodes form
a virtual Multiple Input Multiple Output (MIMO) system
and simultaneously transmit the same information. In MIMO,
nodes use a set of antennas to transmit and receive data to
combat signal fading. Cooperative communication is similar,
but uses multiple nodes in a two-step process [7][10]. In the
first step, a node, called source, sends information for a subset
of the nodes directly connected, called “helper nodes". In
the second step, the source and helpers send the same data
simultaneously. Thus, cooperative communication enjoys the
same benefits of a conventional MIMO system. Further details
on the characteristics of the cooperative communication can be
found in Hong et al. [8]. The subsequente sections describe the
cooperative communication model considered, present a brief
overview of the closely related works and formally defines the
problem addressed in this work.

A. Cooperative Communication Model
The communication between two nodes, in the traditional

model, can be simplified in terms of the transmission power,
the distance between nodes and the rate of signal fading. Thus,
consider a network modelled as a planar, undirected graph
G(V,E), where V = {v1, v2, ..., vn} is a set of wireless
nodes and E is the set of communication links. Each node
vi can adjust its transmit power pi with values in the range
[0, PMAX ]. When pi = 0, the transceiver is turned off and
when pi = PMAX , the transceiver operates at full power.
In traditional models of communication, the source vi can
communicate directly with the destination node vj only when
the transmission power of vi complies with (1):

Pi(di,j)
−α ≥ τ (0 ≤ Pk ≤ PMAX), (1)

where α is the exponent of signal fading, usually around 2 and
4, which is the rate of loss of the signal power with increasing
distance, di,j is the Euclidean distance between vi and vj ,
and τ is the receiver sensitivity to correctly receive a packet,
i.e., the threshold of the received power so that node vj can
correctly decode the signal and obtain the original message.

In cooperative communication, the transmission power
required by the source in conjunction with helper nodes can
be determined similarly to the direct communication. Full
communication between nodes vi and vj can be obtained with
CC, if vi transmits its signal with an auxiliary node set Hi,j

and the sum of transmission powers satisfies (2).

∑
vk∈vi∪Hi,j

Pk(dk,j)
−α ≥ τ (0 ≤ Pi ≤ PMAX). (2)

In the cooperative communication model, new concepts are
introduced whereas the new edges in the graph can not be
defined using classical concepts. Then, some important defini-
tions on the model of cooperative communications, similar to
those presented by Zhu et al. [10], are shown:

Figure 1. Example of the cooperative communication.

Definition 2.1: (Direct link): A direct link vivj is an edge
in E representing that the node vi can transmit data to node vj
directly, that is, pi is such that the node vi can reach vj when
pi ≤ PMAX . A solid horizontal line on the nodes represents
a direct link.

Definition 2.2: (Helper node set): Hi,j is the set of helper
nodes of vi in a cooperative communication with vj . It is
assumed that all required helper nodes are direct neighbours
of vi, that is, Hi,j ⊆ N(vi), where N(vi) is the set of all
direct neighbours of vi. In other words, all elements in N(vi)
are candidates for helper nodes.

Definition 2.3: (CC-link): A CC-link ṽivj is an edge of E
representing that a node vi can transmit data to vj coopera-
tively using a set of auxiliary nodes Hi,j . A horizontal wavy
line is used to denote a CC-link.

Definition 2.4: (Helper link): A helper link is an edge
between vi and one of his helpers in Hi,j .

Definition 2.5: (Network topology): The union of all direct
links and CC-links, E and Ẽ, respectively. Similarly, the graph
of direct communication and CC communication are denoted
by G = (V,E) and G̃ = (V, Ẽ), respectively. Note that E =
E
⋃
Ẽ. Also, if vivj ∈ E, then: vivj = vivj if vivj is a direct

link; and vivj = ṽivj if vivj is a CC-link.
Definition 2.6: (Weight of direct link): The weight of a

direct link vivj is defined as: w(vivj) = τdαi,j .
Definition 2.7: (Weight of a CC-link): The weight of a CC-

link ṽivj is defined as:

w(ṽivj) = wd(Hi,j) + (|Hi,j |+ 1)wCC(Hi,j),

where:
- |Hi,j |: is the number of elements in Hi,j ;
- wd(Hi,j) =

(
τ

maxvk∈Hi,j (di,k)
−α

)
: is the maximum

power consumption of the node vi to communicate
with the farthest node in Hi,j ;

- wCC(Hi,j) =

(
τ∑

vk∈vi
⋃

Hi,j
(dk,j)−α

)
: is the mini-

mum power consumption of the node vi to communi-
cate directly to vj , together with their helper nodes in
Hi,j

In a cooperative communication from vi to vj , node vi
should initially send its data to helper nodes in Hi,j and
then, node vi and its helpers must simultaneously send the
same data to vj . Thus, the weight of a CC-link is the sum
of communication cost of these two steps. The cost for the
first stage of communication is equivalent to wd(Hi,j), while
the cost of individual nodes to transmit data using CC is
wCC(Hi,j). Figure 1 shows a cooperative communication
example. The radius of maximum transmission, represented
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in a grey circle, shows that node va has three neighbours. To
communicate with the destination node vb, out of its reach, the
source node va uses a helper candidate sharing a direct link
to va.

B. Related Works
In wireless ad hoc networks, CC have been used as a topol-

ogy control mechanism with the aim to improve network con-
nectivity and while reducing power consumption [7][10][11].
For networks initially without full connectivity, CC was used
to transpose the maximum transmission range as a mean to
improve network connectivity [7][9]. Yu et al. [7] use CC as
a topology control mechanism, whose purpose is to connect
disjoint components through cooperative links. The proposed
solution, called CoopBridges, increases the network connectiv-
ity while reducing the transmission power at each node. The
authors proposed a heuristic to select power efficient helpers
nodes to reduce power consumption of the nodes sharing
a CC-link. Starting from an undirected, disconnected graph,
CoopBridges uses the proposed heuristic to create cooperative
edges to connect components in the network. In the resulting
topology, the minimum spanning tree algorithm is employed
within each component and between network components to
prune costly links. The task of selecting power efficient helper
nodes works in O(|V |2) time. Neves et al. [9] developed a
similar mechanism that interconnects the components of an ad
hoc network, initially with no direct connectivity with a sink
node. The solution consists of four steps that uses a modified
version of the heuristic proposed by Yu et al. [7]. The solution
uses low cost cooperative edges to interconnect the network
such that paths created should lead to the sink node. The task of
selecting power efficient helper nodes takes O(|V |2) time [9].

This work presents a localized and proactive strategy
to maintain network connectivity in the event of network
partitioning. Unlike the previous works, that are based on
coordinated mobility or dormant nodes, the proposed scheme
uses cooperative communication. Localized information is
used to reduce the computational cost to select helper nodes
during the process of establishing cooperative links. To the
best of our knowledge, this is the first work to employ coop-
erative communication in a proactive way to prevent network
partitioning.

C. Problem Formulation
This paper address the problem of recovering network

connectivity in the event of node and link failure on ad hoc
networks with cooperative communication capabilities similar
to those in [7][8][10][12][13]. In particular, this work focuses
on monitoring articulation points and bridges nodes and, in
case of unavailability, cooperative communication is employed
as to reestablish network connectivity. Consider an ad hoc
wireless network represented by a planar, undirected graph
G(V,E) such that there are a number of articulation points
and bridges. By definition of articulation point and bridge, on
the event of unavailability of one of these elements, the graph
G becomes disconnected. Let Ga and Gb be the components
of G that have been created due to the unavailability of an
articulation point or a bridge node. Furthermore, let node
va ∈ Ga and vb ∈ Gb and let H(va) and H(vb) be the set of
helper nodes available to va and vb, respectively. Thus, using
cooperative communication, the proposed scheme aims to
reconnect the graph G. In this context, the problem addressed
in this work is three fold: (i) locate articulations and bridges

(a)

(b)

Figure 2. Representation of the problem of connectivity recovering using
CC after a (a) bridge edge failure and (b) an articulation node failure.

in the network; (ii) monitor their status and; (iii) in case
of unavailability, coordinate the activities of the neighbouring
nodes to recovery connectivity with the aid of cooperative
communication.

III. PROPOSED SOLUTION
This section presents a distributed algorithm that allows the

network to reestablish connectivity in case of articulation node
failure. The main idea is to proactively identify suitable CC-
links and to ensure that these CC-links are created in case of
network connectivity disruption. Figure 2 shows an example
of connectivity recovery in cases of bridge and articulation
failure. The dotted edges represent topology changes that
effect the communication links. When a bridge node fails,
according to Figure 2a, collaborative communication is used to
recover connectivity by establishing a cooperative link among
the remaining bridge node and nodes in the vicinity of the
failed bridge node. When there is only one articulation node,
identified by va in Figure 2b, that connects two components,
collaborative communication is employed as an alternative to
reconnect the graph.

To achieve the above, the proposed scheme uses two-hop
information to allow articulation nodes to periodically update
their neighbours so that they can create CC-links to maintain
network connectivity in the case of articulation node failure.
To perform power efficient selection of helper nodes, the Greed
Helper Set Selection (GHSS) heuristic, proposed by Yu et al.
[7], is employed as a routine in the main algorithm, similarly
to [10]. A call to the heuristic GHSS takes as input parameters
the pair (vs, vd), where vs is the source node and vd is the
destination node, the output of this call is the cost of the CC-
link ṽsvd or ∞ if it is not possible to create the CC-link.
Note that, despite the related works that propose the increase
of network connectivity using CC, the goal of the proposed
solution focus on connectivity recovery. Another important
aspect of the proposed solution is the processing type and
amount of information used to reconnect the network. The
proposed solution is distributed and uses localized information,
while other proposals in the literature are centralized and
require global topological information. The subsequent section
details the proposed scheme.

A. Reconnecting Components (RC)
The proposed solution, called ReconnectComponents (RC),

is detailed in Algorithm 1 (Figure 3). The algorithm considers
that each node knows (i) whether it is part of a bridge or not,
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Algorithm 1 RC(articulation, bridge, S)
# Articulation node forming a bridge notifies a
# neighbouring nodes to replace it

1: if (articulation = TRUE and bridge = TRUE) then
2: Let va and vb be the nodes sharing a bridge. Ga and Gb are the

network component connected to va and vb, respectively;
3: Let Nva (Ga) be the set of neighbours of va in Ga;
4: for each S seconds do
5: va computes GHSS(vi, vb) and GHSS(vi, vb), ∀vi ∈

Nva (Ga), and finds vk , vk ∈ Nva (Ga), such that the combined
cost of CC-links ṽkvb and ṽbvk are minimum;

6: va send RECOV ER(vk, vb) to nodes vk and vb;
7: end for
8: end if

# Articulation node computes the CC-link cost to
# connect its neighbouring nodes using local information

9: if (articulation = TRUE and bridge = FALSE) then
10: Let va be an articulation node running the algorithm;
11: Let Gi and Gj be two network components that are connected to va

such that G− va= Gi

⋃
Gj ;

12: Let Nva (Ga) be the set of direct neighbours of va in component
Ga;

13: for each S seconds do
14: va computes GHSS(vi, vj) and GHSS(vj , vi), ∀vi ∈

Nva (Ga) and ∀vj ∈ Nva (Gb), and find v′i and v′j , v′i ∈
Nva (Ga) and v′j ∈ Nva (Gb), such that the combined cost to

create the CC-links ṽ′iv
′
j and ṽ′jv

′
i are minimum;

15: va send RECOV ER(v′i, v
′
j) to nodes v′i and v′j ;

16: end for
17: end if

# Actions taken by nodes receiving a RECOVER msg
18: Let {vi, vj} be the set of nodes receiving a RECOV ER(vi, vj)

message;
19: Let va be the articulation node the sent the RECOV ER message;
20: while true do
21: if va is unavailable then
22: Create the CC-links ṽivj and ṽjvi;
23: end if
24: end while

Figure 3. Algorithm Reconnect Components

and (ii) whether it is an articulation or not. This knowledge
can be obtained by running algorithms such as those proposed
in [2][3]. Besides these requirements, the algorithm takes as
input a parameter S that indicates the time interval in which the
cooperative links are computed and updated to accommodate
eventual topological changes.

Bridge nodes calculates the bidirectional cooperative link
having the least cost between the adjacent articulation and
its direct neighbours (lines 1-5). A message is sent to the
elected nodes that compose the cooperative link (line 6). Nodes
receiving the RECOV ER(vi, vj) message should monitor the
source of the message (lines 18-24). Should the articulation
node become unavailable, the cooperative link is then used to
maintain connectivity (line 22).

When a node is an articulation and does not compose a
bridge, it calculates the cooperative link with least power cost
between each pair of neighbouring nodes in the components
interconnected by it (line 9-14). After that, a message is sent
to the selected nodes (line 15). Note that, up to this point,
the articulation only elects nodes to replace it and the links
supported by the articulation node. It should be noted that
after an articulation node failure, that is not associated to a
bridge, a new bridge is created and therefore two new bridge
nodes appear in the graph. In this case, the connectivity can

(a) (b)

(c) (d)

Figure 4. Example of connectivity recovery after a bridge node failure.

be maintained continuously using the same strategy.

B. A Working Example
Figure 4 and 5, respectively, show the sequence of events

for recovering the connectivity when a bridge and an articula-
tion become unavailable. Figure 4a presents the initial topology
in which nodes v3 and v4 are bridge nodes. In Figure 4b, these
nodes notify neighbours that should take over its function in
case of failure. In Figure 4c, articulation v3 fails and in Figure
4d a cooperative link is created between nodes v1 and v4. In
Figure 5b, the articulation node v4 notify nodes v2 and v6 that
they have been elected to create a cooperative link. In Figure
5c, when the articulation v4 fails, a cooperative link is created
and the new topology is presented in Figure 5d. In the resulting
topology, there are two new articulation nodes and a bridge.

C. Computational Cost
The GHSS routine is used to perform the required helper

selection in the RC algorithm (lines 5 and 14) and is also
used, as in previous works, to measure the computational cost
of the proposed algorithm. For this purpose, let ∆(G) denote
the maximum degree of a node in G. Also, let va and vb
denote two nodes connected by a bridge. According to previous
definitions, node va and vb have Nva(Ga) and Nvb(Gb)
neighbours, respectively. Note that Nva(Ga) ⊂ N(va) and
Nvb(Gb) ⊂ N(vb). Then, the task of computing the best set
of helper nodes to create CC-links (line 5) makes at most
2[N(va) + N(vb)] calls for the GHSS routine. In the case
where a node va is an articulation node such that G − va=
Gi
⋃
Gj , node va computes the best set of helper nodes among

its one and two-hop neighbouring nodes. Hence, in the worst
case, the direct neighbours of va, say vi ∈ N(va) has a degree
of at most ∆(G). As the heuristic to compute the best set
of helper nodes needs to verify all alternatives among the
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(a) (b)

(c) (d)

Figure 5. Example of connectivity recovery after a failure in an articulation.

nodes in N(vi) that connect to vj ∈ Gj and vice-versa, node
va makes, in the worst case, O(∆(G)2) calls to the GHSS
routine. Considering that 2[N(va) +N(vb)] ≤ O(∆(G)2), the
RC algorithm uses, in the worst case, O((∆(G))2) calls to the
GHSS to select the best helper set to establish a CC-link.

IV. EVALUATION AND RESULTS
The proposed solution has been evaluated by simulation.

The validation process consists in: (i) generate random topolo-
gies; (ii) identify articulation nodes and bridge nodes; (iii)
employ the RC algorithm to compute the best CC-links and
check whether these links are able to reconnect the network
in case of articulation and bridge nodes failure. To assess the
goodness of the proposed solution, the resulting CC-link cost
is compared with those produced by the centralized scheme
presented by Yu et al. [7].

The evaluation scenarios are based on the following pa-
rameters (similarly to those in [9][10][13]): a set of nodes
n = 20, 30, ..., 60 are randomly positioned in a 300 × 300m
area. Equation (1) can be easily adapted to a more suitable path
loss models. Hence, in what follows, Free Space Path Loss
Model [14] is considered, where the maximum transmitting
power (PMAX ) is set to 6dBm and the receiver threshold (τ )
is set to −71dBm, allowing to a maximum transmission range
(RMAX ) of ≈ 70m on the 2.4GHz frequency band [14].
To compare the performance of the proposed solution, the
following metrics were considered:
M1: Computational cost: Aims to evaluate the overhead

(in terms of calls to GHSS) to select the helper
set with least power cost to create CC-link using
distributed and a centralized solutions;

M2: Power cost: The amount of transmission power
needed to establish the CC-links;

M3: Percentage of recovered connectivity: identifies the
percentage of graphs that had connectivity recovered;

To compute M1, first a random topology is generated
using the defined parameters. Then, the articulation nodes
and bridges are identified in the graph and the best helper
sets are computed. For a defined node density, the simulation

results are drawn from an average of a three hundred random
topologies. Note that, as the purpose of M1 is to compare
the computational cost, the parameter S has no effect in
this case. Table I presents the simulation results for metric
M1. The column “density” corresponds to the number of
nodes in the graph. Columns “Articulations” and “Bridges”
correspond to the number of calls to the GHSS heuristic.
The column “Global” shows the same results when the best
cooperative bi-direction link among all the nodes is computed.
Note that the degree of each node is random. Thus, as the
node density gets higher, nodes tend to have a larger node
degree and, consequently, increasing the computational cost.
However, even by increasing the degree of the graph, the
proposed solution still has a scalable computational cost. As
can be seen in the Table, the proposed algorithm obtained, for
the evaluated cases, a reduction of up to 67 times the number
of calls to the GHSS routine.

The simulation results for metric M2 are shown in Figure
6. In the figure, the x-axis represents the graph density
(number of nodes per area) and the y-axis represents the
power consumption for the computed CC-links. As can be
seen in Figure 6a, the proposed algorithm has an power
consumption slightly higher than then that provided by the
global bi-directional link when an articulation connecting two
components fails. This trend is also verified in Figure 6b that
shows the power consumption to reestablish connectivity in
case of an bridge node failure. The average power consumption
reduces as the network density increases. This occurs as the
articulation and bridge nodes have potentially more nodes that
may act as helper nodes. With closer helper nodes, the cost
wd(Hi,j) decreases and the weight of the cooperative link
w(ṽivj) tends to reduce as well. Despite the slightly higher
power consumption of the proposed solution, it is important
to state that the RC relies solely on local information.

Suppose that the nodes could increase the transmission
power beyond the PMAX up to the limit necessary to reestab-
lish network connectivity without the aid of a CC-link. Al-
though this is an unlikely situation, it provides a lower bound
on the minimum amount of power necessary to reestablish
communication. Also in Figure 6b, the bar Tx(Localized)
corresponds to the minimum transmission power needed to
reestablish connectivity without resorting to CC-links in the
resulting topology using localized information. Similarly, the
Tx(Global) bar corresponds to the amount of power neces-
sary to reestablish connectivity using global information. When
a direct link are considered, the nodes selected in both cases
present comparable results in terms of the required transmitting
power to reestablish network connectivity.

For the metric M3, percentage of graphs that had con-

TABLE I. NUMBER OF CALLS TO THE GHSS ROUTINE (M1).

Density (×10−4) Articulation Bridge Global
2.22 13.22 14.78 174.04
2.78 14.52 16.38 276.98
3.33 15.62 17.18 408.20
3.89 16.74 18.86 562.78
4.44 17.78 21.98 742.00
5.00 18.90 21.36 950.72
5.56 19.26 24.96 1177.96
5.11 20.34 22.48 1431.12
6.67 22.12 25.24 1710.72
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Figure 6. Average power cost to recover connectivity in case of: (a) an articulation node failure; and (b) a bridge node failure.

nectivity recovered, it was observed that the proposed solution
presents similar results to the global alternative. This results are
not shown due to space limitation. Nevertheless, the observed
results shows that, for node density up to 2.5, a success rate
of 98% by employing global information while RC attains
96.5%, only 1.5 points below the extensive evaluations. For
node density with values between 2.5 and 5.0, both algorithms
were able to recover network connectivity in approximately
99% of the cases. On graphs with node density above 5.0,
both algorithms have been able to reconnect the graphs in all
evaluated cases.

V. CONCLUSION
Maintain connectivity in wireless ad hoc networks is a goal

that has been addressed in many ways, most of them focusing
on identifying critical nodes and implement mechanisms the
preserve these nodes using efficient routing, packet aggrega-
tion, among other techniques [2][3][4]. This work explored
cooperative communication to reconnect the network using
distributed processing and localized knowledge. Bidirectional
links are created between network components when articu-
lation and bridge nodes fail. The main contribution of this
work is to present an algorithm that reduces the computational
cost when using localized information that offers resilience
when monitoring critical elements, creating cooperative links
when conventional links become unavailable. Simulation re-
sults demonstrate that the proposed solution provides similar
results of more costly solutions that rely on global topological
information. For the scenarios evaluated, the computational
cost of the proposed scheme was 67 times lower than cen-
tralized solution, while producing comparable results.
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Abstract—This study attempts an extension of previously pro-
posed node pair selection scheme in multiuser Multiple Input
Multiple Output (MIMO) communication network based on
stable matching problem to the case in which one node can be
a candidate of plural pair nodes. To cope with such a situation,
repeated application of stable matching algorithm is considered,
where total pairs are determined through some stages, each of
which selects subset of pair nodes. Thanks to the polynomial
complexity of matching algorithm, the proposed procedure still
keeps low computational cost. Applications considered here are
multiple point to multiple point multiuser system and the si-
multaneous selection of source-relay-destination pairs. Computer
simulations are carried out to investigate the possibility of the
effectiveness of the proposed concept. It has been shown that the
proposed method is useful for the efficient node pair selection in
multiple point system where one source node can transact plural
destinations.

Keywords–Node selection; Multiple Input Multiple Out-
put (MIMO) network; multiuser; interference channel; stable
matching.

I. INTRODUCTION

Recently, MIMO interference channel [1] got attention
since its utilization is widely found in many applications in
communication networks [2]-[4]. Different from conventional
multiuser MIMO, this system consists of plural nodes, as the
source and destination, and the total performance depends on
the node pair selection. The best way is the exhaustive search
of the pairs with the best performance (since the number
of node pairs is limited, the best solution could be always
found at the expense of heavy computational burden), but it
normally requires a considerable computation. On the contrary,
fixed pair selection needs no computation and sometimes it
could be a reasonable choice; but, under the channel variation,
performance of this scheme is degraded.

In a previous work [5], we have presented a node pair
selection scheme in relay-aided multi-point MIMO commu-
nication system based on stable matching theory (so called
“stable marriage problem”). The preference of target node is
first determined based on some kinds of metrics like the max-
imum eigenvalue, norm; it has been shown that the solution
using Gale-Shapley algorithm [6] can improve the performance
compared with the fixed pair case with low computational cost.
This method is putting the importance on the simpleness of the
procedure; the node pair selection is simply applied to each of
two hops separately. But, we still have many applications in the
area of communication engineering in which the conventional
approach cannot be directly utilized. The typical example is

the case where the source nodes can communicate with plural
destinations which is found in multi-cellular communication.
As one of such cases, this study attempts the extension of node
pair selection scheme presented in [5] to the case in which one
candidate can conform node pair with plural pair nodes. For
this aim, repeated application of the stable matching algorithm
is considered, where total pairs are determined through some
stages, each of which selects subset of pair nodes. Here, we
inspect the possibility of such algorithms through two types
of problems including the above-mentioned typical example
of MIMO interference channel.

The organization of the rest of this paper is as follows: in
Section II, the system model of two types of communication
scenario is shortly given. In Section III, the detail of the
proposed node pair selection scheme is described. Section IV
evaluates the possibility of the effectiveness of the proposed
approach through computer simulations. Finally, Section V
provides the concluding remarks of this study and the future
works.

II. SYSTEM MODEL

This section describes the two models of communication
systems considered in this work.

A. Fundamental System
This fundamental system has the typical structure of

multiple point to multiple point multiuser system, as shown
in Figure 1 (a), consisting of M -sources ({Sm; m =
0, · · · .M − 1}, Sm is equipped with Ns,m antennas) and
Md-destination ({Dmd

; md = 0, · · · .Md − 1}, Dmd
has

Nd,m antennas) nodes (this study assumes M ≤ Md).
The channel between Sm and Dmd

is represented by Nd,m-
by-Ns,m matrix Hd,md,s,m whose (nd, ns)-th element is a
complex-valued response between ns-th and nd-th antennas
of source and destination. Source Sm transmits Lm data
streams {sm,ℓ(t); ℓ = 0, · · · , Lm − 1} to destination
Ddm (dm ∈ Z[0,Md − 1]) which forms node pair with
Sm through MIMO channel Hd,dm,s,m, where weight vector
ws,m,ℓ with Ns,m-dimension is used for the transmission
of the ℓ-th data stream sm,ℓ(t), and weight vector wd,dm,ℓ

with Nd,dm-dimension is used for the production of ourput
ŝm,ℓ(t). If the relation of source and destination is one-to-
one, stable matching procedure can be directly applied for the
determination of the node pairs. But here, we assume that Sm

can transact plural destinations (Ddm,0, · · · , Ddm,Md,m−1).
The modification in such a case is described in the following
section.
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(a) Fundamental system. Souce Sm can communicate with plural (Md,m)
destinations, while every destinations have only one pair source.

(b) Relay-aided system. Each of source, relay, and destination have one-to-one
relation.

Figure 1. Model of multiple point to multiple point communication system.

B. Relay-Aided System
The construction of relay-aided system in this study is

shown in Figure 1 (b). The difference from the previous
model is in two points; (i) the system has Amplify and
Forward (AF) relays {Rmr ; mr = 0, · · · ,Mr−1} with Nr,mr

antennas (M ≤ Mr ≤ Md), and (ii) one-to-one connection
among nodes (this is not mandatory, but here, we use this
assumption to measure the effect of each scenario separately).
Relay Rrm receives signal from source Sm, produces output
sr,m,ℓ(t) (it is the estimate of sm,ℓ(t) corrupted by noise) using
weight vector wr,r,m,ℓ and retransmits it to destination Ddm

using weight vector wr,t,m,ℓ. Hence, we need to determine M
node pairs of source, relay, and destination; one method has
been presented in [5] and another one is described in the next
section.

C. System Design
In this study, weight vectors which appear in the two

previous subsections are derived by channel inversion tech-
nique [7] (but it is applied to the product of the channel
and destination weight, where destination weight is designed
by singular value decomposition of the target channel as

follows). Namely, the receiver vector of Rrm detecting the
ℓ-th data stream is derived as the right singular vector of
Hx,m,y,n (((x, y) = (s, r) or (r, d)) for the fundamental
system, and ((x, y) = (s, d) for the relay-aided system)
corresponding to the ℓ-th largest singular value. Then transmit
weight matrix is calculated by wx,m = (Hy,n,x,mV0,m)−,
where ((x, y) = (s, r) or (r, d)) or (s, d) and A− denotes
the pseudo-inverse of matrix A. The columns of V0,m spans
kernel of Hy,−m,x,m, where Hy,−m,x,m is given by removing
Hy,m,x,m from [Hy,0,x,m, · · · , Hy,M−1,x,m. This design
method is adopted because (i) the design method with the best
performance is not the main topic of this study, and (ii) it can
avoid the problem of energy allocation, and suitable for the
evaluatin of the pure effect of node selection.

III. NODE PAIR SELECTION

This section describes node pair selection schemes corre-
sponding to each of two models shown in Section II.

A. Fundamental System
The total procedure consists of four steps, namely,

(i) calculation of preference function fx,n,y,m,
(ii) determination of preference order list Px,m from
fx,n,y,m, (iii) node pair selection based on Px,m, and
(iv) removal of nodes which already have maximum number
of pair nodes. The difference from the conventional approach
is in that those steps are repeated to cope with the support of
plural target nodes. The detailed manipulations are as follows:

(i) First, preference function fx,n,y,m = fy,m,x,n, (x, y =
s, d, x ̸= y) is defined as a metric which shows how node
x prefers node y. In this study, it is calculated based on the
channel condition, since it is considered as an adequate index
of the internode connection.

Here, we consider five types of metrics in the below.
(a) Fixed: Node pairs are fixed (e.g., dm = m), which is
equivalent to the case without node pair selection.
(b) Largest Eigenvalue: Preference function is fd,n,s,m = λ0,
where λ0 is the largest eigenvalue of Hd,n,s,m.
(c) Approximated Sum Capacity: Preference function is
fd,n,s,m =

∑
log2 (1 + λk), where λk is the k-th largest

eigenvalue of Hd,n,s,m.
(d) Norm: Preference function is fd,n,s,m =
∥Hd,n,s,m∥F (approximation of sum capacity).
(e) Absolute Sum: Preference function is
fd,n,s,m =

∑
p,q

|Hd,n,s,m,p,q|, where Ap,q is the (p, q)-

th element of matrix A (simple approximation of sum
capacity).

Among those, (b), (c) are based on eigenanalysis, (d)
needs multiplication, and (e) does not require either, hence
the computational burden of (e) becomes much lower. 2

(ii) Second, the preference order list Px,m = {ps,m,0 ≻ · · · ≻
ps,m,N−1} (N = M,Md) is obtained, where x ≻ y denotes
that x is preferred to y. The list is made simply by the relation
if fx,p,y,m > fx,q,y,m, then ps,m,p ≻ ps,m,q. 2

(iii) Third, the Gale-Shapley algorithm (for the detail of this
algorithm, see [5] or [6]) is utilized to determine the node pairs
based on preference order list. It is assured that the algorithm
converges to stable pairs within polynomial time. Then, if
Sm is connected to a destination with the largest preference
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function, they are recognized as a pair. If not, this source node
proceeds to next iteration to search for a better candidate of
the pair node. 2

(iv) Fourth, if the number of pair nodes for node xm has
reached its maximum (here, Md,m for Sm, and 1 for all
destinations), then xm is removed from active nodes (active
node means a node which has pair nodes less than its maximum
and further looking for its next pair) and the preference order
list of all active nodes. Then the procedure goes back to step
(i), and repeats steps until no active source node is left. 2

The above procedure requires repetition of original al-
gorithm, but still keeps the polynomial computational time.
Together with the fact that the node pair selection itself
demandes just changing list elements several times without any
multiplication, once the metric is given, the computational cost
is very low.

B. Relay-Aided System Design
In the previous work [5], we have considered separate node

pair selection in each of source-relay and relay-destination
links, but another idea is to choose both link simultaneously.
This scheme can be achieved by a similar procedure, as
shown in Section III-A; this is the reason we consider this
application here. The aim dealing with relay-aided system
is to inspect which is better choice. In addition, the above
idea has a possibility to be extended to multihop multinode
systems, where method of [5] is not used; since it can include
different number of hops depending on the routing. But here,
we concentrate on the inspection of the effect in one-to-one
relaying application.

The pair selection steps are shown below (for the
discrimination from the step number (i), (ii), etc., in
Subsection III-A, here, we use (1), (2), etc.).

(1) Consider a set of channels {Hd,n,r,k,s,m =
Hd,n,r,kHr,k,s,m} and define preference function
fx,n,y,m,k = fy,m,k,x,n, which can be regarded as a
fundamental system of MMr source nodes and Md

destinations. 2

(2) Preference order list Px,m = {py,m,0 ≻ · · · ≻
py,m,N−1} (N = MMr,Md) is made, and node pair
selection is carried out in the same manner as step (ii) of the
previous section. 2

(3) If the pairs of different destinations contain same source
or relay, then the destination with larger preference function
is chosen. After that, the source, relay, and destinations which
already have pair nodes are removed from active nodes. The
elements concerning those removed nodes are concurrently
removed from preference list of all active nodes, and steps
(1)∼(3) are repeated until no active source node is left. 2

This procedure is assured to converge since that of each
iteration is guaranteed. The comparison with the conventional
approach is made in the next section.

IV. COMPUTER SIMULATION

Default simulation conditions are enumerated in Table I. In
this section, computer simulations are carried out to investigate
the effectiveness of the procedures described in Section III.

TABLE I. DEFAULT SIMULATION CONDITIONS.

User Number M = 3

Node Number
Source M = 3
Relay Mr = 5

Destination Md = 8

Antenna Number
Source Ns,m =

{
6 (Lm = 1)
12 (Lm = 2)

Relay Nr,m = 6
Destination Nd,m = 2

Data Stream Number Lm = 2
Modulation QPSK

Relaying Scheme Amplify and Forward (AF)
half-duplex

Relay SNR SNRr,m = 5 ∼ 30 dB
(default : 20dB)

Destination SNR SNRd,m = 5 ∼ 30 dB
(default : 20dB)

Fading
(fundamental) Hd,n,s,m

i.i.d. Quasistatic
Rayleigh

Fading
(relay-aided)

Hd,n,s,m ignored
Hr,n,s,m

Hd,n,r,m

}
i.i.d. Quasistatic

Rayleigh

The evaluation is by sum capacity represented by
Cm =

∑
ℓ

log2(1 + γm,ℓ) for the m-th user, where γm,ℓ is the

Signal to Interference plus Noise Ratio (SINR) of the ℓ-th data
stream of the m-th user, which should be discriminated from
Signal to Noise Ratio (SNR) SNRx,m (x = r, d) defined as
energy ratio of transmitted signal and the receiver noise. The
modulation scheme is QPSK (a fundamental scheme with PAM
in both of real and imaginary axes), but the effectiveness of the
proposed scheme is not affected by the choice of modulation.

In the fundamental system (Section III-A), the number of
users is M = 3, while that of destination is Md = 8, where all
of them are equipped with Ns,m = 6 (singlestream) or Ns,m =
12 (multistream) and Nd,m = 2 antennas, respectively. The
number of data streams is Lm = 1 or 2, and one source
node supports two users, hence Md,m = 2. In the relay-aided
system (Section II-B), where Nr,m = 6 and other conditions
are same as multistream transmission in the fundamental case,
the first hop is assumed not Ricean (LOS: Line Of Sight),
but Rayleigh fading with unit variance since (i) there are
applications this assumption applies [8], and (ii) in case of
LOS, it is clear that the effect of node pair selection in the
first hop is small when direct path is dominant.

Under those simulation conditions, the mean statistics are
calculated using 2,000 samples of fading channels.

Figure 2 shows empirical distribution functions of sum
capacity in fundamental system. Here, because of the sym-
metry of the channels among nodes, the curves of mean
value over

∑
Md,m users are considered. In both subplots for

(a) singlestream (Lm = 1) and (b) multistream (Lm = 2), the
curves of node pair selection (four solid lines corresponding to
the metrics (b)sim(e)) overcome that of fixed case (broken line
corresponding to the metric (a)), which shows the proposed
approach in Section II-A has certain effectiveness. (Since the
curves of (b)∼(e) overlap and not identifiable, all of them
are written by solid line. For the comparison of (b)∼(e),
see Figure 3.) The amount of improvement seems not so
large, but we should remark that this is achieved only by the
exchange of node pairs, and in particular adopting absolute
sum preference function, no multiplications are required. In
both figures, one of preference functions (in (a) absolute sum,
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(a) Singlestream (Lm = 1).
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(b) Multistream (Lm = 2).

Figure 2. Distribution function of capacity in fundamental system shown in
Figure 1 (a).

and in (b) maximum eigenvalue) is inferior to others, but only
quite small difference can be observed.

The difference among five preference functions more
clearly can be seen in Figure 3, which depicts the relation
between the destination number Md versus capacity in multi-
stream case. Though small perturbation by the randomness of
the sample appears, we can observe the trend of the curves; as
Md increases, the effect of node pair selection becomes larger.
From this figure, it can be seen that the performance of
capacity improvement is the largest using capacity preference
function, but absolute sum without multiplication attains ca-
pacity close to it, which is good nature from the viewpoint
of computational cost. In this multistream case, the maximum
eigenvalue is not a suitable function.

The relation between user number M = 1 ∼ 5 and capacity
(per user) is depicted in Figure 4. In this figure, every source
again supports two users (Nd,m = 2), hence each of them
should deal with Nd,mLm streams (for example, in case of
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Figure 3. Destination number versus capacity in fundamental system (Lm =
2).
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Figure 4. User number versus capacity in fundamental system (Ns,m =
20, Lm = 2).

M = 5 and Lm = 2,, totally 20 streams). Therefore, the
number of source antenna is changed to Ns,m = 20. We can
observe from the graph that the capacity decreases as the user
number increase, but what is important is the effectiveness of
the node pair selection is not decreased.

Turning to the target to the relay-aided system, distribution
functions of capacity for fixed (broken line, preference function
(a) in Section III) and node pair selection (two solid lines)
adopting absolute sum preference function ((e) in Section
III) are drawn in Figure 5. The latter represented by two
solid curves correspond to two methods, namely, separate
selection in two hops [5] and the approach shown in Section
III-B. From this figure, what can be observed is they have
quite similar characteristics. Therefore, in this situation, the
proposed method does not have advantage against the previous
one in [5] which has simpler procedure, so we need to search
another application in multihop network where method [5]
cannot be directly used.
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Figure 5. Distribution function of capacity in relay-aided system shown in
Figure 1 (b) (Lm = 2).

V. CONCLUSION AND FUTURE WORK

This study has presented the extension of node pair se-
lection scheme for multiuser MIMO communication based on
stable matching problem to the case where one node can be
a candidate of plural pair nodes. The repeated application of
stable matching algorithm with the polynomial complexity is
considered, which consists of some stages in each of which
a subset of pair nodes is determined. Computer simulations
have been carried out to investigate the possibility of the
effectiveness of the proposed concept. The proposed method
is useful for the node pair selection in multiple point system
in which one source node can transact plural destinations.

A future work is the extension of the proposed method
to efficient multihop rooting in multinode communication
system, where the paths with different number of hops become
candidates of the selection.
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Abstract— Ubiquitous Sensor Network (USN) is a conceptual 

network built over existing physical networks. It makes use of 

sensed data and provides knowledge services to anyone, 

anywhere and at anytime, and where the information is 

generated by using context awareness. In 2010, the ITU-T 

provided the requirements to support USN applications and 

services in the Next Generation Network (NGN) environment 

to exploit the advantages of the core network. One of the main 

promising markets for the USN application and services is the 

e-Health. It provides continuous patients’ monitoring and 

enables a great improvement in medical services. In this paper, 

the authors provide the evaluation of the e-Health signaling 

model in the USN environment, which was introduced in a 

previously published work. The model is based on using the IP 

Multimedia Subsystem (IMS) as a service controller sub-layer 

for the USN platform. This paper provides a USN based IMS 

detailed network design for e-Health implementation with 

emphasizes on Session Initiation Protocol (SIP) modification 

and middleware entities functions. The proposal evaluation 

was carried using OPNET Modeler for network simulation and 

proved its applicability and reliability. 

Keywords- e-Health; ubiquitous sensor netowrk; NGN; IMS; 

SIP. 

I.  INTRODUCTION 

The ITU recommendation Section for Ubiquitous Sensor 
Network (USN) presents the requirements for a platform to 
numerous number of life services and applications [1]. The 
USNs consist of collaborative efforts of many small wireless 
sensor nodes. These nodes are small and autonomous devices 
capable of measuring all sorts of environmental and physical 
conditions (e.g., temperature, sound, vibration, pressure, 
motion or pollutants) forming the USN sensor layer. The 
Next Generation Network (NGN) capabilities can impact the 
service requirements of the USN. Support of USN 
applications and services may require some extensions 
and/or additions to NGN core. 

One of the main emerging markets for the USN 
applications and services is the e-Health. It has been invented 
to exploit the wide use of the USNs to gather the patients’ 
medical/non medical data for various applications. e-Health 
offers timely coverage of the advances in technology that 
offer new and innovative options to practitioners, medical 
centers, and hospitals for managing patient care, electronic 
records, and many other features.  

 

Considerable ongoing research efforts are focusing on 
providing the physical design for the USN entities according 
to the ITU requirements. Some of these proposals are based 
on Context Awareness (CA), such as [2][3][4]. Also, an 
integration between service enablers based on the CA system 
is proposed to provide various services in [5]. Paganelli et al. 
proposed a context aware mobile service platform supporting 
mobile caregivers in their daily activities [6]. They have 
demonstrated its capability for providing an extensible set of 
services aiming at supporting care networks in cooperating 
and sharing information for the goal of improving a chronic 
patient’s quality of life. This work was used for health 
monitoring and alarm management of chronic conditions in a 
home-based care scenario [7]. The CA service architecture 
proposed by Domingo [8] can also be used in order to 
integrate with social networks. 

Another group of researches concentrated on providing a 
network and service integration techniques for the USN with 
the IP Multimedia Subsystem (IMS). One of the recent 
solutions is based on building a service enabler over the IMS 
to support e-Health services without mentioning the 
consideration of the core network [9][10].  

Most of these researches and standardization efforts 
proposed only theoretical ideas and potential scenarios. 
However, they did not provide a detailed signaling flow to be 
the roadmap for implementing these e-Services. 

Apart from the ITU recommendations of USN, there are 

other approaches for building a platform for sensor networks 

services. Singh et al. [11] proposed a prototype for a global 

homecare monitoring system. The prototype is based on 

using IP-based USN in a personal area to provide sensor 

data. Kim [12] proposed a middleware platform including 

several types of sensor network for building USN services. 

The platform is used to build a healthcare service that is 

proposed to be integrated with standardized medical devices 

communication framework based on ISO11073/ IEEE1073 

standard. These proposals introduce a healthcare service with 

minor capabilities offering monitoring only due to the 

limited core network facilities. Moreover, it did not consider 

the challenges of the integration between USN and existing 

infrastructure. Besides that, these solutions miss proposing 

real scenarios and its required signaling flow. 
On the contrary, in [13], we proposed the usage of IMS 

as a service controller sub-layer in the USN environment. 
The IMS platform is used to utilize its benefits and features 
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[9] and to provide the service requirements of USN 
applications and services [1]. The main contribution of [13] 
is to develop a detailed network signaling flow for different 
applicable e-Health scenarios using Session Initiation 
Protocol (SIP).  

In this paper, we provide a USN-based IMS detailed 
network design for implementing the e-Health service with 
emphasizes on the middleware layer entities functions. There 
is a need to modify the SIP protocol (SIP MESSAGE 
request) to match the features provided in the proposed e-
Health service as will be discussed in details in Section III. 

The rest of the paper is organized as follows: Section 2 
describes the detailed proposed network architecture. Section 
three explains the modification of the SIP Message Request 
and initialization phase, as well as the different applicable 
scenarios. Section 4 presents the proposal evaluation using 
OPNET simulation. Finally, Section 5 gives a conclusion 
and an idea about the current and future work. 

II. PROPOSED NETWORK AND SERVICE ARCHITECTURE 

The proposed network follows the IMS-based NGN 
architecture and according to the requirements of the USN 
[1]. We implemented these requirements in the form of 
physical devices as described in the proposed model as 
shown in Figure 1. The architecture is divided into two 
stratums: transport stratum and service stratum. 

The patient sensor network contains different types of 
sensor nodes with wireless capability. These nodes observe 
the patient and the surrounding atmosphere as well. A USN 
Gateway is used to translate between the network's access 
network protocol and that of the sensor nodes providing the 
connectivity requirement to the IMS infrastructure. 

The transport stratum includes transport sub-layer and 
transport control sub-layer. The transport sub-layer contains 
access network and core transport network. The access 
network take care of end-users' access to the network as well 
as collecting and aggregating the traffic towards the core 
network. The transport control sub-layer is further divided in 
two subsystems the Network Attachment Subsystem (NASS) 
and the Resource and Admission Control Subsystem 
(RACS) to provide the QoS, privacy, security, and 
authorization, as required for the USN applications. These 
elements provide transport control functionalities according 
to the standards [14][15]. 

The service stratum includes IMS service control sub-
layer, USN middleware sub-layer, and the IMS service 
application sub-layer. 

It provides the platform for enabling services to the user. 
It includes registration and session control functions. It 
includes three sub-layers: the service control sub-layer, the 
USN middleware sub-layer, and the service application sub-
layer. The service control sub-layer is based on the standard 
IMS [16] and controls the authentication, routing, and 
database of the subscribers. This sub-layer provides the USN 
requirements needed including service profile, open service 
environment, security, and authorization. 

The USN middleware sub-layer consists of a set of 
logical functions to support USN applications and services. It 
contains the Application Servers (ASs) providing the 

different services. It interfaces with the Serving Call Session 
Control Function (S-CSCF) using SIP and is responsible of 
applications execution. 

 
Figure 1.  Next Generation e-Health Network Architecture 

There is a need for a CA server to automatically adapt an 
application or service depending on the user current 
situation. In this proposal, a new AS integrated with a CA 
server is developed to provide e-Health services. This 
integration eases services control and reduces the signaling 
required between both of them. There is one centralized 
server, which provides a coherent environment and is 
responsible of services control. 

The USN middleware sub-layer contains also a private 
database for the e-Health services’ subscribers. We call it the 
Electronic Health Record (EHR). It contains the initial 
sensors configuration settings, the collected monitored vital 
signs, the different patients’ data files such as (X-Ray, tests 
results, prescription, etc.), emergency contacts, medical 
supervisors, medical history, and any other information 
related to the patient health. The proposal allows the patients 
to access the EHR. This enables them to change their details, 
update their emergency contacts, and upload files. Access to 
the EHR is provided through a Web Server (WS), which is 
implemented in the service application sub-layer or via an 
IMS client. 

This sub-layer covers the sensor network management, 
service profile, open service environment, location based 
service support, and service privacy of the USN 
requirements. 

The Service Application Sub-layer contains a Presence 
Server (PS), which is used to follow and publish the patients’ 
status in real-time to their emergency contacts as explained 
later in details. This addition allows informing selected 
persons by the emergency situation as soon as it occurs. 
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This sub-layer contains also a Web Server (WS), which 
interfaces the patients’ records. Through the WS, patients 
can change in their details, upload files, contact medical 
centers, doctors, etc. 

III. SIGNALING SCENARIOS 

This section focuses on the IMS and SIP functionalities 
and does not cover the transport layer as there is no 
modification to its functions. 

The Section describes in details the initialization phase as 
well as the different applicable scenarios. It is to be noted 
that the SIP "MESSAGE" requests in these scenarios are 
used differently from their original use. The standard SIP 
"MESSAGE" requests are designed to carry content in the 
form of Multipurpose Internet Mail Extensions (MIME) 
body parts. Therefore, in this work, we propose using a 
special format and data fields for the MESSAGE request 
body to carry data from/to AS/CA. These data may contain 
sensors initial configurations, sensors data, alerts, 
subscribers’ information, etc. Figure 2 shows an example of 
the proposed data fields provided in the MESSAGE request 
body. 

A. Initialization and Registration 

Figure 3 shows the registration messages for a patient, 

which follows the standard IMS client registration until 

message 20. The messages flow starting from message 21 

until the end message presents the proposed signaling flow to 

initialize and activate the e-health service and the 

modification of the SIP MESSAGE to fulfill the 

requirements of the service. After the registration 

completion, the S-CSCF evaluates the user’s Initial Filter 

Criteria (IFC) (message 21) and accordingly, it forwards the 

register message to the AS/CA (22).  Based on the e-heath 

algorithm saved in the AS/CA, it downloads the initial 

configurations, measurements thresholds, possible diseases’ 

situations, and patient's emergency contact list from the EHR 

using the HTTP "GET" request (24). HTTP is proposed to be 

used between the EHR/WS and the AS/CA server. It is to be 

noted that every patient (e-Health subscriber), via the WS 

interface, can build his own contact list to be notified in case 

of emergency as mentioned before. The AS/CA forwards the 

downloaded initial configurations to the USN Gateway in the 

body of a SIP "MESSAGE" request (26). The next message 

is that the AS/CA sends a "SUBSCRIBE" request (32) to the 

PS to be notified by the presence status of the persons in the 

downloaded patient's emergency list. The PS sends back a 

"NOTIFY" message (34) containing the current status. The 

PS sends a "NOTIFY" request to the AS/CA every time 

there is a status change. At the same time, the AS/CA sends 

a "PUBLISH" request (36) to the PS containing the current 

patient’s status. It is to be noted here that the patient's status 

is not meant to be online or offline. Instead, it reflects the 

patient's health condition (normal, critical, emergency, etc). 

Another important issue arises; the contacts in the patient's 

emergency list (MC: Medical Center, Rel: Relatives, 

Doctors, etc.) have to follow his status automatically and 

without their intervention. To solve this, the AS/CA 

subscribes on behalf of them to the patient's status by 

sending a "SUBSCRIBE" request (38) to the PS. 

Accordingly, they will be continuously notified of any status 

change via "NOTIFY" requests (40). 

Figure 2.  Proposed SIP Message Request Body for e-Health Services 

 
Figure 3.  Registration and Initialization Scenario 
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B. First Scenario (Periodic Transmissions) 

This Scenario proposes a simple case for transmitting 
periodic sensed information. The period to transmit regular 
collected data is determined from a timer value in the initial 
configuration received from the AS/CA during the 
initialization phase. The USN Gateway collects the sensed 
data from the sensors. When the data is ready for 
transmission, the USN Gateway puts the collected sensors 
data in the body part of a SIP "MESSAGE" request (1) and 
sends it to the AS/CA. the request is routed normally to the 
AS/CA, which stores the data in the EHR using HTTP 
"PUT" (4). Figure 4 shows the scenario's signaling flow. The 
USN Gateway transmits the data to the EHR through the 
AS/CA and not directly, because the collected data has to be 
assessed and compared to specific thresholds to determine 
emergency cases (more details in next scenario). These 
thresholds are set in the initial configuration file downloaded 
from the EHR during the initialization. This task has to be 
done by the AS/CA and not the EHR as this later is only a 
database, and it has no control or service algorithm as in the 
AS/CA. Another reason is security as the EHR must be 
hidden from non-trusted users’ devices. 

C. Second Scenario (Emergency Case) 

Figure 5 shows the emergency scenario. The emergency 
case is determined if the collected data values are out of the 
threshold range set in the initial patient's file stored in the 
EHR and downloaded to the AS/CA. After saving the users’ 
data into the EHR, the AS/CA evaluates the collected values 
to the preset thresholds. If an emergency case is identified, it 
updates the patient status in the PS using a "PUBLISH" 
request (10) to be critical or emergency. The PS updates, in 
turn, the emergency status in the patient's contacts list by a 
"NOTIFY" request (12). Simultaneously, an alert message is 
sent to these contacts. The AS/CA has two options to do so 
depending on the contacts' IMS status: online or offline. In 
case the contact person is online, the alert is sent using a SIP 
"MESSAGE" (14) containing the current patient's data. In 
case the contact person is offline, the alert is sent using a 
SMS message (16) through the mobile network. The 
contacts' IMS status is known since the AS/CA has already 
subscribed to their status during the initialization phase. The 
emergency contacts could be relatives, treating doctor, 
medical center, ambulance, neighbors, etc. 

D. Third Scenario 

This scenario, shown in Figure 6, provides the case of a 
patient uploading a file (scanned X-ray, ultrasound, magnetic 
resonance, etc.) to his EHR record. There are two options for 
doing this. The first option uses an IMS client. When the 
uploader (patient) needs to upload a file, he transmits a SIP 
"MESSAGE" (1) containing in its body part a request for the 
necessary upload information (URL, username, password, 
etc.). Once the request arrives at the AS/CA, it asks the 
needed information from the EHR by a HTTP "GET" (7). 
The AS/CA forwards this information to the uploader in a 
SIP "MESSAGE" (9). The uploader can now upload the file 
according to the received settings using FTP (15). The 
username and password sent in the previous message are 

temporary and will change the next time for security. After 
uploading the file successfully, the EHR informs the AS/CA 
of the upload termination using HTTP "POST" (17). 
According to the patient’s customized service algorithm, the 
AS/CA informs the concerned persons (e.g., doctor, medical 
center, relatives, etc.).  This is done, depending on the 
contacts' IMS status, using a SIP "MESSAGE" request (19) 
or a SMS (21) as explained in the previous scenario.  

The second option is shown in Figure 7. In that case, the 
uploader does not use an IMS client. He uses HTTP to 
browse the WS (1), and submits his file directly by FTP (2, 
3) without using the IMS network. As in the first option, the 
EHR informs the AS/CA of the upload termination using 
HTTP "POST" (4). The AS/CA, in turn, informs the 
concerned persons using a SIP "MESSAGE" request (6) or a 
SMS (8). 

 

 
Figure 4.  Periodic Transmission Scenario 

 
Figure 5.  Emergency Scenario 

 

Figure 6.  Uploading Patients’ Files using an IMS Client 
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Figure 7.  Uploading Patients’ Files Through the Web Server 

E. Fourth Scenario 

This scenario is similar to the previous one. However, the 
uploader here is not the patient but the treating doctor or the 
scanning center or the tests laboratory, etc. Consider the 
patient’s doctor would like to send or update the prescription 
of the patient or the lab wants to send the test results. They 
will connect directly to the WS using their accounts 
credentials and upload the new file or update the existing 
information. The sender can also identify the urgency of this 
data. The EHR informs the AS/CA of the new upload or the 
information change. The AS/CA, in turn, informs the patient 
using a SIP "MES-SAGE" request or a SMS depending on 
his IMS availability. 

IV. PERFORMANCE EVALUATION 

This section presents the performance evaluation of the 
proposal. To evaluate the system, we implemented the 
different scenarios using the OPNET modeler 14.0. The 
objective of the simulation is to study the applicability and 
reliability of the proposal under different conditions such as 
number of users and links bandwidths (BWs). As this work 
concentrates on the IMS and the SIP protocol and as the 
NGN transport layer has no change in our model, the 
performance Section focuses on the IMS evaluation. The 
simulation model passes by sequential steps as follows: 

 Build the proposed network architecture (IMS 
servers) using the OPNET simulation tool as shown 
in Figure 8 and assign the transmission delay to the 
servers’ connections according to the values of Table 
I. 

 Create the developed signaling flow using the 
graphical OPNET application task tool (ACE 
whiteboard) as shown in Figure 9. The servers are 
called tiers in ACE whiteboard. 

 Assign the processing time of each server (tier) in the 
ACE whiteboard model according to Table I in [17]. 

 Import the ACE whiteboard model into the main 
project model. 

 Assign the server function of each ACE model tier 
corresponding to the developed signaling flows. 

 
Figure 8.  Network Architecture Built using the OPNET Simulation Tool 

TABLE I: IMS ENTITIES PROCESSING AND TRANSMISSION TIMES 

Parameters Duration 

Process time 

(microsecond) 

UE 
P/S/I-CSCF 

HSS 

200 
200 

10 

Transmission delay 

(microsecond) 

UE/P-CSCF 

other links 

5,000 

200 

 

 
Figure 9.  ACE Whiteboard Model for the Registration and Initialization 

Signaling Flow 

Simulation 1: for the first scenario (initialization and 
registration), we studied the effect of increasing the BW of 
the link between the USN Gateway and the network on the 
initialization time. The initialization time is defined as the 
time spent between the register message (1) and the 200 OK 
message (41). We repeated the simulation several times 
increasing the BW from 50 to 500 Kbps in steps of 50 Kbps. 
The connection BW is chosen to be low to assure the 
reliability of the proposed scenarios.The initialization time 
was calculated for different number of users varying from 
100 to 1000. Figure 10 shows the collected results. The 
simulation shows that the delay of the initialization time 
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decreases with the increase of the connection BW. On the 
other hand, the number of users has a negligible effect for 
bandwidths higher than 150 kbps and a small effect for 
bandwidths less than 150 kbps. This is because the 
connection bitrate required for each user to register and 
activate his e-health subscription is low according to the 
signaling proposed in Figure 3.  

Simulation 2: the emergency detection scenario is 
evaluated by simulating the signaling flow shown in Figure 
5. The simulation was run for different USN Gateway 
connection BWs ranging from 50 to 500 Kbps for 100, 500, 
and 1000 users respectively. The collected results are shown 
in Figure 11. The simulation shows that the maximum 
detection time of an emergency case is 0.21 seconds. This 
time decreases exponentially as the BW increases and is not 
affected significantly by the number of users. As shown in 
the figure, the number of users has a minimum effect on the 
delay. This is because the BW needed for the process is low, 
which proves the reliability of the developed signaling flow. 
Moreover, the delay is within an acceptable margin for 
implementing the emergency scenarios as  they do not 
require high connection bitrate. 
 

 
Figure 10.  The Registration Time at Different Connection Speeds 

TABLE II: UPLOADED FILES SIZES 

File Type Purpose 
Average File 

Size 

Text 
Sensed Information 

Medical Analysis, etc. 
A few KB 

Image 
X-Ray 

Magnetic resonance, etc. 
0.5 MB 

Video Ultrasound, etc. 5.0 MB 

 

TABLE III: HSUPA CATEGORIES SPEED 

HSUPA Category Max Uplink Speed 

Category 1 0.73 Mbit/s 

Category 2 1.46 Mbit/s 

Category 3 1.46 Mbit/s 

Category 4 2.0/2.93 Mbit/s 

Category 5 2.0 Mbit/s 

Category 6 2.0/5.76 Mbit/s 

 

Figure 11.  The Emergency Detection Time at Different Connection Speeds 

 
Figure 12.  File Uploading Time at Different Number of Users 

 
Figure 13.  File Uploading Time at Different Connection Speeds 

Simulation 3: to investigate the time required to upload a 
patient’s file. We simulated the flow shown in Figure 7 
increasing the number of users from 10 to 100 in steps of 10 
and the simulation was repeated for different file sizes as 
shown in Table II. The BW of the link between the USN 
Gateway and the network was set to 0.73 Mbps 
corresponding to HSUPA-category 1 connection rate. Figure 
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12 shows the output results. The figure clearly shows that at 
small file sizes of 1KB and moderate file sizes of 0.5 MB, 
the delay is almost constant with the number of users. These 
files sizes represent the USN sensed information or patient 
analysis files and the average size of the x-ray or image files 
respectively. On the contrary, for large file sizes (5.0 MB), 
which represent an average video file size, the delay 
increases with the number of users. Hence, the proposed 
solution is very effective in case of small or medium files 
representing data and radiography files. On the other hand, 
video files will suffer of delay depending on their sizes. 

Simulation 4: for the same scenario of Figure 7, the effect 
of the USN Gateway connection BW on the upload time is 
studied. The simulation was run several times for different 
connection bit rates corresponding to the different HSUPA 
categories as stated in Table III. It is to be noted that the 
HSUPA Category 4 speed is not simulated as it is not being 
widely implemented. The file size was assumed to be 0.5 
MB in this simulation. Figure 13 shows the results. The 
simulation proves that for a fixed number of users and file 
size, the delay decreases with the increase of the users’ 
connection speed.  

Simulation 5: the initialization process of Figure 3 and 
the upload scenario of Figure 7 were combined together in 
one final simulation to study their effect on each other. We 
simulated 10 users performing the initialization process 
simultaneously with 10 other users uploading files of 0.5 
MB. The USN Gateway connection BW is 1.46 MB/S 
(HSUBA Category 2). The simulation was repeated for 50 
and 100 users. The results are shown in Figure 14 along with 
the results of the initialization and upload times collected 
from the previous simulations where the two processes were 
simulated separately. The results show a slight effect on the 
upload time, which could be neglected. On the other hand, 
there is no congestion effect on the users registering to the 
network even when there are other users uploading files. 
This is because the registration process does not mandate 
high connection speed. 
 
 

 
Figure 14.  The Effect of Uploading FilesScenario on the Registration 

Scenario. 

 
Figure 15.  The Effect Uploading Files Scenario on Periodic Data 

Transmission Scenario 

Simulation 6: finally, the mutual effect of combining the 
traffic of uploading files of size 5.0 MB and the periodic 
sensors’ data transmission according to the signaling flow of 
Figure 5 is investigated. The USN Gateway connection BW 
is 1.46 MB/S (HSUBA Category 2). Each type of traffic was 
simulated separately and then combined together. The results 
are shown in Figure 15 for separate and combined traffic 
types. We can conclude that there is almost no mutual effect 
as the periodic data size is very small and does not require 
high bit rate. Therefore, the emergency scenarios reliability 
will not be affected by the simultaneous transmission of 
other files. 

V. CONCLUSION 

Despite that e-Health is one of the promising services in 
NGN, there is no complete or detailed solution to provide 
this service. In this paper, we tried to propose a complete 
solution, including both the architecture and the inter-entities 
signaling to provide e-Health services in NGN based on the 
IMS and using the SIP protocol to fulfill the service 
requirements of the USN applications according to the ITU 
recommendation. A new architecture is introduced. It uses 
the existing IMS-based NGN functional entities adding to 
them new ones such as the e-Health AS integrated with a WS 
and the EHR. Detailed scenarios are presented showing the 
complete execution of the service and the interaction 
between the different entities. 

The evaluation of the proposal proves the ability to 
implement the proposed e-Health scenarios and the 
reliability of the new signaling model. The results show: 
first, the initialization time and the emergency detection time 
are very short (0.64 S, 0.21 S), respectively, even under low 
BW and high number of active users. Second, the file 
uploading time is affected essentially by the file size and the 
available BW. However, since file transfer is not delay 
sensitive, this is not a major issue if high BW connections 
are not available. Finally, combining different types of traffic 
together does not have a significant effect on the 
performance of the system. 
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Abstract—In this work, we investigate the performance of
Mobile Ad Hoc networks (MANETs) in terms of the throughput
achieved in transferring packets from source to destination. First,
we study the relationship between mobility and routing and
define metrics that enable us to derive an analytical expression
for the throughput. Secondly, we validate this expression,via
simulations, as a function of several mobility patterns, aswell
as routing protocols, for various nodes speeds. Eventually, we
propose the use of additional fixed relays so as to enhance the
throughput performance in case of ill-behaved mobility schemes.

Keywords—MANETs; mobility models; routing protocols;
throughput model; additional relay proposal.

I. I NTRODUCTION

Data traffic transfer in Mobile Ad Hoc Networks (MANETs)
requires the existence of a path between source and destina-
tion. This path is established based on the use of intermediate
nodes which act as relays. As these nodes are mobile, network
connectivity can change at any time. And so, the performance
of the network, in terms of throughput for instance, is largely
dependent on the varying topology of the network, which itself
depends on the nodes mobility pattern, as well as the used
routing protocol.

Several works studied the impact of mobility on MANET
performance. For instance, Grossglauser and Tse [1] showed
that the mobility of nodes increases the throughput between
source and destination. N. Sadagopan, F. Bai, B. Krishna-
machari and A. Helmy [2] defined a connectivity-oriented
metric, namely path duration, to analyse the effect of mobility
on the connectivity graph between the mobile nodes. They
developed a simple first-order model that showed that the
throughput is in a strong linear relationship with the reciprocal
of the average path duration. As of its relationship to routing,
the same study showed how mobility impacts the performance
of reactive routing protocols in MANETs.

Despite the fact that these works focused on the relationship
between mobility and MANETs performance, they did not
give explicit details on the relationship between mobilityand
routing in this context. In the present work, we focus on this
relationship between mobility and routing, and define mobility
and routing oriented metrics, namely mobility and routing path

durations and path absence durations, which would enable
us to model the throughput achieved in transferring packets
between source and destination. This model will be next val-
idated through simulations by considering different mobility
patterns and routing protocols. Eventually, and in the caseof
poor throughput performance due to network fragmentation,
we propose a new solution based on the deployment of
additional fixed relay nodes that would maintain mobility and
routing paths for longer and hence enhance the overall network
performance.

The remainder of this work is organized as follows. In
Section II, we focus on the relationship between mobility
and routing and derive an expression for the throughput based
on mobility and routing oriented metrics. In Section III, we
evaluate these metrics and validate our throughput model
by means of comparison between analytical and simulation
results. In Section IV, we present our proposal for additional
fixed relay nodes deployment and quantify its impact on the
network performance. Section V concludes the paper.

II. M ODEL

In order to study the network performance, in terms of
throughput, one needs to characterise the paths established
between the source and destination. In order to do so, we
first focus on the relationship between mobility and routing.

A. Mobility-Routing Relationship

When two nodesi and j come within each other commu-
nication range, a so-calledmobility link, denoted byLm(i, j),
is established. The path between the source and destinationis
a succession of such links, whose creation/destruction is func-
tion of nodes encounters/dis-encounters, and hence mobility.

Once this mobility-based path is established between the
source and destination, and before the effective transfer of
information between them, the routing protocol exchanges
some information, such as routing table update, route re-
quest/response, etc, so as to enable the source and destination
nodes to learn about the existence of a path between them. A
routing link between nodesi andj, denoted byLr(i, j), will
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Fig. 1. Mobility-Routing relationship.

thus be created on top of the mobility link,Lm(i, j). Figure
1 illustrates this situation.

Both mobility and routing paths are composed of time-
varying sub-, or unitary, paths relating successive nodes be-
tween sources and destinationd pairs.

The mobility and routing unitary paths, denoted byupm
andupr, respectively, between nodess andd, are composed
of k − 1 consecutive mobility or routing links, respectively,
and are defined in a similar fashion asupa(s, d, tc, tv) =
{La(s, n1), ..., La(nk−2, d)}, where indexa can be replaced
by m for mobility andr for routing.tc is the establishment or
discovery time of the mobility or routing unitary path, respec-
tively, andtv is the corresponding break or interruption time.
Also, we define∀q, upaq

(s, d) = upaq
(s, d, tcq , tvq ). Then, the

mobility and routing paths, denoted byPm and Pr, respec-
tively, between nodess and d, are composed of successive
unitary paths:Pa(s, d, tc, tv) = {upag

(s, d), ..., upal
(s, d)}.

Pa(s, d, tc, tv) is the mobility or routing path betweens and
d established at timetc = tcg and interrupted at timetv = tvl
with ∀q ∈ [|g + 1, l|]; tcq ' tvq−1 or tcq − tvq−1 ≤ ε.

The absence of mobility, as well as routing pathsAPm and
APr, respectively, betweens andd corresponds to the absence
of successive mobility and routing links betweens andd for a
period of time larger thanε. So, we have,APa(s, d, ti, tf ) =
(upai

(s, d), upaf
(s, d)) wheretcf � tvi .

B. Metrics

To quantify the mobility and routing paths, we define,
first, the link duration,LDa(i, j, t), observed at timet, as
the longest time interval,[t, t′], during whichLa(i, j) exists.
Based on the work of N. Sadagopan et al. [2], we define the
mobility and routing path duration,PDa(s, d, t1, t2), which is
equal to:

∑

upaq (s,d)∈Pa(s,d,tc,tv)

min
1≤h≤kq

LDa(nh, nh+1, tcq ) (1)

where∀ upaq
(s, d); n1 = s, nkq

= d andkq is the number of
nodes of the unitary path.

The duration of the path absence is simply given by:

APDa(s, d, ti, tf ) = tf − ti (2)

For an observation duration denoted byT = [tbegin, tend],
we define three sets. The first set, denoted byPa(s, d, T ),
contains all of the paths betweens andd observed duringT ;
{Paz

(s, d) = Pa(s, d, tcz , tvz ); tcz , tvz ∈ T, tcz ≤ tcz+1∀z �
0}. The second set, denoted byAPa(s, d, T ), contains all
the absences of paths betweens and d observed during
T ; {APaz

(s, d) = APa(s, d, tiz , tfz ); tiz , tfz ∈ T, tiz ≤
tiz+1∀z � 0}. The third set, denoted byMPSD, contains all
source-destination pairs between which a mobility path will
be investigated.

For the observation durationT and for theMPSD set,
we derive the following average metrics. The average path
duration,PDa, is equal to :

∑
(s,d)∈MPSD

PDa(s, d)

Card(MPSD)
(3)

where PDa(s, d) =

∑
Paz (s,d)∈Pa(s,d,T ) PDaz (s,d)

Card(Pa(s,d,T )) having
PDaz

(s, d) = PDa(s, d, tcz , tvz) and where Card is the
number of elements in the set.

The average path absence duration,APDa, is equal to:
∑

(s,d)∈MPSD
APDa(s, d)

Card(MPSD)
(4)

whereAPDa(s, d) =

∑
APaz (s,d)∈APa(s,d,T) APDaz (s,d)

Card(APa(s,d,T )) having
APDaz

(s, d) = APDa(s, d, tiz , tfz ).

C. Throughput Model

We assume a full buffer case wherein sources has con-
tinuously data to transfer to destinationd during observation
durationT at transmitting rate (traffic rate)rtraffic. When
the mobility path betweens andd is established, the routing
path can be set on top of it and hence data transfer can take
place. As the routing path constitutes the effective opportunity
to exchange data between source and destination nodes, the
transfer of data is performed only during the routing path
period represented byPDr(s, d) and is interrupted during the
path absence duration accounted for byAPDr(s, d). Figure 2
illustrates this situation.
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Fig. 2. Relationship between the routing level and the packet transfer.

Hence, for the source-destination pair(s, d), the observation
durationT is divided as follows:

T = TTransfer + TNoTransfer (5)

whereTTransfer andTNoTransfer are the total durations during
which a data transfer takes place and is interrupted, respec-
tively.

Following Figure 2, we have:

TNoTransfer = APDr(s, d) ∗ fr(s, d) ∗ T (6)

wherefr(s, d) is the routing path discovery frequency which
is equal to 1

PDr(s,d)+APDr(s,d)
. Hence, (6) becomes:

TNoTransfer =
APDr(s, d)

PDr(s, d) + APDr(s, d)
∗ T (7)

Based on (5) and (7), we obtain:

TTransfer = (1−
APDr(s, d)

PDr(s, d) +APDr(s, d)
) ∗ T (8)

Now, we suppose that the total quantity of information
transfered between nodess and d during T is D(s, d).
The connection throughput, denoted byTh(s, d), is equal to
D(s,d)

T
. And so,

Th(s, d) = (1−
APDr(s, d)

PDr(s, d) +APDr(s, d)
) ∗

D(s, d)

TTransfer

(9)

In addition, we assume that the packet reception rate,
denoted byrrecp(s, d), is different from the packet generation
rate, denoted byrgen(s, d). This difference is due to many
factors such as the number of links of the routing path, the
transmission conditions, the inter-frame waiting times, as well
as the routing path repair duration. Hence, we have:

D(s, d)

TTransfer

=
rgen(s, d)

rrecp(s, d)
∗ rtraffic (10)

The connection throughput is thus equal to:

(1−
APDr(s, d)

PDr(s, d) +APDr(s, d)
) ∗

rgen(s, d)

rrecp(s, d)
∗ rtraffic (11)

III. M ODEL VALIDATION AND PERFORMANCE

EVALUATION

In this section, we evaluate our metrics and throughput
model using simulations.

A. Simulation Settings

In order to evaluate the mobility and routing metrics and
to validate our connection, throughput model, we consider the
following mobility models, routing protocols and network set-
tings. For the mobility models, we have chosen the following
widely-used mobility patterns:

• Random Way Point (RWP), as described by D.B. Johnson
and D. A. Maltz [3], is the most widely used mobility
model for which the node movement is free of restric-
tions, both temporal and spatial;

• Smooth Random Mobility Model (SRMM), defined by
C. Bettstetter [4], enhances RWP by adding a temporal
dependency where speed is changed incrementally in a
smooth fashion;

• Graph Based Mobility Model (GBMM) which was pre-
sented by J. Tian, J. Hahner, C. Becker, I. Stepanov and
K. Rothermel [5] performs as RWP, but it constrains the
node movement to a connected graph;

• Manhattan Mobility Model (MMM), evoked by F. Bai, N.
Sadagopan and A. Helmy [6], includes all dependencies.
It makes use of a map to confine movement to lanes.
Moreover, nodes move according to a temporal correla-
tion. The nodes speed is constrained by the speed of the
front node in the same lane.

For RWP and SRMM mobility models, the value of the
pause time is randomly chosen between 10s and 60s. In
addition, we use the maps shown in Figures 3 (a) and (b)
for GBMM and MMM, respectively.

In addition, we consider the following widely referenced
routing protocols:

• Dynamic Source Routing (DSR) [7] is a reactive routing
protocol, where routes are created on demand using two
mechanisms: route discovery to find routes and route
maintenance to preserve them. It is based on source
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Fig. 4. Average path durations (a) and average path absence durations (b) function of mobility models, nodes speed and routing protocols.

Fig. 3. Maps used for GBMM (a) and MMM (b)

routing whereby all the routing information is maintained
and continually updated at mobile nodes;

• Ad-hoc On-demand Distance Vector (AODV) [8] works
similarly to DSR using route discovery and maintenance
mechanisms. It, however, uses hop by hop routing;

• Optimized Link State Routing (OLSR) [9] is a proactive
routing protocol, where the information about the network
topology is exchanged by control packets (Hello mes-
sages). OLSR makes use of Multi-Point Relays (MPR)
nodes to retransmit broadcast messages and hence reduce
control packets.

We run simulations over NS-2 (Network Simulator version
2). Simulation duration is taken to be 1000s. Speeds of 1m/s
and 20m/s (equal to 3,6km/h and 72km/h, respectively) are
used to mimic the mobility of both pedestrians (low speed)
and cars (high speed). Transmission ranges are equal to100m.

The traffic rate is 32kbits/s and the data packets size is
96Bytes. Traffic is generated during all simulation duration.
So, let the set of the source-destination pairs,MPSD, be
{(i, i+ 20) ∀i ∈ [1, N ]} whereN is the number of nodes.

We use the number of nodes and the simulation area of
10 and 200m×200m, respectively to simulate a high nodes
connectivity.

Finally, we generate 20 mobility scenarios for RWP, SRMM,
GBMM and MMM based on [10], [11] and [12] tools,
respectively.

B. Mobility and Routing Metrics Results

Figure 4 shows the average path durations and the average
path absence durations as a function of nodes speed for the
different mobility models and routing protocols stated above.

First, we observe that both metrics decrease as speed in-
creases for all mobility models and routing protocols. In effect,
when the nodes speed increases, paths are established and
broken more frequently and hence the path and absence of path
durations decrease. In addition, Figure 4 shows that for high
nodes speed, the best values for the metrics are obtained for
MMM followed by GBMM, RWP and finally SRMM. When
the nodes speed increases, the mobility models performance
order changes and becomes GBMM, RWP, SRMM and MMM.
The reasons for these results are the following. First, the
performance of MMM is due to the map shown in Figure 3(b)
where links are only formed if nodes move close to each other
in the same or opposite lanes or at intersections which are
less probable situation when the nodes speed is high. As a
consequence, the network fragmentation occurs which means
that some nodes become not reachable by other nodes of
the network which leads to large absence of path duration
and small path duration. In addition, the performance of
random mobility models RWP and SRMM are similar as they
allow nodes to move in all directions, and so, links can be
formed more frequently than for the MMM model. The good
performance of GBMM is due to the fact that it is a mix
between restricted and random mobility models. In effect,
nodes positions are fixed on the graph as shown in Figure 3(a)
and the nodes destination positions are randomly chosen. As
a consequence, the probability of link and path establishment
is high whatever the network parameters are.

Moreover, we observe that the mobility path durations are
larger than the routing ones and, on the contrary, the absence of
routing path durations are larger than the mobility ones forall
mobility models and nodes speed. The reason is that mobility
paths persist more and are less sensitive to interruptions than
the routing ones.

Finally, we observe that AODV is the worst routing protocol
as it has the lowest values of path durations and largest
absence of path durations. The best routing protocol for such
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Fig. 5. Packet reception rate (a) and connection throughput(b) function of mobility models, nodes speed and routing protocols.

configuration is DSR. As OLSR is a proactive protocol, at
each topology modification and/or periodically, messages are
broadcasted to update network information. This fact increases
the knowledge about the validity of paths. However, as our
network has a high nodes connectivity, less updates are made
which allows OLSR to be more efficient. DSR and AODV are
reactive, and so, latencies characterize the routes discovery
mechanism. Due to the maintenance mechanism however,
path interruptions can be quickly detected. In particular,DSR
uses MAC notification to detect link failure and AODV uses
periodic Hello messages which are broadcasted each 2s. And
hence, DSR failure detection mechanism is more efficient than
AODV’s. As a result, DSR performs better.

C. Throughput Results

Figure 5 shows the average packet reception rate and
connection throughput as a function of nodes speed for the
different mobility models and routing protocols obtained from
the analytical model (see 11) and from the simulations.

First, we observe that, in almost all cases, packet reception
rate is close to packet generation rate. The reason is that
as shown for the routing metrics, discovered paths last a
longer period of time before breaking. This allows a constant
reception rate of packets at the destination. In addition, we
observe from Figure 5(b) that the throughput performance
follows the mobility and routing metrics as explained above.
Moreover, as can be seen from Figure 5(b) throughput under
GBMM is the largest among all routing protocols. AODV
and DSR work better than OLSR. Those observations are
due to the results obtained for mobility and routing metrics
discussed above. Furthermore, we observe that throughput
reaches 32kbit/s peak and it is low for MMM at high speed.
These performances follow, again, the routing metrics: when
the routing path duration is high compared to the absence
path duration, the network performance is at its best. When
the nodes speed decreases, the MMM mobility model works
bad as the network fragmentation occurs.

Last, but not least, we observe that our analytical connection
throughput model follows closely the values obtained by
simulations, as shown in Figure 5(b).

IV. PROPOSAL FORENHANCING THROUGHPUT

PERFORMANCE

As shown in the previous section, for MMM at high speed,
when network fragmentation is frequent, paths cannot be avail-
able for a large duration and the network performs poorly. On
the contrary, when mobility enables more path establishment
opportunities, as in the case of GBMM, throughput achieves a
better performance. M. Abdelmoumen, I. Arfaoui, M. Frikha
and T. Chahed [13] proposed the use of additional fixed relay
nodes so as to improve the network performance by increasing
the opportunities of establishing paths and preserving them.
We next reproduce its architecture and its impact on enhancing
throughput performance for the case of MMM mobility model.

A. Number and Position of Additional Relays

The number of these additional relay nodes must be large
enough so as to improve the network performance, but must
not exceed a certain limit so as not to overload the network.
By trial and error, we fix this number to around 20% of the
total number of nodes in the network.

As of their positions, they depend on the (instantaneous)
topology of the network. For the special case of MMM model
at high speed, as the transmission range of the nodes is
sufficiently large compared to the simulation area (100m and
200m×200m, respectively) and with reference to the MMM
map (see Figure 3(b)), we choose to fix relay nodes at the
positions shown in Figure 6, so as to cover all possible nodes
positions and to have a continuous transmission link during
the simulation duration.

B. Performance of Proposal

Figures 7 and 8 show the mobility and routing metrics and
the average connection throughput, respectively, before and
after the use of the additional relay nodes. For comparison,
we also show the old values of the studied metrics.

As shown in Figure 7, the mobility path duration increases
and the absence of mobility path duration decreases a little
with the use of the additional relay nodes. In effect, at high
nodes speed, the mobility and routing metrics do not yield a
large improvement because nodes move fast enough to have
a high connection/disconnection frequency despite of the use
of the fixed relay nodes.
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Fig. 6. Relay nodes position for MMM at high speed.

Fig. 7. Average path durations (a) and average of the path absence durations
(b) for MMM at high speed without and with fixed relay nodes.

As of throughput, Figure 8 shows that throughput increases
with the use of the fixed relay nodes for all mobility models,
routing protocols and nodes connectivity. The reason is that
packets are lost in smaller number because the absence routing
path duration is lower than without the use of the fixed relay
nodes. In addition, as explained in the previous section, DSR
and AODV work better than OLSR.

V. CONCLUSION AND FUTURE WORK

In this work, we studied the relationship between mobility,
routing and MANETs network performance, notably in terms
of throughput. We specifically proposed a new model for
throughput based on metrics for mobility and routing and
validated it in comparison to simulations for various network
settings, mobility patterns and routing protocols.

In the case of poor performance, mainly due to network
fragmentation, we proposed, and optimized, the use of addi-
tional fixed relay nodes which would maintain the overall net-
work connectivity and hence improve the overall throughput
performance.

As a future work, we intend to make our study more
practical by applying it to a real network.

Fig. 8. Network throughput for MMM at high nodes speed without and with
fixed relay nodes.
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Abstract—The paper deals with in-vehicle communication 
networks and the use of emerging Power Line Technology 
(PLC) for infotainment application. It appears that with the 
increase of Electronic Devices Unit (ECU) both for real time 
application and infotainment, there is a wire harness 
bottleneck. So, PLC seems to be a promising in-vehicle 
network for high data rates applications.After reviewing 
possible issues, in-vehicle PLC channels and noise 
measurements are presented. We discuss the Physical Layer  
(PHY layer) PLC system parameters based on these 
measurements. Finally, an embedded demonstrator is 
proposed in order to improve them in a real in-vehicle channel 
environment.  

Keywords-Intra-vehicle communication; power line 
communication; impulsive noises; SDR. 

I. INTRODUCTION 
As the Electronic Control Unit (ECU) in vehicles has 

experienced an exponential demand in the last decades 
[1][2], the automotive industry has introduced dedicated 
buses as the Control Area Network (CAN) [5], Local 
Interconnect Network (LIN) [7],Flexray and Media Oriented 
Systems Transport(MOST) [7]. CAN and FlexRay have been 
designed for real-time delivery of messages. However, they 
do not support high data-rate applications.MOST is used for 
infotainment applications, and provides a bandwidth of about 
50 Mbps. The last version increases the bandwidth up to 150 
Mbps and offers a physical layer to implement Ethernet in 
vehicles. It supports both optical and electrical layers. It 
allows up to 15 stereo audio channels or MPEG1 
channels.Although these networks reduce the amount of 
wires, they use specific wires and specific protocols. 
However, the use of the power distribution channels inside 
vehicles both for power and communication purposes is a 
promising alternative. It would answer the vehicle 
requirements namely, cost, decrease of the amount of wires 
and weight, and offer more flexibility to introduce new 
applications. 

 
Taking into account both the In-Vehicle Infotainment 

(IVI) and X-by-wire (X means any mechanical system) 
requirements, we can observe the necessity to find a limited 
set of networks which answer to the growing of the multiple 
applications. These new networks may be able to 
dynamically optimize their parameters according to the 

loads on the network (that means active ECUs), the data rate 
needs (bandwidth sharing) and the state of the vehicle 
(motor ON/OFF, vehicle in motion, speed), etc. 
Furthermore, Vehicle to Vehicle (V2V)and Vehicle to 
Infrastructure (V2X)are currently in active development by 
automakers like the well-known BMW, Audi, and Volvo 
[19]. One idea is to propose a new communication protocol 
which will be compliant both for in vehicle requirements 
and V2X applications. Among alternatives to existing on-
board networks, PLC seems attractive. Many studies are 
carried out on PLC and focus both on channels and noise in 
order to optimize the PHY layer and the MAC layer 
[3].Commercial solutions based on PLC for CAN are 
provided by Yamar Electronics Ltd. Their PLC-based 
product families provide maximal data rates of 1.3 Mbps 
and carrier frequencies in the 1.75 to 13 MHz range. 
However, they are not yet introduced in vehicles. The 
current PLC solutions presented by Ferreira et al. [3] show it 
is possible to achieve data rate more than 50 Mbps, which is 
consistent with video or audio applications. PLC can be 
applied also to critical control application. However, the 
automakers are still reluctant about the transformation of the 
well known protocols by this PLC solution.Currently, the 
infotainment area seems to be more open for PLC. In fact, 
more and more vehicles offer IVI systems and driving 
technologies, through MOST or wireless connection. The 
disadvantages of these solutions are the lack of flexibility 
and the necessary compatibility of devices.One idea is to be 
able to plug and play any devices offering anTransport 
Control Protocol/ Internet Protocol (TCP/IP)access, 
anywhere in the passenger cell of the vehicle. In indoor 
application, PLC is already used for multimedia application. 
Latchman et al. [4], the authors provide an overview of the 
development of the MAC and PHY layers. Repeating 
functions have been introduced to achieve higher data rate 
while using frequency bands above 30 MHz.PLC modems 
may answer theses new challenges, while maintaining 
bandwidth, data rate and multiplexing flexibility.  

In order to introduce PLC in cars, it is necessary to know 
the channels and the possible scenarios. Section 2 will 
review previous vehicle networks studies, and focus on PLC. 
In order to propose PLC solution, it is necessary to study in-
vehicle Direct Current (DC) channels to extract the main 
parameters for the PHY and MAC layers. Section 3 
provides a description of the experimentations under in-
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vehicle DC electrical wires and the main results. Taking into 
account those in-vehicle measurements, the channel 
characteristics will allow us to define the best parameters for 
the signal processing and communication system, like the 
bandwidth, the modulation, the equalization. The practical 
approach is discussed in Section 4. In the next step, it seems 
to be interesting to test several algorithms under real 
channel while keeping algorithms flexibility. That is why 
we propose to study a fast prototypingsolution to perform 
this task using Software Defined Radio(SDR)principle. In 
this case, the PHY layer is developed in software thanks to 
Matlab or Labview tools. We used the flexible SDR 
platform USRP2 [17][18]developed by ETTUS and actually 
commercialized by National Instrument (NI). This 
demonstrator is presented in Section 5. Finally, we will 
conclude the paper in the last section. 

II. COMMUNICATION NETWORKS FOR VEHICLES 
First of all, the introduction of communication networks 

was due to that the use of point-to-point communication 
links was not scalable with the increasing number of 
electronic components. The demand for efficient 
networking, including requirements on providing the 
physical medium (i.e., wires) for communication, has only 
increased with modern cars being high technology 
mechatronical systems. This is the main incentive for 
considering automotive PLC. The Society of Automotive 
Engineers (SAE) [20] defines four classes (A to D) of 
automotive communication networks based on transmission 
speed and applications. The two first classes use low-speed 
event triggered protocols for low data rate. High-speed real-
time communication in Class C and Class D networks relies 
on high-speed event and time-triggered protocols, 
respectively.The latter are used for multimedia data, such as 
audio/video streaming, video games or cameras monitoring, 
and safety critical applications, such as, e.g., X-by-wire 
systems, which impose high requirements on availability of 
resources and reliability of communications. 

If we consider these two classes and the reduction of the 
number of wires, technology originally developed for in-
home PLC, namely HomePlug AV, and HD-PLC, seem to 
be attractive. During the last decades, many studies have 
been carried out on direct current (12/42 V) voltage for 
embedded application in vehicles (cars, aircraft) like in 
[5][6][7]. The results are very promising in that data rates of 
up to 10 Mbps could be achieved using an approximately 30 
MHz bandwidth.Since the medium access control (MAC) 
protocol is based on the hybrid time-division multiple 
access (TDMA) and CSMA/CA of HomePlug AV and HD-
PLC, it could support both class C and D networks. 

Furthermore, Electric Vehicles (EV) may be considered. 
PLC in EVs has been studiedby Bassi et al. 
[14].Experiments of Guerrieni et al. [16] using commercial 
modems from Yamar [16] for PLC in an EV demonstrate 
reliable communication with data rates of about 1 
Mbps.PLC has also been considered for communication 
between the EV and the charging infrastructure. The IEC 

61851 standard defines two charging modes, which require 
a control pilot signal. Both narrowband and broadband PLC 
solutions have been proposed for EV to electric vehicle 
service equipment communication, e.g.,in SAE J2931/2-4 
[21]. Recently, the ISO/IEC 15118-3 standard adopts the 
broadband HomePlug Green PHY as the mandatory 
PHY/MAC layer technology. The narrowband G3-PLC 
(ITU-T G.9955) is specified as an optional mode [8]. 

Among the other solutions for high data rates, we can 
mention the optical fiber transmission and optical wireless 
communication.Considering the fiber, this solution has been 
chosen for the MOST protocol using plastic fiber, from 25 
Mbps up to 1 Gbps. The MOST technology is 
alsoconsidered to be the transmission support for the 
advanced Driver Assistance Systems (ADAS). One 
attractive solution is to propose a new modulation scheme 
like multi-carriers over this channel. A simple single carrier 
modulation is used but does not exploit all the bandwidth 
offered by the fiber.On the other hand, Visible Light 
Communication (VLC) technologycan be used as a medium 
for data transmission, both for in-vehicle and V2X 
communication, while achieving high data rates as 
compared to conventional wireless technologies like for 
example Wi-Fi or Wimax. In the early 2000s, researches 
started using visible light from LEDs as the medium for 
communication. VLC communication can achieve about 
800Mbps data rate for short range communications. 
Researchconductedby Deok-Rae Kim et al. [9] demonstrates 
the possibility of combining VLC and CAN protocol. 
Furthermore, we can notice the studies on using Orthogonal 
Frequency Division Multiplex (OFDM) techniques over 
these two channels [10]. On restriction of VLC solution is 
the need to have light and preferred line of sight.We will 
now discuss about the in-vehicle power lines. 

III. CHANNEL MEASUREMENTS 
Characterization of PLC channels has been reported 

according to two major scenarios on four vehicles: front to 
rear, front to front. These configurations represent possible 
scenarios for infotainment applications. The measurement 
setup is presented in detail by Tanguy and Nouvel[7]and  is 
represented in Figure 1. The reference points [A..I] 
represent both the communication and measurement nodes 
and a channel between point X to Y point is called XY path. 
The frequency range goes from DCup to 50 MHz. 

Taking into account all the measurements, we have 
observed an insertion loss of about -15 dB up to -36 dB in 
the considered band. The maximal attenuation occurs with 
the longest past GF. The coherence bandwidth BC0.9 (90% 
of the maximum sub-carriers autocorrelation) is given from 
the autocorrelation of the channel frequency obtained with 
different paths,as proposed Vallejo-Mora et al. [11]. 
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Abstract—Vehicle parking plays a key role in our modern life. 

Currently, automatic parking towers have attracted much 

research due to its high space-efficiency. Remote management of 

a parking tower provides the functions for human to perform 

monitoring and control via a specific network. From a system 

point of view, an automatic parking tower is inherently a discrete 

event system. For such systems, this paper has realized a Java-

based management system to provide cross-platform remote 

access via various devices. In the present approach, Colored Petri 

Nets (CPNs) are used to model the operated behaviors so as to 

result in a more compact structure. A prototype of an eight-space 

parking tower is designed and implemented to show the 

feasibility of the developed approach. It is believed that the 

technique presented in this paper could be further applied to 

large-scale parking systems. 

Keywords—remote management systems; mobile devices; 

Colored Petri Nets (CPNs); automatic parking towers. 

I. INTRODUCTION 

Recently, there has been an increasing emphasis on 

developing consumer electronics, which combines in a 

synergistic way the classical engineering disciplines of 

mechanical and electrical engineering and computer science, 

leading to new kinds of research. In our modern days, car 

parking is a very crucial issue, and one of the topics in 

consumer electronics is the investigation of applying the 

electrical, automation, information, and communication 

technologies to deal with this problem. In particular, remote 

management of an automatic parking tower provides the 

functions for human to perform monitoring and control over a 

great distance. In real applications, a human operator may use 

the remote monitoring and control functions to further 

investigate the parking tower conditions if an alert is launched, 

or to maintain and repair the parking system if required. 

However, most of the remote management literature focuses on 

using a regular PC as the client to access the system. Due to the 

rapid evolution of mobile phones and tablet PC, the human 

operator would like to use these modern devices via different 

web browsers and operation systems to access the server 

platform at anytime from anywhere [1]-[4]. For such system 

requirements, this paper has realized a Java-based management 

system to provide cross-platform remote access via the smart 

phone, tablet PC, or regular PC. 

Sever SiteClient Site

Parking

Tower

Internet

Driving 

Unit

Control actions

Status feedback

PLC

 

Figure 1. Prototype realization of a parking tower for remote monitoring and 

control via various devices. 

On the other hand, a car parking system is inherently a  
Discrete Event System (DES), that is, a dynamic system with 
state changes driven by occurrences of individual events [5]. 
One way of modeling the DES is using the Petri Nets (PNs) 
[6]-[8], which have been applied in manufacturing, and more 
specifically in factory automation, for many years. Their major 
advantage is the evaluation of all system states before 
implementation. However, as the number of specifications 
increases, even simple PN models soon tend to become highly 
complex. Thus, the use of high-level Petri nets, i.e., Colored 
PNs (CPNs) has been proposed, leading to a more compact 
model [9]-[10]. For example, Dotoli and Fanti [11] proposed a 
Colored Timed Petri Net (CTPN) model to describe in a 
concise and efficient way the dynamics of an Automated 
Storage and Retrieval System (AS/RS) serviced by Rail Guided 
Vehicles (RGVs). Also, Lee and Lee [12] presented a CPN-
based modeling and control framework for remotely operated 
conveyor systems. In their proposed approach, system 
behaviors were modeling based on the CPN so as to deal with 
the modeling complexity in large-scale systems with similar 
behaviors. 

Based on the CPN modeling technique, this paper has 

implemented a prototype of an 8-space parking tower which is 

automatically controlled by a Programmable Logic Controller 

(PLC). In our proposed remote management scheme, as shown 
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in Figure 1, the human operator uses the client devices (smart 

phone, tablet PC, or regular PC) to send control commands to 

the PLC-based sever through the internet. The commands 

could be decided according to the status feedback from the 

server site. Then, the PLC actuates the controlled components 

in the parking tower via the driving unit. The responses with 

the status will be fed back to the client site and hence the 

control loop is closed in this way. 

The rest of this paper is organized as follows. Section II 

briefly introduces the CPN-based modeling scheme. Next, a 

PLC-based implementation of the remote management system 

is described in Section III. Then, in Section IV, an example of 

an eight-space parking tower is illustrated to show the 

feasibility. Finally, Section V concludes this paper. 

II. MODELING VIA COLORED PETRI NETS 

A. Ordinary Petri Nets 

An ordinary PN is identified as a particular kind of bipartite 

directed graph populated by three types of objects. They are 

places, transitions, and directed arcs connecting places and 

transitions. Formally, an ordinary PN is defined as 

 ),,,,( MOITPPN   

where,  

},...,,{ 21 mpppP   is a finite set of places, where 0m ; 

},...,,{ 21 ntttT   is a finite set of transitions, where 0n ; 

NTPI :  is an input function that defines a set of 

directed arcs from P to T, where N = {0, 1, 2, …}; 

NPTO :  is an output function that defines a set of 

directed arcs from T to P; 

NPM :  is a marking. An initial marking is denoted by M0. 

 

A transition t is enabled if each input place p of t contains 

at least the number of tokens equal to the weight of the directed 

arc connecting p to t. When an enabled transition fires, it 

removes the tokens from its input places and deposits them on 

its output places. PN models are suitable to represent the 

systems that exhibit concurrency, conflict, and synchronization. 

Some important PN properties include boundness (no capacity 

overflow), liveness (freedom from deadlock), conservativeness 

(conservation of non-consumable resources), and reversibility 

(cyclic behavior). The concept of liveness is closely related to 

the complete absence of deadlocks. Validation methods of 

these properties include reachability analysis, invariant analysis, 

reduction method, siphons/traps-based approach, and 

simulation.  

(a)

enter

leave

occupied

available

(b)

enter

leave

occupied

available

 

Figure 2. Ordinary Petri net model of the (a) one-space, and (b) two-space 

parking areas. 

Figure 2 (a) shows a simple example of the ordinary PN 

model for car entering and leaving one parking space in the 

automatic parking tower. The initial state of parking space is 

available. Assume a parking tower has k parking space, it could 

be modeled by k tokens in the ordinary PN, as shown in Figure 

2 (b), where k=2. However, using this modeling technique for 

multiple parking spaces, only the question of “how many” 

spaces available could be answered, rather than “which” 

parking space is available. Hence, in order to indicate “which” 

parking space is available, a more complex PN model, as 

shown in Figure 3, could be applied. The parking area is 

organized into two parking spaces, of which the Space-1 is 

occupied and the Space-2 is available, respectively. Obviously, 

the model becomes much more complicated as the number of 

parking spaces increases. Hence, the high-level Petri nets, i.e., 

CPNs are applied in our work, resulting in a more compact 

model. 

Space-1

enter

leave

occupied

available

vehicle queue

leave

occupied

available

Space-2

enter

 

Figure 3. Ordinary Petri net model of a two-space parking area. 

B. Colored Petri Nets 

A colored PN comprises tokens to which colors are 

attributed [9]. CPN forms a category of nets whose intuitive 

perception is less clear than the ordinary PN, but has great 

value for the modeling of certain complex systems. Formally, a 

colored PN is defined as 

 ),,,,,( MOICTPCPN   

where,  

},...,,{ 21 mpppP   is a finite set of places, where 0m ; 

},...,,{ 21 ntttT   is a finite set of transitions, where 0n ; 

C is the color-function; )( pC and )(tC denote the sets of colors 
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associated with place Pp and transition Tt . 

NtCpCtpI  )()(:),(  is an input function that defines a 

set of directed arcs from p to t, where N = {0, 1, 2, …}; 

NpCtCptO  )()(:),(  is an output function that defines a 

set of directed arcs from t to p; 

NpCM )(:  is a marking. 

 

Obviously, the CPN is the extension of an ordinary PN. In a 

CPN, there is a set of colors associated with each place and 

transition, and a transition can fire with respect to each of its 

colors. Considering the previous example of the two-space 

parking tower, the CPN model can be designed as shown in 

Figure 4 with the elements as follows: 

}occupied available,{P  

}leave enter,{T  

}21{SPACE       where

 SPACE,)occupied()available(

,ss

CC




 

IDptOtpI  ),(),(  

1)occupied(,2)available( 00 sMsM   

Note the ID means the identity function, which selects all 

the items of a basic color domain. Here, the ID means the set of 

SPACE.  

enter

leave

occupied

available

<s2>

<s1>
ID

ID

ID

ID

}2,1{ ssID 
 

Figure 4. Colored Petri net model of a two-space parking area. 

Obviously, the net structure of the CPN (Figure 4) is 

greatly simplified as compared with the previous ordinary PN 

model (Figure 3). 

III. PLC-BASED REALIZATION 

A. Client-Server Architecture 

Figure 5 shows the client-server architecture for 

implementing the remote management system. On the client 

side, the remote manager uses a Java-capable web browser, 

such as Internet Explorer or Firefox, to connect to the web 

server through the internet. On the server side, an industrial 

PLC with a built-in Java-capable web server assigned to handle 

the client requests is employed. Within the PLC, a Java servlet 

handles user authentication, a Java applet provides a graphical 

Human-Machine Interface (HMI), and a Ladder Logic 

Diagram (LLD) performs the detailed operations of the 

requested tasks. Our choice of using LLD to implement the 

local operations due to its wide use in industry, while using 

Java to implement the remote functions because of its object-

orientation, portability, safety, and built-in support for 

networking and concurrency. 

B. Interactive Modeling 

A sequence diagram of the Unified Modeling Language 

(UML) [13] is applied to model the client-server interaction in 

the remote management system. As shown in Figure 6, at the 

first stage, the Remote Client sends a HyperText Transfer 

Protocol (HTTP) request to the Web Server. Next, the Web 

Server replies an HTTP response with an authentication web 

page, on which the Remote Client can login to the system by 

sending a request with user/password. The Web Server then 

invokes a Java servlet to authenticate the user. If the 

authentication fails, the Java servlet will respond with the 

authentication web page again. On the other hand, if the 

authentication succeeds, the Java servlet’s response will be a 

control web page with a Java applet. The Java applet first 

builds a graphical HMI and constructs a socket on the specified 

port to maintain continuous communication with the server. 

Then, the Java applet acquires the system status through the 

constructed socket and displays it on the control web page 

iteratively by invoking the Device Handler to fetch the sensor 

states of Device objects. After that, the Remote Client can issue 

an action command from the control page to actuate the remote 

system through the constructed socket. The responses with the 

status will be continuously fed back to the Remote Client and 

thus the control loop is closed. 

 

 

 

Client: Remote Manager

(with Java-capable web browser)

Internet

I/O Bus

• Java Servlet:

for user authentication

• Java Applet:

for graphical HMI

• Ladder Logic Diagram:

for sequential control of 

detailed operations

Server: Industrial PLC
(with built-in Java-capable web server)

Controlled

System

 

Figure 5. Implementation architecture of the remote management system. 
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Figure 6. Interactive modeling with sequence diagram for the remote management system. 

 

IV. AN APPLICATION PROTOTYPE 

A. System Description  

In a parking tower, the area is organized into a lot of 

parking spaces. For simplicity, the prototype of an eight-space 

parking tower is designed and implemented as shown in Fig 7. 

In the developed tower system, three motors (corresponding to 

three degrees of freedom) and four limited switch sensors are 

employed to place the vehicle on a desired parking space. Also, 

ten control buttons on the driving unit are used to provide local 

control functions. 

SoftPLC

( with a built-in web server)

Parking Tower

Driving Unit

Power Supply

 

Figure 7. The hardware setup during prototype development. 

B. Modeling and Implementation for Local Control  

For the operator-issued commands, the CPN model of the 

eight-space parking system is constructed as shown in Figure 

8. The model consists of 4 places, 4 transitions, and 8 color 

elements (corresponding to eight parking spaces), respectively. 

Corresponding notation of the PN model is also described in 

the figure. Also, the related LLD is designed for local control, 

as shown in Figure 9. 

C. Java-Based Realization for Remote Management 

To implement the remote monitoring and control functions, 

we use Java due to its object-orientation, portability, safety, 

and built-in support for networking and concurrency. The 

developed server program is located on an advanced PLC 

(80486-100 CPU) with built-in web server and Java virtual 

machine so that it can process both HTTP requests and Java 

programs. 

Command: 

start_carEnter

Response:

end_CarLeave

Command: 

start_carLeave

entering occupied

leavingavailable

ID

}8,...,2,1{ sssID 

ID

ID

ID ID

IDID ID<s1>
|

<s8>

Response: 

end_carEnter

 

Figure 8. Colored PN model of the eight-space parking system. 
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Figure 9. Snapshot of ladder logic diagrams during the PLC implementation. 

 

Figure 10. Interactive web page for the remote management of the parking tower. 

The developed HMI, shown in Figure 10, is carefully 

designed to make its web pages more user-friendly. The 

button control area is placed on the left, and the current status 

and system message is on the right. The human operator can 

push the buttons to park a car into a parking space or to take a 

specific car from the tower.  

 

Figure 11. Remote management of the parking tower via a smart phone. 
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Figure 12. Comparison of using a smart phone and a tablet PC to remotely 

perform parking (or taking) a car. 

Also, the operator can use a smart phone to manage the 

parking system, as shown in Figure 11. However, due to 
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limitations of computing power and communication 

bandwidth on smart phones, the consumed time of using the 

phone to park (or take) a car is a little longer than the time of 

using a tablet PC. Figure 12 shows the comparison of realistic 

operation time of parking (or taking) a car between using a 

smart phone and a tablet PC. Moreover, the operation time of 

parking (or taking) a car from parking space 7 is the longest, 

since the space 7 is on the innermost part of the circle as 

shown in Figure 10. On the other hand, using the space 1 will 

take the shortest time since it is near the entry. 

 

V. CONCLUSION AND FUTURE WORK 

This paper was motivated by the requirement of remotely 

access for automatic parking systems. For such systems, this 

paper has realized a Java-based management system to 

provide cross-platform remote access. Moreover, in order to 

cope with the complexity and realization issues in large-scale 

parking systems, a systematic development approach is 

proposed in this paper. In the present approach, the system 

behaviors are modeling based on colored Petri nets, and then 

remote management functions are implemented via a Java-

based PLC. To demonstrate the practicability of the proposed 

approach, an application to the eight-space parking tower is 

illustrated with realization. It is believed that the presented 

technique could be further extended to large-scale parking 

towers. Future work will attempt to improve the access-

control policy for multiple operators. Also, the issue on how to 

optimize given problems of parking systems (e.g., how to 

route cars to the shortest fitting free parking slot) would be 

addressed in the future. 
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Abstract—The cost of a zero-day network worm outbreak has
been estimated to be up to US$2.6 billion. Additionally zero-
day network worm outbreaks have been observed that spread at
a significant pace across the global Internet, with an observed
infection level of more than 90 percent of vulnerable hosts within
10 minutes. The threat posed by such fast-spreading malware
is therefore significant, particularly given the fact that network
operator / administrator intervention is not likely to take effect
within the typical epidemiological timescale of such infections.
This paper presents a classification of wormable vulnerabilities,
demonstrating a method to determine if a vulnerability is
wormable, and presents a survey into the cause of the reduction
of worm outbreaks in recent years, as well as their viability in the
future. It then goes on to explore recent wormable vulnerabilities,
and points out the issues with operating system security in
relation to techniques used by zero-day worms.

Keywords—Cyber Defence; Malware; Network Worm; Zero-Day
Worm; Simulation; Modelling

I. INTRODUCTION

As a type of malware that exploits vulnerabilities that
have not been patched or acknowledged at the point of an
outbreak, with an automatic propagation method that can
spread pervasively throughout a network, zero-day worms are
particularly virulent. The effects are exacerbated by either a
lack of detection or a high speed of propagation [1]. The threat
presented by such malware to the Internet, national security
and defence systems is therefore significant.

In the first few years of the twenty-first century, there
were a number of notable zero-day worm outbreaks [2][3][4]
however, since these events the number of zero-day worm
outbreaks has reduced. Understanding this reduction, and
assessing whether such worm outbreaks are still viable in a
modern setting are essential. This paper presents a discussion
of historical worm events to ascertain why they occurred, and
then discusses the motivations for malware attacks to assess
why worm outbreaks have seen this reduction. The paper then
presents a discussion on recent wormable vulnerabilities and
operating system security, in order to assess whether zero-day
worm outbreaks are still viable on the modern Internet.

The remainder of this paper is presented as follows: Section
II presents a lexicon as a definition of terms. Section III
presents related work, focusing on similar studies into the

assessment of potential threats. Section IV presents a discus-
sion on the motivations for carrying out a malware attack.
Sections V and VI present a summary of recent wormable
vulnerabilities, and addressing the particular issue of operating
system security. Finally, the paper is concluded in Section VII.

II. LEXICON

A lexicon has been presented for the clarification of the
following terms, owing to their specific use in this paper.

Zero-Day Worm: In this paper, this is defined as a type
of malicious software that propagates automatically without
human interaction, using a vulnerability that has not been
patched or widely acknowledged at the point of an outbreak. In
particular, this paper reports findings on fast, random-scanning
worms [5]. This is a similar definition to the taxonomy
described by Weaver et al. [6], and other published literature
(see [2][3][4]).

Wormable Vulnerability: A vulnerability that has the po-
tential for use in worm propagation, as defined by being
network accessible, allowing the execution of arbitrary code
and whether a not a vulnerability can be exploited remotely.
This is in accordance with the model reported by Nazario et
al. [7].

III. RELATED WORK

Research into worms and their outbreaks has been reported
in three key areas: the classification of worms and wormable
vulnerabilities, potential worm outbreak scenarios and the
investigation of previous worm outbreaks. In addition, this
paper also considers contemporary malware threats.

A. Classification of Worms and Wormable Vulnerabilities

The taxonomy reported by Weaver et al. [6] presents an
overall method of classifying worms. The classification is
made under the following categories: target discovery, propa-
gation method, activation, payloads, motivations and attackers.
Similar categories are reported by Li et al. [8], which classified
worms under a number of schemes: target finding, propagation,
transmission and payload. Smith et al. [9] also uses the
taxonomy reported by Weaver, however, expands this further
to consider evasion and detection methods, which incorporate
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different propagation methods and payloads. For the purposes
of this paper, we choose to focus on self-carried worms, or
worms that do not require other network traffic in order to
propagate.

Another factor of classifying worms is the vulnerability they
exploit in order to propagate. As reported by Nazario et al. [7],
a wormable vulnerability can be summarised in (1), where
wormability, W , is a product of the exploit characteristics, E,
population characteristics, P , and the time since the disclosure
of the vulnerability to account for development of the worm.
Nazario et al. also defines the characteristics of a wormable
exploit, as shown in (2), where the exploit characteristics, E,
are defined by the fractional population of exploit architecture,
fEp

, the fractional availability of an exploit for a given
vulnerability, fEa

, the number of chances available to attempt
an exploit, Ec, the fraction of exploit reliability, fEr , the
Boolean value of whether the exploit is able to be made
remotely, R, if the impact of the vulnerability is execution of
code, Ie and if the impact of the vulnerability permits network
access, In.

W = E ∗ P ∗ L (1)

E = fEp(fEa + 0.067)(
Ec − 1

Ec
+ fEr

)RIeIn (2)

Using the key factors reported by Nazario et al., and those
reported by Weaver at al., Li et al., and Smith et al., a
wormable vulnerability can be summarised in the Boolean
equation (3), where a wormable vulnerability, Vw, is deter-
mined by not requiring human interaction, H , is network
reachable, Nr, provides remote code execution, R, and pro-
vides network access, Na once exploited.

Vw = H̄ •Nr •R •Na (3)

In addition to the reported work that provides a classifi-
cation, there are also a number of resources that focus on
providing details for known vulnerabilities. One such source
is the Common Vulnerabilities and Exposures (CVE) system
[10], which provide details for a range of vulnerabilities. The
CVE system notes the access vector, for instance if the vul-
nerability is network reachable or requires human interaction,
and the impact if the vulnerability were to be exploited, for
instance providing remote code execution or network access.
These details provide information in order to assess whether
a vulnerability is wormable.

B. Potential Worm Outbreak Scenarios

Potential worm outbreak scenarios often focus on new
technologies or methods that a worm may use in order to
spread faster. As far as the authors are aware, the first notable
instance of this was the work reported by Weaver in 2001 [11],
which described a Warhol worm - where using a combination
of a list of known vulnerable hosts, known as a hitlist, and
by dividing up how each worm scans for new susceptible
hosts, known as permutation scanning, the worm increases in

virulence. Such methods were seen in the Witty outbreak of
2003 [4], and the second version of Code Red, Code Red II,
in 2001, respectively.

Work reported by Staniford et al. [12], presents results on
the impact of very fast, what is termed as Flash worms, on a
contemporary Internet as of 2004. Using simulation, Staniford
estimates that an optimised Flash worm could spread within
seconds. Similar fast outbreaks are further corroborated in
work reported by Tidy et al. [13], as well as reporting work
on other potential scenarios in [5], where a worm uses an
intentionally slow phase before switching to a fast, random-
scanning method in order to increase the number of infected
hosts prior to its fast phase; resulting in an impact similar to
having a hitlist.

The work in potential worm outbreaks assume that a
wormable vulnerability exists, however, there is limited work
in investigating contemporary vulnerabilities in order to deter-
mine if they are wormable, and the possible worm outbreaks
that could occur.

C. Previous Worm Outbreaks

There have been a number of large-scale zero-day worm
outbreaks, most notable of which are the Morris Worm out-
break of 1988 [14], the Code Red outbreak of 2001 [2],
the Slammer outbreak of 2003 [3] and Witty outbreak of
2004 [4]. Table I summarises these worms, detailing the
platform/service that had the wormable vulnerability, the port/s
used for propagation, and the exploit method. This shows that
these notable events all used a buffer overflow in order to
infect susceptible hosts, propagated using different ports and
exploited vulnerabilities on a number of different platforms.

Another reported characteristic of these worm outbreaks
centre around their payload. Both the Morris and Slammer
worms contained no destructive or directly malicious content
as part of its payload. Similarly, the Code Red worm only
began to undertake a denial of service attack after it had
completed a propagation phase. As reported by Shannon and
Moore [4], the Witty worm was the first to carry a destructive
payload, overwriting randomly chosen sections of the infected
hosts hard drive with the phrase “(^.^) insert witty message

here (^.^)”.
Owing to the lack of malicious payload in the Slammer

worm, the intentional pause in propagation in the Code Red
worm and as the Morris worm was described by its author
to be designed to gauge the size of the ARPANET, it can be
argued that the motivation to release these worms was one of
discovery. Similarly, as the Witty worm was the first of these

TABLE I
SUMMARY OF NOTABLE WORM CHARACTERISTICS

Name Vulnerable Platform/Service Port/s Exploit Method

Morris DECX Sun 3, sendmail finger 25,79 Buffer overflow

Code Red Microsoft IIS web service 80 Buffer overflow

Slammer Microsoft SQL Server 2000 1434 Buffer overflow

Witty Internet Security Systems firewall Random Buffer overflow
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to carry a destructive payload, it could have been released to
assess whether a destructive payload was feasible.

D. Contemporary Malware Threats

Since the large outbreaks at the beginning of the 21st cen-
tury, the number of large-scale worm outbreaks has decreased
significantly. Panda Security [15] reports that worms only
constituted approximately 6% of all malware infections in the
first quarter of 2013, it is also reported that trojans constitute
the majority of the malware infections with 80% of all malware
infections being of this type. One of the largest of these is the
Zeus trojan [16], which is designed in order to commit fraud
by gaining access to banking details on infected hosts and
sending these details to the attacker. This is defined by Wilson
[17] as cybercrime, or criminal activity that is “enabled by, or
that targets computers”.

A return to worm-like characteristics can be seen in the
Stuxnet [18] outbreak, which targeted industrial control sys-
tems in order to cause damage. It is suggested that Stuxnet is
an example of cyberwarfare [19], where the intent was to cause
damage to the targeted industrial systems. This is a distinct
difference in the cybercriminal activity, as instead of criminal
gain the motivation of released Stuxnet was one of causing
damage.

IV. MOTIVATIONS FOR MALWARE ATTACKS

One of the main factors in understanding malware outbreaks
is the motivation of the attacker. A difference in motivation
can influence the choice of malware that an attacker will
choose, given that different malware is more effective at
certain tasks than others. In the case of worm outbreaks, this is
demonstrated by the reduction in events, owing to a change in
the motivation of attackers. Figure 1 illustrates this change,
plotting the trend of worm prevalence against time, along
with three categories of attacker motivation: experimentation
or discovery, cybercrime and cyberwarfare.

Up to the first few years of the 21st century, the use of
malware was comparatively in its infancy, and the notable
worm outbreaks during this period can be argued to have been
for experimental purposes, with the main motivation of the
attacker to see if they are feasible; or in the case of the Morris

Fig. 1. Trend of Zero-Day Worm Prevalence

worm to measure the size of the ARPANET. From around
2004 onward, the use of malware for cybercrime has increased.
Such criminal activity, as shown by the prevalence of trojans
like Zeus [16], has focused on gaining access to confidential
data or disrupting services, such as a Distributed Denial-of-
Service attack (DDoS) [20], through the use of controlling a
large number of machines through a botnet created using a
trojan.

Although worms can be used in order to create botnets and
carry out DDoS attacks, other methods have been chosen by
attackers. Part of the reasoning for this, is that a large-scale,
fast random-scanning worm outbreak is easily detectable, and
it is often the intent of an attacker to avoid detection for as long
as possible. Additionally, as has been shown by the Slammer
outbreak [3], there is the possibility that a particularly fast
worm can impede the network traffic, that in the case of
a botnet, may disrupt the ability of an attacker to issue
commands to or receive information from infected hosts.

As it has been shown by the worm-like Stuxnet outbreak
[18], if it is the intention of an attacker to cause damage
then the use of worms becomes a more attractive option.
Although these have been isolated to targeted attacks to date,
if it is the intention of an attack to disrupt communication or
target the network infrastructure, such as in a cyberwarfare
scenario, then the use of worms becomes a much more viable
option. Additionally, if the motivation of an attack is to cause
disruption of the Internet, then worms also present a viable
option for attackers, even in the absence of a payload that
causes damage.

Given the further shift of motivation from cybercrime to
cyberwarfare, this also depends on the existence of wormable
vulnerabilities, in order to exploit and carry worm attacks in
the future.

V. RECENT WORMABLE VULNERABILITIES

Equation 3 presents a method of assessing whether or not
a vulnerability is wormable. This Section presents five case
studies of contemporary wormable vulnerabilities, along with
their CVE code [10] for reference.

Microsoft Remote Desktop Protocol (RDP) - 13/03/2012 -
CVE-2012-0002

The Microsoft RDP is a method for users to remotely access
Windows-based hosts across a network. This vulnerability was
present in a number of Windows versions, including XP, Vista,
7, Server 2003 and Server 2008. This allows an attacker
to send a crafted packet on port 3389 to the host running
RDP, and then potentially gain remote code execution. Having
gained access to execute remote code, the attacker could then
use this to send copies of the malicious packet

This wormable vulnerability is of particular note owing
to the potentially large number of susceptible hosts to such
an attack. W3Counter [21] reports that these recent editions
of Windows constituted of approximately 3 billion Internet-
connected hosts in 2012. As RDP is disabled by default, this
requires being enabled manually. One estimate for the number

94Copyright (c) IARIA, 2014.     ISBN:  978-1-61208-368-1

ICSNC 2014 : The Ninth International Conference on Systems and Networks Communications

                         105 / 124



of RDP enabled hosts is one in every 10,000 [22], or 300,000
hosts; resulting in a similar proportion of vulnerable hosts to
the Code Red outbreak in 2001. As has been reported in two
of the authors previous work [5], such a large proportion of
susceptible hosts could result in a particularly virulent worm
outbreak.

BigAnt Message Server - 09/01/2013 - CVE-2012-6275

The BigAnt instant messaging (IM) software is an instant
messaging solution targeted towards business use. By using
a buffer overflow present in the message server portion of
the software, an attacker is able to send a crafted packet and
execute remove code on the targeted machine. As the soft-
ware links with Microsoft Active Directory, this can include
ascertaining user account details, potentially having a wider
impact than just the host running the message server. This can
also lead to network access, allowing copies of the malicious
packet to be sent to other hosts running the message server
software.

Although lacking the install base of the Microsoft RDP
vulnerability, this is of particular note owing to its use in a
corporate setting, as well as potentially allowing access to fur-
ther details that could lead to further issues. This vulnerability,
as far as the authors are aware, also has yet to be patched
and details of how to exploit this vulnerability are publicly
available.

VMWare vCenter - 25/04/2013 - VMSA-2013-0006.1

VMWare vCenter is a management platform for virtualised
hosts. A number of CVEs reported under the VMWare security
advisory VMSA-2013-006.1 [23] detail how an attacker may
leverage Microsoft Active Directory integration in order to
gain authentication on Windows-based servers running vCen-
ter (CVE-2013-3107), and then use this authentication in order
to execute remote code using another vulnerability (CVE-
2013-3079). This access provides administrative privileges to
the host system, enabling the attacker to then send copies of
the malicious packet/s used to other susceptible hosts.

As one of the largest vendors for virtualisation software, a
vulnerability in VMWare software presents a scenario where
a substantial number of hosts may be susceptible to an attack.
Furthermore, access to the virtualisation environment may
further allow access to the virtualised hosts that are currently
running on it. This vulnerability has since been patched
by VMware, however, it demonstrates that virtualisation can
present a vulnerability for future worm outbreaks.

ASUS RT-AC66U Router - 26/07/2013 - CVE-2013-4659

The ASUS RT-AC66U router is a router produced for the
consumer and small office market. Using a vulnerability in the
Broadcom ACSD service allows an attacker to send a crafted
packet on port 5916 causing a buffer overflow. This allows
administrative access on the target device, providing remote
code execution and the ability for the router to send copies
of the malicious packet to other susceptible hosts. As far as

the authors are aware, no known patch is available for this
vulnerability and proof of concepts are currently available.

This vulnerability demonstrates that not only do server and
desktop hosts require consideration when considering potential
worm outbreaks, but also that of routing infrastructure. In addi-
tion to gaining access to further propagate itself, administrative
access to the router may also allow for further attacks, in-
cluding man-in-the-middle or denial of service attacks against
hosts connecting to the Internet through this router.

systemd 208 and prior - 20/09/2013 - CVE-2013-4391

Designed specifically for Linux-based operating systems,
systemd is a system management service, or daemon, that
forms part of the Linux startup process. By using a crafted
packet, a buffer overflow can be cause resulting in allowing
remote code execution. In addition with another vulnerability,
CVE-2013-4394 [10], administrative access can be gained,
therefore allowing network access to send copies of the
malicious packet/s to other susceptible hosts.

This vulnerability demonstrates that other operating sys-
tems, aside from Windows, can also be subject to a wormable
vulnerability. It also demonstrates that software required by
an operating system for basic functionality, as opposed to
additional functionality in the case of the Microsoft RDP
vulnerability, can also be vulnerable.

A. Host Discovery

As highlighted in the work reported by Shannon et al. [4]
and Staniford et al. [12], the use of a hitlist is one key method
of increasing the virulence of a worm outbreak. Given that
a number of unpatched vulnerabilities have been highlighted,
it is of note that there now exist a number of services that
catalogue information provided through the use of meta-data.
One such service, Shodan [24], is freely available and allows
the collated download of search results at a small price. Such
a service could be used in order to collate information prior
to a worm outbreak, in order to create a hitlist.

B. Susceptible Population

A key factor in determining the virulence of a worm is
the number of susceptible hosts that a worm can infect.
As has been demonstrated in some of the authors previous
work [5][13], and the measure of exploitability by Nazario
et al. [7], the larger the proportion of susceptible hosts on
a network both virulence and exploitability increase. In the
case studies presented, those vulnerabilities that would provide
the greatest number of susceptible hosts, are vulnerabilities
in operating systems. Therefore, it is pertinent to further
investigate operating system security.

VI. OPERATING SYSTEM SECURITY

A. Operating System Memory Security

The main method for exploited vulnerable hosts, allowing
for remote code execution, has been the use of buffer overflow
exploits (as demonstrated in table I). This has prompted the
development of a number of techniques in order to prevent
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the writing of arbitrary data in the memory addresses that are
being used by a program; and therefore providing remote code
execution. The prevention techniques that are widely adopted
in modern day operating systems are Address Space Layout
Randomisation (ASLR), Data Execution Prevention (DEP),
using No eXecution (NX) and canaries.

1) Address Space Layout Randomisation: ASLR is a coun-
termeasure mechanism [25] adopted by operating systems
to randomize the positions of executable code and data in
memory at each run of a program. Randomising the base
address of important memory structures, such as the stack and
heap, makes the virtual address needed to perform a control-
flow hijacking attack unknown. However, some techniques
[26][27] have been reported that can bypass the randomness
of ASLR mechanism.

a) Non-ASLR Memory: A non-ASLR module that runs
on ASLR enabled operating system can be used to circumvent
the ASLR protection mechanism. This can be a shared library
in Microsoft Windows compiled without ASLR support for
compatibility reasons. When an application that is non-ASLR
is executed, the application tends to load its executables at
runtime at a fixed memory address, thus allowing critical mem-
ory sections to be overwritten, or changing memory location.
Additionally, using return-oriented programming techniques
the contained data can be abused in order to leak additional
memory addresses.

b) Information Disclosure: An information disclosure
vulnerability can be used to leak memory locations of elements
known to be at fixed addresses. For example, an out-of-bounds
memory access vulnerability can be used to read a function
pointer, and then send the value back to the remote server.
Consequently, the server will control the size parameter of the
function and accurately trigger an out-of-bounds read. As a
result, the address of the public function is leaked. Based on
this address, the memory layout of a corresponding executable
file can be inferred.

c) Heap Spraying: Heap spraying is a technique used to
allocate a substantially large amount of memory and fill it with
a concatenation of multiple copies of a block of data. This is
intended to create heap blocks using scripting languages so
that a reliable location can be attained, then execute shellcode
without looking for an offset in the memory address. This
can greatly increase the probability that a chosen address will
point to the beginning of the block even in the presence of
randomisation.

2) Data Execution Prevention: Execution prevention
[27][28] is another important countermeasure used to prevent
arbitrary code execution even when an attacker has gained
control over the processor’s instruction pointer. This technique
marks memory regions of executable application or service
as writable or executable, but not both at a time. Popularly
known as DEP on Microsoft Windows systems, it utilizes a
hardware feature of the processor known as the NX bit. This
marks writable memory regions, including the stack, as non-
executable. Thus, when an address from this memory region is
loaded as the instruction pointer, the processor will notice the

non-executable flag and then raises a kernel level exception.
The kernel will then send a segmentation fault signal to the
program and thus terminate the program. Techniques used
to circumvent DEP include return into libc, Return-Oriented
Programming (ROP) and stack pivoting.

a) Return into libc: This technique [25] bypasses DEP
by using the code of the running program or its shared libraries
for malicious purposes instead of its intended use. This is
achieved since the code is used by the running program itself,
then the memory space utilised by the program is marked as
executable. For example, in the Windows operating system an
attack that uses WinExec and its functions (normally found in
ntdll.dll) bypasses DEP as these are stored in an executable
part of the memory. Thus malicious code can be copied to
the executable memory space giving the attacker control of
applications and services as described in [29].

b) Return-oriented Programming: This technique [25]
allows an attacker to take control of the processor’s instruction
pointer and the stack area where return addresses are stored.
Small pieces of code called gadgets are chained together to ex-
ecute a chosen functionality instead of executing the intended
functions. These gadgets are simple instructions followed by
a return statement. For example, the statement in Figure 2
moves the content of the stack esp to ecx and then loads
the next address from the top of the stack into the processor’s
instruction pointer through the return statement. This technique
can successfully bypass DEP using WinExec as reported in
[30].

c) Stack Pivoting: This technique [25] is an improvement
of return-oriented programming by utilizing a special ROP
gadget in order to make return-oriented programming possible
through arbitrary overwrites. Having taken control of the
processor’s instruction pointer, an attacker will use the pointer
to jump to a gadget that modifies the stack pointer to make
it point to a controlled location. This can be accomplished
directly through an arithmetic operation or by gadgets con-
taining the popq instruction. It is intended that the controlled
stack area will contain the ROP shellcode that will be executed
subsequently.

3) Canaries: This is a compiler technique [31] that protects
the stack by inserting a guard, a randomly chosen integer,
at the start of the program between the protected region
of the stack and the local buffers, i.e., a canary value is
placed after the return address. Therefore, overwriting the
return address will change the canary value, which is normally
checked before a function uses the return address. The function
will compare the value on the stack and the original value
of the canary, if these values are different, then a message
is generated in the system logs and the program will be
terminated.

mov esp, ecx
ret

Fig. 2. Example Return-Oriented Programming Gadget
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B. The Windows XP Opportunity

It has been estimated that Windows XP still constitutes 26%
of all operating systems installed on desktop hosts [32]. As of
the 8th April 2014, the extended support for Windows XP was
discontinued. This meant that from this date there were no
longer any security patches or support for this version of the
operating system being made available for free. Although what
is termed “critical patches” will be made available to paying
customers. Additionally, after the 14th July 2015, the built-
in anti-malware tools, Security Essentials and the Malicious
Software Removal Toolkit, will no longer be supported.

Given this lack of support, if vulnerabilities are found in
this version of the Windows operating system, it increases the
likelihood that these systems will be susceptible to a future
worm outbreak. This presents a particular issue, for instance,
Slammer was able to cause disruption with less than 1% of
the hosts at the time being susceptible to its infection vector
[3], therefore it is reasonable that should a Windows XP
vulnerability be exploited by a Slammer-like attack it could
cause significant network disruption.

VII. CONCLUSION

Since the turn of the 21st century, zero-day worms have
constituted a considerable threat to the Internet. Since 2005
there has been a reduction in the number of worm outbreaks,
which can be attributed to a shift in the motivation of attackers
from a period of experimentation and discovery to that of
criminal activity. As such activity is better suited to the use
of other types of malware, such as trojans, this reduction is
reasonable. With the advent and increase in prevalence of
cyberwarfare, worms once against become a weapon of choice
for attackers, owing to their fast propagation and ability to
cause considerable damage.

This paper explored the contemporary availability of
wormable vulnerabilities and discusses the increased pro-
portion of susceptible hosts made available by exploiting
operating system vulnerabilities, highlighting the common
techniques used in order bypass the most common techniques
for preventing the exploitation methods used by zero-day
worms. Furthermore, it highlights the opportunity that has
arisen for attackers with the end of extended support, and
future end of anti-malware support, for the Windows XP
operating system.
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Abstract—With the far-reaching significance of the Internet
and the drastic advances in computer technology, more and
more news and data are available on the Web. Peer-to-Peer
(P2P) systems have become a popular way of sharing these
data, and have drawn much attention of both academia and
industry. The key and one of the most challenging design
aspects in data sharing in P2P systems is how to find flexible,
scalable and efficient mechanisms for searching and retrieving
data. In the proposed approach, we use mobile agents to take
advantage of a distributed system. To optimize the migration
strategy of the mobile agents, we first resort to the biological
behavior of ant colonies; the agents use trails leaved by other
agents on peers they have visited. Then, to enhance the quality
of the search results, reduce the randomness of peers and
preserve their autonomy, we also introduce a social aspect, i.e.,
the friends list is used to gather peers having similar center of
interest. To discover friends, the peers rely on the gossiping
algorithm. We find that our contribution has three originalities
distinguishing it from other approaches. The first one takes
into account the two principal issues in data sharing in
P2Pdatabase systems. The second one has the advantage to be
totally independent of the centralized management. Finally, the
third one is inherent to the resource discovery mechanism,
which includes a social aspect using the friendship links.

Keywords-P2P; Mobile agent; resource discovery; gossiping;
ant colony optimization.

I. INTRODUCTION

With the far-reaching significance of the Internet and the
drastic advances in computer technology, more and more
news and data are available on the Web. Peer-to-peer
systems have become a popular way of sharing these data,
and have drawn much attention of both academia and
industry. According to [1], P2P file transfer occupies 86.7%
of the total file transfer traffic. The basic principle of P2P
technology is that the peer acts as both a client and a server.

In the proposed research, we are interested in data
sharing in P2P databases systems. Peer-to-Peer Data
Management Systems (PDMS) have emerged recently; they
combine P2P technology and distributed databases Piazza
[2], SomeWhere [3] and PeerDB [4].

Although, coupling data integration techniques and P2P
systems is efficient, it is essential to overcome some
obstacles mainly due to the heterogeneity, decentralization
and dynamic nature of P2P. In a P2P network, it is almost

impossible to build or agree upon a mediation schema, with
nodes joining and logging out continuously. Due to the
absence of a centralized control, peers do not know the a
priori location of the data they are looking for. The key and
one of the most challenging design aspects here is to find
flexible, scalable and efficient mechanisms for searching
and retrieving data.

To take advantage of a distributed system, we must look
for a distributed management solution. As the P2P
networks, the paradigm of the mobile agent has been
specifically developed for dynamic, distributed, open and
heterogeneous environments. On behalf of network users,
mobile agents execute software entities that are capable to
migrate from one node to another in heterogeneous
networks. Lange et al. [5] showed that mobile agents not
only reduce the network load and overcome its latency, but
also encapsulate protocols, execute asynchronously and
autonomously, and dynamically adapt to changes.

Here, we rely on the mobile agents’ intelligence and their
capability of adapting their migration itinerary to the
changing conditions. In that sense, in the proposed
approach, we are inspired by the biological behavior of ant
colonies. To optimize their migration strategy, mobile
agents use trails leaved by other agents on peers they have
visited. In addition, a mobile agent can make measurements
anywhere on the network and take real-time decisions as
well.

We also introduce a social aspect through the use of the
friends list to gather peers having similar center of interest.
This reduces the randomness of peers, which leads to better
search results. It also enables robust self-monitoring and
preserves the peer’s autonomy. To discover their friends, the
peers rely on the gossiping style; which proved to be very
efficient for supporting dynamic and complex information
exchange among distributed peers. They are useful for
building and maintaining the network topology itself, as
well as supporting a pervasive diffusion of the information
injected into the network.

As the heterogeneity issue has been treated in a previous
work [6]; in this paper, we mainly focus on the resource
discovery and routing queries. The rest of paper is organized
as follows. In Section 2, we first introduce a comparative
study of the multiple research works then, to help
understand the proposed approach, we present some of its
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relevant concepts. Next, in Sections 3, 4 and 5, we lay out
the details inherent to the development of the approach. A
summary of the results of the contribution along with the
conclusions are given in Section 6.

II. BACKGROUND AND RELATED WORKS

Several authors focus on resolving the issue of data
sharing in a peer-to-peer network. Research works [2][3][7]
are interested in the resource discovery and the query
routing issues. In a topology independent of central process,
band failure and bottlenecks, ones’ challenge is to offer a
resource discovery method with a maximum accuracy. In
this context, various techniques are proposed in the
literature. They depend essentially on the network topology,
such as distributed hash tables, centralized repository,
semantic overlay networks (super peer) and flooding.

King [8] uses the Distributed Hash Tables (DHT) keep a
tight control on the structured network and often find the
desired information by means of the query for unique
identifiers. However, this technique requires knowledge of
the identifiers before any query is processed, and is too
sensitive to failure. Moreover, each peer depends on other
peers; which limits its autonomy. Indeed, the algorithm is
based on the concept of successor, which may turn out to be
faulty. Finally, this technique handles poorly keyword
searches and complex queries.

The central repository, such as BitTorrent [9], relies on a
centralized topology. A central repository is used to index
all the peers and their respective data. This technique does
not satisfy the distributed control criteria for P2P systems. It
also creates a bottleneck, and limits scalability by
concentrating all the resource information at a single point.
In fact, if the server crashes, the whole network stops
working.

Owing to its numerous advantages, the overlay semantic
networks or the commonly known Super-Peer topology,
used in Piazza [2] and SenPeer [7], has become very
popular. This topology has though a major drawback,
namely, its mishandling of client/server at a group level. For
instance, if for any raison, the Super-Peer fails, all peers turn
out to be unavailable to the assignment of a new Super-Peer.
Furthermore, the queries are sent only to related semantic
groups. In this case, groups that do not have any semantic
relationship with the query are simply ignored.

The flooding technique Gnutella [10] uses a recursive
process to send a or query to all nodes in the network. Thus,
it does an exhaustive search. To avoid messages travelling
indefinitely in the network, the number of nodes a message
can visit is set to a limit called Time To Live (TTL) [10].
PeerDB [4] proposes a different approach for the flooding
technique. In this case, mobile agents are used for query
routing and processing as well.

Other works in the literature use gossip style for
information dissemination in the network. In TRibler [11], a
P2P television recommender system is proposed. The
authors suggest a social networking system, built on a P2P
network which is Bittorrent-based file-sharing client [9]. To
establish friendship links between the source and the target

peers, this system relies on a gossip style. More P2P
Recommendation Systems are found in P2Prec [12] and
P2PREcommender [13].

Further research works, such as [3][9], are interested in
schema mediation; omitting the resource discovery and the
query routing aspects. Most of the peer-to-peer systems only
deal with non structured or semi-structured data Gnutella
[10]. However, some search approaches allow sharing
structured data as well as doing searches based on its
content. Most of these works are based on ontology to
address the heterogeneity issue, such as global ontology
[8][6] and local ontology approaches [3].

Before introducing the proposed approach in Section 3,
let us first get familiar with some of its relevant concepts,
i.e., P2P-database, Ant Colony Optimization algorithm
(ACO) and gossiping protocol (also known as the epidemic
protocol).

A. Peer-to-Peer databases systems

A P2P database system (PDBS) is perceived as a
collection of autonomous local repositories which interact in
a peer-to-peer style [2]. On the other hand, a Peer Data
Management System (PDMS) is a triplet-set, i.e., S = <P; S;
Mi> where, P, S and M are sets, respectively of autonomous
peers, heterogeneous schemes and schema mappings; each
of which enables the reformulation of queries between a
given pairs of schemas [15]. A PDMS is a distributed data
integration system providing transparent access to
heterogeneous databases without resorting to a centralized
logical schema. Instead of imposing a uniform query
interface over a mediated schema, PDMSs let peers define
their own mappings, supplied locally with regards to
different schemas pairs or groups of pairs, to be used to
reformulate queries.

B. Ant Colony Optimization (ACO)

The Ant Colony Optimization (ACO) [14] algorithm is
inspired by the behavior of ants colonies. That is, the ants
mark their trails through different intensities of pheromones,
i.e., secreted chemical substances to communicate between
them. In doing this, they create a system in which the best
route, chosen by the others ants, would correspond to the
highest level of pheromones. An important characteristic of
this algorithm is to dynamically absorb changes in the
graph. This makes this characteristic practical in dynamic
network routing systems and also suited to P2P networks
[14].

C. Gossiping

Gossiping also known as epidemic protocols were first
introduced in 1987 by Demers et al. [16], who employed
them in propagating updates in loosely replicated databases.
These protocols have the effect of maintaining mutual
consistency among the replicas. Gossiping protocols have
mostly been associated with dissemination of information
[17]

By omitting specific details, gossiping protocols work
through a simple model. Each node has a complete view of
the network, and periodically picks a random node from the
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whole network to exchange data with. This allows
information, known by any node, to spread to the whole
network with very high probability [17].

III. PROPOSED APPROACH

As a solution to the two principal issues for data sharing
in P2P network, we introduce, in this section, the proposed
approach.

To address the heterogeneity issue, the proposed
approach relies on domain ontology. This solution is easy to
implement. It takes into consideration the P2P
characteristics, namely, autonomy, scalability and
decentralization. In addition, to the advantages of semantics
in data integration, the ontology provides users a common
vocabulary to ensure unambiguous communication between
heterogeneous sources. Each peer has a copy of the domain
ontology. When joining the network, the peer must provide
mapping between its local schema and the domain ontology.
These mappings are stored locally and used for subsequent
queries reformulation.

As stipulated in Section 1, here we are not concerned
with providing solutions to the heterogeneity issue. We
rather focus on the resource discovery and query routing
issue. In doing this, we propose an agent-based architecture
which obeys the P2P criteria. We, then, propose a
mechanism of resource discovery and query routing, which
takes advantage of using mobile agents and optimizes their
migration strategy by avoiding an excess of message traffic
through the use of the ACO. Finally, introduce a social
aspect using the friends list to group together peers having
similar center of interest. This reduces the randomness of
peers, which leads to better search results. It also enables
robust self-monitoring and preserves the peer’s autonomy.
To build and manage this friends list, we use the gossip
style.

IV. AGENT-BASED ARCHITECTURE

Our solution is a distributed system evolved in a
dynamic environment with peers joining and leaving the
system.

When it comes to designing this type of system, agent
technology is suitable, because multi agent systems not only
allow the sharing or distribution of knowledge, but also the
achievement of a common goal.

A. Mobile agent technology

In a broad sense, an agent is any program that acts on
behalf of a (human) user. Then, a mobile agent is a program
which represents a user in a computer network. To perform
some computation on user’s behalf, this program is capable
of migrating autonomously from one node to another. In
order to make possible previous difficult fault tolerance and
distribution heuristics, agents are also able to perceive their
environment and communicate with other agents [18].

Using agents in P2P networks offers many advantages.
- Reduction of the use of bandwidth and communication

costs.
- Ability of adapting to a dynamical P2P environment.
- Asynchronous execution and fault tolerance.
- Autonomy.
- Cloning and dispatching of a mobile agent in different

directions.

B. Overview of the architecture of a peer

As shown in Figure 1, a PDMS, as defined in Section
2.A, consists of a network of nodes referred to as peers.

Since PDMSs are a mechanism of a decentralized
sharing of data, mappings are not controlled in any central
manner. The only assumption we can make is that any peer
that joins the system provides some mappings between its
local schema and the domain ontology. Figure 1 shows an
overview of the architecture of a peer. It is formed by
different parts, which are succinctly described as follows.

Figure 1. Overview of the proposed architecture.
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• P2P network: Our approach relies on a pure
unstructured P2P topology. The network is composed of a
set of peers interconnected in an unstructured manner.

• Peers or users of the network: A set of peers
participating in data sharing. Each peer has a partial view of
the network, and plays the role of client, server and
mediator.

• Mobile agents: The mobile agent travels over the
network to meet the requirements of its initiator peer.

Here, the general architecture of a peer, shown in
Figure 1, satisfies not only the P2P characteristic, but also
the requirements of the proposed approach.

A. The internal structure of the Peer

In a P2P network, each peer must be able to play the role
of data provider, data requester and mediator.

To fulfill these roles, each peer must contain at least a:
• Data source,
• Copy of the domain,
• Set of mappings between the elements of the domain

ontology and the local schema.
• Set of agents responsible of information retrieval and

data mediation.

According to the proposed internal architecture of a
peer, Figure 1, there are five types of agents.

1) Interface Agent (IA): It is a stationary agent that
receives all user queries and process them locally. If
necessary, the IA sends the processed queries to the
coordinator agent. When the IA receives results, it presents
them to users.

2) Coordinator Agent (CA): This agent coordinates and
manages the other agent’s work. It also creates mobile
agents and dispatches them over the network. The social
behavior of the peer is also managed by this agent; it is
responsible of the creation and the updating of the friends
list. Figure 2 shows the internal structure of the CA.

3) Social Mobile Agent (SMA): This agent is created by
the CA. To collect data, the SMA travels over the network.
Figure 3 shows the proposed SMA architecture. It contains

• A communication module to communicate with its
CA, any peer it visits, and any other agents it may
meet.

• A mobility manager and a cloning manager module.
The social module is responsible of the social
behavior of the mobile agent; it holds the interest

list of its Creator Peer (CP) and measures its
matching inherent to the interest list of other agents
it may meet.

• A result exploitation module which is responsible of
the query execution results.

4) Adapter Agent (AdA): This agent translates the user’s
request from the local language (local schema) to the global
language (domain ontology), and vice versa. To do so, it
uses the mapping tables created by the peer when it joins the
network for the first time.

5) Archive Agent (ArA): This agent stores the resolved
queries at time T, and checks its memory for each new peers
request, to know whether or not this request has been
already resolved earlier. It also memorizes the trails leaved
by the mobile agents which have visited this peer.

B. Functioning Principle

1) Basic steps
To better understand the proposed approach, we

consider a motivating example of an application for data
sharing in a P2P network. We are interested in data sharing
in the field of medical research; therein, it is mandatory to
share data between different research institutes, doctors and
scientists. To this end, let us consider a network of scientists
interested in sharing the locally stored data. The scientists
typically store different kinds of data, including papers and
reports they have written, articles and theses they have
downloaded, information about conferences, seminars and
other scientific events, reports about patients they have
treated, etc. The goal of such a network is that each user
(peer) can discover data, provided by other peers (users) and
sends queries to them, accordingly. For instance, to
exchange reliable information with one another, one may
want to know which peer has already treated a patient who
has lived with Alzheimer's disease for 10 years. Likewise,
another peer may also want to look for datasets used by
others for some kinds of experiments. In this last scenario,
each scientist should have its own database. In order to
overcome heterogeneous schemas, databases must undergo
an integration to allow scientists access data from other
researchers in a transparent manner, irrespective of
problems of heterogeneity or distribution.

To this effect, let us assume that a new researcher noted Pi
joins the network, and would like to make a research. Here
are the basic global steps of the proposed mechanism; from
Pi joining the network until the acknowledgement of a
query. The details of these steps are left for Section 5.

Figure 3. Social mobile agent.
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• Pi, first builds the mappings table between its local
schema and the domain ontology. These mappings are
stored locally to be used later for query reformulation.

• Next, he builds its friends list from its neighbor list which
will be detailed in Section 5.1
• Then, he makes, on his local schema, a query about the
search he would like to do. Only then, the query is translated
into the vocabulary of the domain ontology.
• Pi creates mobile agents and sends them along with the
query over the network.
• When a mobile agent arrives at a peer Pj, it transmits it
the query, which prior to running it, translates it into the
vocabulary of its local schema.
• The mobile agents come back to their initiator peer, Pi
along with the data and the information they have collected.

2) Mobile agent life cycle
The life cycle of a mobile agent, Figure 4, designates all

progression steps of the agent; from its creation until its
death. The mobile agent creation can be initiated either by a
user agent or by another mobile agent. Figure 4 illustrates
the life cycle of our mobile agent.

Initiated: The agent has been created but has not registered
yet. As it has neither a name nor an address, it cannot
communicate with other agents.
Active: The agent has been registered and has a name. In
this state, it can communicate with other agents.
Suspended: The agent is stopped because its thread is
suspended.
Migrant: The agent is moving to a new location.

Dead: The agent has finished and his thread has ended his
execution and it is not any more in the AMS.

V. GOSSIPING AND ACO BASED RESOURCE DISCOVERY

As explained earlier, resource discovery and query
routing are crucial issues for data sharing inP2P networks.
Using mobile agents, in this section, we propose a
mechanism of resource discovery and routing queries that
couples the gossiping with the ant colony optimization.

Our mechanism is divided into two parts.
i. The first one deals with building and managing the

friends list. That is, we exploit the gossiping to discover
and group together users having similar interests
“Friends”.

ii. The second one deals with guiding the agents in their
migration phase. Using the links established so far with the
ACO, we optimize the routing strategy of the mobile agents.

This mechanism reduces the randomness of peers, which
leads to better search results. It also enables robust self-
monitoring and preserves the peer’s autonomy. In such a
way, it eases information dissemination, as peers discover
new content and new peers. Finally, it is robust, resilient to
failure and easy to implement.

a) Building and managing the friend list

Our work differs from the conventional gossiping model
through the following points.

First, we leave out the assumption of complete
knowledge of the network. Each node has only a partial
view of the network.

Then, the type of data is such that nodes exchange their
list of interest.

After a gossip exchange, nodes update their friends list
to incorporate a part of the received links. In doing this and
continuously refreshing their friends list, nodes can self-
organize into better and suitable topologies.

Basically, our gossip protocol proceeds as follows. A
peer Pi knows a group of other peers or contacts, which are
maintained in a list called Pi’s view. Periodically, with a
gossip period noted Tgossip, Pi picks a random neighbor Pj
from its view to gossip. Then, peers Pi and Pj exchange
information. The gossip algorithm we propose here is
inspired by gossip-based approaches for P2P membership
management [17].

Each peer has a partial view of the network. It knows a
small but continuously changing set of other peers. This
view is divided into two lists. While the first one is the list
of neighbors assigned by the system using bootstrapping,
i.e., neighbors list; the second is the list of peers having in
common the same centers of interest, i.e., friends list.

Note that each peer also maintains a list of interest. This
list contains keywords that represent the issues and research
topics for which the pair is most interested in. These
keywords are annotated to the domain ontology.

Our friend discovery protocol is guided by the
Buddycast algorithm described in Tribler [11]. To discover
a friendship link, each peer Pi, in our algorithm, periodically
sends a Gossip message to its neighbors, and updates its
current friends list, accordingly. When a peer Pj receives a
Gossip message, i.e., a message containing the IP (Internet
Protocol) address, port of the Pi and its list of interest, it
retrieves the list of interest and compares it to its interest
list. If the lists are similar, it adds it to its friends list, and
replies with a friendship invitation. Otherwise, it replies
with a message saying, ‘we are not interested in the same
topics’.

Peers are conceived such that no other contact with the
same peer can be made for the next three months. That is,
we suppose that a researcher does not frequently change its
research topics.

Two threads are defined in Figure 5 and Figure 6. They
describe the gossip behavior of each peer Pi. The first,
called ‘active behavior’, is executed every Tgossip time

Figure 4. Mobile agent life cycle.
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unit. It describes how Pi initiates a periodic gossip
exchange. The second, called ‘passive behavior’, shows
how it reacts to a gossip exchange initiated by some other
peer.

b) Adaptive migration strategy

Adaptive migration strategy is a way of guiding an agent
during its migration step. Our migration model is based on
direct and indirect cooperation between agents. Direct
cooperation takes place when the agents communicate with
each other, whereas, indirect cooperation exploits the notion
of mobile agent’s trails. The idea of the indirect cooperation
mechanism is based on the stigmergy theory. This ant
colony-based theory was first developed by Grassé [19].
Explicitly, it uses the fact that ants do not communicate
directly with each other.

Once a query is formulated in the proposed model, the
created SMA dos not receive any predefined path; it builds
its itinerary by itself as and when it travels over the network.
To achieve this, we resort to the Ant Colony Optimization
algorithm, in which an agent uses trails left by other agents
on peers they have visited.

Using this method, our approach enhanced the agent’s
autonomy.

• Migration algorithm
The migration algorithm is used to show how the mobile

agents would behave while searching for information in the
network. It is described as follows.

• If Pi desires to make a search in the network, it first
formulates a query, and then runs it locally to find out
whether or not the sought-after data exist in the local
database. In the affirmative, the search stops. Otherwise, the
query is reformulated by the AdA in the domain ontology
vocabulary, and transmitted to the ArA to check if the query
has already been resolved. In the affirmative, the query is
transmitted to the CA along with the address of peers that
have answered. Only then, the CA creates and sends mobile
agents to the peers concerned.

• Otherwise, a social mobile agent is created by the Pi.
This peer is known as the CP of this particular mobile agent
as well as all of its clones. The mobile agent is created by
the CA of the CP. The SMA is given in the form of
parameters; i.e., information about the CP (name, address
and port), energy, which corresponds to the maximum
number of peers that may be visited before it must return to
its CP, and a cloning factor, used to determine how many
times the mobile agent may be cloned at any peer. Note that
the energy and the cloning factor parameters control the
depth and breadth of the search. Therefore, they handle the
maximum number of peers that may be visited and the
friends list as well.

• The SMA clones itself as many times as the number
of friends present in the list it received. This allows a mobile
agent to be sent to each of these friends. Note that if a
destination cannot be located, the SMA tries the next one in
the list.

• Upon arrival at each peer, the SMA checks whether
or not it or its replica has already visited this peer. The
details of how agents exploit the trails are given in Section
5.2.c In the affirmative, the SMA stops its migration and
comes back to the CP. Otherwise, it decrements its energy;
i.e., E←E-1, updates its migration history and that of the 
Host Peer (HP), with information about the CP, and leaves a
trail of its visit. It also updates itself with information about
the current peer.

• Then, the SMA gives the query to the CA of the HP,
which in turn transmits it to the AdA of the HP, to be
reformulated in the local schema vocabulary. Only then, the
CA runs it and search for the result in the HP database, to be
transmitted to the SMA, which stores it and then moves to
the next destination.

• When the mobile agents’ energy has dissipated, and
there are no more destination to visit, they then go back
home.

• Once at home, the agent and its clones update the CP
with the information they have so far collected throughout
their journey and then dispose of themselves.

• During the course of its journey, the peer’s machine
may shut down while the SMA is still collecting

Figure 5. Active behavior of a peer.

Figure 6. Passive behavior of a peer.

Algorithm 2 Gossip behavior of pr

//passive behavior Runs when contacted by some peer

Forever do

waitGossipMessage()

Receive GossipMsg from U

GossipResp = (myAdress, reponse)

Send GossipResp to U

Figure 1. Overview of the proposed architecture

Algorithm 1 Gossip behavior of user u

// active behavior, runs periodically every T time units

Let N(P) be the set of actual neighbors

Let F(P) be the set of actual friends.

Loop

(wait Tgossip)

For all Pi ∈ N(P) do

    NewPeers← neighbors.SelectRandom ()

For all P∈ NewPeers do

if P ∈ F(P) then

Connect with P

GossipMsg = (myAddress, myInterestList)

Send GossipMsg to P

Receive GossipMsg from p

endif

end for

endfor

end loop
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information. The agent has then the capacity to wait for the
peer’s return. In such a case, it goes to sleep and does not
wake up until the machine is powered on again.

• Ant Colony Optimization

Without trails, the agent chooses a random schema
migration. In the proposed approach, a trail designates the
on sight visit tracking of an agent, or its next destination.
This may lead to less information being acquired about the
network. However, it keeps the information up to date, and
yet prevents peers that form cycles from having to deal
repeatedly with mobile agents from the same CP.
Social Mobile Agents use trails as follows.
• If two SMA, from the same CP, arrive at the HP within
a preset time period, the last agent arriving verifies its
migration history.

- If the latter is empty, therefore E=E-1. It means that
the current HP is the agent’s first destination. Then, it
sends a message to its CP, and suicides.

- Otherwise, it stops its migration and returns to the CP
along with the information it has already collected.

• Upon arrival at a node, the SMA asks the archive agent
of the actual HP whether or not a replica of itself has visited
this place.
• It also asks the archive agent about the trails of agents
that have visited that peer in the last T time, and verifies if
there are trails of an agent that have been created by a friend
peer.
If there is one then, the SMA clones itself and sends the
clone to the destination of that agent (we suppose that a
friend of friend is potentially a friend). Upon arrival, the
clone compares its interest list to the host peer’s. If there is a
correspondence, it runs, and comes back to its CP with the
results of the query and the information about a new friend
it has made. Otherwise, it destroys itself.
• If an agent meets another agent on sight, they
exchange their interest lists. If there is a correspondence,
they exchange their CP addresses and their future
destinations.

VI. CONCLUSION AND FUTURE WORK

In this paper, we have tackled the problems of resource
discovery and query routing in P2P data sharing systems. In
doing this, we have first studied and analyzed the existing
approaches and mechanisms found in the literature. Then,
we have proposed a mechanism for resource discovery and
query routing. For this purpose, we have used an agent-
based architecture, a resource discovery and a query routing
mechanism. This latter is two-fold; one relies upon a gossip
protocol to build and manage the friends list, and the other
on the ACO to optimize the mobile agent migration.

As we have shown throughout this paper, our
contribution exhibits three originalities. The first one takes
into account the two principal issues in data sharing in
P2Pdatabase systems. That is, while other PDBMS treats
just one issue, the proposed one handles both hiding the
heterogeneity of data from different sources through domain
ontology, and developing an efficient resource discovery

mechanism. The second one has the advantage to be totally
independent of the centralized management; hence, the
peers are completely autonomous for both schema
mediation and resource discovery. Finally, the third one is
inherent to the resource discovery mechanism, which
includes a social aspect using the friendship links. This
reduces the randomness of the peers, leading to better search
results. It also takes advantage of making use of mobile
agents in P2P networks, as seen in Section 4.1, and
optimizes their migration through ACO features. In a future
work, we will focus on conducting more experiments on the
proposed mechanism by means of the PeerSim simulator
[20].
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Abstract—Efficient network traffic anomaly detection is a widely
studied problem on avoiding attacks and unwanted use of
communication infrastructures. Existing techniques to detect,
prevent or monitor these attacks are usually based on known
thresholds, on the construction of profiles of normal traffic
patterns, or on signature pattern matching of anomalous behavior
(i.e., viruses and attacks). On the other hand, there are dynamic
techniques that strive to predict the system’s clutter degree;
i.e., the system entropy, supposing that outliers translate to
anomalies. We have developed and analyzed the accuracy of a
network anomaly detector for Cloud Computing Systems based
on the entropy of network traffic metrics. Although entropy-based
solutions do not suppose hard knowledge of the system, the
results point out to the need for more accurate adjustment of
system parameters, taking into consideration the nature of the
data, frequency of events, and the variation of metric values. To
improve the results, unsupervised machine learning algorithms
were added to the anomaly detection process.

Keywords–Network traffic anomaly detection; Cloud
Computing; Entropy; Machine learning.

I. INTRODUCTION

Network traffic analysis in cloud environments is one of
the most important tasks in cloud management to guarantee the
quality of services, validate performance of new applications
and services, build accurate network models and detect
anomalies in the cloud. The network traffic produced by
cloud computing systems reveals users’ behavior regarding
service utilization, once all services are accessed via the
network. Traffic analysis and the recognition of all significant
application flows are important tools for modeling service
usage, building up patterns for identifying normal system
operations [1].

Additionally, network communication between cloud
provider and its customers affects significantly the performance
of most cloud-based applications [2]. Analyzing network traffic
will provide insights on the performance and behavior of
application and services deployed in clouds. Therefore, it is
necessary to develop network traffic measurement and analysis
techniques to improve availability, performance and security in
cloud computing environments.

On the other hand, managing and analyzing network traffic
of large scale cloud systems is a challenging task. The
techniques used to monitor and analyze traffic in conventional
distributed systems differ from cloud computing systems. In
conventional approaches, assumptions are made that network
flows follow some patterns, which is acceptable for corporate
applications, but cloud applications may have significant
changes in traffic patterns [3].

The term anomaly is fairly generic and it covers
attacks, unwanted traffic on the network due to misbehaving
applications, packet loss, and undesired traffic injection from
not allowed applications. In this context, one question is raised:
can we actually have a monitoring system able to detect any
sort of network anomaly without looking specifically for it?
There are works that proposed the idea of identifying any
type of anomaly by monitoring metrics’ entropy [4][5][6]; i.e.,
analyzing the behavior of an application by monitoring the
degree of concentration or dispersion of the target metrics’
distribution.

In this paper, we focus on investigating techniques to detect
anomalies within cloud computing network traffic. We adapted
and implemented the Entropy-based Anomaly Testing (EbAT)
methodology into the context of cloud computing network
traffic monitoring [7]. We strived to identify if EbAT is suitable
for monitoring cloud computing systems. Considering it is a
scalable and lightweight technique, which is a non functional
requirement for cloud computing systems, since they strongly
depend on the network support in large scale.

We concluded that the EbAT technique by itself can be
improved to monitor network traffic, especially for dynamic
systems that may change the network load quickly. To improve
the anomaly detection accuracy for cloud computing network
traffic, we developed a new lightweight approach based on
the EbAT method and unsupervised machine learning anomaly
detection.

The contributions of this work are fourfold: (i)
implementation and analysis of the EbAT technique applied
to cloud computing network traffic; (ii) feasibility analysis
of the entropy-based method to anomaly detection of cloud
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computing network traffic; (iii) implementation and analysis
of unsupervised machine learning technique for anomaly
detection; (iv) proposal and implementation of a novel
lightweight method to improve network traffic anomaly
detection for cloud computing systems.

The remainder of this paper is organized as follows.
Related work is presented in Section II. The entropy-based and
the machine learning anomaly detection methods are described
in Section III. The novel approach is proposed in Section IV.
The validity of the proposed technique is addressed in Section
V. To conclude, Section VI contemplates final remarks.

II. RELATED WORK

Wang [7] proposed a method for online generic anomaly
detection based on the entropy of any sort of metric distribution
or composition of metrics. Such technique is called EbAT.
The results are achieved by establishing entropy time series
resulting from visual spike detection, or wavelet analysis,
instead of the observation of individual thresholds for the
metrics. However, it assumes that some parameters are
statistically estimated.

Wang et al. [5] conducted an experiment to demonstrate the
feasibility and accuracy of the EbAT method in comparison
with threshold-based anomaly detection procedures. They
injected faulty operations at the application level, which were
analyzed using CPU and memory metrics, and correlation
between read and write operations at virtual disks.

Wang et al. [6] compared the EbAT technique and Gaussian
model for anomaly detection of system metrics (e.g., CPU
and memory). According to their study, the Gaussian model
presented lower values for the recall metric. Notwithstanding,
we believe those techniques may be applied together to support
the anomaly detection decisions.

Benetazzo et al. [8] proposed the analysis of aggregate
traffic by determining empirical rate-interval curves (RICs),
which consist of dividing the flow measurements in quantiles,
striving to delineate scaling properties and other metrological
diagnostics. The RIC-based method characterizes network
traffic without requiring a priori knowledge of the underlying
flow model; however, the proposed method is quite costly.

Nychis et al. [9] analyzed the anomaly detection ability
of different entropy-based metrics. They pointed out that the
port and address distributions are strongly correlated to the
detection capacity. In other words, both metrics provide similar
results when detecting network traffic anomalies. In addition,
the metrics have limited utility in detecting port scan attacks
and flood attacks. The authors also found that behavioral
metrics are less correlated with other metrics. However, their
work was applied in a university network backbone; thus, the
characteristics of the metrics would be different from a cloud
computing environment.

Quan et al. [10] compared two entropy methods, network
entropy and normalized relative network entropy (NRNE)
to classify network behaviors. Two different probability
distributions could share the same entropy value, even
having discrepant probability vectors, and it is a problem
regarding the technique. To avoid this problem, the authors
employed the concept of relative entropy, or Kullback-Leibler

(KL) deviation, which represents the difference between two
probability distributions. The NRNE performed better; on
the counterpart, it demands more input attributes to detect
abnormal network behaviour.

Smith et al. [11] proposed an autonomic mechanism for
detecting anomalies in cloud computing systems similar to
EbAT. The authors defined a set of techniques involving data
transformation to standardize the data format for analysis, an
extraction phase to reduce data size, and unsupervised learning
using clustering algorithms to detect which nodes are behaving
in a different manner from the others (outliers). The anomalies
are computed based on the system behavior.

III. FUNDAMENTALS

A. Entropy-Based Anomaly Detection

We may divide the EbAT [5][7] technique in three steps:
(a) metric collection; (b) construction of entropy time series;
and (c) processing of entropy time series. This technique
is metric-independent, i.e., we may collect and analyze the
most important metrics related to network traffic, or to
application-level performance, for instance. Those steps are
described in the following sections.

1) Construction of Entropy Time Series: The metrics being
analyzed at a moment are placed into a look-back window of
size n, where n means the number of samples for the metric
(or metrics) that will take part of the analysis. That window
slides as the new metrics are being produced.

Note that multiple types of metrics may be monitored
and analysed altogether. Before constructing the entropy
time series, the data is pre-processed. This pre-processing
consists of normalizing and binning the data. Those phases
are characterized as follows:

Data Normalization Phase: it consists of dividing all
sample values in the current look-back window by the mean
of all values of the same type that belong to the window in
question.

s
′

i,j =
si,j

1
n

∑n
i=1 si,j

(1)

Where:

• i = {1, .., n} represents the index of the sample that
will be binned in the look-back window;

• j = {1, .., k} represents the index of the metric, and
k is the number of metrics that are being monitored;

• si,j is the i-th sample value of the window of the j-th
metric;

• s
′

i,j is the i-th normalized sample value of the window
of the j-th metric.

Data Binning Phase: it takes all normalized values and
inserts them into a bin, which represents an interval for the
data. The equation that represents the binning is:
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bi,j =


m, s

′

i,j > r⌊ s′i,j
r/m

⌋
, s

′

i,j 6 r
(2)

Where:

• bi,j is the corresponding bin index for s
′

i,j ;

• r is the range of the normalized data. An [0, r] interval
is defined to represent the most representative data;

• m is the greatest bin index. Since the first index is 0,
than there are m+1 bins.

The bin index, bi,j , of the normalized sample value s
′

i,j
will be the last bin index, m, if the sample value is greater
than the range expected, r. The greatest sample values of the
look-back window are placed into the m bin. The rest of the
values are placed into the bins in the range [0, r]. To choose
the adequate bin for those remaining values, we divide the
normalized sample value by the ratio, which give us an idea
of a fair placement of the values into m equal sized intervals.
Finally, the bin index is the floor value of this division, as
shown in (2).

Let C be the set of metrics being monitored. We may
define C = {c1, .., ck} , k = 1 .. |C|. We may monitor any
number of metrics. For each metric being monitored, there
is one sample value, and one corresponding bin. Examples
of metrics at application-level are CPU and memory, and at
network-level we may consider delay, bandwidth, and jitter,
for instance.

Event Creation Phase: after normalizing and binning the
data, the next step deals with representing the metrics as events.
Those events are named measurement events, or m-events. One
event, ei, is a vector that contains the bins of all the j metrics
analyzed. One m-event is defined as: ei = 〈bi,1, bi,2, ..., bi,k〉.

Entropy Computation and Aggregation Phase: we will
compute the entropy of the events. Then, we may define E as
the set containing all events in the current look-back window
as:

E = {e1, e2, ..., ev}

Where:

• Let v be the number of distinct events in the look-back
window, then v 6= n if there is more than one equal
event;

• The event ea is equal to event eb if ba,j = bb,j ;∀j ∈
[1, k],∀ba,j ∈ ea,∀bb,j ∈ eb, k = |ea| = |eb| .

We will compute the entropy of E, H(E). Firstly, we will
count the number of occurrences of event ei and represent it
by ni,∀i = [1, v]. In the sequence, the local entropy may be
calculated as stated in (3), where ni/n is the probability of
occurring the event ei [4].

H(E) = −
v∑

i=1

ni
n
log

ni
n

(3)

2) Processing of Entropy Time Series: The processing
of the entropy time series consists of applying one or
more methods striving to find out anomalous patterns. Those
methods may be a combination of spike detection, signal
processing, and subspace analysis, for instance.

B. Machine Learning Anomaly Detection

The unsupervised machine learning technique for anomaly
detection technique is based on fitting the data to a Gaussian
Distribution. The values with very low probability are
considered anomalies. The goal of this probability analysis
is to find out a probability threshold that maximizes the
detection accuracy. In this section we will describe how one
can implement such a technique.

We start by collecting measurements of the features (or
metrics, in the context of network performance) that we call
training set (TS). The next step is to fit a Gaussian distribution
on the TS, calculating the probability of every value (the pair
of features).

Given a training set x(1), ..., x(m) (where x(i) ∈ Rn ), let
us estimate the Gaussian distribution for each of the features
xi. For each metric i = 1, ..., n, we need to find the parameters
µi and σ2

i that fit the data in the i-th dimension x1i , ..., x
m
i (i.e.,

the samples collected for metric i). The Gaussian distribution
is given by (4), where µ is the mean and σ2 is the variance.
We estimate the parameters µi and σ2

i of the i-th metric by
using (5) and (6), respectively [12].

p(x;µ, σ2) =
1√
2πσ2

e−
(x−µ)2

2σ2 (4)

µi =
1

m

m∑
j=1

x
(j)
i (5)

σ2
i =

1

m

m∑
j=1

(x
(j)
i − µi)

2 (6)

After calculating the mean and variance, we fit the data to
the Gaussian model. Then, we observe which values have a
very high probability according to the Gaussian distribution,
and which have a very low probability. The low probability
samples are anomalies. We predict which metric samples are
anomalies by defining a threshold. We choose the threshold,
ε, that maximizes the accuracy on a cross validation set [12].

Let the cross validation set be CV =
{(x(1)cv , y

(1)
cv ), . . . , (x

(mcv)
cv , y

(mcv)
cv )}, where the label

y = 1 corresponds to an anomalous metric sample, and
y = 0 corresponds to a normal sample. For each cross
validation element, we computed p(xicv), which is the
mass probability of that element according to the Gaussian
distribution. Let the vector of all of these probabilities be
P =

〈
p(x

(1)
cv ), . . . , p(x

(mcv)
cv )

〉
.

We define the threshold probability, ε, by selecting it at a
range from the minimum and maximum values for p(xicv) ∈ P .
The ε value that maximizes the accuracy will be chosen as an
anomaly indicator to the detection process [12].
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IV. EFFICIENT ENTROPY-BASED AND MACHINE
LEARNING-BASED ANOMALY DETECTION

We argue that the anomaly detection based on the Gaussian
model may help to set up the input parameters of the EbAT. We
may use the EbAT to label the cross validation set adaptively.
On the other hand, as time passes by, both techniques will
work in synergy.

It is difficult to configure the input parameters of the EbAT
technique, and to validate the identified alarms. On the other
hand, from the machine learning perspective, it is difficult to
label the samples without prior knowledge.

The proposed technique has 5 phases: (i) traffic capture;
(ii) threshold estimation with machine learning; (iii) cloud
services’ monitoring; (iv) entropy estimation; (v) anomaly
detection. We have summarized the processes of both
techniques, described in Sections III-A and III-B, and how
they interact in those phases in Figure 1. The idea is that the
alarms generated by the EbAT will feed the subprocess of
labeling the anomalous traffic packets, and that the threshold
obtained by the machine learning-based technique will also
become a proof when testing if the service metrics contains or
not anomalous packets.

Figure 1. Proposed anomaly detection method.

V. VALIDATION

A. Methodology

We are going to validate the accuracy of the detection
system using the F-measure metric, also named accuracy, or
F1-score. It represents the harmonic mean of the precision
and recall metrics [13]. Those metrics are described along this
section.

The precision metric is the ratio of the anomalies correctly
detected and the total number of anomalies detected, either
correct or wrong, shown in (7). Then, it characterizes the
percentage of correctly detected anomalies; i.e., if a prediction
algorithm has precision of 90%, then we understand that 90%
of alerts are correct, and, thus, 10% of them are false positives,
or false alarm rate (FAR, 1-Precision).

Precision =
# of successful detections

# of total alarms
(7)

The recall metric, in turn, represents the ratio of anomalies
correctly detected and the actual number of anomalies, as
shown in (8). For example, if the recall metric is 55%,
it denotes that 55% of the abnormalities were detected;
consequently, there were 45% of missing alerts.

Recall =
# of successful detections

# of total anomalies
(8)

The analysis of those two metrics better expresses the
degree of quality of the anomaly detector. How can we
interpret the precision and recall metrics? When the same
weights are assigned to the two metrics, one obtains the value
of F-measure by (9). The larger the value of F-measure, the
higher the quality predictor.

F1 =
2 ∗ Precision ∗Recall
Precision+Recall

(9)

B. Experiment Description

To analyze the behavior of the system, we adopted the
model 23-factorial experimental design, which makes up a
total of 8 different treatments. For each treatment, we have
analyzed 3 factors (n, m, and r), each one varying at two
levels, according to Table I. We have analyzed how the three
factors and their interactions influenced the overall accuracy.

TABLE I. ANALYSED TREATMENTS.

Parameter # Scenario
1 2 3 4 5 6 7 8

n 5 5 5 5 10 10 10 10
m 6 6 7 7 6 6 7 7
r 5 10 5 10 5 10 5 10

1) DoS Attack to Cloud Computing Services: We
performed a VM-to-VM attack using the open-source tool
Hping3 [14] within a cloud system running one application
called Nutch, which digs up the Web searching for pages. The
tool Hping3 allows us to generate arbitrary packets to flood a
victim host. We set Hping3 on three VMs in a cloud to generate
TCP SYN packets of the Hadoop application targeted to attack
Hadoop ports on two victim VMs. The VMs are part of the
same cloud, including one master node and one slave node, as
shown in Figure 2. The timestamp of the attacks are detailed
in Table II [15].

Figure 2. Nodes that are part of the DoS attack [15].

Then, we have measured the following metrics: (i) number
of packets generated by the Hadoop Distributed File System
(HDFS); (ii) number of packets generated by the MapReduce
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TABLE II. TCP SYN FLOOD ATTACK LIST [15].

Start Time Finish Time Attackers Victims

1 18:23:32 18:29:10 VM3, VM4, VM5 VM1, VM2
2 18:40:14 18:47:58 VM3, VM4, VM5 VM1, VM2
3 19:20:35 19:28:15 VM4, VM5 VM1
4 19:36:29 19:39:35 VM3 VM1, VM2
5 20:09:37 20:11:06 VM4 VM1
6 20:16:36 20:19:08 VM4 VM1

application. The packet rate of those two applications is shown
in Figure 3(a), and the scatterplot of the Map Reduce versus
HDFS application packets is shown in Figure 3(b). We may
observe that the packet rate series shown have correlation,
however they are not synchronized.
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Figure 3. MapReduce and HDFS packet rate.

We have calculated the entropy values for the pair of
metrics measured in Figure 4. We may observe that the
results are visually difficult to interpret, and establish the right
parameters to propose the anomalous values.

Table III summarizes the results presented in Figure 4.
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Figure 4. Entropy time series with: n = 5 a, b); n = 10 (c, d).

We observe that the scenario 3 has the best results, i.e., the
precision is 100 %. Although, there are others that provide
good accuracy results as well, e.g., over 90 %.

2) DoS Attack to a Network Provider Backbone: We have
validated our work using a trace from the Pohang University
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TABLE III. SUMMARY OF THE RESULTS OF THE ANOMALY
DETECTION METRICS OF THE CLOUD DOS.

#Scenario TP FP FN Recall Precision F1

1 9967 711 1077 0.902481 0.933414 0.917687
2 543 0 10501 0.0491670 1 0.093726
3 11044 0 0 1 1 1
4 2181 0 8863 0.1974828 1 0.329830
5 10397 1749 647 0.941416 0.856002 0.896680
6 153 9 10891 0.013854 0.944444 0.027308
7 10638 1773 406 0.963238 0.857143 0.907099
8 2402 155 8642 0.217494 0.939382 0.353209

of Science and Technology (POSTECH) that contains traffic
of a famous DDoS attack to government and commercial
websites in South Korea in July 7th, 2009. Those attacks were
probably launched by a special cyber warfare unit belonging
to North Korean Army. During the attack, many computers in
POSTECHs network campus were zombies. We have analysed
one hour of network capture that contains the packets from the
attack [16].

We measured and analysed two features of the network
traffic: (i) the income throughput, and (ii) the outgoing
throughput. The throughput series are depicted in Figure 5(a),
and the scatterplot is in Figure 5(b). For this trace, we have
applied the Gaussian model on a cross validation set to identify
the threshold probability of having an anomalous sample.
Then, we have used this value to predict which packets took
part of the DoS attack.
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Figure 5. Income and outgoing throughput.

We have summarized the mean results obtained for the 8
different treatments in Table IV. We may realize that there are
two treatments that contributes to the best accuracy results,
which are the first and third scenario (in bold font). In this
sense, we restricted our scope, and may also choose setup
parameters from one of them both that lead this particular
system to provide the best predictions about the presence of
anomalies in the traffic. In our case, we selected the third
scenario, which parameters are n = 5, m = 7, and r = 5.
At those configurations, the F-measure reached 100 %.

TABLE IV. SUMMARY OF THE RESULTS OF THE ANOMALY
DETECTION METRICS OF THE NETWORK PROVIDER.

#Scenario TP FP FN Recall Precision F1

1 13 0 0 1 1 1
2 0 0 13 0 NA NA
3 13 0 0 1 1 1
4 0 0 13 0 NA NA
5 12 9 1 0.923077 0.571429 0.705882
6 5 2 8 0.384615 0.714286 0.5
7 10 8 3 0.769231 0.555556 0.645161
8 0 0 13 0 NA NA

We found out that the accuracy of the entropy-based
anomaly detection mechanism itself directly depends on a
further analysis of the traffic. Those assumptions, however,
are too strong for a detection system and constitute barriers to
the implementation of such a technique.

VI. FINAL REMARKS

Cloud computing systems have peculiar characteristics,
such as aggregation of many different services, which makes it
difficult to classify applications either by techniques based on
packet payload signature matching, or probabilistic methods
for the identification of traffic patterns, and profile of traffic
normal behaviors. Those characteristics bring up challenges
regarding online traffic monitoring and analysis, which should
be done at wire speed while digging a high volume of data.

Choosing one optimal traffic anomaly detection technique
is a complex task, because in order to have good results, we
may have to know several characteristics of the traffic that are
not known in practice. Another challenge is to develop high
performance network packet sampling, and speeding up data
processing, since the volume of traffic that traverses the cloud
service provider is of the order of gigabits per second.

The obtained results show that when applying the EbAT
itself, there is still the need to better analyze and comprehend
the traffic patterns, finding out the normal behavior of the
monitored systems, based on predictions using historical data,
or feedback from experts on the business and network traffic,
or by making new assumptions regarding the traffic. In this
sense, we argue that the accuracy results may be improved by
the aid of probability models, such as anomaly detection using
the Gaussian model.

As a conclusion, we found out that it was still necessary
to investigate new solutions to the cloud computing network
anomaly detection problem. As future work, we intend to
improve the anomaly detection mechanism by developing and
analyzing new techniques to increase the detection accuracy,
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and to propose a parallel model for capturing and processing
the network packets at wire speed.
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Figure 6. Entropy time series with: n = 5 (a, b); n = 10 (c, d).

113Copyright (c) IARIA, 2014.     ISBN:  978-1-61208-368-1

ICSNC 2014 : The Ninth International Conference on Systems and Networks Communications

Powered by TCPDF (www.tcpdf.org)

                         124 / 124

http://www.tcpdf.org

