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open. We also hope the attendees enjoyed the charm of Seville, Spain.
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Abstract — In this paper, the multi-agent technology is 

applied in wireless sensor networks domain in order to adapt 

software architecture, and to optimize its performance in 

monitoring. We explore in particular the issues of topology 

control, especially some related work using multi-agent 

systems. In the third part, we will propose an agent-based 

algorithm for fault tolerance and topology control in a wireless 

sensor network. Our proposal consists of embedding an agent 

at each node that is responsible for selecting its parent or the 

next hop to the sink when transferring packets. The main 

contribution is the proposal of a new process of changing 

parent, which is based on the computation of a fault tolerance 

degree, calculated each time by the agent in cooperation with 

its neighboring nodes. Several parameters are exploited to 

calculate this metric, such as the number of hops, the energy 

and the quality of links. Simulation results show that this 

method of changing parent allows an enhanced lifetime, as well 

as network fault tolerance, when compared with the collection 

tree protocol.  

   
Key words: wireless sensor networks; multi-agent systems; 

monitoring; topology control. 

 

I. INTRODUCTION 

 

Wireless sensor networks (WSN) [1] require large 

amount of data to be transmitted with high reporting rates, 

leading to consume specific resources, such as bandwidth, 

storage, computation, and energy. Research in WSNs aims 

to meet the above constraints by introducing new design 

concepts, creating, improving existing protocols such that 

optimization in this field has been a topical issue of many 

works in the last decade.  

Multi-agent systems (MAS) have a principle that can be 

easily adapted and integrated in complex systems due to their 

fully decentralized and “intelligent” approach [2]. They can 

be used to model phenomena where global behavior emerges 

from the local behavior of system entities and components. 

These components have the ability to percept, process, act 

and react in their environment.  

The wireless sensor networks structure, distributed 

processing ability and complexity considerations especially 

when the number of nodes increases, conducts us to exploit 

recent developments made in multi-agent systems field to 

improve networks performances and simplify the design 

process in order to have reliable and fault tolerant sensors. 

The multi-agent approaches for WSN are introduced in 

many levels and operating aspects. Some works propose 

software architectures for applications and services [3][4]. 

Others are interested in network organization and 

cooperation between nodes [5][6], clustering being the 

dominant approach in this area. Furthermore, many agent-

based works treat routing problems in WSN with different 

applications [7]. Finally, monitoring and mobility are also 

subjects of several studies [7][8], where the use of bio-

inspired principles seems interesting with multi-agent 

systems to solve mobility and scheduling tasks problems.  

These works can be divided into two classes: the first 

class considers the sensor network as a multi-agent system, 

in this case, the application of agent technology consists of 

deploying the same agent to all nodes in order to have 

cooperation between them. This seems to be better adapted 

to wireless sensor nodes, and it will be considered in our 

approach. The second class provides multi-agent systems 

adapted to the logical structure of a WSN where different 

kinds of agent cooperate in the network. 

 Supervision or monitoring, which aims to avoid or detect 

failures, is a set of techniques used to increase the 

performance of a WSN, optimize its lifetime and ensure fault 

tolerance using all network parameters.  

The main approach for load balancing [9] and fault 

tolerance in sensor networks is the maintenance of a 

topology that guarantees good conditions of transfer. Indeed, 

the use of multiple paths helps to balance the energy 

consumption of nodes by distributing the flow of packets on 

better possible paths [10]. This mechanism based on 

topology control contributes to reducing the delay and packet 

loss by reducing the number of hops between nodes and the 

sink. Thus, the quality of service will be improved.  

Topology control consists of the use of network 

characteristics or parameters to generate and/or maintain a 

topology. Despite the fact that MAS technology is the only 

approach that allows nodes to take into account information 

from their environment, only few works on WSNs topology 

control include agent systems.  

Our work targets to increase the lifetime of WSN nodes 

by introducing a new topology control approach and then 

compare it to the collection tree protocol (CTP). In our 

work, the main contribution, which is introducing MAS in 

WSN, is performed when using neighborhood information to 

give a metric called tolerance degree for each node. This 

1Copyright (c) IARIA, 2014.     ISBN:  978-1-61208-347-6
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metric is calculated by the node itself in cooperation with its 

neighbors. When transferring packets, this degree will be 

used to choose qualified nodes for the transfer. We shall see 

that this approach increases the fault tolerance lifetime of a 

network, without affecting the quality of service. This 

method is implemented as an embedded multi-agent system. 

Section II is devoted to a classification of the state of the 

art that uses multi-agent systems in wireless sensor networks. 

In Section III, a new proposal is introduced on distributed 

agent based topology control in WSN. Performances of this 

proposal will be studied in Section IV, and finally, we will 

give some concluding remarks and future work in the last 

section. 

 

II. USING MAS IN WSN 

 

Using agent technology in a WSN consists in associating 

agents to nodes which cooperate between them in order to 

calculate topology parameters. Each agent has a proper code 

that can be executed by a node, with the ability for the agent 

to move between nodes for processing or searching 

information.  According to Rijubrata [11], the multi-agent 

approach in WSN has many advantages: the easy network 

scalability, extensibility and adaptation tasks, energy 

efficiency, and progressive system. 

In recent years, several research works are interested in 

the WSN distributed processing based on agent technology. 

A classification of these contributions is given below, 

according to their objectives and the level of integration in a 

WSN.  

A. Software architecture of applications and services 

Biswas et al. [12] presents an interoperable multi-agent 

architecture through layers. The authors demonstrate the 

effectiveness of their method by comparing the client/server 

approach and the multi-agent systems in terms of execution 

time and energy consumption. The work is an extension of 

an existing model called interoperable agent model:  the 

new MAS model includes eight agent types: Sensor Agent 

(SA), agent management system (AMS), Directory 

Facilitator (DF), which helps other agents to cooperation, 

agent communication channel (ACC), Controller 

synthesizer (CS), Data Manager (DM), Application Agent 

(AA ) and Agent Interface (AI). These agents are distributed 

in a sensor network that may contain both wired and IP 

nodes. The communication between agents is provided by 

XML messages. 

After their work on the MWAC model (Multi-Wireless-

Agent Communication) and DIAMOND method [3], which 

is interested in embedded multi-agent systems, especially in 

wireless infrastructure, the authors present in [2] a 

discussion on embedded systems design specifics that use 

multi-agent systems. 

Smarsly et al. [4] proposes a system design-based on 

migrant agents to define a dynamic operation in a WSN 

according to nodes requirements, this system was really 

tested on a platform for thermal variations treatment in an 

experimental environment. 

Rahal et al. [13] propose a formal model based on real-

time temporal logic for multi-agent system specification and 

evaluation when it is integrated into a WSN environment. 

Reactive decisional agents are used to take advantage of 

their ability to cooperation, reaction to events, 

communication and concurrence. 

B. Organization of the network, clustering and cooperation 

In order to facilitate the design and implementation of 

WSN, Wang et al. [5] propose a model as combination 

between mobile agents and MAS. The proposed architecture 

is hierarchically structured according to the roles played by 

each sensor in the network. These roles are assigned to the 

nodes using some elective algorithms, the MAS is used for 

collaboration and mobile agents for data exchange purpose. 

The objective is localization and classification of acoustic 

targets. 

In [6], the optimization of energy consumption and reply 

time is based on MAS applied to a data collection algorithm 

used for monitoring emergent events where the WSN is 

divided into dynamic clusters. This is defined by the event 

importance which determines the size and the lifetime of a 

cluster. Mobile agents traverse the network through cluster 

heads; itinerary planning is determined by the residual 

energy and the packet loss degree in the path. Simulation 

results show that the multi-agent model has better 

performance in terms of energy consumption and replay 

time. 

Logical clustering model adapted to multi-agent 

operation is presented by Jabeur et al.[7]. It divides the 

nodes into a four levels hierarchy: atomic level which is the 

node itself, micro level that represents a group of nodes 

managed by a cluster head, meso level which is the upper 

level grouping a number of clusters of the same area, and 

finally, a virtual cluster representing the entire network. 

This logical structure can change after an event. At each 

level, is assigned a type of agent cooperating with the higher 

level agent to accomplish the distributed network 

operations. 

C. Routing 

Many works study the routing problem in WSN, the 

classical problem consists in routing data from source node 

to a destination node (sink). According to the application 

goal, multipath routing may be used in order to increase the 

reliability of data transmission i.e., fault tolerance. Liu et al. 

[8] propose a new agent-based routing algorithm with 

quality of service in WSN. By participating in routing and 

maintenance of paths, agents are used to manage the 

topology changes and communication flow. The method is 

based on a Swarm Intelligence principle [33], which is 

inspired from the collective intelligence system of insects. 

In this case, latency, packet loss, and energy conservation 

are considered in general as quality of service factors. 
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The MAS has two agent types: Forward agent FA (to 

establish a connection with a neighbor in searching path) 

and Reverse agent RA (in response to build a path). As in 

[8], Dario et al. [14] propose a model called MAM 

(Markovian Agent Model) which is based on Swarm 

intelligence, but using a Markov model. The operation of 

agents is based not only on local transitions from a node 

itself, but the probable transitions of other nodes too (local 

transitions and induced transitions). 

D. Monitoring and Mobility 

A Bayesian model named BNGRAZ (Bayesian network 

algorithm grazing) is proposed by Matthew et al. [15]   for 

managing mobility in WSNs. It is bio-inspired model that 

emulates the behavior of herbivores grazing pastures. The 

WSN in question contains some mobile nodes to adjust 

coverage and connectivity. The choice of itinerary taken by 

a mobile node is based on the probability of disconnection 

or inaccessibility, this probability is calculated using 

information provided by neighbors. 

As in [15], Saamaja et al. [16] propose a similar 

principle but with the aim of optimizing the lifetime and 

satisfy requested quality of service using data collectors that 

form clusters by changing position, the movements are 

made according to objective rather than probability. A self-

adaptation strategy for scheduling tasks in a WSN is 

presented in [17], where a mathematical model is proposed 

for dynamic allocation tasks. The algorithm has a collective 

intelligence functioning called PSO (Particle Swarm 

Optimization algorithm). 

 In [3], Jamont proposes that each node plays a specific 

role in its neighborhood. This role is determined by an 

embedded agent in the node itself. If the node is in the area 

of intersection of multiple clusters, it has the role of liaison 

or gateway; else it has the simple data capture role. Finally a 

representative node or a cluster head is elected in the cluster 

to manage communications. Mobility and node failures are 

well treated by this structure. 

To optimize the task scheduling problem and data 

transmission in video WSN, the work presented by Huang et 

al. [18] is based on a set of intelligent procedures associated 

with agents by using ant colony algorithms, genetic 

algorithms, or mixed algorithms. Security problem is also 

pointed out by this recent trend through bio-inspired 

methods. 

 
Figure 1.  MAS for tasks allocation [18]. 

Each agent (representing a node) decides to participate 

or not in target detection according to the following factors: 

- S: denotes the status set {busy, free} of the current node; 

- E: depicts whether or not the current node has enough 

energy to accomplish the assignment; 

- α: angle of vision of the camera on the x-axis (right to 

left); 

- β: angle of vision on the y-axis (up and down); 

- q: determines the required quality of picture by the 

monitoring process. 

The results show that the algorithms require less energy 

than AODV protocol. 

E. Topology control 

Topology control consists of using different parameters 

of the network in order to provide a well organization 

achieving some important tasks. These parameters could be 

radio range, state or role of the node, etc. The majority of 

works that use multi-agent systems in topology control are 

based on hierarchical structures with clusters, more adapted 

for MAS running on multiple levels [6]. First of all, we 

recall the principles and techniques used in this field and 

related work. According to [19], there exist three main 

techniques: 

E.1.  Power Adjustment Approach 

The power adjustment approach allows nodes to vary 

their transmission power in order to reduce energy incurred 

in transmission. Rather than transmitting at maximum 

transmission power, nodes collaborate to adjust and find the 

appropriate transmission power, yielding to a connected 

network. For example, in Figure 2, the links N1 - N4 and 

N2 - N4 are unused by reducing the radio range of these 

nodes. 

 
Figure 2. Topology control by adjusting the radio range. 

 

Protocols representing this technique are Minimum 

Energy Communication Network (MECN) [34] where each 

node uses the minimum power level to communicate, and 

COMPOW [20] which uses a common minimum power 

level for all nodes in order guarantee the connectivity of the 

network. 

E.2.  Power Mode Approach 

In addition to the techniques used by the MAC layer 

protocols and when the number of deployed nodes is 

sufficient, redundancy of nodes can be exploited to get a 

better topology by changing the state of a node between 

active and sleep. GAF (Geographical Adaptive Fidelity) 
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[21] is an example of a protocol that uses a principle of 

equivalent nodes, it allows a node to switch between sleep, 

discovery and active states as shown in Figure 3. 

 
Figure 3. State Transitions in GAF. 

 

Also, in ASCENT (Adaptive Self-Configuring Sensor 

Network Topologies) [22], a self-reconfigurable algorithm 

that allows nodes to locally measure the operating 

conditions is presented. Based on these conditions, nodes 

then decide whether they need to participate in routing or 

not.  

E.3.  Hierarchical structures 

This technique is to find a structure with hierarchical 

clusters for the network. Choosing cluster heads presents a 

problem for this technique. Several contributions have tried 

to propose approaches to obtain more efficient clustering. 

Most algorithms construct a virtual backbone based on the 

connected dominating set concept (CDS). From these 

algorithms, we can talk about PACDS (Power Aware 

Connected Dominating Set) [23], ECDS (Energy Efficient 

Distributed Connecting Dominating Sets) [35], and TMPO 

(Topology Management by Priority Ordering) [24]. 

E.4.  Hybrid approaches 

The hybrid approach for topology control uses in general 

a combination between a clustering method and other 

techniques, like CLUSTERPOW algorithm [25] (Figure 4).  

 

 
Figure 4. Principle of the CLUSTERPOW algorithm. 

 

This algorithm defines several levels of clusters with 

different radio powers for communication within and 

between clusters. 
 

III.  PROPOSED METHOD 

A. The problem 

Our contribution consists of proposing a hybrid and 

distributed method using MAS for wireless sensor network 

topology control. This method bears on local decisions 

taken by the node itself using a function of several 

parameters: residual energy, number of neighbors, links 

quality, etc. The main objective is to have at any time a 

connected, homogeneous and fault-tolerant network which 

should be capable to predict and avoid as much failures as 

possible. We have been inspired by influence systems [36] 

which require strong cooperation between nodes. 

When transmitting data, the principle consists of 

selecting the most fault tolerant nodes that ensure safe 

transfer. The use of MAS seems to be a suitable approach 

according to the distributed, cooperative and emergent 

principles that characterizes this operation. 

The role of MAS here is to calculate for each node a 

parameter determining its state and its capacity to go further 

without energy depletion or congestion failure before the 

end of data transfer. The calculated parameter is called the 

degree of tolerance of a node. 

Some works in this context have a similar principle 

which is based on computing one or more metrics to control 

the topology such as Rong-rong et al. [26] which calculates 

the probability of node's failure, and Bo-Chao et al. [27] 

based on the evaluation of the link quality between two 

nodes to predict the lifetime of each node. So the main 

difference between these works is the choice of network 

parameters and how to calculate these parameters. In our 

approach, we propose another method, where we will use 

the link quality evaluation of [28] then we add the battery 

status and the number of hops to the. This principle allows 

us to express the lifetime and the fault tolerance ability. A 

thresholding mechanism is implemented to avoid frequent 

changes in the topology due to minor differences. 

B. Related work 

We are interested here in the works which are based on 

local settings of network to predict or estimate other values 

or states in order to optimize the process of topology 

control. 

We start with Yin et al. [26] which proposes an adaptive 

method for fault tolerance topology control by calculating 

the node failure probability FP based on the ratio of the 

consumed energy Ec, the initial energy Einit and another fault 

probability P associated to hardware and software 

components. We have: 

     
   

      
                                                              (1) 

In [29], Dario Bruneo et al. show that the introduction of 

Markov techniques allows estimating the lifetime of a node 

by taking the active-sleep cycle as a model of transitions 

with probabilities for each transition. But in reality, lifetime 

also depends on the node activities when it is at active state. 

Failures in a sensor network can be detected by 

application of "fuzzy inference" according to Safdar Abbas 

Khan et al. [30] where the sensor measures are compared 

with expected values by a neural network; the differences in 

behavior allow detecting anomalies. 

The lifetime of a hierarchical network is studied by Bo-

Chao et al. in [27]. It proposes an algorithm for lifetime 

prediction in better and worst cases in a WSN with one hop 
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clusters where the cluster heads should communicate 

directly with the sink. The objective of this work is to find 

the best deployment for this type of topology. A cooperative 

approach for topology control is proposed by Paolo Costa et 

al. in [31]. The construction of the topology consists of 

choosing nodes that guarantee a degree of k-connectivity by 

using a minimum radio range. The stability of topology is 

obtained by cooperation between nodes until obtaining the 

optimal radio level under k-connectivity constraint. 

C. Proposal details 

C.1.  The network model 

Related to an application domain, the nodes of network 

are deployed randomly in a known field to capture specific 

types of information; the captured data are then transmitted 

to a control station or sink. When transferring data, the 

choice of path is based on the choice of the next hop or the 

parent from the current node obeying to some routing 

protocol. Here, the next hop is selected from the neighbors 

using the degree of tolerance at the time of transfer, so the 

node that has the highest degree of tolerance will be 

qualified for this transfer. This task is performed by agents 

implanted on nodes.  

 

 
Figure 5. Network model. 

 

Figure 5 shows this principle where the agent is 

responsible for selecting a parent among candidate 

neighbors for the node that wants to transmit packets. Some 

nodes may become critical, so they cannot be parents to 

other nodes. 

C.2. The topology construction 

After deployment of nodes, the sink diffuses an 

initialization message Init which is based on the HC (Hop 

Count) value. For the sink itself, the value is null. The 

neighborhood discovery is included in this method. 

Each node n which receives the Init message considers 

the sender of the message as the next hop for the next 

transmissions if the HC value of   the latter, is less than the 

HC value of the receiver node n. So, it does: 

if HC (n) > HC (init) then HC (n)  HC (init) 

Then, it rebroadcasts the Init message. At the beginning, 

the HC values are set to infinity for all nodes except the sink 

which is initialized to zero.  

C.3.  Topology control method 

After the stability of the topology obtained by the 

initialization process (there is no node which rebroadcasts 

the Init message), the nodes calculate their degree of 

tolerance as follows. Let us consider: 

- Einit: initial energy of a node. 

- Ev: residual energy of the node v. 

- N: set of neighbors of v, Ni Є N  is a neighbor of v. 

- Pin(Ni): number of received packets by v from Ni 

during a period t. 

- Pout(Ni): number of broadcast packets by Ni during 

a period t. 

- Poutc(Ni): number of correctly received packets by 

the neighbors of Ni (with acknowledgment). 

- HC(v): hop count from v to the sink; 

- NH(v): the next hop from v to the sink also said 

parent of v. 

For the calculation of tolerance degree TD, we propose 

to use the link quality and battery status of each node. The 

calculation of the first parameter is inspired from the link 

quality estimation proposed by Omprakash et al. [28], where 

CTP (Collection Tree Protocol) is defined. It is a routing 

protocol that computes unicast routes to a single route or a 

small number of designated sinks in a wireless sensor 

network basing only on the link quality estimation network 

parameter. It uses periodic messages called beacons to 

maintain topology. A beacon is a packet that contains the 

link quality estimation between tow nodes. 

 In our case, for battery status, we consider the 

relationship between the residual energy and the initial 

energy. 

We define the quality of outgoing links QS between 

node v and its neighbor Ni as follows: 

   (  )        ( )     ( )                         (2) 

Similarly, the quality of incoming links QE between a 

node v and its neighbor Ni: 

   (  )      ( )     (  )                           (3) 

The node v calculates its TD (Tolerance Degree) in 

function of its battery status and quality Q of an outgoing or 

incoming link like it is shown in equation (4), where Q is 

QS for outgoing links and Q is QE for incoming links as 

follows: 

  ( )  (
  

     
)  (      (       )      )       (4) (3) 
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where αTD is a weighting constant that can take values 

between 0 and 1, it is 0.9 for our case. 

The parent change procedure is based on the parameter 

values of the previous parent and candidate neighbors.  

We use mainly the energy E, the degree of tolerance TD 

(old value) and the hops count HC. By cooperation, nodes 

use a control message to inform neighbors when there is 

change in values of energy, HC and TD. To avoid parent 

change when small variations in these parameters happen, a 

threshold principle is used for each one. So the node v 

decides to choose a neighbor Ni as its new parent NH if the 

following conditions are satisfied: 

 

HC (Ni) ≤ HC (v) + Threshold_HC 

E (Ni) > E (NH (v)) + Threshold_E 

TD (Ni) > TD (NH (v)) + Threshold_TD 

 

It is necessary to know that the verification order of 

these conditions is very important; it also depends on the 

nature of application using our approach. Here, we chose the 

hops count in first with a threshold that depends on the 

network size (number of nodes in the network) in order to 

avoid long traffic paths. This may be not useful if the 

application has no real time constraint. The algorithm below 

shows the parent selection process according to the previous 

conditions. TE, TTD and THC represent the threshold values 

for the energy, degree of tolerance and the hops count 

respectively. The function Change_Parent represents a 

switching tool between the active parent and the candidate 

one. The TD function implements the estimation of the 

tolerance degree.  

 

 

 
 

This algorithm allows the node to change its parent as 

soon as finding a better one. Also, it is used for selecting a 

new parent among candidate neighbors when detecting a 

fault (e.g., the current parent dies or moves). A fault of 

parent can be declared after failing in packets transfer.     

 

 

IV. IMPLEMENTATION AND RESULTS 

A. Simulation 

Actually, the MAS platforms are not used in practice to 

implement WSN simulation because there are no network 

properties integrated in these software tools. 

In order to validate the proposed solution and study its 

performances, as well as the adaptation of a multi-agent 

model for this type of distributed algorithm, we have 

implemented our approach using the Castalia simulator 

which is based on the simulator Omnet++ [32]. CASTALIA 

is a commonly used tool in recent years for WSNs 

simulation due to its gratuity and easy integration of new 

protocols in its software layer structure presenting a 

configurable environment as needed. For our study, we used 

version 3.2 of Castalia with OMNET++ 4.2 turning on an 

UBUNTU machine. Our distributed algorithm consists of 

implementing agent on each sensor node. It is the simple 

manner to view a WSN as MAS where cooperation is 

provided by exchanging messages at the moment of data 

transfer to select at each hop, the most fault tolerant node. It 

is clear that the principle of our algorithm implies that 

agents must communicate the necessary information like the 

latest values of TD, energy level and the number of hops. 

The diagram in Figure 6 shows that the agent on node 3, for 

example, has the choice to transfer its packets through nodes 

2, 6 or 7 depending on the status of each one of these nodes. 

 
Figure 6. Principle of our algorithm. 

 

B.  Hypothesis 

To perform simulations, we consider the following 

hypothesis: initially, each node has an initial energy. All 

sensor nodes are battery powered with limited energy, 

except the Sink. Network size is specified at the beginning 

of each simulation, node 0 is chosen as Sink. Other 

simulation parameters are shown in the following table: 

TABLE I.  SIMULATION PARAMETERS 

Parameter Value 

Number of nodes Up to 300 

Field Deployment 250 x 250 meters 

Deployment type Random 

Radio model CC2420 

Radio power 0dBm 

Initial energy 18720 joules 

Simulation time 100, 200, 300,. 1000 sec .. 

Thresholds: THC , TE  and 
TTD 

20% of difference for each 

Algorithm : Parent Selection 
1: NH = Current Parent (Next Hop) 

2: Ni = Candidate neighbor 

3: If  HC(Ni) < HC (NH) + THC then 
4: if  Energy(NH) = Energy (Ni)   then 

5: if TD (NH) > TD (Ni)  + TTD   then 

6: Change_Parent(Ni) 
7: end if 

8: else if    Energy (NH) < Energy (Ni)   then 

9: if   TD (NH)  ≥ TD(Ni) + TTD   then 
10: Change_Parent (Ni) 

11: end if 

12:  else if Energy (NH) > Energy (Ni)   and   
          Energy (NH) ≤ Energy (Ni) + TE    then 

13: if  TD (NH) ≥  TD (Ni)   then 
14: Change_Parent (Ni) 

15: end if 

16: end if 
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C. Results and analysis 

To demonstrate the performance of our approach, we 

make a comparison with CTP protocol. On figures, our 

approach is noted ATC for agent topology control. Figure 7 

illustrates the execution of our protocol and shows that 

traffic is distributed across all nodes. This is assured by 

changing the parents according to the parameters of each 

node. Applying the algorithm gives the following: 

(A) Construction of the initial tree 

(B) Node 7 becomes a parent of 3 

(C) Node 3 becomes a parent of 2 

(D) Node 2 becomes a parent of 3 and 1 becomes a 

parent of node 2 

(E) Node 9 becomes a parent of node 5 

 

 

 
(A)                                          (B) 

 
(C)                                (D) 

( E) 
 

Figure 7. Illustration. 

 

 

Before giving some results on the performances of our 

approach compared with CTP method, for the lifetime 

definition, we consider the duration between the network 

initialization time until the moment it becomes non convex 

or disconnected.   

 

The initialization begins by broadcasting the ‘init’ 

message, and then nodes start changing their parents basing 

on hop count metric until the stabilization of the topology. 

Time of this operation depends on density of network which 

is defined by its size and the transmission ray of nodes. We 

can express this density by using the average number of 

node’s neighbors in the network like it is shown in Figure 8. 

 
Figure 8. Relationship between WSN density and initialization 

process. 

 

A proportional relationship is remarked between the 

average number of neighbors in the entire network and the 

average number of parent change at initialization. Having a 

lot of neighbors implies frequent recursive parent changing. 

 
Figure 9. Impact on lifetime. 

 

The curves in Figure 9 show a divergence in case of high 

density networks because our approach tries to find other 

paths to conserve energy of those used. However, in CTP, 

congestion or over-use of a path leads to the premature 

death of nodes. In case of low density, there is not a big 

difference because the topology is almost fixed with a small 

number of nodes. 

 
Figure 10. Parent change in the time. 

 

We note from Figure 10 that the difference in the 

number of parents change in both cases CTP and ATC are 

not important at first, but, over time, a divergence becomes 

more significant. This is explained by the diminution of the 

degree of tolerance calculated by our protocol, which 

requires change of parents in order to ensure load balancing. 
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Figure 11. Change of parents with network size. 

 

Figure 11 also shows the curves of parent change, but 

this time based on the network size.  By increasing the size, 

we observe a difference in the number of parent changes for 

both protocols CTP and ATC. It is higher for large-scale 

networks that ensure the existence of other paths where the 

best one will be selected. The use of several parameters by 

our protocol gives more opportunities than CTP which uses 

only the quality of links. 

 

V. CONCLUSION AND FUTURE WORK 

 

In this paper, we have presented a state of the art 

concerning the use of MAS in wireless sensor networks. In 

this context, we have proposed an agent-based topology 

control method for WSNs. According to the state of node 

and its neighbors, the main objective is to have a fault-

tolerant network with an extended lifetime by optimizing 

the choice of paths from the nodes to the sink. This choice is 

based on the changing parent method which uses the 

concept of tolerance degree. Also, to respect the multi-agent 

principles, the choice of parent node is achieved in a 

cooperative and distributed manner. The design and 

implementation using Omnet++/Castalia of our proposal 

shows the relevance of multi-agent systems approach 

compared to CTP method.  

Indeed, the simulation results show that our solution 

allows assessing at any time the fault tolerance level of each 

node leading to a better path selection process, and 

therefore, a longer lifetime of nodes. Limitations of the 

proposed approach are related to the reliability of link 

quality estimation mechanism which is best effort delivery. 

So, it is well adapted for relatively low traffic rate 

applications.  

The performance of our approach can be enhanced by 

providing a formula that uses other network parameters to 

calculate the tolerance degree or even use a probabilistic 

approach to predict the activities of a sensor node such as 

packet traffic. In terms of implementation, it is interesting to 

use a real agent based platform for WSN in order to study 

performances of MAS and WSN when coupled. Other 

perspective works could concern to embed security 

parameters and develop more complex formulas.  
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Abstract—This paper describes the mathematical formula 
derivation method of the outage probability and compares the 
mathematical formula with statistical Monte-Carlo (MC) 
simulation results. The outage probability is the factor 
considered in the adjacent channel interference (ACI) impact 
between a victim terminal station and multiple interfering 
terminal stations. For protection of a victim terminal station 
from harmful interference, we would calculate the out of band 
emission limit of an interfering terminal station, too. The 
distribution of multiple interfering terminal stations within a 
cell follows the Poisson point process. The propagation model is 
a composite median pathloss and shadow fading with 
Log-normal distribution. Outage probability is obtained and 
evaluated with various parameters based on Long Term 
Evolution (LTE) Time Division Duplex (TDD) terminal 
stations. 
 
Keywords—mask; interference; block; channel; adjacent 

 

I. INTRODUCTION 
Due to the increase of the rapid data transmission with 

high capacity and the scarcity of available frequencies, the 
capacity performance of a mobile communication system 
may be reduced. When multiple terminal stations are located 
within the close proximity and the frequency bands are 
assigned in the adjacent bands like the reverse FDD 
(Frequency Division Duplex) assignment, the harmful 
interference among terminal stations may happen. Due to the 
aggregate interference of interfering terminal stations, out of 
band emission of an interfering terminal station should be 
suppressed as lower level than the reference limit level of the 
block edge mask of a terminal station for the protection of a 
victim station. The calculation of the block edge mask is still 
an open research issue. Both a deterministic minimum 
coupling loss (MCL) and a stochastic approach based on the 
Monte-Carlo (MC) simulation have been suggested in [1]. 
MC simulation is a computerized mathematical scheme and 
provides the decision-maker with a range of possible 
outcomes and the probabilities it will occur for any choice of 
action. The result generated is a probability of the 
interference or the outage. MC approach is a statistical 
scheme, which is to distribute a victim terminal station 
amongst a population of interferers. MC method is capable 
of modeling highly complex systems including a cellular 
system like LTE. MCL approach is relatively straight 
forward. MCL method is capable of modeling only a single 
interferer to a single victim station. 

Statistical distribution of the aggregate ACI from multiple 

interferers has been studied in relation to dynamic spectrum 
sharing on the legacy radio systems and the interference 
protection [2]-[3]. Log-normal distribution is used to 
approximate the probability distribution function (PDF) of 
aggregate interfering signals received at the center from 
multiple terminal stations distributed uniformly in an annual 
region with inner radius and outer radius [2].  Log-normal 
approximation does not match well due to a large difference 
of the interference received both from near and far away 
multiple terminal stations, when outer radius is several ten 
times larger than inner radius. In the other hands, the 
Log-normal approximation does work well for a system with 
an exclusive region such as the cognitive radio [3]. 

In this paper, we derive the mathematical formula of the 
outage probability optimized in the approximation for fitting 
with the coexistence of terminal stations of a small radius 
and in the LTE TDD system. This formula is capable of 
calculating the block edge mask and out of band limit for the 
adjacent channel sharing between operators or terminal 
stations. The outage probability means the total outages 
counted as the calculated signal reception level is lower than 
the reference threshold of the signal reception level. To offer 
practical protection limit from the aggregate interference, the 
derived equation’s analytic results are in good agreement 
with the Monte-Carlo simulation ones. 

II. SCENARIO 
Let us consider the scenario shown in Figure 1. 
 
Two LTE systems use adjacent channel frequency bands 

and their cell areas are overlapped. LTE terminal stations 
(UEs) are assumed to be spread homogeneously in the 
coverage of each LTE base station (eNB). One of LTE base 

 
Figure 1.  Geometry for the scenario  
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stations is a wanted transmitter (eNB1) and the other is an 
interfering transmitter (eNB2). A terminal station of a wanted 
transmitter is the victim station (UEv) and terminal stations of 
an interfering transmitter are interfering stations (UEis). The 
assumption is given that interfering stations (UEis) are 
located around any victim station (UEv) and UEis cause the 
potential ACI to a UEv. The distribution of the received 
aggregate ACI to a UEv depends on random variable factors. 
Radom variable factors are the transmission power of UEis, 
the median pathloss, shadow fading, the adjacent channel 
interference ratio (ACIR), and a number of UEis. It is 
assumed that ACIR is a certain value fixed identically for all 
interfering stations. The distribution and the concurrent 
transmission number of terminal stations in the cell are 
random variables. These random variables are used to 
calculate the distribution of the aggregate ACI. 

The assumption of the geometry as shown in Figure 1 is as 
follows. UEv is randomly distributed in the circle of the 
radius d1 of eNB1. UEis are distributed uniformly within the 
radius d2 and an angular ring with both inner radius of  and 
outer radius of δ. The inner radius of  defines a minimum 
distance among terminal stations of UEv and UEis. The outer 
radius of δ is determined to become the maximum radius 
where the distribution area of multiple interfering stations 
becomes an effective interference region because the 
interfering reception power to a victim station is within the 
range of valid values. The propagation model is a composite 
median pathloss and shadow fading with Log-normal 
distribution. Shadow fading model is assumed to have the 
path correlation among terminal stations. 

III. ANALYTIC DERIVATION OF OUTAGE PROBABILITY 
 

Considering ACI dominant environment in the 
interference, the received signal to interfering power ratio 
(SIR) to UEv is represented as follows. 

 
SIR = ∙  = ∙∑∙∙ 

             = ∙∙ ∙∑∙∙∙ ∙  =  ∙  ∙∑ ∙          (1) 

 
where: 

   is the transmit power of a wanted transmitter 
 ∑  is the transmit power of interfering stations 
  is the composite median pathloss and shadow 

fading of a wanted transmitter to a victim station 
   is the composite median pathloss and shadow 

fading of an interfering station to a victim station 
    is ACIR, which means the adjacent channel 

interference ratio 
 
Adjacent channel interference gives rise to extraneous 

power of the received signal to a victim station. The adjacent 
channel interference is the sum of the power both that 
interfering stations emit into a victim station’s channel 
known as the unwanted emission and that interfering stations 
pick up from a victim station’s channel known as the 
adjacent channel selectivity (ACS). ACS occurs and do not 
completely eliminate an interfering signals because radio 
frequency (RF) filters required a roll-off. Therefore, a victim 
station emits some power in the adjacent channel picked up 
by an interfering station. An interfering station receives some 
emissions from a victim station’s channel due to the roll off 
of the selectivity filters. 

 , , and  are the parameters of the median pathloss 
model between a victim station and a wanted transmitter, , , and  are the parameters of the median pathloss model 
between a victim station and an interfering station.  and   
are the Log normal random variables having zero-means, 
variances of σ, σ between a victim station and a wanted 
transmitter link and between a victim station and an 
interfering station, respectively.  is a constant to substitute 
all the constant  values. 

With the log-normal approximation in the denominator of 
(1) PDF and cumulative distribution function (CDF) of SIR 
can be derived. Firstly, we transform the SIR of (1) into a 
SIR in the decibel scale for ease of the derivation. 

 

SIR (dB) = 10log  ∙  ∙∑∙ = 10log  ∙ ∙ℵℵ  

=  10log() + 10βτ̂ + ℵ − ℵ                          (2) 
 

where, x is defined as ln(x) and β is 1/ln(10).  
 
With a few mathematical manipulations the PDF of τ̂	 is 

obtained. 
 

PDF (τ̂) =    eτ̂, − ln(D) ≤ τ̂ < ∞	0,						otherwise           (3) 

 
Because, both ℵ and ℵ  have a Gaussian distribution and 

the submission of the Gaussian random variables is a 
Gaussian random variable [4]. And, ℵ or ℵ  has a Gaussian 
distribution:  

 (ℵ)  = 
σ√π

exp − ℵμσ                         (4) 
 

where, μ = −μ and σ = σ + σ. 
 

The PDF of SIR in dB is obtained through the convolution of 
PDF (τ̂) and (ℵ)  as follows. 
 																								() = 	 β

eθQ(− + )                         (5) 
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where,  = 
σ
 β

− ln   −  − σ
γ,  = σ

γ, and Q() 
is defined as ∫ √π

∞ e  
 

CDF of SIR in dB is derived using integration by parts and 
results are as follows. 
 () = ∫ () =	∞ Q(− − ) − eQ(− + )      

(6) 
 
where,  and  are the same as those in (5) 
 

Finally, we can have a formulation for the outage 
probability defining ∆, which is the threshold of the outage 
as follows. 
 		 	( 	 < ∆) = 	(∆) 
 
                             		= 	Q(−∆ − ) − e∆Q(−∆ + )  (7) 
 

where, ∆=	 
σ
 ∆β

− ln   −  − σ
γ,  = σ

γ 
IV. SIMULATION 

Figure 2 shows the flow diagram of the Monte-Carlo 
simulation. 

 
Step1: The emission power of UEi is set to 23dBm. 

Step2: All LTE terminal stations are randomly distributed 
in the cell. 

Step3: The median pathloss and shadow fading between a 
wanted transmitter and a victim station is calculated. The 
median pathloss and shadow fading between an interfering 
station and a victim station is calculated. 

Step4: The received signal to interfering power ratio (SIR) 
to a victim station is calculated. 

Step5: SIR value is compared with reference threshold 
value of the predefined SIR. Reference threshold value of the 
received signal to interfering power ratio is defined from the 
quality of service of LTE terminal station. If a calculation 
value in Step4 is smaller than a reference threshold, the 
outage is happened and the outage means the blocking event. 
If a calculation value in Step4 is larger than a reference 
threshold, a call of a terminal station is not dropped, goes to 
Step 3. 

Step6: Total outage is counted. 

V. RESULTS 
Let us consider the validation of the derived equation 

using the Monte-Carlo simulation.  
We assumed the coexistence scenario of two E-UTRA 

(LTE) systems, which have the bandwidth of 10MHz and 
assign at adjacent channel bands without the guard band. 

The base station of LTE system known as Evolved Node B 
(eNB) has the transmit power (PeNB) of 46dBm and the 
antenna gain with 12dBi including the feeder loss of -3dB. 
The terminal station of LTE system (UE) has the transmit 
power of 23dBm and the antenna gain of 0dBi. Cell radius (d) 
of eNB is 500m. Inner radius ( ) is 1m when MCL is about 
30dB (including 2dB body loss). Outer radius (δ) is 19m. 
UEs are uniformly distributed within the cell. ACS of a UE is 
33dB. For predicting the radio propagation characteristics, 
both extended Hata model and Motley-Keenan formula are 
used. The extended Hata model [1] applies for calculating to 
the pathloss of the desired link between a wanted transmitter 
(eNB) and a victim station (UE). The Motley-Keenan 
formula [4] applies for the interfered link between interfering 
stations and a victim station in the small cell environment. 
Long term fading known as shadow fading is Log normal 
random variable having zero-mean and variances. The 
variance of σ is 12dB for the desired link and the variance 
of σ  is 4dB for the interfered link. Total pathloss value of 
the communication link is the sum of the median pathloss 
and long term fading value. 

Attenuation factors and the constant of the applied median 
pathloss model are used as follows: attenuation exponent (α1) 
3.52 and constant (C1) 10-2 in the extended Hata model and 
(α2) 2.0 or 3.5and constant (C2) 10-3.15 in the Motely-Keenan. 
The used pathloss equations are shown in (8) and (9). 
 

PLeNB-UE = C1 · d1
-γ1 = 10-2 · d1

-3.52                (8) 
 

PLUE-UE = C2 · d2
-γ2 = 10-3.15 · d2

-2                (9) 

 
Figure 2.  Monte-Carlo Simulation  
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Figure 3 shows CDF of the outage probabilities on both 
pathloss attenuation (α2) of 2.0 or 3.5 in the indoor interfered 
links and interfering station densities λ of 2 or 4. BEM OOB 
limit is assumed as -10dBm/10MHz. ACIR is calculated as 
1/((1/ACS)+(1/ACLR)), where, ACLR means the adjacent 
channel leakage ratio. Normally, ACLR of LTE UE defines 
as 30dB+X at the first adjacent channel. In Figure 3, the 
analytic derivation results are in good agreement with the 
Monte-Carlo simulation results. Also, we can find that both 
larger number of interfering stations and lower pathloss 
exponents enhance the accuracy of derivation. This 
enhancement is the reason that large numbers of samples 
make the approximation more precise by central limit 
theorem, and large pathloss exponent does the deviation of 
the interference levels to increase according to the distance 
between interfering users and a victim station. 

Figure 4 shows CDF of outage probabilities on both BEM 
levels of 0dBm or -20dBm in the indoor interfered links. 
Interfering station density (λ) is 2 and the pathloss 
attenuation (α2) is 3.5. Outage probabilities are almost 
consistent on analytical as well as simulation results. In 
Figure 4, we can identify that as we allow more interference 
into adjacent band by increasing BEM OOB limit, the outage 
probability increases due to the increased interference. If we 
set a minimum SIR of 0dB for 0.1 error rate (outage 
probability) in the application, then, BEM OOB limit of 
-20dBm should be selected. Finally, the approximation 
equation of the derived outage probability can be used 
instead of the simulation results and it can also be applied for 
calculating BEM OOB limits that require the outage 
probability of a victim system. 

VI. CONCLUSIONS 
In this paper, we derived an optimized probability formula 

for outages due to the unwanted emission of the interfering 
LTE stations in the adjacent channel bands. Analytic results 
of the mathematical formula were compared with statistical 
Monte-Carlo (MC) simulation results. For Monte-Carlo 
simulation, it is assumed that terminal stations are uniformly 
distributed around the hot spot cell area. For optimized 
formulation derivation, the composite median pathloss and 
long-term fading have log-normal approximation. 

As a result, the Log-normal approximation performs well 
in spite of a large deviation of interference received from 
both near and far away terminals although there are some 
mismatches in absolute values, when outer radius is 19m and 
inner radius of 1m. Also, we can apply for calculating the out 
of band emission limit of block edge mask. The analytic and 
Monte-Carlo simulation results are useful for current and 
future network system performance analysis. 

ACKNOWLEDGMENT 
This work was supported by the IT R&D program of  

MSIP/KCA 

REFERENCES 
[1] ECC Report 131, “Derivation of a Block Edge Mask (BEM) for 

Terminal Stations in the 2.6GHz Frequency Bands (2055-2690MHz),” 
Dublin, Jan. 2009. 

[2] R. Menon, R. M. Buehrer, and J. H. Reed, “On the impact of dynamic 
spectrum sharing techniques on legacy radio systems,” IEEE 
Transaction on Wireless Communications, vol. 7, no. 11. Nov. 2008, 
pp. 4198 – 4207. 

[3] K. W. Sung, M. Tercero, and J. Zander, “Aggregate interference in 
secondary access with interference protection,” IEEE Communication 
Letters, vol. 15, no. 6, June 2011, pp. 629 – 631. 

[4] M. J. Nawrochi, M. Dohler, and A. H. Aghvami, Understanding 
UMTS Radio Network Modelling, Planning and Automated 
Optimisation. Chichester: John Wiley and Sons, 2006. 

[5] A. Leon-Garcian, Probability and Random Processes for Electrical 
Engineering, 2nd Edition, Addison-Wesley Publishing Company, 
1993. 

[6] Y. Shim, I. Lee, and S. Park, “The impact of LTE UE on Audio 
Devices,” ETRI Journal, vol. 35, no.2, Apr. 2013, pp. 332-335.  

Figure 3.  Outage Probabilities for pathloss exponents & an interfering user 
density 

Figure 4.  Outage Probabilities for BEM OOB limits 

13Copyright (c) IARIA, 2014.     ISBN:  978-1-61208-347-6

ICWMC 2014 : The Tenth International Conference on Wireless and Mobile Communications

                           26 / 218



Uplink Performance Evaluation of Broadband Systems
which Adopt a Massive MU-MIMO Approach

Paulo Torres
EST/IPCB - Instituto Politecnico de Castelo Branco

Castelo Branco, Portugal
Email: paulo.torres@ipcb.pt

Luis Charrua†, Antonio Gusmao‡

CAPS/IST - Instituto Superior Tecnico, Universidade de Lisboa
Lisboa, Portugal

Email: †luischarrua@enautica.pt, ‡gus@ist.utl.pt

Abstract—This paper deals with an Orthogonal Frequency Di-
vision Multiplexing (OFDM)-based uplink within a Multi User
(MU)-Multi-Input Multi-Output (MIMO) system where a ”mas-
sive MIMO” approach” is adopted. In this context, either
an optimum Minimum Mean-Squared Error (MMSE) linear
detection or a reduced-complexity Matched Filter (MF) linear
detection are considered. Regarding performance evaluation by
simulation, several semi-analytical methods are proposed: one
performance evaluation method in the optimum (MMSE) case;
two performance evaluation methods in the MF case. This
paper includes performance results for uncoded 4-Quadrature
Amplitude Modulation (QAM)/OFDM transmission and a MU-
MIMO channel with uncorrelated Rayleigh fading, under the
assumptions of perfect power control and perfect channel esti-
mation. The accuracy of performance results obtained through
the semi-analytical simulation methods is assessed by means
of parallel conventional Monte Carlo simulations [10]. The
performance results are discussed in detail and we also emphasize
the achievable ”massive MIMO” effects, even for the reduced-
complexity detection techniques, provided that the number of BS
antennas is much higher than the number of antennas which are
jointly employed in the terminals of the multiple autonomous
users.

Keywords- Broadband Wireless Communications; MU-MIMO
Systems; Massive MIMO; Performance Evaluation; OFDM.

I. INTRODUCTION

The development of MIMO technologies has been crucial
for the ”success story” of broadband wireless communications
in the last two decades [1]. Through spatial multiplexing
schemes, following and extending ideas early presented in [2],
MIMO systems are currently able to provide very high band-
width efficiencies and a reliable radiotransmission at data rates
beyond 1 Gigabit/s. Appropriate MIMO detection schemes,
offering a range of performance/complexity tradeoffs, have
been essential for the technological improvements in this area
[1][3][4]. In the last decade, MU-MIMO systems have been
successfully implemented and introduced in several broadband
communication standards [5]; in such ”space division mutiple
access” systems, the more antennas the Base Station (BS) is
equipped with, the more users can simultaneously communi-
cate in the same time-frequency resource.

In recent years, the adoption of MU-MIMO systems with
a very large number of antennas in the BS, much larger than
the number of Mobile Terminal (MT) antennas in its cell, was

proposed by Marzetta [6]. This ”massive MIMO” approach
has been shown to be recommendable for several reasons
[6][7][8][9]: simple linear processing for MIMO detection
becomes nearly optimal; both MultiUser Interference (MUI)
effects and fast fading effects of multipath propagation tend
to disappear; both power efficiency and bandwidth efficiency
become substantially increased.

This paper deals with an OFDM-based uplink within a
MU-MIMO system where the BS is constrained to adopt
simple, linear detection techniques but can be equipped with
a large number of receiver antennas. In this context, either an
optimum (MMSE) linear detection or a reduced-complexity
MF linear detection are considered in Section II. Regarding
performance evaluation by simulation, several semi-analytical
methods are proposed in Section III, all of them combining
simulated channel realizations and analytical computations of
BER performance which are conditional on those channel re-
alizations: one performance evaluation method in the optimum
(MMSE) case; two performance evaluation methods in the MF
case.

In Section IV, this paper includes performance results
for uncoded 4-QAM/OFDM transmission and a MU-MIMO
channel with uncorrelated Rayleigh fading effects regarding
the several transmitter/receiver (TX/RX) antenna pairs, under
the assumptions of perfect power control and perfect channel
estimation. The accuracy of performance results obtained
through the semi-analytical simulation methods is assessed
by means of parallel conventional Monte Carlo simulations
(involving an error counting procedure). The performance
results are discussed in detail and we also emphasize the
achievable ”massive MIMO” effects, even for the reduced-
complexity detection techniques, provided that the number of
BS antennas is much higher than the number of antennas
which are jointly employed in the terminals of the multiple
autonomous users. Section V includes the main conclusions
of the paper.

II. SYSTEM MODEL

A. OFDM-based Radiotransmission

We consider here a Cyclic Prefix (CP)-assisted, OFDM-
based, block transmission, within a MU-MIMO system with
NT TX antennas and NR RX antennas - for example (but not
necessarily) one antenna per MT, as depicted in Figure 1(a).
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We assume, in the jth TX antenna (j = 1, 2, ..., NT ), a length-

N block S(j) =
[
S

(j)
0 , S

(j)
1 , ..., S

(j)
N−1

]T
of frequency-domain

data symbols in accordance with the corresponding binary data
block. The insertion of a length-Ls CP, long enough to cope
with the time-dispersive effects of multipath propagation, is
also assumed after the IDFT that is required to bring the data
block information to the time domain.

(a)

(b)

Figure 1. Uplink of an NT × NR MU-MIMO system (a) and channel
characterization, at subcarrier k, concerning the antenna pair (i, j) (b).

The frequency-domain data symbols S
(j)
k

(k = 0, 1, · · · , N − 1; j = 1, 2, · · · , NT ) are randomly and
independently selected from a QAM alphabet

(
E
[
S

(j)
k

]
= 0

and E

[∣∣∣S(j)
k

∣∣∣2] = σ2
S for any (j, k)

)
.

For any subcarrier, the frequency domain transmission rule
can be described as follows:

Yk = HkSk + Nk, (1)

where Sk =
[
S

(1)
k ,S

(2)
k , · · · ,S (NT )

k

]T
is the ”input” vec-

tor, Nk =
[
N

(1)
k ,N

(2)
k , · · · ,N (NR)

k

]T
is the Gaussian noise

vector
(
E
[
N

(i)
k

]
= 0 and E

[∣∣∣N (i)
k

∣∣∣2] = σ2
N = N0N

)
, Hk

denotes the NR × NT channel matrix with entries H
(i,j)
k ,

concerning a given channel realization (RX antenna i and TX
antenna j, for each subcarrier, as shown in Figure 1(b)) and

Yk =
[
Y

(1)
k ,Y

(2)
k , · · · ,Y (NR)

k

]T
is the resulting ”output”

vector.

By assuming E
[
H

(i,j)
k

]
= 0 and a constant

E

[∣∣∣H(i,j)
k

∣∣∣2] = PΣ, (2)

for any (i, j, k), and a 4-QAM/OFDM block transmission, the
average bit energy at each BS antenna is given by

Eb =
σ2
S

2ηN
PΣ, (3)

where η = N
N+LS

, with LS denoting the CP length.

B. Optimum (MMSE) and MF Linear Detection Techniques

With regard to subcarrier k, two linear detection techniques
are considered, as shown in Figure 2, both directly provid-
ing frequency-domain decisions Ŝk based on the frequency-
domain detector output Ỹk(k = 0, 1, ..., N − 1).

(a)

(b)
Figure 2. Reduced-complexity (MF) (a) and optimum (MMSE) (b) linear
detection techniques, regarding subcarrier k.

As Figure 2(a) indicates,

Ỹk = HH
k Yk (4)

for the reduced-complexity linear detection
technique. The Ỹ

(j)
k components of Ỹk

(k = 0, 1, 2, · · · , N − 1; j = 1, 2, · · · , NT ) are given by

Ỹ
(j)
k =

NR∑
i=1

H
(i,j)∗
k Y

(i)
k , (5)

which clearly means, for any (j, k) pair, a Maximal Ratio
Combining (MRC) procedure, involving MF for each com-
ponent of the length-NR received vector Yk.

For the optimum (MMSE) linear detection technique, it can
be shown that [4]

Ỹk = A−1
k HH

k Yk, (6)

where

Ak = HH
k Hk + αINT

, (7)

with α =
σ2
N

σ2
S

= N0
N
σ2
S

.

III. SEMY-ANALYTICAL METHODS FOR PERFORMANCE
EVALUATION

A. Performance Evaluation Method in the Optimum (MMSE)
Case

The frequency-domain output Ỹk of the MMSE detector in
Figure 2 (b) includes Gaussian noise and residual MUI terms in
its NT components. Regarding the jth component of Ỹk, the
resulting Signal-to-Interference-plus-Noise-Ratio (SINR) can
be derived by resorting to well-known ”MMSE estimation”
principles. It can be written as

SINRj,k =
Γ

(j,j)
k

1− Γ
(j,j)
k

, (8)
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where Γ
(j,j)
k is the (j, j) entry of

Γk =
[
HH
k Hk + αINT

]−1
HH
k Hk, (9)(

Γ
(j,j)
k =

E
[
S

(j)∗
k Ỹ

(j)
k

]
σ2
S

, since

Ỹ
(j)
k = Γ

(j,j)
k S

(j)
k + ′uncorrelated noise− like term′

)
.

For 4-QAM/OFDM, the resulting BERj,k - conditional on
the channel realization Hk (k = 0, 1, · · · , N −1) - is given by

BERj,k ≈ Q
(√

SINRj,k

)
, (10)

with SINRj,k according to (8). The average BER for the
overall channel realization Hk (k = 0, 1, · · · , N − 1) can be
computed as follows:

BER =
1

NT

NT∑
j=1

BERj , (11)

where

BERj =
1

N

N−1∑
k=0

BERj,k, (12)

B. Performance Evaluation Methods in the MF Case

The NT components of the frequency domain output Ỹk,
in the MF detector of Figure 2 (a), can be decomposed - into
”useful signal”, MUI and ”Gaussian noise” - as follows:

Ỹ
(j)
k =

NR∑
i=1

∣∣∣H(i,j)
k

∣∣∣2 S(j)
k +

∑
l 6=j

NR∑
i=1

H
(i,l)
k H

(i,j)∗
k S

(l)
k +

+

NR∑
i=1

H
(i,j)∗
k N

(i)
k , (13)

(j = 1, 2, · · · , NT ). Regarding the jth component of Ỹk, the
resulting SINR can be given by

SINRj,k =

σ2
S

(
NR∑
i=1

∣∣∣H(i,j)
k

∣∣∣2)2

σ2
S

∑
l 6=j

∣∣∣∣NR∑
i=1

H
(i,l)
k H

(i,j)∗
k

∣∣∣∣2 +NN0

NR∑
i=1

∣∣∣H(i,j)
k

∣∣∣2
=

1

α
′(j)
k

NR∑
i=1

∣∣∣H(i,j)
k

∣∣∣2 , (14)

where

α
′(j)
k = α+

∑
l 6=j

α
(l,j)
k , (15)

with α = N0
N
σ2
S

and

α
(l,j)
k =

∣∣∣∣NR∑
i=1

H
(i,j)∗
k H

(i,l)
k

∣∣∣∣2
NR∑
i=1

∣∣∣H(i,j)
k

∣∣∣2 , (16)

For 4-QAM/OFDM, the BER computation for the overall
channel realization Hk (k = 0, 1, · · · , N−1) can be performed
in accordance with eqns. (10), (11) and (12), through the use
of SINRj,k given by eqns. (14), (15) and (16).

The second semi-analytical method for performance eval-
uation considers the MUI as it is, and does not necessarily
regard it as a ”quasi-Gaussian interference”. By assuming
σS =

√
2 (i.e., S(j)

k = ±1± j), it is easy to derive

BERj,k =
1

22NT−1

∑
{S̃(l)

k ;l 6=j}

Q

HΣ + <e

{∑
l 6=j

(
NR∑
i=1

H
(i,l)
k H

(i,j)∗
k

)
S̃

(l)
k

}
√
N N0

2

NR∑
i=1

∣∣∣H(i,j)
k

∣∣∣2
 +

+ Q


HΣ + =m

{∑
l 6=j

(
NR∑
i=1

H
(i,l)
k H

(i,j)∗
k

)
S̃

(l)
k

}
√
N N0

2

NR∑
i=1

∣∣∣H(i,j)
k

∣∣∣2

 , (17)

with HΣ =
∑NR

i=1

∣∣∣H(i,j)
k

∣∣∣2; then, by resorting to eqns. (11)
and (12), we can get the average BER for the ”overall channel”
realization Hk (k = 0, 1, · · · , N − 1).

IV. NUMERICAL PERFORMANCE RESULTS AND
DISCUSSION OF MASSIVE MIMO EFFECTS

In the following, we present a set of performance results
for uncoded 4-QAM/OFDM uplink block transmission, with
N = 256 and Ls = 64, within a MU-MIMO NT × NR
Rayleigh fading channel. The fading effects regarding the sev-
eral TX/RX antenna pairs are assumed to be uncorrelated, with
all zero-mean complex Gaussian H

(i,j)
k channel coefficients

having the same variance PΣ (see Section II-A).

Figure 5 and Figure 6 involve subsets of BER performance
curves taken from Figure 3 and Figure 4, respectively: in
both cases, we selected the NT ×NR MU-MIMO MF linear
detection and the SIMO 1 × NR (single-path) performance,
for several values of NR. Figure 7 shows BER performance
results, under MF linear detection, for NR = 100 and several
values of NT [SIMO 1×NR (single-path) case also included.].

With regard to both linear detection techniques of Section
II-B, the several performance results concerning the MU-
MIMO system have been obtained by random generation
of a large number of channel realizations, analytical BER
computation - according to the methods of Section III - for
each channel realization, and an averaging operation over
the set of channel realizations. The accuracy of performance
results obtained through these semi-analytical simulation meth-
ods was assessed by means of parallel conventional Monte
Carlo simulations (involving an error counting procedure). As
expected, having in mind the subcarrier-by-subcarrier detection
procedure in the uncoded QAM/OFDM block transmission
context, the achieved performances turned out to be the same
for frequency-flat and frequency-selective fading conditions
(under the assumption of a CP long enough to cope with the
channel time dispersion).

16Copyright (c) IARIA, 2014.     ISBN:  978-1-61208-347-6

ICWMC 2014 : The Tenth International Conference on Wireless and Mobile Communications

                           29 / 218



(a) (b) (c)
Figure 3. BER performances for OFDM-based MU-MIMO with NT = 2, and NR = 10 (a), 50 (b) or 100 (c), under linear (MF, MMSE) and ML detection
[SIMO 1×NR (singe-path, multipath) reference BER performances are also included, and the five BER performances are ordered, from the worst to the best,
as explained in section IV].

(a) (b) (c)
Figure 4. BER performances for OFDM-based MU-MIMO with NT = 10, and NR = 50 (a), 100 (b) or 250 (c), under linear (MF, MMSE) and ML detection
[SIMO 1×NR (singe-path, multipath) reference BER performances are also included, and the five BER performances are ordered, from the worst to the best,
as explained in section IV].

When NR � NT , both the MUI effects and the fading
effects of multipath propagation tend to disappear: conse-
quently, the BER performances for the MU-MIMO NT ×NR
Rayleigh fading channel become very close to those concern-
ing a SIMO 1×NR channel with single-path propagation for
all NR TX/RX antenna pairs. The achievable performances
under a ”truly massive” MU-MIMO implementation can be
analytically derived as explained in the following.

Entries of Hk are i.i.d. Gaussian-distributed random vari-
ables with zero mean and variance PΣ. According to the law
of large numbers [10],

lim
NR→∞

[
1

NR

NR∑
i=1

∣∣∣H(i,j)
k

∣∣∣2] = E

[∣∣∣H(i,j)
k

∣∣∣2] = PΣ (18)

and

lim
NR→∞

 1

NR

NR∑
i=1

(l 6=j)

H
(i,j)∗
k H

(i,l)
k

 = (19)

= E
(l 6=j)

[
H

(i,j)∗
k H

(i,l)
k

]
= 0.

Therefore, having in mind (14), (15), (16) and (3),

lim
NR→∞

(
SINRj,k
NR

)
=

σ2
S

N0N
lim

NR→∞


NR∑
i=1

∣∣∣H(i,j)
k

∣∣∣2
NR


=

σ2
S

N0N
PΣ = 2η

Eb
N0

(20)

When NR >> NT (which also implies NR >> 1)

SINRj,k ≈ NR lim
NR→∞

[
SINRj,k
NR

]
= 2ηNR

Eb
N0

, (21)

leading to

BER ≈ Q

(√
2ηNR

Eb
N0

)
. (22)

Figures 3 and 4 show the simulated BER performances
for an OFDM-based MU-MIMO uplink and several possibil-
ities regarding NT and NR, when using the linear (MF and
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MMSE) detection techniques of Section II. In both figures,
for the sake of comparisons, we include Maximum Likelihood
(ML) detection results concerning the NT × NR system;
we also include SIMO 1 × NR reference performances, for
both the multipath propagation channel - which implies a
Rayleigh fading concerning each TX/RX antenna pair - and an
ideal single-path propagation channel. For the linear detection
techniques, the semi-analytical methods of Section III have
been adopted; the complementary conventional Monte Carlo
simulation (involving error counting) results correspond to the
superposed circles in the solid lines.

Figure 5. BER performances for OFDM-based MU-MIMO with NT = 2,
and NR = 10, 50 or 100, under MF linear detection [SIMO 1×NR (single-
path) reference performances are also included].

In all figures, where the 1×NR (single-path case) SIMO
detection performance was analytically computed according to
(22) - an excellent agreement of the semi-analytical simulation
results with conventional Monte Carlo simulation results can
be observed.

In the simulation results concerning all subfigures of both
Figure 3 and Figure 4, the five BER performance curves
have been shown to be ordered, from the worst to the best,
as follows: NT × NR MU-MIMO with MF linear detection;
NT ×NR MU-MIMO with MMSE linear detection; NT ×NR
MU-MIMO with ML detection; 1×NR (multipath case) SIMO
detection; 1 × NR (single-path case) SIMO detection. These
figures clearly show that the performance penalty which is
inherent to the reduced-complexity (MF) linear detection -
as compared with the optimum (MMSE) linear detection and
even the optimum (ML) detection - can be made quite small,
by increasing NR significantly; they also show that, under
highly increased NR values, the ”MUI-free” SIMO (multipath)
performance and the ultimate bound - the ”MUI-free and
fading-free” SIMO (single-path) performance - can be closely
approximated, even when adopting the reduced-complexity
(MF) linear detection. Figure 5 and Figure 6 emphasize the
performance benefits of an increased NR , for a given NT , and

Figure 6. BER performances for OFDM-based MU-MIMO with NT = 10,
and NR = 50, 100 or 250, under MF linear detection [SIMO 1 × NR

(single-path) reference performances are also included].

Figure 7. BER performances for OFDM-based MU-MIMO with NR = 100,
and NT = 2, 4, 6, 8 or 10, under MF linear detection [SIMO 1×NR (single-
path) reference performance is also included].

Figure 7 emphasizes the more or less acceptable performance
degradation levels which are unavoidable when NR is kept
fixed and NT increases (under the reduced-complexity detec-
tion in all cases). This set of figures emphasizes a ”massive
MIMO” effect when NR � 1, especially when NR � NT too,
which leads to BER performances very close to the ultimate
”MUI-free and fading-free” SIMO (single-path) performance
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bound.

V. CONCLUSIONS

This paper was dedicated to the uplink performance evalu-
ation of a MU-MIMO system with OFDM transmission, when
adopting a large number of antennas and linear detection
techniques at the BS. The accuracy of performance results
obtained by semi-analytical means, as proposed in Section III,
was demonstrated.

The numerical performance results, discussed in detail in
Section IV, show the ”massive MIMO” effects provided by
a number of BS antennas much higher than the number of
antennas which are jointly employed in the terminals of the
multiple autonomous users, even when a reduced-complexity
(MF) linear detection technique is adopted.
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Abstract—Virtual multi-input multi-output (vMIMO) schemes in
wireless communication systems improve coverage, throughput,
capacity, and quality of service. In this paper, we propose
two uplink vMIMO relaying schemes based on detect-split-and-
forward (DSF). In addition, we investigate the effect of several
physical parameters on the performance of the relaying systems,
such as distance, modulation type and number of relays. In
addition, we provide analytical tools to evaluate the performance
of the proposed vMIMO relaying schemes.

Keywords–Virtual MIMO, distributed antenna, relaying, detect-
split-and-forward, STBC, V-BLAST.

I. INTRODUCTION

Since the introduction of the multiple-input-multiple-output
(MIMO) technology, there have been great advancements in
data rate speeds and wireless network efficiency. The main
purpose of MIMO implementation is to boost the transmission
rate by exploiting the randomness of parallel channels. Using
MIMO technology, the capacity of a propagation environ-
ment decreases with increasing the correlation of the channel
coefficients. Practically, for none-line-of-sight (NLOS) and
omni-directional wireless mobile communications, there are
restrictions on handset manufacturing caused by wavelegths.
Hence, the designers should select applicable wavelengths
to realize the full potential of MIMO receivers. Obviously,
large antenna arrays of different sizes are not always practical
for handsets mobile. Furthermore, the developers of the next
generation wireless systems are investing in virtual MIMO
(vMIMO) [1]. Virtual MIMO (vMIMO) is a recent model
adapted from the broadcasting model of wireless channels
where all communication nodes (relays) support each other.
The goal of vMIMO is to provide better quality-of-service
(QoS) at higher data rates, especially for users who are at the
cell edge. This technique acts in a way similar to multi-user
(MU-MIMO) technique in the uplink side, also called network
MIMO [1]. vMIMO is based on the concept of relaying over
virtual antenna arrays. with results in enhancing the end-to-
end link performance, offering good QoS and extending cov-
erage range in NLOS environment. vMIMO systems execute
the communication process in a distributed manner to take
advantages of the MIMO system while reducing consumption
of battery, improving capacity and expanding network lifetime
[2].

Relay structures have evolved by the introduction of virtual
antenna arrays and MIMO relays [3] and [4]. The relaying

technique, as introduced by Van der Meulen [5], has transpired
through the years as the most well-known approach to improve
the reliability and performance of wireless networks. It makes
use of node cooperation and it allows a network to extend
its coverage without exhausting its power resources. The two
well-known relaying protocols, are: amplify-and forward (AF)
and decode-and forward (DF) [6]. AF is the simplest as it
only amplifies the received signal then forwards it. However,
its drawback is that it amplifies the noise in addition to the
signal. This technique, as described in the IEEE802.16j [7]
standard, does not require the mobile station (MS) to be aware
of intermediate relays. On the other hand, DF is a protocol that
uses error detection and correction as it decodes data once
received and confirms its correctness then forwards the data.
This technique is generally used with hybrid automatic repeat
request (HARQ) to ensure that correct data was decoded and
intact [6].

The authors of [8] and [9] extended relaying concepts to
MIMO by considering several relay transmission and topology
schemes (e.g., parallel, serial and hybrid) and taking into
consideration practical MIMO systems. The authors of [10]
and [11] investigated the performance of space-time block
coding (STBC) with MIMO relaying using AF as an effective
way to introduce spatial diversity. Virtual spatial multiplexing
with AF relaying was investigated in [12] and closed-form
expressions were derived at high-SNRs. In [13], IEEE802.16e
described the uplink virtual MIMO (UL-vMIMO) as follows:
each user is equipped with a single antenna and shares the same
channel resources with other users. By utilizing simultaneous
transmissions over a common burst, vMIMO increases the
peak transmission rate and improves the system performance.
In addition, DF virtual relaying scheme for MIMO systems
was analyzed in [14].

In [15], an AF virtual spatial multiplexing scheme is
proposed in which each transmitter is equipped with a single
antenna. The transmitters form a virtual antenna array and send
identical signals to relays that amplify-and-forward different
portions of the signal at a reduced data rate to the destination.
The receiver is equipped with multiple antennas in order to
null and cancel the interference from the different relays and
detect the original signal transmitted from the source. Another
approach proposed by [16] is to let the relays detect a sub-
stream from the original stream. Then, all relays forward their
low rate sub-streams simultaneously over the same physical
channel. This scheme has the advantage of controlling noise, as
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in digital systems, so that it is not amplified. Another advantage
is that the vMIMO relay can send data with lower modulation
rates which improves the bit error rate (BER). Because of the
practical difficulty associated with antenna coupling, another
alternative technique is proposed in [16]. In this paper we
refer to the scheme of [16] as detect-split-forward (DSF) using
vertical-bell laboratories layered space-time (VBLAST).

Up to the authors knowledge, there is no analysis for
the error probability of DSF schemes over vMIMO channels.
Thus, in this paper we provide analytical tools to evaluate the
performance of DSF-vMIMO schemes, for both VBLAST and
STBC. Both simulations and analysis are conducted to evaluate
the system performance in terms of several physical parameters
such as distance, modulation type, and number of relays.

The remainder of this paper is organized as follows. Section
II introduces the system and channel models. The analysis of
system performance and the average capacity are conducted
in Section III and Section IV. In Section V, some simulation
and numerical results are presented and discussed. Finally,
conclusions are given in Section VI.

II. SYSTEM MODEL

We consider a 1 × NR × ND uplink system, where 1
indicates a source with a single antenna, NR is number of
relays, each equipped with a single antenna. ND is number of
receiving antennas at the destination. The source modulates a
block of k information bits and transmits an 2k-ary modulated
symbol x, which is received by all relays. Then, each relay
detects the information bits and splits them into NR blocks of
length m bits, where mNR = k. At each relay, m-bit block
is modulated using lower level modulation schemes (2m-ary
symbol) and will be transmitted through NR relays, which
creates a vMIMO system. At the relays, two vMIMO schemes
are considered for relaying the NR symbols. The first scheme
uses spatial multiplexing based on VBLAST and the second
scheme uses STBC.

A. DSF-vMIMO Schemes

To illustrate DSF vMIMO schemes, consider a 1 × 2 × 2
system with 2 bps/Hz efficiency. The relays receive the fol-
lowing signals from the source:

YR1 = hSR1x+ nR1 (1)

YR2
= hSR2

x+ nR2
, (2)

where x is the transmitted symbol, YRi is the received
signal at relay i, and hSRi is the complex Gaussian fading
coefficient, with zero mean and variance of one, from the
source to relay i. In addition, nRi

is the additive white
Gaussian noise at relay i with zero-mean and variance No,
where No is the noise power spectral density. Each relay
detects the transmitted symbol x. The detection, splitting and
forwarding of each vMIMO scheme is explained next.

1) DSF-VBLAST Scheme: The DSF-VBLAST scheme de-
tects the 2k-ary symbol, splits it into NR parallel symbols,
where each symbol carries m bits and then forwards the signals
simultaneously to the destination as shown in Figure 1. As
an example, for a 2 bps/Hz efficiency, the source modulates

4 bits using 16-QAM and sends it to the relays. Each relay
detects the 16-QAM symbol and demodulates the 4 bits. Then,
these 4 bits will be splitted into two blocks, each consisting of
two bits. These two bits will be modulated using QPSK and
then spatially multiplexed and forwarded to the destination.
Since 4 bits have been transmitted using two hops, the system
efficiency is 2 bps/Hz.

The destination receives the following vMIMO signals:

(
YD1

YD2

)
=

(
hR1D1

hR2D1

hR2D2
hR1D2

)(
x̂1

x̂2

)
+

(
nD1

nD2

)
,

(3)

where YDj
is the received signal at antenna j at the

destination, x̂i is the transmitted signal from relay i, and hRiDj

is the complex Gaussian fading coefficient, with zero mean and
unit variance, between relay i and antenna j at the destination.
In addition, nDj

is the additive white Gaussian noise at antenna
j at the destination.

The destination applies the VBLAST detection algorithm
with successive interference cancellation (SIC) and it performs
nulling, based on zero-forcing (ZF), cancelation and ordering.

2) DSF-STBC Scheme: To improve the diversity order and
provide more link reliability, STBC is used in the second hop.
At the relays, the 2k-ary symbol is detected and split into
NR symbols, each carries k/NR bits. After that, the splitted
symbols are mapped to an STBC as shown in Figure 2. As
an example, for a 2 bps/Hz, the source sends 6 bits using a
64-QAM symbol to the two relays. Then, each relay detects
the 64-QAM symbol and demodulates the 6 bits and split them
into two blocks, each consists of 3 bits. Each block of 3 bits is
modulated using 8PSK and then mapped to Alamouti STBC
code. The STBC codes will be forwarded to the destination
over two time slots. Since 6 bits have been transmitted during
three time slots, the system efficiency is 2 bps/Hz. The signals
received by the destination could be expressed as:


Y 2
D1

Y 2
D2

Y 3∗
D1

Y 3∗
D2

 =


h2
R1D1

h2
R1D2

h2
R2D1

h2
R2D2

h3∗
R1D1

−h3∗
R1D2

h3∗
R2D1

−h3∗
R2D2

( x̂1

x̂2

)
+


n2
D1

n2
D1

n3∗
D1

n3∗
D1

 ,

(4)

where Y tDj
is the received signal at time slot t and antenna

j, htRiDj
is the channel from relay j to antenna j at the

destination at time slot t. The MIMO channel from the relay to
the destination is assumed to be quasi-static complex Gaussian
channel, where each cofficient has a zero mean and unit
variance.

III. PERFORMANCE ANALYSIS

A. DSF-VBLAST Scheme

To calculate the block error rate (BLER) for the DSF V-
BLAST scheme, we analyze the detection process at each hop.
Assume that PB,H1

is the BLER of the first hop and PB,H2

is the BLER of the second hop. Then the total BLER at the
destination will be:

PB = 1− (1− PB,H1
)(1− PB,H2

), (5)
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Since in the first hop, the source transmit the modulated
symbol to NR single antenna relays, the BLER at the first hop
is

PB,H1 = 1− (1− Pe,R)NR . (6)

Where Pe,R is the symbol error rate (SER) at each relay
for M-ary modulation over fading channels [17], taking into
account the appropriate signal set levels and energy after
splitting. Thus SER at each relay is:

Pe,R =

(
M − 1

M

)(
1−

√
1.5γR

M2 − 1− 3γR

)
, (7)

where M = 2m is the new cardinality of the signal set
after splitting and γR denotes the average received SNR at
each relay.

Since VBLAST detection is used in the second hop, each
layer of the V-BLAST scheme has a different error probability
depending on its diversity order [18].

Assume that Pe,i is the SER for layer i over Rayleigh
fading channels, then the BLER of the second hop is:

PB,H2 = 1−
NR∏
i=1

(1− Pe,i), (8)

For M-QAM signals, Pe,i is [19]:

Pe,i = 4(1− 1√
M

)( 1−ζi
2 )Di

Di−1∑
j=0

(
Di − 1 + j

j

)
( 1+ζi

2 )j

−4(1− 1√
M

)2{ 1
4 −

ζi
Π {(

Π
2 − tan−1ζi)

Di−1∑
j=0

(
2j
j

)
(

1−ζj
4 )j

+ sin(tan−1ζi)
Di−1∑
j=1

j∑
r=1

Jrj
(1+βi)

j [cos(tan−1)ζi]
2(j−r)+1}},

(9)

where the diversity order of layer i is:

Di = ND −NR + i, (10)

and ND is the total number of receiver antenna at the destina-
tion. Let d be the distance between the relays and the source,
and v be the path loss, then the parameters in (9) are defined
as

ζi =
βi

1 + βi
(11)

βi =
3d−vγD

2NR(M − 1)
(12)

Jrj =

(
2j
j

)(
2(j−r)
(j−r)

)
4i(2(j − r) + 1)

. (13)

where γD denotes the average received SNR at each receive
antenna at the destination.

For M-PSK case, Pe,i is [19]:

Pe,i =
M − 1

M
− µt√

µ2
t + 1

(
1

2
+
ωt
Π

)

Dt−1∑
τ=0

(
2τ

τ

)
[4(µ2

t + 1)]−τ

− µt√
µ2
t + 1

1

Π
sin(ωt)

Dt−1∑
τ=1

τ∑
i=1

Jiτ

(µ2
t + 1)τ

[cos(ωt)]
2(τ−i)+1,

(14)
where

µt =
√
ρt sin(

Π

M
) (15)

ρt = d−v · γD (16)

ωt = tan−1(

√
ρt cos( Π

M )√
µ2
t + 1

). (17)

B. DSF-STBC Scheme

For M-QAM STBC, the SEP at the second hop could
be calculated using (9) with a diversity order ND · NR and
with one layer (L = 1). Therefore, the second hop BLER is
PB,H2 = Pe,1 with a diversity D = ND ·NR. Then the total
BLER PB is calculated using (5).

IV. CAPACITY ANALYSIS

The DSF-vMIMO capacity is presented in this section. The
analysis of the capacity of DSF-vMIMO for V-BLAST and
STBC is based on the fact that the instantaneous capacity of
the two hop relay system is determined by the weakest link.
The first hop consists of two SISO channels and the second
hop consists of a MIMO channel. The second MIMO hop
can be either V-BLAST or STBC. Therefore, the instantaneous
capacity of DSF-VBLAST can be calculated as:

CDSF−V BLAST =
min{CSISO1, CSISO2, C

ZF
V BLAST }

NH
,

(18)
and the capacity of DSF STBC is:

CDSF−STBC =
min{CSISO1, CSISO2, CSTBC}

NH
, (19)

where NH is the total number of hops.

In the above equations, CSISO is the instantaneous capac-
ity of single-input single-output flat Rayleigh fading channels
[18] at the first hop, which is expressed as:

CSISO = log2(1 + γR|h|2) bps/Hz, (20)

where the channel coefficient h is a complex Gaussian random
variable with zero mean and unit variance, and γR is the
average SNR at each relay. For a given h, there is only one
way to increase the capacity of the SISO channel and that is by
increasing SNR. Also, the capacity increases logarithmically
with increasing SNR.

The second hop is either a VBLAST or an STBC. For
VBLAST, the instantaneous capacity with NR relays and with
ZF interference nulling and serial cancelation is given by [20]:

CZFV BLAST = NR.minj=1,2,...,RN
{log2(1 +

γD
NR‖WZF,j‖2F

)},
(21)

where WZF,j is the ZF projection vector of the jth relay, γD
is the SNR per receive antenna at the destination, and ‖(·)‖2F
is the squared Frobenius norm.
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For STBC, the instantaneous capacity rate rc code and NR
relays is [21]

CSTBC = rc{log2(1 +
γD
NR
‖H‖2F )}. (22)

V. NUMERICAL RESULTS

In this section, the performance of DSF V-BLAST and
DSF-STBC schemes are evaluated using the analytical results
and verified by Monte-Carlo simulations. The channel models
used in the simulation are Rayleigh flat-fading channels char-
acterized by complex Gaussian random variables with zero-
mean and 0.5 variance per dimension. In addition additive
white Gaussian noise is added at each receive antenna. Both
BLER performance and average capacity are evaluated The
spectral efficiency is computed as the total number of bits
received at the destination divided by the total number of
transmission time slots.

The BLER performance of 1 × 2 × 2 DSF-VBLAST and
DSF-STBC are shown in Fig. 3 and 4, respectively. The
performance is examined at several spectral efficiencies as
shown in Tables I and II. The relays are placed at a normalized
distance of 0.3 from the source. The results in this figure
illustrate the accuracy of our analysis.

BLER comparison between DSF-VBLAST and DSF-
STBC schemes is shown in Fig. 5 The result shows the
effect of relay location on the performance of both systems
and the inherent tradeoffs. The performance is examined at
low, medium, and high SNRs and the normalized distance is
changed from zero to one. The result shows that when the
relays are closer to the source, the DSF-STBC performs better
than DSF-V-BLAST. However, when the relays are placed
further than 0.4, the performance of DSF-VBLAST becomes
better. From this result, we propose to design a hybrid system
where the relays use adaptive techniques to determine the best
scheme to be used based on the distance from the source.

The average capacities of DSF-VBALST and DSF-STBC
schemes are shown in Fig. 6. At a certain distance and since
both systems consist of SISO and MIMO hops, the SISO
channel will dominate the overall channel capacity. The result
in Fig. 6 shows that at distances greater than d = 0.5, the
DSF-VBLAST channel capacity will perform the same as the
DSF-STBC since both systems are dominated by the weakest
channel, which is the SISO channel at the first hop.

VI. CONCLUSION

In this paper, we analyzed detect-split-forward uplink vir-
tual MIMO relying schemes based on VBLAST and STBC.
The relays split the incoming source signal into lower mod-
ulation levels. This will enhance the energy efficiency of
the relaying system. Block error rate expressions and outage
capacity rates were presented. The analysis presented in this
paper matched the simulation results and it showed the effect of
several physical parameters such as distance, modulation type
and number of relays. For future work, there exists a tradeoff
between VBLAST and STBC which leads to designing an
adaptive relaying system that can adapt the MIMO scheme
based on the location of the relay to satisfy a certain quality
of service.
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TABLE I. 1× 2× 2 DSF-VBLAST

Time Slots 1st Hop 2nd Hop bps/Hz
2 QPSK BPSK 1
2 16-QAM QPSK 2
2 64-QAM 8PSK 3
2 256-QAM 16-QAM 4

TABLE II. 1× 2× 2 DSF-STBC

Time Slots 1st Hop 2nd Hop bps/Hz
3 QPSK BPSK 0.66
3 16-QAM QPSK 1.33
3 64-QAM 8PSK 2
3 256-QAM 16-QAM 2.66

Figure 1. System model of 1× 2× 2 DSF-VBLAST relaying scheme.

Figure 2. System model of 1× 2× 2 DSF-STBC relaying scheme.
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Figure 3. BLER performance comparison of DSF-VBLAST relaying schemes
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Abstract—This paper deals with Single Carrier (SC)/Frequency
Domain Equalization (FDE) as an uplink alternative to Or-
thogonal Frequency Division Multiplexing (OFDM) for a Multi
User (MU)-Multi-Input Multi-Output (MIMO) system where a
”massive MIMO” approach is adopted. In this context, either an
optimum Minimum Mean-Squared Error (MMSE) linear detec-
tor or appropriate reduced-complexity linear detection techniques
are considered. Regarding performance evaluation by simulation,
two semi-analytical methods are proposed - one method in the op-
timum (MMSE) case and the other one in the reduced-complexity
cases. This paper includes performance results for uncoded 4-
Quadrature Amplitude Modulation (QAM) SC/FDE transmission
and a MU-MIMO channel with uncorrelated Rayleigh fading,
under the assumptions of perfect power control and perfect
channel estimation. The accuracy of performance results obtained
through the semi-analytical simulation methods is assessed by
means of parallel conventional Monte Carlo simulations. The
performance results are discussed in detail and we also emphasize
the achievable ”massive MIMO” effects, even for the reduced-
complexity detection techniques, provided that the number of BS
antennas is much higher than the number of antennas which are
jointly employed in the terminals of the multiple autonomous
users. Appropriate ”SC/FDE vs OFDM” comparisons are also
included in this discussion of performance results.

Keywords-Broadband Wireless Communications; MU-MIMO
Systems; Massive MIMO; Performance Evaluation; SC/FDE.

I. INTRODUCTION

Cyclic Prefix (CP)-assisted block transmission schemes
were proposed and developed, in the last two decades, for
broadband wireless systems, which have to deal with strongly
frequency-selective fading channel conditions. These schemes
take advantage of current low-cost, flexible, Fast Fourier Trans-
form (FFT)-based signal processing technology, with both
OFDM and SC/FDE alternative choices [1][2][3]. Mixed air
interface solutions, with OFDM for the downlink and SC/FDE
for the uplink, as proposed in [2], are now widely accepted;
the main reason for replacing OFDM by SC/FDE, with regard
to uplink transmission, is the lower envelope fluctuation of
the transmitted signals when data symbols are directly defined
in the time domain, leading to reduced power amplification
problems at the mobile terminals.

Also in the last two decades, the development of MIMO
technologies has been crucial for the ”success story” of broad-
band wireless communications. Through spatial multiplexing
schemes, early introduced by Foschini [4], and appropriate

MIMO detection schemes [5][6] - offering a range of per-
formance/complexity tradeoffs -, MIMO systems are currently
able to provide very high bandwidth efficiencies and a reliable
radiotransmission at very high data rates. In the last decade,
MU-MIMO systems [7] - able to serve multiple autonomous
users in the same time-frequency resource, thereby providing
a true ”space division multiple access” - also have been
successfully implemented and introduced in several broadband
communication standards.

In recent years, the adoption of a very large number
of antennas in the BS, much larger than the number of
Mobile Terminal (MT) antennas in its cell, was proposed in
[8][9]. This ”massive MIMO” approach has been shown to
be recommendable for several reasons [8][9]: simple linear
processing for MIMO detection becomes nearly optimal; both
MultiUser Interference (MUI) effects and fast fading effects of
multipath propagation tend to disappear; both power efficiency
and bandwidth efficiency become substantially increased.

This paper deals with SC/FDE as an uplink alternative
to OFDM [10] for a MU-MIMO system where the BS is
constrained to adopt simple, linear detection techniques, but
can be equipped with a large number of receiver antennas.
In this context, either an optimum (MMSE) linear detec-
tor or appropriate reduced-complexity, Matched Filter (MF)-
based, linear detection techniques are considered in Section II.
Regarding performance evaluation by simulation, two semi-
analytical methods are proposed in Section III - one method
in the optimum (MMSE) case and the other one in the
reduced-complexity cases -, both combining simulated channel
realizations and analytical computations of BER performance
which are conditional on those channel realizations.

In Section IV, this paper includes performance results
for uncoded 4-QAM SC/FDE transmission and a MU-MIMO
channel with uncorrelated Rayleigh fading effects regarding
the several transmitter/receiver (TX/RX) antenna pairs, under
the assumptions of perfect power control and perfect channel
estimation. The accuracy of performance results obtained
through the semi-analytical simulation methods is assessed
by means of parallel conventional Monte Carlo simulations
(involving an error counting procedure). The performance
results are discussed in detail and we also emphasize the
achievable ”massive MIMO” effects, even for the reduced-
complexity detection techniques, provided that the number of
BS antennas is much higher than the number of antennas
which are jointly employed in the terminals of the multiple

26Copyright (c) IARIA, 2014.     ISBN:  978-1-61208-347-6

ICWMC 2014 : The Tenth International Conference on Wireless and Mobile Communications

                           39 / 218



autonomous users. Appropriate ”SC/FDE vs OFDM” com-
parisons are also included in this discussion of performance
results. Section V includes the main conclusions of the paper.

II. SYSTEM MODEL

A. SC/FDE-based Radiotransmission

We consider here a CP-assisted, SC/FDE-based, block
transmission, within a MU-MIMO system with NT TX anten-
nas and NR RX antennas - for example (but not necessarily)
one antenna per MT. We assume, in the jth TX antenna (j =

1, 2, ..., NT ), a length-N block s(j) = [s
(j)
0 , s

(j)
1 , ..., s

(j)
N−1]T of

time-domain data symbols in accordance with the correspond-
ing binary data block. The insertion of a length-Ls CP, long
enough to cope with the time-dispersive effects of multipath
propagation, is also assumed.

The time-domain data symbols s(j)
n (n = 0, 1, · · · , N −

1; j = 1, 2, · · · , NT ) are randomly and independently selected

from a QAM alphabet
(
E
[
s

(j)
n

]
= 0 and E

[∣∣∣s(j)
n

∣∣∣2] = σ2
s

)
for any (j, n).

By using the frequency-domain version of the time-domain

data blocks s(j) =
[
s

(j)
0 , s

(j)
1 , · · · , s(j)

N−1

]T
, given by S(j) =[

S
(j)
0 , S

(j)
1 , · · · , S(j)

N−1

]T
= DFT

(
s(j)
)

(j = 1, 2, · · · , NT ),
we can describe the frequency-domain transmission rule as
follows, for any subchannel k:

Yk = HkSk + Nk, (1)

where Sk =
[
S

(1)
k , S

(2)
k , · · · , S(NT )

k

]T
is the ”input vec-

tor”, Nk =
[
N

(1)
k , N

(2)
k , · · · , N (NR)

k

]T
is the Gaussian noise

vector
(
E
[
N

(i)
k

]
= 0 and E

[∣∣∣N (i)
k

∣∣∣2] = σ2
N = N0N

)
,

Hk denotes the NR × NT channel matrix with entries
H

(i,j)
k , concerning a given channel realization, and Yk =[
Y

(1)
k , Y

(2)
k , · · · , Y (NR)

k

]T
is the resulting, frequency-domain,

”output” vector.

As to a given MIMO channel realization, it should be
noted that the Channel Frequency Response (CFR) H(i,j) =[
H

(i,j)
0 , H

(i,j)
1 , ...,H

(i,j)
N−1

]T
, concerning the antenna pair

(i, j), is the DFT of the Channel Impulse Response (CIR)

h(i,j) =
[
h

(i,j)
0 , h

(i,j)
1 , ..., h

(i,j)
N−1

]T
, where h

(i,j)
n = 0 for

n > Ls (n = 0, 1, ..., N − 1). Regarding a statistical channel
model - which encompasses all possible channel realizations
-, let us assume that E

[
h

(i,j)∗
n h

(i,j)
n′

]
= 0 for n′ 6= n.

By assuming, for any (i, j, k), a constant

E

[∣∣∣H(i,j)
k

∣∣∣2] =

N−1∑
n=0

E

[∣∣∣h(i,j)
n

∣∣∣2] = PΣ, (2)

(of course, with h
(i,j)
n = 0 for Ls < n ≤ N − 1) and a 4-

QAM SC/FDE block transmission, the average bit energy at

each Base Station (BS) antenna is given by

Eb =
σ2
s

2η
PΣ, (3)

where η = N
N+Ls

.

B. Optimum (MMSE) Linear Detection Techniques

Linear detection techniques are considered in this paper
for dealing with both MUI and Inter Symbol Interference
(ISI). An appropriate linear detector can be implemented by
resorting to frequency-domain processing, so as to jointly
perform frequency-domain MultiUser Detection (MUD) and
FDE procedures. After CP removal, a DFT operation leads
to the required set {Yk; k = 0, 1, · · · , N − 1} of length-
NR inputs to the frequency-domain detector (Yk given by
(1)); it works, for each k, as shown in Fig. 1(a), leading
to a set

{
Ỹk; k = 0, 1, · · · , N − 1

}
of length-NT outputs

Ỹk =
[
Ỹ

(1)
k , Ỹ

(2)
k , · · · , Ỹ (Nt)

k

]T
(k = 0, 1, · · · , N − 1).

For the optimum (MMSE) linear detection technique, in
the frequency-domain, it can be shown that

Ỹk = A−1
k HH

k Yk, (4)

(see Fig. 1(a)), where

Ak = HH
k Hk + αINT

, (5)

with α =
σ2
N

σ2
S

= N0

σ2
s

(
σ2
S = E

[∣∣∣S(j)
k

∣∣∣2] = Nσ2
s

)
.

For each user j, the required time-domain decisions are
then based on the IDFT of the length-N block Ỹ(j) =[
Ỹ

(j)
0 , Ỹ

(j)
1 , · · · , ỸN − 1(j)

]T
(j = 1, 2, · · · , NT ), as shown

in Fig. 1(c).

(a)

(b)

(c)
Figure 1. Linear, frequency-domain detection procedure (k = 0, 1, ..., N−1)
(a), reduced-complexity implementation regarding Ak

−1 (b) and time-domain
decision procedure for user j (j = 1, 2, ..., NT ) (c).
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C. Reduced-complexity Linear Detection Techniques

Instead of the optimum (MMSE) linear detector, a reduced-
complexity linear detection technique can be implemented by
replacing the Ak matrix in (4) by a diagonal A′k matrix sharing
the same entries

A
′(j,j)
k = A

(j,j)
k = α+

NR∑
i=1

∣∣∣H(i,j)
k

∣∣∣2 , (6)

in the main diagonal. Therefore, the required matrix inversion
in (4) becomes a very easy task, and the corresponding
reduced-complexity implementation of the second block in Fig.
1 (a) can be done according to Fig. 1 (b), with

C
(j)
k =

1

α+
NR∑
i=1

∣∣∣H(i,j)
k

∣∣∣2 , (7)

Consequently, the NT components of Ỹk can be decom-
posed - into ”useful signal”, MUI and ”Gaussian noise” - as
follows:

Ỹ
(j)
k = C

(j)
k

NR∑
i=1

∣∣∣H(i,j)
k

∣∣∣2 S(j)
k +

+C
(j)
k

∑
l 6=j

NR∑
i=1

H
(i,l)
k H

(i,j)∗
k S

(l)
k +

+C
(j)
k

NR∑
i=1

H
(i,j)∗
k N

(i)
k , (8)

(j = 1, 2, · · · , NT ).

As an alternative to the C
(j)
k coefficients given by (7) -

in the context of a simplified signal processing structure as
jointly depicted in Fig. 1(a) and Fig. 1(b) - one can adopt
C

(j)
k coefficients so as to meet the MMSE criterion.

It can be shown that, under the reduced-complexity con-
straint, the resulting MMSE coefficients can be written as

C
(j)
k =

1

α
′(j)
k +

NR∑
i=1

∣∣∣H(i,j)
k

∣∣∣2 , (9)

where

α
′(j)
k = α+

∑
l 6=j

α
(l,j)
k , (10)

with α = N0

σ2
s

and

α
(l,j)
k =

∣∣∣∣NR∑
i=1

H
(i,j)∗
k H

(i,l)
k

∣∣∣∣2
NR∑
i=1

∣∣∣H(i,j)
k

∣∣∣2 (11)

III. SEMI-ANALYTICAL METHODS FOR PERFORMANCE
EVALUATION

A. Performance Evaluation Method in the Optimum (MMSE)
Case

The frequency-domain output Ỹk of the MMSE detector
in Fig. 1(a) can be written as

Ỹk = ΓkSk + ′Noise − like term ′ (12)

where

Γk =
[
HH
k Hk + αINT

]−1
HH
k Hk (13)

For 4-QAM SC/FDE transmission and optimum (MMSE)
detection, the resulting BERj (j = 1, 2, · · · , NT ) - conditional
on the channel realization {Hk; k = 0, 1, · · · , N−1} - is given
by

BERj ≈ Q
(√

SINRj

)
(14)

where SINRj denotes the signal-to-”Interference plus
Noise” Ratio regarding the components of the jth, time-

domain, output block ỹ(j) =
[
ỹ

(j)
0 , ỹ

(j)
1 , · · · , ỹ(j)

N−1

]T
=

IDFT

([
Ỹ

(j)
0 , Ỹ

(j)
1 , · · · , Ỹ (j)

N−1

]T)
. It can be shown that

SINRj =
γ(j)

1− γ(j)
(15)

in eqn. (14), with

γ(j) =
1

N

N−1∑
k=0

Γ
(j,j)
k , (16)

where Γ
(j,j)
k denotes the (j, j) entry of Γk defined

in (13)
(
γ(j) =

E[s(j)∗
n ỹ(j)

n ]
σ2
s

, since ỹ
(j)
n = γ(j)s

(j)
n +

′uncorrelated noise − like term ′).

Of course,the average BER for the channel realization
{Hk; k = 0, 1, · · · , N − 1} can be easily derived from (14):

BER =
1

NT

NT∑
j=1

BERj , (17)

B. Performance Evaluation Method in the Reduced-complexity
Cases

When using the MMSE criterion under the constraint of a
simplified detection structure, based on Fig. 1(a) and Fig. 1(b),
the C(j)

k coefficients are given by (9). In this case, we can still
write (12), but now with

Γk = A
′−1
k HH

k Hk, (18)

where A′k is a diagonal matrix with entries

A
′(j,j)
k =

1

C
(j)
k

= α
′(j)
k +

NR∑
i=1

∣∣∣H(i,j)
k

∣∣∣2 , (19)

which replaces Ak (α
′(j)
k given by (10) and (11)).
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Therefore, eqns. (15) and (16), for the SINRj are still
valid; however, due to the different Γk matrix,

γ(j) =
1

N

N−1∑
k=0

NR∑
i=1

∣∣∣H(i,j)
k

∣∣∣2
α
′(j)
k +

NR∑
i=1

∣∣∣H(i,j)
k

∣∣∣2 (20)

in (15), in this case. Of course, the resulting BER (conditional
on the channel realization {Hk; k = 0, 1, · · · , N − 1}) can
then be computed according to eqns. (14) and (17).

With regard to the reduced-complexity technique which
uses C(j)

k coefficients according to (7) (not according to (9)),
it should be noted that it cannot be regarded, in general, as a
true ”MMSE technique”- The only exception is the case where
NT = 1, leading to α

′(j)
k = α: in this special, Single User (SU)

case - with ISI but not MUI- we still could adopt (15), with

γ(j) =
1

N

N−1∑
k=0

NR∑
i=1

∣∣∣H(i,j)
k

∣∣∣2
α+

NR∑
i=1

∣∣∣H(i,j)
k

∣∣∣2 ; (21)

consequently, for NT = 1, we should get

SINRj,SU =
1

α

N−1∑
k=0

NR∑
i=1

∣∣∣H(i,j)
k

∣∣∣2
α+

NR∑
i=1

∣∣∣H(i,j)
k

∣∣∣2
N−1∑
k=0

1

α+
NR∑
i=1

∣∣∣H(i,j)
k

∣∣∣2
(22)

For NT > 1, an appropriate MUI term should be added
to the ”ISI+noise term”. The resulting SINRj is given by

SINRj =
SINRj,SU

1 + SINRj,SU
σ2
MUI(j)

σ2
s

, (23)

where

σ2
MUI =

σ2
s

N
(
γ(j)

)2 ∑
l 6=j

N−1∑
k=0

∣∣∣∣∣∣∣∣∣
NR∑
i=1

H
(i,l)
k H

(i,j)∗
k

α+
NR∑
i=1

∣∣∣H(i,j)
k

∣∣∣2
∣∣∣∣∣∣∣∣∣
2

, (24)

with γ(j) obtained from (21), concerns the MUI when NT > 1.

IV. NUMERICAL PERFORMANCE RESULTS, DISCUSSION
OF MASSIVE MIMO EFFECTS AND SC/FDE VS OFDM

COMPARISONS

The set of performance results which are presented here
are concerned to 4-QAM SC/FDE uplink block transmission,
with N = 256 and Ls = 64, in a MU-MIMO NT × NR
Rayleigh fading channel. The fading effects regarding the
several TX/RX antenna pairs are assumed to be uncorrelated,
and two possibilities are considered for the CIRs of the channel
realizations (the first possibility only for some performances
of Fig. 4):

• A zero-mean, complex Gaussian h
(i,j)
0 with variance

PΣ, and h(i,j)
n = 0 for n = 1, ..., 255 (i.e. a frequency-

flat Rayleigh fading);

• Independent zero-mean complex Gaussian h
(i,j)
n co-

efficients, all of them with variance PΣ

64 , for n =

0, 1, ..., 63, and h(i,j)
n = 0 for n = 64, 65, ..., 255 (i.e.

a strongly frequency-selective Rayleigh fading).

With regard to the linear detection techniques of Sections
II-B and II-C, the several performance results concerning the
MU-MIMO system have been obtained by random generation
of a large number of channel realizations, analytical BER com-
putation - according to the methods of Section III - for each
channel realization, and an averaging operation over the set
of channel realizations. The accuracy of performance results
obtained through these semi-analytical simulation methods
was assessed by means of parallel conventional Monte Carlo
simulations (involving an error counting procedure).

When NR � NT , both the MUI effects and the effects of
multipath propagation (fading, ISI) tend to disappear: conse-
quently, the BER performances for the MU-MIMO NT ×NR
Rayleigh fading channel become very close to those concern-
ing a Single-Input Multi-Output (SIMO) 1×NR channel with
single-path propagation for all NR TX/RX antenna pairs. The
achievable performances under a ”truly massive” MU-MIMO
implementation can be analytically derived as shown below.

Entries of Hk are i.i.d. Gaussian-distributed random vari-
ables with zero mean and variance PΣ. According to the law
of large numbers,

lim
NR→∞

[
1

NR

NR∑
i=1

∣∣∣H(i,j)
k

∣∣∣2] = E

[∣∣∣H(i,j)
k

∣∣∣2] = PΣ, (25)

and

lim
NR→∞

 1
NR

NR∑
i=1

(l 6=j)

H
(i,j)∗
k H

(i,l)
k

 = E
l 6=j

[
H

(i,j)∗
k H

(i,l)
k

]
= 0.

Consequently, when NR >> NT , Ỹ (j)
k ≈

[
S

(j)
k NRPΣ +

′Gaussian noise with variance NN0NRPΣ
′]×C(j)

k , with

C
(j)
k ≈ 1

α+NRPΣ
= C (for any (j, k)). (26)

Therefore, practically there is neither MUI nor ISI and
fading at the time-domain outputs: ỹ(j)

n ≈
[
s

(j)
n NRPΣ +

′Gaussian noise with variance N0NRPΣ
′]× C.

The resulting BER performance becomes as follows:

BER ≈ Q

√NRPΣσ2
s

N0

 = Q

(√
2ηNR

Eb
N0

)
, (27)

Figures 2 and 3 show the simulated BER performances for
an SC/FDE-based MU-MIMO uplink and several possibilities
regarding NT and NR, when using the linear detection tech-
niques of Section II: optimum (MMSE) detection; reduced-
complexity detection, under C(j)

k coefficients given by eq. (7)
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(a) (b) (c)
Figure 2. BER performances for SC/FDE-based MU-MIMO, with NT = 2, and NR = 10 (a), 50 (b) or 100 (c), under reduced-complexity (I, II) and MMSE
linear detection [SIMO 1 × NR (singe-path, multipath) reference BER performances are also included, and the five BER performances are ordered, from the
worst to the best, as explained in section IV].

(a) (b) (c)
Figure 3. BER performances for SC/FDE-based MU-MIMO, with NT = 10, and NR = 10 (a), 50 (b) or 100 (c), under reduced-complexity (I, II) and
MMSE linear detection [SIMO 1 × NR (singe-path, multipath) reference BER performances are also included, and the five BER performances are ordered,
from the worst to the best, as explained in section IV]].

(I) or eq. (9) (II). In both figures, for the sake of comparisons,
we also include SIMO 1 × NR reference performances, for
both the multipath propagation channel - which implies a
Rayleigh fading concerning each TX/RX antenna pair - and an
ideal single-path propagation channel. For the linear detection
techniques, the semi-analytical methods of Section III have
been adopted; the complementary conventional Monte Carlo
simulation (involving error counting) results correspond to the
superposed circles in the solid lines.

Fig. 4 is dedicated to an ’SC/FDE vs OFDM’ comparison
of BER performances, for the strongly frequency-selective
fading channel case and the MMSE linear detection. In fact,
the ”OFDM results” shown here could have been obtained
by resorting to the SC/FDE simulation software, by replacing
the strongly frequency-selective fading by a frequency-flat
fading. This is due to the following reasons: under frequency-
flat fading, uncoded SC/FDE and OFDM provide identical
performances; uncoded OFDM performance does not depend
on the frequency-selectivity of the fading effects.

In all figures, where the SIMO detection performance
was analytically computed according to (22), an excellent

agreement of the semi-analytical simulation results with con-
ventional Monte Carlo simulation results can be observed.

In the simulation results concerning all subfigures of both
Fig. 2 and Fig. 3, the five BER performance curves have been
shown to be ordered, from the worst to the best, as follows:
NT × NR MU-MIMO with reduced-complexity (I) linear
detection; NT ×NR MU-MIMO with reduced-complexity (II)
linear detection; NT ×NR MU-MIMO with MMSE detection;
1 × NR (multipath case) SIMO detection; 1 × NR (single-
path case) SIMO detection. These figures clearly show that
the performance degradation which is inherent to the reduced-
complexity linear detection techniques (I and II) - as compared
with the optimum (MMSE) linear detection - can be made
quite small, by increasing NR significantly; they also show
that, under highly increased NR values, the ”MUI-free” SIMO
(multipath) performance and the ultimate bound - the ”MUI-
free and ISI & fading-free” SIMO (single-path) performance -
can be closely approximated, even when adopting the reduced-
complexity (I) linear detection. These two figures emphasize
a ”massive MIMO” effect when NR � 1, especially when
NR � NT too, which leads to BER performances very
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(a) (b)
Figure 4. SC/FDE (dashed lines) vs OFDM (solid lines) BER performances, for 2 × 10 (a) and 10 × 50 (b), under strongly frequency-selective Rayleigh
fading [SIMO 1×NR (multipath, single-path) reference performances are also included].

close to the ultimate ”MUI-free and ISI & fading-free” SIMO
(single-path) performance bound.

With regard to ’SC/FDE vs OFDM’ (uncoded) BER per-
formance comparisons, we can remember the significant per-
formance advantage of SC/FDE when the Rayleigh fading is
frequency-selective and NR = 1 or 2 [2][3]. However, Fig. 4
clearly shows that - in spite of the strongly frequency-selective
fading considered here - the performance advantage of SC/FDE
practically vanishes when NR � 1, even for a moderate NR

NT

(e.g., equal to 5).

Not surprisingly - having in mind the comparison depicted
in Fig. 4 - Fig. 2 and Fig. 3 of this paper are very similar,
respectively, to Fig. 3 and Fig. 4 of [10] (where the OFDM-
based MU-MIMO alternative is considered).

V. CONCLUSIONS

This paper was dedicated to the uplink performance eval-
uation of a MU-MIMO system with SC/FDE transmission,
when adopting a large number of antennas and linear detection
techniques at the BS. The numerical performance results,
discussed in detail in Section IV, show the ”massive MIMO”
effects provided by a number of BS antennas much higher
than the number of antennas which are jointly employed in
the terminals of the multiple autonomous users, even when
reduced-complexity linear detection techniques are adopted.

The accuracy of performance results obtained by semi-
analytical means, much less time-consuming than conven-
tional, ’error counting’-based, Monte Carlo simulations -
was also demonstrated. The proposed performance evaluation
method can be very useful for rapidly knowing ”how many
antennas do we need in the BS?”, so that a ”massive MIMO”
effect can be achievable, for a given number of antennas jointly
employed in the user terminals.

The performance results of this paper also clearly show that
the SC/FDE detection performance, in a MU-MIMO context
with a large number of BS antennas, cannot be significantly

better than that of OFDM: in fact, the SC/FDE performance
advantage practically vanishes when NR � NT , even for a
strongly frequency-selective fading channel. Nevertheless, we
can say that SC/FDE is a better choice than OFDM for up-
link transmission, due to its well-known ”power amplification
advantage” [2] and to the fact that it does not suffer from a
detection performance disadvantage.
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Abstract—In the context of an integrated water management
project, we derive an analysis based on numerical modelling
for throughput estimation in an IEEE 802.15.4 wireless sensor
network (WSN). It takes into account the number of nodes in a
cluster network, as well as transmitted packet size. We focus on
the IEEE 802.15.4 compliant slotted Carrier Sense Multiple Ac-
cess with Collision Avoidance (CSMA/CA) algorithm. Theoretical
estimations are verified using the ns-2 network simulator. The
configuration examined is a chain network formed by wireless
sensor nodes where the first node is the source of data packets
and the last is the traffic sink. Simulation results show that there is
a satisfactory approximation between the theoretically estimated
and the simulated values.

Keywords–Performance Evaluation; Wireless Sensor Networks;
Analytical Model; Personal Area Network.

I. INTRODUCTION

Wireless sensor networks are widely deployed in a variety
of applications, including home monitoring and automation
[1]–[3], environmental monitoring [4] [5] and health mon-
itoring [6]–[8]. Depending on system requirements and the
type of application, sensor nodes are usually deployed in three
different topologies, i.e., peer-to-peer (also called point to
point), star and mesh. In the peer-to-peer network, nodes can
directly communicate with each other, without the mediation of
a Personal Area Network (PAN) Coordinator. All sensor nodes
in a star topology are connected to a PAN coordinator. Node
communications are routed through the coordinator. A tree
topology is considered a hybrid of both the peer to peer and
star configurations. It consists of different hierarchical levels,
the lowest of which forms one or more star networks.

An environmental monitoring system is proposed in the
context of the CYBERSENSORS project [9]. The system
architecture under consideration employs two distinct sub-
systems: a physical /chemical parameters monitoring subsys-
tem and a visual monitoring subsystem, as shown in Fig.
1. Regarding the first, it consists of wireless sensor probes
communicating with a PAN coordinator, forming an IEEE
802.15.4-compliant WSN [10]. In the second subsystem, Vi-
sual Sensor Nodes communicate with an IEEE 802.11n router
(forming a Wireless Local Area Network (WLAN)) [11]. Data
collected from both networks are forwarded to a remote server
through a 3G/HSPA broadband link [12]. Using a peer-to-peer
setup can extend WSN range, especially when efficient self -
configurability and large area coverage are important [13].

Figure 1. System architecture for integrated water management.

In this paper, we look into performance issues associated
with the sensors subsystem responsible for sampling and
storing of physical (i.e., suspended particles, temperature) and
chemical (i.e., conductivity, dissolved oxygen, nitrate, pH,
heavy metals) quality metrics [4]. Sensor nodes operate in
an IEEE 802.15.4/Zigbee framework for the wireless data
transmission of the collected measurements. Within this high
frequency monitoring platform, sensor nodes will be deployed
along a river bank.

In [14], authors proposed an analytical performance model
for a sensor network with specific delay and packet delivery
ratio requirements. Their model is validated using the ns-2
simulator [15] for a star-topology sensor network. A Markov
renewal process [16] is embedded for the calculation of
saturation throughput. Authors in [17] developed an analytical
model using Markov chains, for both a one-hop star topology,
as well as a multi-hop sensor network. They examine the
unslotted IEEE 802.15.4 CSMA/CA algorithm, validated by
Monte Carlo simulations. A worst-case modeling methodology
based on Network Calculus [18] [19] is described in [20].
Sensor nodes forming a cluster-tree network compete for
channel access following the slotted CSMA/CA algorithm.

In the following sections, we propose a method for cal-
culating network capacity when a number of remote sensor
nodes are employed for data acquisition and the rest for packet
forwarding to the PAN coordinator. Throughput is derived as
a function of the number of relay nodes in the network and
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packet size. These results will be used for the deployment of
an operational sensor network.

The rest of the paper is organized as follows: the analytical
model is described in Section II. Model evaluation is presented
in Section III, while conclusions are drawn in the last section.

II. NUMERICAL ANALYSIS

Two distinct data transfer modes are supported by an IEEE
802.15.4 network, i.e., beacon enabled and non - beacon
enabled. In the beacon enabled mode, the PAN coordina-
tor transmits periodic beacons, allowing node synchroniza-
tion. This scheme employs the superframe structure. The
macBeaconOrder (BO) attribute describes the interval at
which the coordinator shall transmit beacon frames. The Bea-
con Interval (BI) is related to the macBeaconOrder as follows:

BI = aBaseSuperframeDuration* 2BO

for 0 ≤ BO ≤ 14,

where,

aBaseSuperframeDuration=
aNumSuperframeSlots*aBaseSlotDuration

The length of the active portion of the superframe is
described by the macSuperframeOrder (SO) attribute. The
Superframe Duration (SD) is related to the SO attribute as
follows:

SD = aBaseSuperframeDuration* 2SO

for 0 ≤ SO ≤ BO

The active portion of each superframe is divided into
aNumSuperframeSlots = 16 equally spaced slots and is
composed of three parts: a beacon, a Contention Access Period
(CAP) and a Contention Free Period (CFP). If SO < BO,
the active superframe portion is shorter compared to the BI,
allowing nodes to enter sleep mode.

A numerical analysis model for throughput estimation is
developed in this paper. As stated in the previous paragraph,
we assume there is no CFP period.

A. Two nodes transmission

Our analysis begins with the simplest scenario, where a
node transmits its data directly to the PAN coordinator. We
also assume equal BO and SO values greater than 4. In this
case, a node transmits its packets during a single time slot of
a superframe. If BO (and consequently SO) < 4, a node will
not complete its transmission during the current time slot and
should wait for the next superframe to complete transmission,
as indicated by the Medium Access Control (MAC) mech-
anism. Also in this analysis, there are no Guaranteed Time
Slots (GTS) during a superframe.

We assume that there are no other contending nodes to
gain channel access within the range of the sensor nodes.
The Backoff Exponent (BE) parameter is related to how many
backoff periods a device shall wait before attempting to assess
a channel. In the case of two transmitting nodes, it is limited to
its lowest value BE=3, due to low contention levels. Based on

the slotted CSMA/CA algorithm, the total duration of a frame
transmission is calculated as:

Ttot = (dBE + dfr + dLIFS + dtrn + dCW + dack)× Ts (1)

where

• dBE : backoff period duration, in symbols

• dfr : the duration of a frame transmission, in symbols

• dLIFS : Interframe Spacing Time, the number of
symbols separating two successive frames,

• dtrn : turnaround time, the number of symbols re-
quired to switch the RF transceiver from receive to
transmit mode in order to transmit an acknowledge-
ment,

• dCW : time required for the necessary clear back-
off periods prior to the transmission. There are two
Contention Window (CW) slots, each of 20 symbols
length,

• dack : transmission time required for an acknowledge-
ment frame, in symbols.

The 250 kbps data rate supported by the IEEE 802.15.4
standard are equivalent to 62.5 ksymbols

sec . The duration of a
symbol, Ts equals to 1

62500 symbols
sec

= 0.016 ms
symbol

The maximum frame size is 133 bytes (102 bytes applica-
tion data + 25 bytes PHY overhead + 6 bytes MAC overhead).
dfr expressed in symbols is equal to:

dfr =
133 bytes

frame × 8 bits
byte

4 bits
symbol

= 266
symbols

frame
(2)

As the number of symbols forming the basic time period
used by the CSMA/CA algorithm is 20 symbols, each time pe-
riod described below must be expressed as an integer multiple
of 20 symbols. dLIFS , dtrn, dCW and dack values are defined
by the IEEE 802.15.4 standard.

Therefore,

• dBE = (2BE-1)*aUnitBackoffPeriod, where
aUnitBackoffPeriod is equal to 20 symbols

• dack = 10 symbols. A total of 20 symbols are reserved

• dLIFS = 40 symbols

• dtrn = 12 symbols. As in tack 20 symbols occupied

• dCW = 2*20=40 symbols

Based on the above estimations and (1), Ttot is equal to:

Ttot = (dBE + dfr + dack + dLIFS + dtrn + dCW )× Ts

= 526
symbols

frame
× 0.016

ms

symbol
= 0.008416

sec

frame
(3)

Subsequently, the chain throughput approximation is equal
to:
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S =
1

0.008416 sec
frame

= 118
frame

sec
× 133

bytes

frame
× 8

bits

byte
(4)

Taking into account only the application payload, applica-
tion throughput is equal to:

Sap = 118× 102× 8 ' 96.29kbps (5)

B. N-nodes chain analysis

When increasing chain size to three nodes, the second node
forwards packets received from the last (third), to the coordina-
tor. The absence of collisions maintains node contention low,
so the BE parameter is still limited to its lowest value BE =
3 for the first two nodes of the chain. The PAN coordinator
is not involved in contention, as it only receives packets. The
number of symbols now required for a packet transmission is
twice the number of those involved in the two-node analysis,
i.e., 1052 symbols.

The successive packets of a single connection interfere with
each other as they move down the chain, forcing contention
in the MAC protocol. As node contention increases with
network size, the BE index increases as well. Contention
reaches maximum level when the chain consists of more than
3 sensor nodes. According to the slotted CSMA/CA algorithm
(shown in Fig. 2 [10]), the BE index reaches its maximum
value macMaxBE = 5.

Figure 2. Slotted IEEE 802.15.4 CSMA/CA algorithm (from [10]).

An 802.15.4 node’s ability to send is affected by the
amount of competition it experiences. For example, node 3 in
a 7-node chain experiences interference from 4 other nodes,
while node 1 is interfered with by two other nodes. This means
that node 1 could actually inject more packets into the chain
than the subsequent nodes can forward. In the n-nodes chain
illustrated in Fig. 3, the last is the source and the first is the
data sink. Packets travel along a chain of n-1 intermediate hops
until they reach their destination. For the first transmission
between nodes n-1 and n-2 contention is low, thereby the BE
value is kept at its lowest value, i.e., 3. For the subsequent n-2
hops contention levels are higher since three or more nodes
potentially attempt to gain access to the channel at the same
time. Due to the increased contention levels, the BE index
maintains the macMaxBE value.

Subsequently, we proceed to the calculation of the through-
put equation. We assume a Constant Bit Rate (CBR) applica-
tion (to model the periodical sensor sampling) which transmits
packets of size k bytes (data payload). The frame size (send
by the PHY layer) is k + 33 (PHY + MAC overhead) bytes,
which is equal to:

(k + 33)
bytes

frame
×

8 bits
byte

4 bits
symbol

= 2× (k + 33)
symbols

frame
(6)

The maximum backoff duration, dBE , depends on the
number of nodes forming the network. The remaining terms in
(1), i.e., dack, dLIFS , dtrn are constant. Based on the above
estimation and (4), data throughput can be approximated by
the following equation:

S =
1

Ttot
symbols
frame

62500 symbols
sec

×k
bytes

frame
×8

bits

byte
= 500× k

Ttot
kbps (7)

Figure 3. Chain consisting of n sensor nodes.

In order to verify the accuracy of (7), we conduct a
number of simulations. Details on the simulated topologies and
corresponding results are presented in the following section.

III. MODEL EVALUATION

Here, the ns-2 simulator is used to verify the accuracy and
scaling of the model already discussed. Nodes are configured
according to the IEEE 802.15.4 standard, operating at 2.4 GHz
with a maximum transmission rate of 250 kbps. The simulation
parameters are listed in Table I.
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TABLE I. SIMULATION PARAMETERS

IEEE Standard IEEE 802.15.4
MAC Protocol Beacon Enabled CSMA - IEEE 802.15.4
Transmission range 20 m
Beacon Order - BO 7
Superframe Order - SO 7
Number of nodes 2 to 100
Application Type Constant Bit Rate
Offered Traffic Load 10 to 250 kbps
Packet Size 25, 50, 75, 100 bytes
Simulation time 200 sec
Application duration 50 sec
Bit Error Rate (BER) perfect channel conditions (0)

The WSN topology consists of a sensor nodes chain of
increasing length from 2 to 10 nodes, forming a cluster net-
work of static nodes. Each node has an effective transmission
range of 20 meters (an interference range of 35 meters) and
is located 15 meters away from its immediate neighbors. All
nodes operate as Full Function Devices (FFDs), with the first
one being the PAN coordinator and the last one serving as
the application client. The rest are relay nodes, forwarding
received packets from the client to the coordinator.

A CBR flow is applied, running for 50 seconds, four
times for each topology, each time sending packets of different
size, i.e., 25, 50, 75 and 100 bytes. In the CYBERSENSORS
project, data wil be collected and forwarded periodically,
which makes the choise of CBR data model appropriate.
For each configuration, the transmission data rate increases
from 10 to 250 kbps with steps of 10 kbps each. Prior to
the initiation of the CBR flow and data collection, network
simulation runs for a time period of 150 seconds, necessary
to reach a stable state in terms of node synchronization and
association. Average throughput values are simulated for four
different packet sizes in Fig. 4.

Figure 4. Average throughput (simulated) for a maximum chain length of 8
nodes.

Average throughput for the case of a three-nodes-chain
with payload 100 bytes per packet is 49.6 kbps. For the same
network size, when packet size is reduced to 25 bytes, the
corresponding value degrades to 21.46 kbps. Packet loss levels
not explicitly shown here follow the reverse gradient of the
curves in Fig. 4, since high throughput values correspond to
low packet losses.

Figures 5 and 6 present a comparison between throughput
calculated by the numerical analysis model in the previous
section and that obtained through simulations for different

network sizes and offered traffic load. In both figures, the
deviation between corresponding lines varies from 0.023 to
3.179 kbps (minimum and maximum values, respectively),
with an average deviation value of 1.008 kbps.
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Figure 5. Theoretical vs simulated throughput achieved along a chain
of nodes, as a function of the chain length and packet sizes (100 and 75
bytes/packet) and a maximum chain size of 10 nodes.
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Figure 6. Theoretical vs simulated throughput for 50, 25 bytes/packet.

To evaluate the validity of (7) we also conduct simulations
on larger chains of nodes, consisting of up to 100 nodes.
Results are shown in Fig. 7 and 8.
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Figure 7. Theoretical vs simulated throughput for 100, 75 bytes/packet for
chains of up to 100 nodes.

As the number of nodes increases, the achieved throughput
tends to reach very low values. Packet size has a minimum
effect to the chain throughput. The proposed model provides
a close approximate to the simulated throughput.

To further examine the impact of configuration parameters,
we conducted simulations for different BO=SO values, i.e.,
5, 6, 8 and 9. Results not presented here, show that there
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Figure 8. Theoretical vs simulated throughput for 50, 25 bytes/packet.

are no significant differences compared to those presented in
this paper. These conclusions further support the validity of
our model, since our analysis does not take into account the
duration of the active period of a superframe, declared by the
SO attribute. Simulation results match with theoretical values
even when SO < BO.

IV. CONCLUSION

A key component of the integrated water management
system is the chemical sensors subsystem and its monitor-
ing capabilities. In this framework, we present a numerical
model for throughput estimation on a chain of IEEE 802.15.4-
compliant sensor nodes forming a cluster network. It provides a
useful tool within the scope of an integrated water management
project. The proposed numerical analysis and corresponding
results will be used for the design, deployment and manage-
ment of the chemical sensors module.

We evaluate our model through a series of simulations
in order to check its accuracy and scalability under differ-
ent packet and network sizes. The comparison between the
numerically estimated and simulation values shows that there
is a close match in the majority of the examined cases. This
approach scales well with respect to network and packet size.
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“Performance analysis of ieee 802.15.4 and zigbee for large-scale
wireless sensor network applications,” in Proceedings of the 3rd ACM
International Workshop on Performance Evaluation of Wireless Ad Hoc,
Sensor and Ubiquitous Networks, ser. PE-WASUN ’06. New York,
NY, USA: ACM, Oct. 2006, pp. 48–57.

[14] C. K. Singh, A. Kumar, and P. M. Ameer, “Performance evaluation of
an ieee 802.15.4 sensor network with a star topology,” Wirel. Netw.,
vol. 14, no. 4, Aug. 2008, pp. 543–568.

[15] http://www.isi.edu/nsnam/ns/.
[16] F. Gebali, Analysis of Computer and Communication Networks.

Springer US, 2008.
[17] P. Di Marco, P. Park, C. Fischione, and K. Johansson, “Analytical

modelling of ieee 802.15.4 for multi-hop networks with heterogeneous
traffic and hidden terminals,” in Global Telecommunications Conference
(GLOBECOM 2010), 2010 IEEE, Dec. 2010, pp. 1–6.

[18] Y. Liu and Y. Jiang, Stochastic Network Calculus. London, UK:
Springer, 2008.

[19] J.-Y. Le Boudec and P. Thiran, Network Calculus: A Theory of
Deterministic Queuing Systems for the Internet. Berlin, Heidelberg:
Springer-Verlag, 2001.

[20] A. Koubaa, M. Alves, and E. Tovar, “Modeling and worst-case dimen-
sioning of cluster-tree wireless sensor networks,” in Real-Time Systems
Symposium, 2006. RTSS ’06. 27th IEEE International, Dec. 2006, pp.
412–421.

36Copyright (c) IARIA, 2014.     ISBN:  978-1-61208-347-6

ICWMC 2014 : The Tenth International Conference on Wireless and Mobile Communications

                           49 / 218



Performance Enhancement of Heterogeneous Networks via Dense Clusterization 

and Higher Order Modulation 

Ahmed Elhamy 
Intel Corporation, Wireless Communications Lab 

Middle East Mobile Innovation Center (MEMIC) 

Cairo, Egypt 

ahmed.e@aucegypt.com 

Ahmed S. Ibrahim 
Electronics and Electrical Communications Department 

Cairo University 

Cairo, Egypt 

asibrahim@ieee.org

 
Abstract—Heterogeneous Networks are introduced in LTE-

Advanced in order to fulfill the demanding necessity for more 

network capacity by the deployment of small cell nodes. In this 

paper, we study the dense deployment of small cells in hotspot 

to cover the users’ data requests. The aim is to determine the 

optimum number of outdoor nodes per hotspot to achieve 

highest average user throughput. The results indicate that 

there is a range of optimum number of small cell nodes 

depending on the density of data traffic and the trade-off 

between available capacity and inter small cell interference. 

Introducing the small cells layer results in better channel 

conditions for some users that are close to small cells nodes. 

Thus, this encourages the usage of higher order modulation 

schemes like 256QAM. Adopting 256QAM infers that 

impairments caused by transmitter and receiver circuitry 

should be considered while evaluating the feasibility of 

256QAM for outdoor small cells in heterogeneous networks. 

Results show that impairments have considerable negative 

effect on 256QAM throughput gains compared impairments-

free system.  

Keywords—Heterogeneous Networks; Higher Order 

Modulation; Outdoor Small Cells; 256QAM; Transmitter & 

Receiver Impairments. 

I. INTRODUCTION 

Small Cells (SCs) and Heterogeneous Networks 
(HetNets) are considered one of the LTE-Advanced research 
topics that grasped interest in the recent time [1]. It is 
expected that the data rates requested by mobile subscribers 
will increase significantly in the coming years [2]. In 
addition to that, LTE-Advanced will need to satisfy new 
usage models that involve a giant hump in some services 
especially mobile data and video streaming. HetNets appears 
as a promising solution for LTE-Advanced to provide higher 
data rates and quality of service in the areas of high density 
of users. 

HetNets are access networks consisting of multiple 
operating layers with different characteristics. The main 
layer is the Macro-layer that consists of Macrocell Nodes 
(MCNs) with high transmission power; and it is responsible 
for the coverage in an entire site. While the SCs layer, which 
is based on low-power nodes, is deployed in areas of high 
throughput requirements known as Hotspots.  

The SCs layer nodes can be categorized based on density 
of deployment to sparsely dropped SCs or densely dropped 
SCs in hotspot areas [1]. SCs nodes also differ in range of 
coverage ranging from small apartments /offices (Femto 
Cells) supporting Closed Subscriber Group (CSG) 

functionality [3][4] to larger areas like halls and airports 
(Pico Cells). Another dimension of classification is the 
deployment environment; since SC nodes can be deployed 
indoors or outdoors at lower heights compared to MCNs.  

The deployment of SCs results in interference problems 
for User Equipment (UEs) in both layers [4][5] that should 
be suppressed by different interference mitigation 
algorithms, such as, ICIC, eICIC and FeICIC [6][7] and 
power control techniques [3][4]. 

In this paper, we focus on boosting UE throughput by 
enhancing the performance of HetNets with outdoor SCs. 
The enhancement is achieved using two aspects. The first 
aspect is increasing the density of clusterization of SCs in 
hotspots. The second aspect is the application of higher order 
modulations schemes like 256QAM for higher data rates at 
user terminals. 

Dense clusterization of SCs is used at hotspots to provide 
closer serving nodes, i.e., better channel conditions, to more 
UEs for better network capacity and reducing traffic load on 
Macro layer. The disadvantage of the high density 
deployment of SCs is the non-negligible inter-SC 
interference. This harms Signal to Interference and Noise 
Ratio (SINR) between UEs and SC nodes resulting in 
throttled UE throughput. Thus, maintaining an optimum 
density of SC deployment is required to taper interference 
and to maximize throughput for UEs.  

Being closer to UEs, less propagation losses to be 
suffered and better channel conditions and SINR are 
maintained between UEs and SCs nodes. Thus, higher 
performance could be achieved by introducing higher order 
modulation schemes like 256QAM to be an available option 
on the SC layer for UEs served by SCs. We study the gain 
achieved by 256QAM scheme in an outdoor HetNet 
environment and the negative effect of transmitter and 
receiver impairments on these gains. 

The rest of the paper is organized as follows: Section II 
presents simulation environment and parameters. In Section 
III, the effect of the SCs density on user throughput is 
discussed. We introduce 256QAM modulation scheme and 
transmitter and receiver impairments modeling in Section 
IV. Section V provides the results of performance evaluation 
of supporting higher order modulation in the existence of 
transmitter and receiver impairments. Finally, Section VI 
concludes the paper.  
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II. SIMULATION PARAMETERS 

The simulated network layout is based on 7 hexagonal 
sites where each site is divided into three sectors as shown in 
Figure 1. Each sector has one hotspot area of 70m radius 
called cluster with 67% of UEs dropped in it and the rest of 
UEs are uniformly dropped in sector. The cluster has (N) SC 
nodes dropped uniformly within a radius of 50m from cluster 
center [8]. To model real cases, 80% of UEs are assumed to 
be indoor UEs suffering outdoor to indoor losses [8].  

The Macro layer and SC layer operate in non-co-channel 
mode (no inter-layer interference). MCNs operate at center 
frequency of 2GHz. While on the other side, SCs operate at 
center frequency of 3.5 GHz. Bandwidth of 10 MHz is 
available at both center frequencies. Communication is fully 
downlink and stochastic channel models were used for 
macro layer and SCs layer [9].  

Data traffic is modeled using bursty FTP traffic model 1 
[10] as a closer traffic model to real traffic. In this model, 
one or more UEs are assumed to request data download of 
size 0.5 MB from the serving node at random time instants 
of a Poisson distribution (Exponential inter-request time 
periods). Simulation parameters are described in Tables I, II, 
III. 

Simulations were held on a MATLAB-based System 
Level Simulator (SLS). The SLS models the propagation 
losses and the fast fading channel for the urban macrocell 
(UMa) and urban microcell (UMi) environments. Then, UEs 
are associated with the serving nodes based on Reference 
Signal Received Quality (RSRQ) which is calculated by  

RSRQNRB * RSRPRSSI

where RSRP stands for Reference Signal Received Power, 
NRB is the number of resource blocks and RSSI is the 
Received Signal Strength Indicator including received power 
from serving and interfering nodes and noise power [11].  

RSRQ is used since it takes interference into 
consideration which is a decisive factor when HetNet layers 
operate at different frequencies and the interference profile 
differs between the macro layer and SC layer. RSRP 
(received power) as a basis for UE association is deceiving in 
the case of non-co-channel mode operation since you may 
get high received power from a serving node but at the same 
time suffer strong interference and deteriorated SINR. UE 
association process starts when UE request data download. It 
is worth noting that SC nodes that do not send data to any 
UEs, at association instant, are not considered when 
calculating interference part in RSRQ. This makes 
association decision depending on instantaneous interference 
profile derived from the instantaneous traffic in the network 
instead of assuming worst case one in which all nodes are 
assumed sending data and causing interference. Interference 
caused due to CRS signaling is also taken into consideration. 

Then, SLS generates the channel matrices and the 
interference covariance matrices used in modeling received 
signal. The received signal by kth UE (yk) is given by  

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

TABLE I.  LAYOUT PARAMETERS 

Parameter Value 

Deployment Grid Hexagonal 

Number of Sites / Cells 7 Sites / 21 Cells 

Number of Clusters per Cell 1 

Number of SCs per Cluster N = [1:10] 

Number of UEs per Cell 60 

Percentage of UEs in Cluster 67% 

Percentage of Indoor UEs 80% 

TABLE II.  SYSTEM  PARAMETERS 

Parameter Value 

Bandwidth (Macro/SCs) 10 MHz / 10 MHz 

Carrier Frequency (Macro/SCs) 2 GHz / 3.5 GHz 

Modulation  Up to 64QAM 

Traffic Modeling Non Full Buffer (λ=6,10) 

File Size 0.5 MB 

Scheduling 
Proportional Fair with Outer-
Loop Link Adaptation 0.15 dB 

Receiver 
Interference Aware Receiver 

(MMSE-IRC) 

Cell Association RSRQ 

TABLE III.  LINK & CHANNEL PARAMETERS 

Parameter Value 

Macro Channel Model ITU-UMa [9] 

SCs Channel Model ITU-UMi [9] 

Antenna Configuration 2Tx X 2Rx , Cross Polarized 

MIMO Mode SU-MIMO with Adaptive Rank 

Channel Estimation Perfect 

CRS Interference Modeled – Alternative 2 [12] 

UE Feedback Code Book Based 

 

 
where (Hk, Hi) represent the channel between kth UE and the 
serving node and any of the (I) interfering nodes, 
respectively. (Wk) is the precoding matrix by the serving 
node for the kth UE. (Wi) is the precoding matrix by the 
interfering nodes for other UEs. (xk) is the transmitted 
signals for kth UE. On the other hand, (xi) is the transmitted 
signals for other UEs by interfering nodes. (αk) represents the 
received power from the serving node and (αi) represents the 

 
Figure 1. Network Layout for a Hexagonal Site 

 

(1) 

(2) 
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received power from the ith interfering node. Finally, n is the 
zero mean additive white Gaussian noise of the channel. 

Then modulation order is chosen based on the 
instantaneous SINR (𝛾) calculated by 

 
Afterwards, throughput is calculated by summing Transport 
Block Sizes (TBSs) (The higher the modulation order, the 
bigger the TBS sent to the UE) transferred on the downlink 
excluding dropped blocks to consider block error rate. 

III. DENSE CLUSTERIZATION OF SMALL CELLS 

Hotspot areas of the macrocell are congested with high 
density of UEs of huge request of data. Such requests are 
satisfied by deploying a cluster of SCs to provide an 
acceptable quality of service for these UEs.  

The tradeoff appears upon the decision of the density of 
SCs deployed per hotspot. Increasing the SCs will provide 
more resources for UEs. The advantages of this approach are 
the decrease in the waiting or blocking probability and the 
system will usually not suffer resources starvation or high 
latency. On the other hand, increasing the number of SCs in 
hotspot leads to high interference among SC (inter-SC 
interference) and a reduction in the received power at UEs. 

The resources needed to keep the system functional 
under given traffic conditions enforce a lower bound on the 
number of SCs to be deployed. While, the inter-SC 
interference caused by dense deployment of SCs enforces an 
upper bound constraint on the number of SCs to be deployed 
in a hotspot area. In addition to that, other factors may play a 
role in the tradeoff like the cost and the power consumption.  

In this section, our target is to define an optimum density 
of SCs in a hotspot between the two bounds. At this 
optimum point, highest UE throughput is achieved due to 
tolerable inter-SC interference and the existence of enough 
resources to fulfill UEs requests. 

We held system level simulations and set the 
environment as described in Section II. The number of SCs 
per cluster is varied in the range from 1 to 10 in order to find 
the optimum density of SCs per cluster to serve hotspot UEs. 
The optimum density of SC nodes in a cluster is achieved 
when all UEs (MCN UEs and SC UEs) have their average 
throughput maximized considering different traffic loads. All 
UEs are considered since the ratio of association is not 
constant when the numbers of SCs per cluster is changed due 
to the change in interference profile considered in RSRQ 
association. 
 To achieve this target, average UE throughput is 

measured for all UEs at different number of SCs per cluster 

and at different non full buffer traffic loads (λ = 6, 10, 16 

user requests for file download per second per geographical 

cell).  

 By applying this criterion of throughput maximization, 

the number of SCs for good performance depends on traffic 

load. For low traffic load (λ = 6), the maximum throughput 

occurs when hotspot has 4 SCs as shown in Table IV.  

 
 
 

 
 
 

 

 
 

 

 
 

 

 
 

Figure 2. Mean UE Throughput for all UEs vs. Number of SCs 

TABLE IV.  DENSE CLUSTERIZATION OF SMALL CELLS RESULTS 

N SCs 

All UEs 

Throughput 

(Mbps) 
λ = 6 

All UEs 

Throughput 

(Mbps) 
λ = 10 

All UEs 

Throughput 

(Mbps)  
λ = 16 

1 22.87 11.74 N/A 

2 26.74 19.90 9.56 

3 26.96 20.70 12.62 

4 26.98 21.13 14.17 

5 26.31 20.85 14.45 

6 26.67 22.10 15.26 

7 24.48 20.23 14.18 

10 23.41 18.93 13.51 

Mean Resource 
Utilization (%) 

8.58% 15.6% 22.5% 

 

The throughput provided by 2 or 3 SCs is also close to the 

maximum so it may be a good option of cutting cost without 

big loss in performance (< 1%). At medium traffic load (λ = 

10), we can notice the traverse in the peak throughput to 6 

SCs per hotspot. This is expected with the increase of traffic 

where the need of resources becomes more urgent than need 

for a good SINR. This conclusion is confirmed for heavy 

traffic (λ = 16) with 6 SCs per hotpot is the optimum choice 

for SC density in this case. For heavy traffic, low number of 

SCs provide very low throughput like the case of 2 SCs or 

cannot handle the UE requests like the case of 1 SC.  

 Looking at the extremes, with only 1SC per hotspot, 

system cannot handle heavy traffic and it suffers lack of 

resources at low and medium traffic cases. While with 10 

SCs per hotspot, the inter-SC interference increases and 

becomes very dominant and outweighs the capacity added 

to the network by adding SCs. 

 Figure 2 presents the average UE throughput at 

different number of SCs per cluster at different traffic loads. 

The optimum number of deployed SC per hotspot varies 

with the traffic load. With the increase in traffic load, we 

can note that there is a need for more SCs to provide more 

resources to serve UEs while the overall performance of the 

network decreases. At low traffic loads, resources of small 

number of SCs are enough to fulfill UEs demands and the 

dominant factor of performance is the inter-SC interference 

that needs to be reduced. At a given constant traffic load, the 
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optimum density is the one that achieves a balance between 

inter-SC interference and available resources for serving 

UEs. When performance is very close for a range of SC 

densities, like the case of low traffic where 2-6 SCs can 

provide almost same performance, the choice becomes 

mainly dependent on cost and the least density is the most 

attractive choice. 

IV. HIGHER ORDER MODULATION & TRANSCIEVER 

IMPAIRMENTS  

A. 256QAM 

In LTE and LTE-Advanced releases (Rel.8-11), QPSK, 
16QAM and 64QAM have been the main Modulation and 
Coding Schemes (MCSs) [13]. With the introduction of 
HetNets and SCs, UEs associated with SC nodes were shown 
to have better channel characteristics and lower propagation 
losses. Hence, higher order modulations schemes like 
256QAM can be utilized to improve performance [14][15]. 
256 QAM constellation points can be defined as: 

 
Where 

 
We used link level simulations to produce an LTE 

physical layer abstraction table with 10 additional MCSs of 
multiple coding rates and their corresponding TBSs to be 
inserted in the SLS. These MCSs are being picked when 
reported SINR in feedback exceeds 20 dB [15]. Figure 3 
shows the spectral efficiencies of the added MCSs to support 
256QAM in the SLS which is higher compared to all MCSs 
of lower modulation order [15].  

B. Transmitter Impairments 

Transmitter includes many circuit parts that cause 
imperfections in the transmitted symbols. The main sources 
of these imperfections are the transmitter filter and the 
clipping and non-linearities of the power amplifier [16]. 
Thus, there is a deviation of the real transmitted symbol 
compared to ideal transmitted symbol. The percentage of this 
deviation with respect to transmission power is known as the 
Transmitter Error Vector Magnitude (TX-EVM). These 
imperfections are usually modeled as a zero mean additive 
white Gaussian noise at the transmitter with variance σ2

tx 

[16].  

σ2
tx  ϵtx * Pt 

where, Pt is the average transmitted power and ϵtx is (TX-
EVM%)2 

Since TX-EVM noise is applied at the transmitter side, it 
experiences the fast fading channel like the transmitted 
signals. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

C. Receiver Impairments 

Receiver circuitry causes imperfections in symbols 
decoding as well. The receiver impairments causing factors 
are mainly the receiver local oscillator phase noise, receiver 
dynamic range, I/Q imbalance, carrier leakage and carrier 
frequency offset [16]. The receiver impairments are 
expressed in the value of Receiver Error Vector Magnitude 
(RX-EVM). RX-EVM is the percentage of deviation of the 
real received symbols compared to the ideal received symbol 
assuming perfect receiver. It is a noise that does not carry 
channel fading characteristics but it is proportional to the 
average received power. RX-EVM is modeled similar to TX-
EVM as a zero mean additive white Gaussian noise at the 
receiver with variance σ2

rx [16] 

σ2
rx ϵrx * Pr 

where, Pr is the average received power and ϵrx is (RX-
EVM%)2 

Both TX-EVM and RX-EVM have their negative effect 
on the final received signal (y) at a given UE:  

 
The SINR (𝛾) is reduced by adding to the interference and 
noise part in the denominator as shown 

 
ntx and nrx are the noise modeling transceiver impairments. 

Utilizing higher order modulations such as 256QAM, 
tolerable imperfections at the transmitter and receiver are 
reduced since the distance between constellation points are 
shorter. For example, in 64QAM modulation, TX-EVM is 
assumed to be 8% [8]. While for 256QAM modulation, TX-
EVM is assumed in the range (3% - 6%) [8]. There is no 
determined value for RX-EVM but in most of research they 
are assumed in the same range of values of TX-EVM or less 
(1.5% - 4%) [8]. 

Transceiver impairments limit the performance of the 
system so they should be considered while evaluating the 
throughput gains due to enabling higher order modulation 
schemes such as 256QAM. 
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Figure 3. Spectral Efficiency of 256QAM MCS 
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V. PERFORMANCE EVALUATION RESULTS 

To evaluate the performance enhancement due to the 
application of 256QAM, a HetNet with one cluster of 4 
outdoor SC nodes is simulated in the SLS with the same 
simulation parameters described in section II. 256QAM 
modulation is provided by SCs only. MCNs do not need to 
support 256QAM since macro channel conditions do not 
allow notable utilization of higher order modulation and 
64QAM is sufficient.  

The downlink data traffic is modeled using a bursty FTP 
traffic model 1. The performance metric for evaluation is the 
average per user throughput for SC associated UEs (Two 
thirds of UEs in most cases) who are candidates to utilize 
256QAM and the average per user throughput for all UEs. 
The throughput was calculated in two cases, Case 1 with no 
impairments at transmitter and receiver. In Case 2, both 
transmitter and receiver impairments are taken into 
consideration. EVM percentages and traffic parameters are 
described in Table V. The throughput with 256QAM 
supported is compared against the throughput with only up to 
64QAM supported to quantify the enhancement in all cases 
in terms of percentage gain at given utilization of resources 
(Amount of exploited Resource Blocks (RBs) out of  all 
available RBs over the whole simulation time). 

Instantaneous SINR CDFs for Cases 1, 2 are shown in 
Figure 4 and Figure 5, respectively. There is a good potential 
for 256QAM in Case 1 since about 22-27% of file transfers 
have enough SINR (SINR > 20dB [15]) and can utilize 
256QAM at all simulated traffic rates. It also indicates that 
with the increase of traffic, SINR decreases and hence less 
file transfers can occur with 256QAM. For Case 2, the 
percentage of UEs who have promising channel conditions 
for file transfer using 256QAM decreases to about 21-23%. 

In Case 1 (with no impairments), support of 256QAM by 
the SCs layer nodes results in average per user throughput 
gains for UEs served by SCs ranging from 6% to 9% at SC 
resource utilizations in the range from 6% to 11%. It is worth 
noting that, as traffic load decreases, throughput and gains 
tend to increase as shown in Table VI by comparing gains 
for (λ = 14) to lower values.  

In Case 2 (with both transmitter and receiver 
impairments), the gains due to the support of 256QAM are 
reduced. They are ranging from 2% to 3% for SC associated 
UEs as shown in Table VII. This is expected due to the 
increase of the modeled deviation in transmitted and received 
symbols by having impairments at both transmitter and 
receiver. This is reflected in terms of more noise impacting 
the system as can be found in (8). So, SINR 𝛾 decreases and 
throughput degrades as can be deduced from (9). Effect of 
impairments can be seen in Figure 5 where instantaneous 
SINR is capped at 30 dB [8]. 

This degradation can also be noticed from comparing 
absolute values of throughput at different traffic load levels. 
The absolute throughput at any given traffic load decreases 
when TX, RX impairments are added. Simulations also 
shown that impairments also decreases the chances of using 
256QAM (256QAM Utilization Ratio) compared to no 
impairments case as shown in Table VIII 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 

 
 

 

 

 

 

 

 

TABLE V.  PERFORMANCE EVALUATION PARAMETERS 

Parameter Value 

Traffic Modeling FTP Traffic Model 1 (λ = 6,10,14) 

TX-EVM 
8% for Macrocell 
3% for SCs  

RX-EVM 1.5% 

Number of SCs 4 SCs/Cluster (1 Cluster/Cell) 

TABLE VI.  256QAM PERFORMANCE EVALUATION RESULTS                    

(NO IMPAIRMENTS) 

User 

Arrival 

Rate (λ) 

(Sec-1) 

Small Cell UEs All UEs 

Average User 

Throughput in 

Mbps (Gain %) 

% 

Resource 

Utilization 

Average User 

Throughput in 

Mbps (Gain %) 

% 

Resource 

Utilization 

6 27.45 (5.56%) 5.95% 28.17 (4.39%) 7.43% 

10 22.61 (8.75%) 10.86% 22.75 (7.67%) 13.10% 

14 18.02 (7.24%) 17.05% 17.43 (5.50%) 20.08% 

TABLE VII.  256QAM PERFORMANCE EVALUATION RESULTS                    

(TX-EVM = 3% & RX-EVM = 1.5%) 

User 

Arrival 

Rate (λ) 

(Sec-1) 

Small Cell UEs All UEs 

Average User 

Throughput in 

Mbps (Gain %) 

% 

Resource 

Utilization 

Average User 

Throughput in 

Mbps (Gain %) 

% 

Resource 

Utilization 

6 26.58 (2.79%) 6.12% 26.42 (1.60%) 7.63% 

10 21.51 (3.02%) 11.20% 21.37 (3.78%) 13.62% 

14 16.90 (2.67%) 17.46% 16.22 (1.77%) 20.67% 

Figure. 4. Instantaneous SINR for SCs UEs in Case 1 

 

Figure 5. Instantaneous SINR for SCs UEs in Case 2 
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TABLE VIII.  256QAM UTILIZATION RATIO 

λ (Sec-1) Case 1 

No Impairments 

Case 2 

With Tx & Rx Impairments 

6 15.19% 12.62% 

10 15.08% 12.05% 

14 13.60% 10.67% 

 
From a practical point of view, 256QAM as a higher order 

modulation technique is promising for SCs with low density 
of users (especially indoor femtocells). With moving 
outdoors and increasing UE density, the gains decrease. 

VI. CONCLUSION 

In this paper, a HetNet with outdoor SCs layer was 
simulated to study two main aspects. The first aspect is the 
effect of the dense clusterization of SCs in a hotspot of 70m 
radius on throughput and performance. We found that the 
optimum number of SCs for deployment for tolerable level 
of inter-SC interference and maximized performance 
depends on traffic. For low traffic, it is 2-4 SCs while we 
need 6 SCs for medium and high traffic. It was found that 
with the increase in traffic rate, more SCs are needed to 
provide more resources and handle UEs requests. On the 
other hand, at low traffic rates, inter-SC interference is 
dominant and the needed number of SC decreases. Another 
factor affects decision when the performance is constant over 
a range of cluster densities which is cost and least density in 
the range is preferred.  

The second aspect was to evaluate the performance gains 
resulting from supporting 256QAM for outdoor SC layer in 
HetNets. It was found that about 6%-9% average throughput 
gains per UE could be achieved for SC UEs. While, 
introducing imperfections at the transmitter and receiver 
sides leads to a decrease in throughput and performance 
gains of 256QAM compared to traditional 64QAM. Only 
2%-3% increase in throughput occur in this case.  

ACKNOWLEDGMENT 

The authors would like to thank Shady Elbassiouny, 
Ahmed Darwish, Dr. Hani Elgebaly, Dr. Alexei Davydov 
and Dr. Jong-Kae Fwu, Intel Wireless Communications lab, 
for their cooperation and constructive discussions. 

REFERENCES 

[1] 3GPP TR36.932 v.12.1.0, “Scenarios and requirements for small cell 
enhancements for E-UTRA and E-UTRAN (Release 12),” 2013. 

[2] “Cisco visual networking index: Global mobile data traffic forecast 
update, 2012–2017,” February 2013, pp.10.  

[3] A. S. Ibrahim, A. Darwish, E. A. Makled, and H. El Gebaly“ 
Adaptive interference mitigation techniques for femtocells,” IEEE 
Wireless Communications and Networking Conference, WCNC, Apr. 
2012, pp. 1218 - 1223. 

[4] E. Makled, A. S. Ibrahim, A. Darwish, and H. El Gebaly, 
“Nonunanimous power inter-cell interference coordination in 
heterogeneous networks,” IEEE Vehicular Technology Conference 
(VTC’12-Spring), May 2012, pp. 1 - 6. 

[5] M. Shoeb, A. S. Ibrahim, and H. El Gebaly,” Coordinated multi-point 
algorithms in pico based heterogeneous netwrok,” IEEE Advanced 
Communication Technology (ICACT), Feb. 2012, pp. 37 - 40. 

[6] D. Kimura and H. Seki, “Fujitsu: Inter-Cell interference coordination 
(ICIC) Technology,” Jan. 2012, pp. 89-94. 

[7] D. Tse and P. Viswanath,“Fundamentals of Wireless 
Communication”, Cambridge University Press, 2005. 

[8] 3GPP TR36.872, “Small cell enhancements for E-UTRA and E-
UTRAN - Physical layer aspects (Release 12)”, Dec. 2013. 

[9] ITU-R M.2135-1, “Guidelines for evaluation of radio interface 
technologies for IMT-Advanced,” 2009.  

[10] 3GPP TR36.814 v.9.0.0, “Further advancements for E-UTRA 
physical layer aspects (Release 9),” 2010. 

[11] 3GPP TS136.214 v.11.1.0, “Physical layer measurements (Release 
11),” 2013. 

[12] R1-112856, “Summary of ad hoc session on FeICIC simulation 
assumptions”, NTT DOCOMO. 

[13] 3GPP TS136.213 v.11.2.0, “Physical layer procedures (Release 11),” 
2013. 

[14] E. Lähetkangas, K. Pajukoski, E. Tiirola, J. Hämäläinen, and Z. 
Zheng, “On the performance of LTE-Advanced MIMO: How to set 
and reach beyond 4G targets,” IEEE European Wireless, Apr. 2012, 
pp. 1-6. 

[15] S. O. Elbassiouny and A. S. Ibrahim, “Link level performance 
evaluation for higher order modulation,” IEEE IWCMC, submitted 
and available for review, Aug. 2014. 

[16] B. Goransson, S. Grant, E. Larsson, and Z. Feng, “Effect of 
transmitter and receiver impairments on the performance of MIMO in 
HSDPA,” IEEE Signal Processing Advances in Wireless 
Communications (SPAWC), Jul. 2008, pp. 496-500. 

42Copyright (c) IARIA, 2014.     ISBN:  978-1-61208-347-6

ICWMC 2014 : The Tenth International Conference on Wireless and Mobile Communications

                           55 / 218



Using GSPNs for Performance Evaluation of Networks with Repeated Calls and
Different Vacation Policies

Nawel Gharbi
Computer Science Department

University of Sciences and Technology, USTHB
Algiers, Algeria

Email: ngharbi@wissal.dz

Abstract—This paper deals with retrial systems where
servers are subject to random vacations. So far, these systems
were analyzed only by queueing theory and almost works
assuming that the service station consists of one server and the
customers source is infinite. In this paper, we give a detailed
performance analysis of finite-source multiserver networks with
repeated calls of blocked customers and multiple or single
vacations of servers or all station, using Generalized Stochastic
Petri nets. We show how this high level stochastic model allows
us to cope with the complexity of such networks involving
the simultaneous presence of retrials and vacations, and how
stationary performance indices can be expressed as a function
of Petri net elements.

Keywords-Repeated calls; Finite-source; Vacation policies;
Generalized Stochastic Petri nets; Modeling and Performance
measures.

I. INTRODUCTION

Models with repeated calls describe operation of many
computer networks and telecommunication systems, e.g.,
call centers, cellular mobile networks [1][2][3][4] and wire-
less sensor networks [5]. Systems with repeated attempts are
characterized by the following feature: When an arriving
customer finds all servers (resources) busy or unavailable,
is not put in a queue, but joins a virtual pool of blocked
customers called orbit, and will repeat the request to try
again to reach the servers after a random delay. Significant
references reveal the non-negligible impact of repeated calls,
which arise due to a blocking in a system with limited
capacity resources or due to impatience of users. There has
been a rapid growth in the literature on the queueing systems
with repeated attempts (also called retrial queues). For a
recent summary of the fundamental methods, results and
applications on this topic, the reader is referred to [6][7]
and [8].

In this paper, we consider multiserver retrial systems in
which each server sometimes takes a vacation, i.e., becomes
unavailable to the primary and repeated calls for a random
period of time. These vacation periods are usually introduced
in order to exploit the idle time of the servers for other
secondary jobs as: servicing customers of another system,
inspection tasks and preventive maintenance actions which
are mainly doing to prevent the risk of failure, to preserve

the sanity of the system, to provide a high reliability and
to improve the quality of service. Similarly, the servers
breakdowns which may occur randomly, and the repair
periods, may be regarded as servers vacations.

A wide class of policies for governing the vacation
mechanism, have been discussed in the literature, namely
the multiple vacation policy and the single vacation policy.
Other studies have considered synchronous vacations of
some servers or all the station servers (station vacation). On
the other hand, multi-server vacation models were mainly
studied in the past decade. Zhang et al. [9][10] studied the
multi-server models with either single vacation or multiple
vacations. Later, Lin et al. [11] analyzed the multi-server
model with working vacations. Ke et al. [12] studied the
optimal threshold policies in a finite buffer multi-server
vacation model with unreliable servers. Recently, Ke et al.
[13] consider a multi-server queueing system with multi-
threshold vacation policy and servers breakdowns. Excellent
surveys on the vacation models have been reported by Doshi
[14], Takagi [15], Tian et al. [16], and recently, by Ke et al.
[17].

The main reason for the growing interests in multiple-
server vacation models is because they can realistically
represent some service/manufacturing systems and com-
puter/telecommunication networks. However, all these works
on multi-server vacation queueing models, assume that the
customers source is infinite and do not take into account the
repeated calls of blocked customers.

In retrial systems with vacations, customers who arrive
while all servers are busy or on vacation, have to join the
orbit to repeat their call after a random period. Thus, there
is a natural interest in the study of this class of models,
which has been used in concrete applications as digital
cellular mobile networks [18], local area networks with
nonpersistent CSMA/CD protocols [19], with star topology
[20] and so on. However, almost works combining retrial
and vacation phenomenon, assume that the service station
consists of one single server and the customers source is
infinite [20][21][22]. On the other hand, in all the works
cited above, the retrial systems with vacations are analyzed
only by the queueing theory.
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In this paper, we propose the applicability of Generalized
Stochastic Petri nets formalism (GSPNs) for modeling and
performance evaluation of networks with repeated calls of
blocked customers and servers vacations. To this end, we
consider different vacation policies, namely the single and
multiple vacations of servers or all the service station.

The paper is organized as follows: First, we describe the
systems under study. In Section 3, we present the GSPN
models describing multiserver retrial systems with station
and server vacations mechanisms and under multiple and
single vacation policy. Performance indices are given in
Section 4. Next, several numerical examples are presented
with some comments and discussions. Finally, we give a
conclusion.

II. DESCRIPTION OF RETRIAL NETWORKS WITH
DIFFERENT VACATION POLICIES

In the analysis of retrial systems with vacations, it is usu-
ally assumed that the customers source is infinite. However,
in many practical situations, it is very important to take into
account the fact that the rate of generation of new primary
calls decreases as the number of customers in the system
increases. This can be done with the help of finite-source
retrial models where each customer generates its own flow
of primary demands.

In this paper, we consider retrial systems with finite source
(population), that is, we assume that a finite number K
of potential customers generate the so called quasi-random
input of primary calls with rate λ. Each customer can be
in three states: generating a primary call (free), sending
repeated calls (in orbit) or under service by one of the
servers.

If a customer is free at time t, it can generate a primary
request for service in any interval (t, t+dt) with probability
(K − n)λdt + o(dt) as dt → 0, where n is the number of
customers in the system. Each customer requires to be served
by one and only one server.

The service station consists of c (c ≥ 1) homogeneous and
parallel servers. Each server can be idle, busy or on vacation.
If one of the servers is idle at the moment of the arrival
of a call, then the service starts. The requests are assigned
to the free servers randomly and without any priority order.
The service times are independent, identic and exponentially
distributed with rate µ. After service, the customer becomes
free, so it can generate a new primary call, and the server
becomes idle.

We consider the two vacation mechanisms: server va-
cation and station vacation. For the first one, which is
encountered even more often in practice, each server is an
independent working unit, and it can take its own vacation
independently of other servers states. In the model with
station vacation mechanism, ALL the servers take vacations
simultaneously. That is, whenever the system is empty, all
the station leaves the system for a vacation, and returns

when the vacation is completed. So, station vacation is group
vacation for all servers. This occurs in practice, for example,
when a system consists of several interconnected machines
that are inseparable, or when all the machines are run by
a single operator. In such situations, the whole station has
to be treated as a single entity for vacation. Hence, if the
system (or the operator who runs the system) is used for
a secondary task when it becomes empty (or available), all
the servers (the operator) will then be utilized to perform a
secondary task. During this amount of time, the servers are
unavailable to serve any primary or repeated call and this is
equivalent to taking a station vacation.

The exhaustive service discipline is considered here. That
is, each free server (or all station) can take a vacation only
if the system is empty at either a service completion or at
the end of a vacation, and only at these epochs. On the
other hand, upon completing a vacation, the server returns
to the idle state and starts to serve customers, if any, till
the system becomes empty. Otherwise, if the server (or the
station) at the moment of returning from vacation, finds the
system empty, it takes one of the two actions:

• Under the multiple vacation policy, the server (station)
shall leave immediately for another vacation and con-
tinues in this manner until he finds at least one customer
(not being served) in the system upon returning from a
vacation.

• Under the single vacation policy, the server (station)
should wait until serving one call at least before com-
mencing another vacation.

The vacation times of all servers (or station) are assumed
to be independent and exponentially distributed with rate θ.

At the moment of the arrival of a call, if all the servers are
busy or on vacation, the customer joins the orbit to repeat
his demand after an exponential time with parameter ν.

As usual, we assume that the interarrival periods, service
times, vacation times and retrial times are mutually indepen-
dent.

III. GSPN MODELS OF MULTISERVER RETRIAL SYSTEMS
WITH VACATIONS

In this section, we present our approach for modeling
finite-source multiserver retrial systems with station and
server vacations, under multiple and single vacation policies
using the generalized stochastic Petri nets model.

A GSPN is a directed graph that consists of places (drawn
as circles), timed transitions (drawn as rectangles) which
describe the execution of time consuming activities and
immediate transitions (drawn as thin bars) that model actions
whose duration is negligible, with respect to the time scale of
the problem. This class of transitions has priority over timed
transitions and fire in zero time once they are enabled.

Formally, a GSPN [24] is an eight-tuple
(P, T,W−,W+,Wh, π,M0, θ) where :

• P = {P1, P2, ..., Pn} is the set of places;
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Figure 1. GSPN model of retrial systems with multiple vacations of servers

• T = {t1, t2, ..., tm} is the set of timed and immediate
transitions;

• W−,W+,Wh : P ∗T → IN are the input, output and
inhibitor functions respectively;

• π : T → IN is the priority function;
• M0 : P → IN is the initial marking which describes

the initial state of the system;
• θ : T → IR+ is a function that associates rates of

negative exponential distribution to timed transitions
and weights to immediate transitions.

A. Retrial systems with multiple vacations of servers

This model is used for describing many practical prob-
lems where servers take individual vacations. This means,
whenever a server completes servicing and there are no more
requests in the system, it takes a vacation independently of
other servers states. On the other hand, multiple vacations
policy means that at the end of a vacation period, if the
orbit is empty and there is no primary or repeated arrival,
the server takes immediately another vacation. The process
continues until the server upon returning finds any customer
in the system.

Fig. 1 shows the GSPN model describing the above
system.

• The place Pa contains the free customers;
• The place Pe contains the primary or repeated (return-

ing) calls ready for service;
• The place Pd contains the free (available) servers;
• The place Po represents the orbit;
• The place Ps contains customers in service (or busy

servers);
• The place Pv contains the servers that are on vacation.
The initial marking of the net is:

M0 = {M(Pa),M(Pe),M(Pd),M(Po),M(Ps),M(Pv)} =

{K, 0, c, 0, 0, 0}, which represents the fact that all customers
are initially free, the c servers are available, no server is
on vacation and the orbit is empty. Hence, at time t = 0,
all servers take a vacation simultaneously. So, this initial
state is vanishing and equivalent to the tangible state
(K, 0, 0, 0, 0, c).

• The firing of transition ta indicates the arrival of a
primary request generated by a free customer. It has
an infinite servers semantics, which is represented by
the symbol # placed next to transition. This means
that the firing rate of ta is marking dependent and
equals λ.ED(ta,m) where ED(ta,m) is the enabling
degree of the transition ta in the marking m. Hence,
all potential customers are able to generate requests for
service.

• At the arrival of a primary or repeated request to
the place Pe, if Pd contains at least one available
server, the immediate transition X fires and one token
is deposited in Ps, which represents the begin of the
service. Otherwise, if all servers are busy or on vacation
(ie. no token in Pd), the immediate transition Y fires
and a token will be deposited in the place Po. So, the
customer joins the orbit.

• When the transition tr fires, the customer in orbit tries
again for service, so the system receives a repeated
request.

• The firing of the immediate transition Z represents the
event that an idle server is commencing a vacation since
there is no call left to be served. This represents the
exhaustive service discipline.

• The firing of transition tv represents the end of the
vacation time. Hence, the server is returned to the
available state.

• When the timed transition ts fires, the customer under
service returns to the idle state and the server becomes
ready to serve another customer.

• The service semantics of the timed transitions ts and
tv are infinite servers semantics, because the c servers
are parallel. So, several servers can be in service or
on vacation at the same time. Similarly, the transition
tr is marking dependent because the customers in
orbit are independent and can generate repeated calls
simultaneously.

B. Retrial systems with multiple vacations of the station

In this model, as soon as the system is empty, all the
servers become idle, and consequently the station takes a
vacation. As one may expect, this situation appears to be
more complicated that the previous one. In fact, it is more
simple, because all servers take a vacation simultaneously
and return to the system at the same time also. Hence, the
GSPN modeling this system with multiple vacations of the
station, is the same model as the one given in Fig. 1, in
which the multiplicity of the arc connecting the place Pd to
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Figure 2. GSPN model of retrial systems with single vacations of servers

transition Z and transition tv to place Pd equals c (rather
than 1), because the c servers of the station take a vacation
together. So, if the place Pd contains c idle servers, the orbit
(Po) is empty and there is no arrival to the place Pe, the
immediate transition Z fires, which represents the begin of
the station vacation time. At the end of this period (after
a mean delay equals 1/θ), c tokens corresponding to the c
servers of the station will be deposited in Pd.

C. Retrial systems with single vacations of servers

This model corresponds to systems where each server
is an independent working unit. The single vacation policy
means that at the end of a vacation period, even if the system
is empty, the server is obliged to wait until serving one call
at least, before commencing another vacation.

Fig. 2 shows the GSPN model describing the above
system.

In the previous models with multiple vacations, the place
Pd contains all the free servers. Hence, at the end of a
service or vacation period, the server returns to the idle state
represented by the place Pd. However, in the model with
single vacations given in Fig. 2, at a service completion, the
server joins the place Pd which contains the servers having
served at least one call since the last vacation period. So,
they can serve other calls if any (firing of transition X).
Otherwise, they can take a vacation after the firing of the
immediate transition Z. However, at the end of a vacation
period, the server joins the place Pr which represents the
servers having just finished a vacation. Hence, the servers
of Pr are obliged to serve at least one call after the firing
of the immediate transition W to join the place Pd, where
they can commence another single vacation.

Initially, all customers are free, the orbit is empty and the
c servers are available to serve the calls or to take a vacation.

At the arrival of a primary or repeated request to the place
Pe, several alternatives are possible:

• If the place Pr of servers just returning from vacation,
contains at least one server, the immediate transition
W fires and the service of the arriving call starts.

• If the place Pr is empty and the place Pd contains at
least one free server, the immediate transition X fires
and the service period starts.

• If the two places Pd and Pr are empty which represents
the fact that all the servers are busy or on vacation,
the immediate transition Y fires and a token will be
deposited in the place Po. So, the customer joins the
orbit.

D. Retrial systems with single vacations of the station
The GSPN modeling systems with single vacations of the

station is the same as the model given in Fig. 2, in which the
multiplicity of the arc connecting the place Pd to transition
Z and transition tv to place Pr equals c (rather than 1),
because the c servers of the station take a vacation together.
At the end of this period, c tokens corresponding to the c
servers of the station will be deposited in Pr. Hence, the
station can’t take another vacation until each server serves
at least one call.

IV. PERFORMANCE MEASURES

The aim of this section is to derive the formulas of the
most important stationary performance indices. As, all the
proposed models are bounded and the initial marking is a
home state, the underlying continuous time Markov chains
are ergodic for the different vacation policies. Hence, the
steady-state probability distribution vector π exists and can
be obtained as the solution of the linear system of equations
π.Q = 0 with the normalization condition

∑
i πi = 1, where

πi denotes the steady-state probability that the process is in
state Mi and Q is the transition rates matrix. Having the
probabilities vector π, several stationary performance indices
of small cell wireless networks with different vacation
policies can be derived as follows. In these formulas, Mi(p)
denotes the number of tokens in place p in marking Mi, A
the set of reachable tangible markings, and A(t) is the set
of tangible markings reachable by transition t and E(t) is
the set of markings where the transition t is enabled.

• The mean number of customers in orbit
(no):

no =
∑

i:Mi∈RS

Mi(Po).πi (1)

• The mean number of busy servers (ns):

ns =
∑

i:Mi∈RS

Mi(Ps).πi (2)

• The mean number of customers in the
system (n):

n = ns + no (3)
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• The mean number of servers on
vacation (nv):

nv =
∑

i:Mi∈RS

Mi(Pv).πi (4)

• The mean number of idle servers (nf):

nf = c− (ns + nv) (5)

=



∑
i:Mi∈RS Mi(Pd).πi,

in multiple vacations,∑
i:Mi∈RS [Mi(Pd) +Mi(Pr)].πi,

in single vacations.

(6)

• The mean rate of generation of
primary calls (λ):

λ =
∑

i:Mi∈E(ta)

Mi(Pa).λ.πi (7)

• The mean rate of generation of
repeated calls (ν):

ν =
∑

i:Mi∈E(tr)

Mi(Po).ν.πi (8)

• The mean rate of service (µ):

µ =
∑

i:Mi∈E(ts)

Mi(Ps).µ.πi (9)

• The mean rate of vacation (τ):

τ =
∑

i:Mi∈E(tv)

Mi(Pv).θ.πi (10)

• The blocking probability of a primary
call (Bp):

Bp =



∑
i:Mi∈RS

∑K

j=1
j.λ.Prob[Mi(Pa)=j&Mi(Pd)=0]

λ
,

in multiple vacations,∑
i:Mi∈RS

∑K

j=1
j.λ.P(i,j)

λ
,

in single vacations.
(11)

where:

P(i,j) = Prob[Mi(Pa) = j&Mi(Pd) = 0&Mi(Pr) = 0].

• The blocking probability of a
repeated call (Br):

Br =



∑
i:Mi∈A

∑K

j=1
j.ν.Prob[Mi(Po)=j&Mi(Pd)=0]

ν ,
in multiple vacations,∑

i:Mi∈A

∑K

j=1
j.ν.P(i,j)

ν ,
in single vacations.

(12)

where:

P(i,j) = Prob[Mi(Po) = j&Mi(Pd) = 0&Mi(Pr) = 0].

• The blocking probability (B):

B = Bp +Br (13)

• The admission probability (A):

A = 1−B (14)

• Utilization of s servers (Us): (1 ≤ s ≤
c)

Us =
∑

i:Mi(Ps)≥s

πi (15)

• Vacation of s servers (Vs): (1 ≤ s ≤ c)

Vs =
∑

i:Mi(Pv)≥s

πi (16)

• Availability of s servers (As): (1 ≤
s ≤ c)

As = 1−
∑

i:Mi(Ps)+Mi(Pv)≥s

πi (17)

• The mean waiting time (W):

W = no/λ (18)

• The mean response time (R):

R = (no + ns)/λ (19)

V. VALIDATION OF RESULTS

In this section, we consider some numerical results to
validate the proposed models and also to show the influ-
ence of system parameters and vacation policies on the
performance measures of multiserver retrial systems. The
numerical results were established using the GreatSPN tool.

In Table 1, some experimental results are collected when
the servers vacation rate and the station vacation rate are very
large. The results were validated by the Pascal program given
in the book of Falin and Templeton [25] for the analysis of
multiserver retrial queues without vacations. From this table,
we can see that the corresponding performance measures are
very close to the case without vacation and to each other with
server or station vacation policy with very high vacation rate.

Define the parameter ρ = Nλ/µ, which is the largest
offered load in the system. Table 2 shows the variation of
the mean response time with ρ, for the single and multiple
vacation policies, when the service station consists of one
server and the retrial rate is very high. From this table, we
can see that the numerical results are very close to those
obtained by Trivedi [23] for single server queueing systems
with vacations and without retrials, since the retrial rate is
very large.
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Table I
VALIDATION OF RESULTS IN MULTISERVER RETRIAL CASE WITHOUT VACATIONS

Model without Model with Model with
vacation [25] servers vacation station vacation

Number of servers 4 4 4
Size of source 20 20 20
Primary call generation rate 0.1 0.1 0.1
Service rate 1 1 1
Retrial rate 1.2 1.2 1.2
Vacation rate - 1e+25 1e+25
Mean number of busy servers 1.800 748 1.800 768 1.800 758
Mean number of customers of 0.191 771 0.191 788 0.191 786
repeated calls
Mean rate of generation of 1.800 748 1.800 744 1.800 746
primary calls
Mean waiting time 1.106 495 1.106 518 1.106 510

Table II
MEAN RESPONSE TIME WITH N = 50, µ = 1, θ = 0.5, c = 1

ρ Models without retrials [23] Models with ν = 1e+ 25
Multiple vacations Single vacations Multiple vacations Single vacations

0.1 3.107 1.494 3.106 810 1.493 581
0.3 3.391 2.370 3.390 962 2.370 404
0.5 3.834 3.172 3.833 990 3.172 221
0.7 4.592 4.152 4.592 591 4.152 760
0.9 6.000 5.718 6.000 657 5.719 090

VI. CONCLUSION

In this paper, we proposed a technique that allows mod-
eling and analyzing finite-source multiserver retrial systems
with different vacation policies using GSPNs. The nov-
elty of the investigation is essentially the combination of
multiplicity of servers with the simultaneous presence of
repeated calls and vacations, which make the system rather
complicated.

The flexibility of GSPNs modeling approach allowed
us a simple construction of detailed and compact models
for these systems. Moreover, it made it possible to verify
many qualitative properties of interest by inspection of
the reachability graph. From a performance point of view,
the proposed approach offers a rich means of expressing
interesting performance indices as a function of the Petri
net elements.

Finally, many retrial and vacation systems problems and
their solutions can be simplified using the stochastic Petri
nets modeling approach with all the methods and tools
developed within this framework.
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Abstract—In this paper, the wireless system with maximal ratio 

combining (MRC) diversity receiver operating over 

independent identical k-µ multipath fading environment is 

analyzed. The closed form expression for average level crossing 

rate of MRC receiver output signal is delivered. The average 

level crossing rate is calculated as value of the first derivative 

of MRC receiver output signal envelope. The obtained 

expression can be used for evaluation of average fade duration 

of proposed wireless system. Numerical results are presented 

graphically to show influence of k-µ multipath fading 

parameters on average level crossing rate (LCR) of considered 
MRC receiver output signal.  

Keywords- average level crossing rate; MRC receiver; k-µ 

fading. 

I.  INTRODUCTION  

Multipath fading degrades the system performance and it 
limits the system capacity. Received signal experiences 
fading resulting in signal envelope variation. There are more 
distributions that can be used to describe signal envelope 
variation in fading channels, which are dependent on 
propagation environment and communication scenario. The 
most frequently used statistical models for description of 
signal envelope variation are Rayleigh, Rician, Nakagami-m, 
α-µ and k-µ [1] [2].  

Rayleigh distribution can be used to describe small scale 
signal envelope variation in linear non line-of-sight 
multipath fading channels. In linear line-of-sight multipath 
fading environments, signal envelope variation can be 
described with Rician distribution. Rician distribution has 
Rice factor k. The Rice factor k is related to the ratio of 
dominant component’s power and scattering component’s 
power. In multipath fading environments with two or more 
clusters signal envelope variation can be analyzed with 
Nakagami-m distribution. Nakagami-m distribution has 
parameter m. The parameter m is related to the fading 
severity and to the number of clusters in multipath fading 
propagation environment.  

By setting m=1, Nakagami-m distribution reduces to 
Rayleigh distribution. The one sided Gaussian distribution is 
obtained from Nakagami-m distribution for m=0,5. When 
parameter m goes to infinite, Nakagami-m fading reduces to 
no fading case. As parameter m decreases, the fading 
severity increases.  

The α-µ fading can be applied for analyzing small scale 
signal envelope variation in nonlinear multipath fading 
environment [3]. The α-µ fading is general fading model. 
The Rayleigh, Weibull and Nakagami-m distributions can be 
derived from α-µ distribution [4].  

The Weibull distribution can be obtained from the α-µ 
distribution by setting µ = 1. From the Weibull distribution, 
by setting α = 2, the Rayleigh distribution is obtained; (then 
the Rayleigh distribution can be obtained from α-µ 
distribution by setting α=2 and µ=1).  

For α = 2, the α-µ distribution reduces to Nakagami-m 
distribution. 

Now, from the Nakagami-m distribution, by setting µ= 1, 
the Rayleigh distribution is obtained. 

Still from the Nakagami-m distribution, the one-sided 
Gaussian distribution is obtained using as parameter µ = 1/ 2. 

The k-µ distribution can be used to describe small scale 
signal envelope variation in linear line-of-sight multipath 
fading propagation environments [5]. The k-µ distribution 
has two parameters. The parameter k is related to ratio of 
dominant component’s power and scattering component’s 
power. The parameter µ is related to the number of clusters 
in propagation environments. 

The k-µ distribution is also general distribution. From k-µ 
distribution the Rayleigh, Rician and Nakagami-m 
distributions can be derived as special cases.  

By setting for k=0, k- distribution approximates 

Nakagami-m distribution. For =1, from k- distribution can 

be derived Rician distribution and for =1 and k=0, k- 
distribution reduces to Rayleigh distribution [6]. 

There are several combining techniques which can be 
used to reduce k-µ multipath fading effects on level crossing 
rate of wireless system depend on complexity restriction put 
on communication system and quality of service required 
from communication system [7]. 

The most frequently applied combining techniques are 
maximal ratio combining (MRC), equal gain combining 
(EGC) and selection combining (SC). The MRC diversity 
technique provides the best performance and it is the most 
complex for practical implementation [1]. 

In telecommunications, maximal-ratio combining (MRC) 
is a method of diversity combining in which the signals from 
each channel are added together, the gain of each channel is 
made proportional to the root mean square (rms) signal 
level and inversely proportional to the mean square noise 
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level in that channel. The different proportionality constants 
are used for each channel. It is also known as ratio-squared 
combining and predetection combining. Actually, with 
Maximal-ratio combining, the diversity branches are 
weighted by their respective complex fading gains and 
combined. The MRC is the optimum combiner for 
independent AWGN channels. MRC can restore a signal to 
its original shape [8]. 

The first and second order performance measure can be 
evaluated for wireless communication system. The first order 
performance measures are: the outage probability, the bit 
error probability and the system capacity. The second order 
performance measures are: the average level crossing rate of 
output signal envelope and the average fade duration of 
wireless communication system [9]. The average level 
crossing rate can be calculated as average value of the first 
derivative of received output signal and the average fade 
duration can be obtained as ratio of outage probability and 
average level crossing rate.  

The rest of this paper is organized as follows. In section 
II, it will be spoken about related works. Section III 
describes the derivation of level crossing rate of MRC output 
signal. Numerical results are presented in Section IV. Section 
V gives last details and concludes the paper. 

II. RELATED WORKS 

There are more works in open technical literature 
considering the second order performance measures of 
wireless communication system operating over multipath 
fading channels. In [10], wireless communication system 
with SIR based dual branches SC receiver operating over 
Rician multipath fading environment in the presence of 
cochannel interference subjected to Rayleigh multipath 
fading is considered. The average level crossing rate and the 
average fade duration are derived for proposed system. The 
average level crossing rate and average fade duration of SC 
receiver operating over multipath fading channel are 
evaluated in [11] and [12] respectively. The performance 
analysis of selection diversity over exponentially correlated 
α- µ fading environment is done in [13].  

In [6], an exact closed-form expression for the phase-
envelope joint distribution of the k-μ fading environment, a 
general fading model that includes the Rice and the 
Nakagami-m models as special cases is derived. The derived 
joint statistics are obtained for both, Rice and Nakagami-m 
cases. 

In paper [14], the ratio of product of two random 
variables and random variable is considered. The product of 
two random variables in the numerator of the ratio can 
represent desired signal envelope subjected to two multipath 
fading. The random variable in denominator of the ratio can 
represent cochannel interference signal envelope affected to 
multipath fading. The results obtained in the paper can be 
used in performance analysis of wireless communication 
system operating over multipath fading channels in the 
presence of cochannel interference which suffer to multipath 
fading. 

The outage performance and symbol error rate analysis 
of L-Branch MRC for k-μ and η-μ fading are given in [15]. 

The first order system performance analysis of L-branch 
MRC for k-μ fading is done by Milišić, Hamza and 
Hadžialić. They made outage performance, outage and 
Symbol Error Probability performance and BEP/SEP and 
outage performance analysis in [16], [17] and [18], 
respectively. 

Analysis of channel capacity per unit bandwidth of L - 
branch MRC receiver operating over k-μ fading channels for 
two adaptive transmission schemes is presented in [19]. 
Using proposed system model, the optimal power, rate 
adaptation and constant transmit power policies are analyzed. 
The expressions for capacity evaluation are derived in the 
terms of finite sums and the effects of diversity order and 
fading parameters on the channel capacity for given 
techniques are considered and numerically presented.  

The closed-form expressions for the level crossing rate 
and average fade duration of k-μ distributed fading signal 
envelope is presented in [20]. The proposed equations are 
validated by reduction to known Rice, Rayleigh and 
Nakagami-m distributions as special cases. They are also 
compared with measured data and shown that provide good 
agreement. 

There are many new studies in the area such as [21].  In 
this report, a dual-hop decode-amplify-forward (DAF) 
transmission system over Nakagami-m fading channel is 
studied. The DAF relay system is a hybrid of decode-and-
forward and amplify-and-forward relay systems that show 
the benefits of both decode-and-forward and amplify-and-
forward relay systems and is also called hybrid relay system 
or hybrid DAF relay system. Signal-to-noise ratios and BERs 
for various system models with varying number of transmit 
and receive antennas have been discussed. 

In this paper, the wireless communication system with 
MRC diversity receiver operating over multipath fading 
channel will be analyzed. The received signal is subjected to 
k-µ multipath fading. MRC diversity receiver is used to 
reduce multipath fading effects to outage probability and 
average level crossing rate of proposed system. The closed 
form expressions for average level crossing rate and average 
fade duration will be derived. The probability density 
function and cumulative distribution function of MRC output 
signal envelope will also be calculated as expressions in 
closed form. To the best author knowledge the average level 
crossing rate of MRC output signal envelope in the presence 
of k-µ multipath fading is not reported in open technical 
literature. The results obtained in this paper can be used in 
designing and analyzing of wireless communication system 
operating over k-µ multipath fading environments. 

III. LEVEL CROSSING RATE OF MRC OUTPUT SIGNAL 

The wireless communication system with MRC receiver 
operating over k-µ multipath fading environments is 
considered. The k-µ multipath fading is presented at the 
inputs of MRC receiver. The MRC is applied to reduce k-µ 
fading effects on system performance. The k-µ multipath 
fading is identical and independent. 

Assuming that thermal noise power is equal among 
branches, the squared MRC receiver signal envelope can be 
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obtained as sum of squared signal envelopes of inputs of 
MRC:    
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where yi is k-µ distributed signal envelope which can be 
given as 
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where yik , k=1, 2,…,2µ, are Gaussian random variables with 
average Aik and variance σ2. The probability density function 
of  yik  is 
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The first derivative of MRC output signal z is: 
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After substituting expression (5) into (4), the z can be 
written in the form: 
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The first derivative of Gaussian random variable is 
Gaussian random variable. The linear transformation of 
Gaussian random variable is also Gaussian random variable. 
Therefore, random variable z  has conditional distribution: 
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where z and z  are average value and variance of z , 

respectively.  
The average value of z is 
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where fm is maximal Dopler frequency, Ω is power of  k-µ 
random variable and µ  is severity of  k-µ fading.  

The variance of the first derivative of z becomes  
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The joint probability density function of z and z is 
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where random variable z follows k-µ distribution  
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The level crossing rate of MRC output signal can be 
evaluated as the average value of the first derivative of MRC 
output signal: 
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Normalized N2 is  
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IV. NUMERICAL RESULTS 

In Fig. 1, the level crossing rate of MRC output signal 
versus MRC output signal envelope is presented for different 
values of Rice factor k, the number of clusters in propagation 
environment m, power of MRC output signal and the number 
of inputs of MRC combiner. 

The level crossing rate of MRC output signal increases as 
envelope z increases for lower values of envelope z and the 
level crossing rate decreases as envelope z increases for 
higher values of z. The average level crossing rate decreases 
as MRC output signal envelope power increases. The power 
of MRC output signal z has greater influence on average 
level crossing rate for lower values. The influence of 
parameters on average level crossing rate decreases as signal 
envelope increases. 
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Figure 1. The level crossing rate (LCR) of MRC output signal versus MRC 

output signal envelope z 
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Figure 2. The level crossing rate (LCR) versus MRC output signal 

envelope z 
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 Figure 3. The level crossing rate (LCR) of MRC output signal versus 
number of clusters in propagation environment, m 

In Fig. 2, the level crossing rate of MRC output signal 
versus MRC output signal envelope is presented for different 
values of parameter m. The average level crossing rate 
decreases as parameter m increases. The system 
performances are better for greater values of parameter m. 

The level crossing rate of MRC output signal versus 
number of clusters in propagation environment, m, is shown 
in Fig. 3, for different values of MRC output signal envelope 
and number of inputs of MRC combiner, power of MRC 
output signal and Rice factor k. The average level crossing 
rate decreases as parameter m increases. The average LCR of 
MRC output signal envelope also decreases with increasing 
of MRC output signal envelope z. The system performances 
are better for greater values of parameter m and MRC output 
signal envelope. 

The outage probability of wireless system increases as 
average level crossing rate increases. 

V. CONCLUSION 

The wireless communication system with MRC diversity 
receiver operating over multipath fading channel is 
considered in this paper. Received signal is subjected to k-µ 
multipath fading environments. The k-µ distribution can be 
used to describe small scale signal envelope variation in 
linear non line-of-sight multipath fading environment with 
two or more clusters. The MRC diversity receiver is used to 
mitigate k-µ multipath fading effects on system performance. 
The MRC receiver provides the best performance and has the 
highest implementation complexity. The closed form 
expressions for average level crossing rate of MRC receiver 
output signal and average fade duration of proposed system 
are evaluated. The average level crossing rate is calculated as 
the average value of the first derivative of MRC output 
signal and average fade duration is calculated as the ratio of 
outage probability and average level crossing rate.  

The outage probability and the bit error probability are 
the first order performance measures and the average level 
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crossing rate of output signal envelope and the average fade 
duration are the second order performance measures. 

Numerical results are presented graphically to show the 

influence of k-  multipath fading parameters on level 
crossing rate. The expression for average level crossing rate 
of MRC receiver output signal has four parameters. The 

parameter  is fading severity. The average level crossing 

rate decreases as the parameter  increases. The parameter  
has greater influence on average level crossing rate for lower 

values of parameter . The parameter k is defined as a ratio 
of dominant components power and scattering components 
power. The average level crossing rate decreases as the 
parameter k increases. The influence of parameter k on 
average level crossing rate is bigger for lower values of 

parameter .  
L is the number of branches of MRC receiver. The 

average level crossing rate decreases as parameter L (number 
of branches) increases. The parameter Ω is average squared 
value of signal envelope at the input of the receiver. The 
average fade duration increases as parameter Ω increases.  

The obtained results in this paper can be used for 
analyzing and designing of wireless communication system 
with MRC receiver operating over k-µ multipath fading 
environments. 
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Figure 1. Measurement set-up 
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Abstract—A re-generation method of radiated disturbances 
from multiple noise sources using statistical approach is 
suggested. The radiated disturbances from multiple noise 
sources consisting of an electric board and a Plasma Display 
Panel (PDP) TV are investigated. The frequency spectrum and 
the Amplitude Probability Distribution (APD) of radiated 
noises are measured. The radiated magnetic field from each 
noise source is measured below 30MHz, and then APD 
measurement is progressed at the frequencies where the noise 
sources radiate high disturbances in common. A sequence of 
noise pulses is observed from PDP TV, and the behavior of the 
APD of the electric board noise is similar to the Gaussian noise. 
The parameters of the disturbances are extracted using the 
Middleton’s class A noise model and approximate empirical 
method. From the extracted parameters, random noise data is 
re-generated and radiated using a signal generator and 
antenna. APD Comparison of the measured multiple noises 
and re-generated noises is performed. The results show that 
the re-generation noises are well matched to measured noises. 
The re-generated noise can be applied to the performance 
evaluation of communication systems against non-Gaussian 
multiple noises circumstances. 

Keywords-multiple noise sources; radiated disturbance; 
amplitude probability distributio;, electric boar; plasma display 
panel. 

I.  INTRODUCTION 
As the number of electric devices used in real situation is 

increased, problems of radiated interferences from multiple 
noise sources are more serious. In general, the multiple 
noises are assumed as Additive White Gaussian Noise 
(AWGN) [1] environments and most communication 
systems are designed to achieve optimal performance in 
AWGN environment. However, there are some applications 
where non-Gaussian noise or impulsive noise is dominant. 
Therefore, the performance evaluations of communications 
systems against the real multiple noise circumstance are 
necessary.  

Since applying the performance evaluation in real 
situation has many difficulties, it is importance to re-generate 
the multiple noises in laboratory circumstance. The statistical 
analysis of multiple noises is required because the noise 
condition is not constant but various according to the time in 
real circumstance. Amplitude Probability Distribution (APD) 

measurement gives probabilistic information about the 
disturbances, which has higher sensitivity and repeatability 
than existing methods, such as peak or quasi-peak 
measurements [2]-[4].  

In this paper, a re-generation method of radiated 
disturbances from multiple noise sources using statistical 
approach is suggested. An electric board and a PDP TV are 
selected as noise sources for realizing an example of a real 
multiple noise circumstance. The spectra and APDs of 
radiated noises are measured according to the measurement 
methods from international standards of the special 
international committee on radio interference (CISPR) [5]. 
The statistical characteristics are analyzed using the 
Middleton’s Class A noise model [6], which has been widely 
adopted due to the excellent agreement with measurement 
data. The parameters of the radiated noises are extracted 
using the approximate empirical method [7]-[8]. Using the 
extracted parameters, random noise data which has the 
statistically identical characteristics with the multiple noises 
is generated via a simulator. Then, the generated random 
noise is radiated in the air using a signal generator and an 
antenna. 

Applying the suggested noise re-generation approach, 
radio noises which are statistically identical to the measured 
multiple noises can be radiated. Therefore, the performance 
evaluation of devices against the multiple noises in real 
circumstance can be performed easily in laboratory 
circumstance. 
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Figure 3. Noise fluctuations at 5.15MHz (a) Electric Board (b) PDP TV 
 

 
Figure 2. Disturbance spectra from noise sources 

II. MEASUREMENT  

A. Measurement set-up 
The special international committee on radio interference 

(CISPR) regulates the measurement methods of radiated 
disturbance. CISPR11[9] and CISPR16-1-4 [10] provide the 
measurement method of the magnetic field below 30MHz 
using an Open Area Test Site (OATS) method, and CISPR15 
[11] provides another measurement method below 30MHz 
using a loop antenna system .  

We performed the measurements of the radiated noises 
from multiple sources in an anechoic chamber according to 
the measurement method of OATS. As shown in Fig. 1, the 
antenna is a loop with 0.6m diameter, and the separation 
distance between the antenna and multiple sources is 3m. 
The electric board and PDP TV composing the multiple 
noise sources are placed side by side. The radiated noises are 
measured in terms of magnetic field strength in dB (uA/m).  

B. Radiatedmagnetic  field from 150k to 30MHz 
Measurements of radiated magnetic fields of a multiple 

noises are performed in the peak mode with 9 kHz resolution 
bandwidth (RBW). The radiated disturbance is entirely 
measured from 150 kHz to 30 MHz, when each of the 
electric board and PDP TV is operated and then both of them 
are activated simultaneously. As presented in fig. 2, high 
radiated disturbance from electric board is shown at the 
fundamental frequency of 1.71MHz and the harmonic 
frequencies. Several high disturbances shown between 
5MHz and 8MHz is supposed to come from inside circuits 
composing the electric board. The PDP TV shows more 
dense disturbances at the fundamental frequency of 240kHz 
and the harmonic frequencies. The disturbances from 
multiple noise sources show the combined shape of the two 
noises.  

To investigate the fluctuation of noises according to the 
time, the radiated noise is measured with zero frequency 
range. Fig. 3 shows an example of each noise fluctuation 
from the electric board and PDP TV measured at 5.15MHz. 

The disturbances from electric board show relatively slight 
variation according to the time, whereas the noise from PDP 
TV shows high fluctuation periodically. 

C. APD measurement at the common frequencies 
APD measurement method gives probabilistic 

information about the disturbance. The ordinate axis of the 
APD curve displays the probability that the disturbance 
envelope exceeds the abscissa level. When there is no 
impulsive input, the APD curve is gradually declined from 
the left top to the right side of bottom. When impulses are 
received, the APD shows drastic extension to the right side 
in the middle of the curve and the peak value of impulse 
appears on the abscissa of APD. 

To investigate the effect of radiated disturbance from 
multiple noise sources, APD measurement is made at 
frequencies where both of the electric board and the PDP TV 
generate high disturbances. From the disturbance spectra of 
fig. 2, frequencies of 3.43, 5.15, 6.13 and 7.11MHz are 
selected. At each frequency, APD measurements are 
performed for 120 second using R&S ESU EMI receiver. Fig. 
4 shows the APD measurement results of radiated noises 
from each of the electric board and PDP TV and both noise 
sources.  
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TABLE I.           PARAMETERS OF THE MULTIPLE NOISES 

Frequency  
[MHz] 

Electric 
Board PDP TV Electric Board 

+ PDP TV 
A Γ A Γ A Γ 

3.43 0 0.007 0.22 0.0048 0.23 0.0125 

5.15 0 0.01 0.195 0.0028 0.2 0.011 

6.13 0 0.038 0.19 0.0014 0.19 0.006 

7.11 0 0.0063 0.215 0.0013 0.21 0.007 

 

           
(a)                                (b)  

 

             
        (c)                                 (d)  

 

Figure 4. APD measurements of multiple noises (a) At 3.43MHz (b) At 5.15MHz (c) At 6.13MHz (d) At 7.11MHz 

At all the measured frequencies, the APD graphs of 
electric board show gradual decrease. On the other hand, the 
APDs of PDP TV are gradually decreased and extended in 
the middle of curve. The APD shapes of multiple noises are 
similar to those of the PDP TV; however, the levels in the 
left side are higher than those of PDP TV due to the effects 
of noise from electric board. Uniquely, the APD of multiple 
noises at 5.15MHz is less than that of electric board in some 
range. It is considered that the noises from electric board and 
PDP TV are cancelled out by the each other.  

III. EXTRACTION OF NOISE PARAMETERS 
The characteristics of multiple noises can be investigated 

by applying Middleton’s Class A noise model. The model is 
appropriate to describe a highly impulsive interference and 

show good agreement with measurement data. It is defined 
by two parameters of A and Г. A is the impulsive index 
which is the product of the mean number of disturbance 
events per second and the mean length of a disturbance.  Г is 
the Gaussian factor, as the ratio of mean power of the 
Gaussian component and that of impulsive non-Gaussian 
component. 

Approximate empirical method is applied to estimate 
noise parameters. A is approximately extracted at the point 
where the sharp rise in disturbance versus probability occurs. 
Γ is extracted at the point where the straight-line starts to 
bend in probability versus disturbance. The smaller is A, the 
properties of the disturbance are dominated by the 
characteristic of typical, individual impulses and the 
disturbance shows the non-Gaussian properties. However, as 
A is close to zero, the noise exhibits a Gaussian property. 
The smaller is Γ, the intensity of non-Gaussian component 
is stronger related to the Gaussian component of the 
disturbance. 

Table I shows the noise parameters extracted from the 
APD measurement, when each of the electric board and PDP 
TV is operated and then both of them are activated 
simultaneously. At all frequencies, the values of A parameter 
of electric board are nearly 0. This means the disturbances 
from the electric board are non-impulsive Gaussian noises. 
When investigating the A parameters extracted from the PDP 
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(a)                                  (b)  

 

              
        (c)                                 (d)  

 

Figure 5. APD Comparison of measured multiple noises and re-generated noises (a) At 3.43MHz (b) At 5.15MHz (c) At 6.13MHz (d) At 7.11MHz 

TV and multiple noise sources, they show similar values at 
each frequency. It means the impulsive components of 
multiple noise sources mostly come from the PDP TV, 
whereas, Γ parameters of the PDP TV and multiple sources 

have different values at each frequency. The Г values of 
multiple noise sources are higher than those of PDP TV. It is 
because the non-impulsive noises from electric board are 
applied to the multiple noises.  

IV. NOISE RE-GENERATION 
Using the extracted noise parameters, multiple noises are 

re-generated. The statistical functions are determined by the 
parameter values of A and Γ, and the random noise data 
following the determined statistical functions are generated 
using a simulator tool. For each measured frequency, one 
million points of random data are generated. The data is 
downloaded to a signal generator and radiated through an 
antenna. The re-generated noise is measured by another 
antenna. Fig. 5 shows the comparisons of APD graphs of 
measured multiple noises and re-generated noises at each 
frequency. Even though there is slight difference between 
two APD graphs at the left side at 7.11MHz, the APD shapes 
of re-generated noises are generally well matched to that of 
measured noises.  

V. CONCLUSIONS 
The re-generation method of radiated disturbances from 

multiple noise sources using statistical approach was 
suggested. The statistical characteristics of radiated 
disturbance from multiple noise sources are analyzed 
through the APD measurement. The radiated noises from 
electric board and PDP TV are measured from 150 kHz to 30 
MHz, and then frequencies where both noise sources radiate 
disturbances in common are selected. At each frequency, the 
APD is measured and then the characteristic parameters of 
the noises are extracted using the Middleton’s class A noise 
model and approximate empirical method. Random noise 
data is re-generated from the extracted parameters and 
radiated using a signal generator and antenna. APD 
Comparison of the measure multiple noises and re-generated 
noises shows that re-generated noises reproduce the 
measured multiple noises with the similar statistical 
characteristics. The re-generated noise can be applied to the 
performance evaluation of electric devices against the 
multiple noises. 

ACKNOWLEDGMENT 
This research was funded by the MSIP (Ministry of 

Science, ICT & Future Planning), Korea in the ICT R&D 
Program 2013 

 

58Copyright (c) IARIA, 2014.     ISBN:  978-1-61208-347-6

ICWMC 2014 : The Tenth International Conference on Wireless and Mobile Communications

                           71 / 218



REFERENCES 
 

[1] B. Sklar,  Digital Communications., 1988 :Prentice-Hall 
[2] CISPR 16-1-1, Specification for radio disturbance and immunity 

measuring apparatus and methods Part 1-1: Radio disturbance and 
immunity measuring apparatus – Measuring apparatus,  Edition 3.1., 
Nov. 2010 

[3] CISPR 16-2-3, Specification for radio disturbance and immunity 
measuring apparatus and methods  Part 2-3: Methods of measurement 
of disturbances and immunity – Radiated disturbance measurements, 
Edition 3.1, Aug, 2010, Jun. 2009 

[4] K. Wiklundh, “The relation between the amplitude probability 
distribution of an interfering Signal and its impact on digital radio 
recerivers,” IEEE Transaction on Electromagnetic Compatibility, vol. 
48, no. 3,  Aug. 2006, pp. 537-544 

[5] S. Choi, Y. Shim, and S. Park, “APD analysis of the radiated 
disturbance from the plasma display panel TVs,” International 
Conference on  ICT convergence, Oct. 2012, pp. 170-174 

[6] D. Middleton, “Statistical physical models of electromagnetic 
interference,” IEEE transaction on Electromagneic Compatibility, vol. 
EM-19, no. 3, Aug. 1977, pp. 106-127 

[7] D. Middleton, “Procedures for determining the parameters of the first 
order canonical models of class A and class B electromagnetic 
interference,” IEEE transaction on Electromagneic Compatibility, vol. 
EM-21, no. 2, Aug. 1979, pp. 190-208 

[8] L. A. Berry, “ Understanding Middelton’s canonical formula for class 
A noise,” IEEE transaction on Electromagneic Compatibility, vol. 
EM-23, no. 3, Nov. 1981, pp. 337-344 

[9] CISPR 11, Industrial, scientific and medical equipment – Radio-
frequency disturbance characteristics – Limits and methods of 
measurement, Edition 5.1, May  2010 

[10] CISPR 16-1-4, Specification for radio disturbance and immunity 
measuring apparatus and methods - Antennas and test sites for 
radiated disturbance measurements, Ed.3.0, Apr.  2010 

[11] CISPR 15, Limits and methods of measurment of radio disturbance 
characteristic of electrical lightning, Ed. 7.0,  Dec. 2005 

 

59Copyright (c) IARIA, 2014.     ISBN:  978-1-61208-347-6

ICWMC 2014 : The Tenth International Conference on Wireless and Mobile Communications

                           72 / 218



Modeling and Performance Evaluation of Scheduling Algorithms For Downlink 
LTE cellular Network  

Bechir Nsiri, Mallouki Nasreddine, Mahmoud Ammar,Walid Hakimi, Mhatli Sofien 
National Engineering School of Tunis, Sys’Com Laboratory, ENIT 

Tunis, Tunisia 
bechirnsiri@gmail.com, mallouki_nasreddine@yahoo.fr, mahmoud.ammar@enit.rnu.tn, 

Walid.Hakimi@enit.rn.tn, sofien_mhatli@yahoo.fr 
 
 
 
 

Abstract— Long Term Evolution is standardized by the 3rd 
Generation Partnership Project to have wider channels up to 
20MHz, with low latency and packet optimized radio access 
technology. The peak data rate envisaged for LTE is 100 Mbps 
in downlink and 50 Mbps in the uplink. The 3GPP has chosen 
the OFDMA as the radio access technology due to his simple 
implementation in receiver and spectral efficiency. To enhance 
system’s data rate and ensure quality of service, the Radio 
Resource Management Scheduling Mechanisms plays a very 
crucial components to guarantee the Quality of Service 
performance for different services. In this paper we modeled 
and evaluated the performance of Round Robin, Proportional 
Fairness and Max Rate scheduling algorithms. The 
performances are compared in term in throughput and 
fairness index for this scheduler. 

Keywords- Scheduling; Fairness; Max Rate; Ressource 
Block. 

I.  INTRODUCTION  

The Long Term Evolution (LTE) is standardized by the 
3GPP in Release 8, as the successor of the Universal Mobile 
Telecommunication System (UMTS), in order to ensure a 
high speed data transmission with mobility for mobile 
communication. The radio access technology chosen for 
LTE system is the Orthogonal Frequency Division Multiple 
Access (OFDMA), in both Time Division Duplexing (TDD) 
and Frequency Division Duplexing (FDD), because of the 
high degree of flexibility in the allocation of radio resources 
to the Users Equipments (UEs) and his robustness to the 
selectivity of multipath channels [1][2]. LTE is capable of 
supporting different transmission band of spectrum 
allocation (Multiple Channel Bandwidth), ranging from 1.4 
Mhz to 20 Mhz, for both paired and unpaired bands. The 
high peak transmission rate reaches the LTE system is 100 
Mbps in downlink (DL) and 50 Mbps in uplink (UL). To 
achieve the performance objectives, LTE employs the 
several enabling technologies which include Hybrid 
Automatic Repeat Request (HARQ) technical and different 
MIMO transmission methods are deployed [3] [4]. 

LTE technology presents a very challenging multiuser 
problem: Several User Equipments (UEs) in the same 
geographic area require high data rates in a finite bandwidth 
with low latency. Multiple access techniques allow UEs to 
share the available bandwidth by allocating to each UE a 

fraction of the total system resources. The strong motivation 
beyond the resource allocation algorithms for scheduling is 
the improvement of system performance by increasing the 
spectral efficiency at the wireless interface and consequently 
enhancing the system capacity. Other constraints such as 
fairness must also be improved. Hence, it is important to find 
away to performance effective trade-off between efficiency 
and fairness. To develop an efficient scheduler to reach this 
trade-off, several factors must be taken into account such as: 
Signal-to-Interference-plus-Noise Ratio (SINR), packet 
delays, buffer status (queues length and packet delays), and 
type of service, fairness, channel conditions and complexity 
(time and computing). 

In this paper, we study and compare the different 
scheduling algorithms for downlink LTE system and we 
discuss the factors which mentioned earlier for several 
proposed resources allocation schemes. This paper is 
organized as follow: in Section II, we describe the LTE 
downlink scheduling mechanism and in Section III, we 
evaluate and compare the algorithms performance. 

II. LTE DOWNLINK SCHEDULING 

The air interface of LTE technology is based on OFDMA 
and SC-FDMA in the downlink and Uplink respectively to 
deliver the flexibility and increase data rate without 
additional bandwidth or increase transmit power. The base 
station (eNodeB) is the entity responsible for controlling the 
air interface between the network and user equipments. The 
data transmission in LTE system is organized as physical 
resources which are represented by a time-frequency 
resource grid consisting of Resources Blocks (RBs) which 
has a duration of 0.5 ms and a bandwidth of 180 KHz (12 
subcarriers spaced with 15 KHz). It is a straight forward to 
see that each RB has 12x7 = 84 resource elements in the case 
of normal cyclic prefix and 12x6 = 72 resource elements in 
the case of extended cyclic prefix. 

The scheduler entity have a role to assigns resources 
blocks every TTI, based on the channel condition feedback 
received from User Equipment in the form of Channel 
Quality Indicator (CQI) send by the UEs to the eNodeB, to 
indicate the data rate supported by the downlink channel. 
Every value of CQI, index in the range 1 to 15, corresponds 
to the highest Modulation and Coding Scheme (MCS) and 
the amount of redundancy included [12]. The corresponding 
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bit rate per bandwidth is standardized by 3GPP and is shown 
in TABLE I.  

TABLE I.  CQI TABLE 

CQI 
Index 

Modulation 
Code rate 

X1024 
Efficiency 

0 No 
transmission 

  

1 QPSK 78 0.1523 
2 QPSK 120 0.2344 
3 QPSK 193 0.3770 
4 QPSK 308 0.6016 
5 QPSK 449 0.8770 
6 QPSK 602 1.1758 

7 16QAM 378 1.4766 
8 16QAM 490 1.9141 
9 16QAM 616 2.4063 

10 64QAM 466 2.7305 
11 64QAM 567 3.3223 
12 64QAM 666 3.9023 
13 64QAM 772 4.5234 
14 64QAM 873 5.1152 

15 64QAM 948 5.5547 

 
In LTE system, the resource allocation is done in time 

and frequency domain. In time domain, the downlink 
channel is divided into frame of 10ms each consists of 10 
subframes of 1 ms each referred to as Transmission Time 
Interval (TTI).  In frequency domain, the available system 
bandwidth is divided into sub-channels of 180 KHz, 
comprising of 12 consecutive equally spaced OFDM sub-
carriers of 15 KHz each. A time-frequency radio resource 
spanning over 0.5 ms slots in the time domain and over 180 
KHz sub-channel in the frequency domain is called Resource 
Block (RB) [5]. The number of resource blocks in the 
available bandwidth is called Resource grid.  Resource 
Element (RE) represents one OFDM subcarrier during one 
OFDM symbol interval. The number of RBs in a resource 
grid depends on the size of the bandwidth. The LTE operates 
in the bandwidth of 1.4 MHz up to 20 MHz, with number of 
RBs ranging from 6 to 100 respectively [5] [6]. 

A. LTE scheduling Mechanisms   

In wireless communications, specifically in LTE system, 
each user return a value of CQI to eNodeB every TTI 
corresponding to the channel state of the user i and the mean 
data rate supported by the channel at the time slit t. The 
scheduler is responsible for assigning the RBs in time and 
frequency domain resources to the different UEs under the 
CQI-received as a feedback from the UE by the BS. Every 
1ms the assignment of resources could change depending 
upon various factors including CQI for each user. In order to 
perform channel-aware packet scheduling, each eNodeB 
need to have the knowledge of Channel State Information 
(CSI) for each user, for all the RBs in the available 
bandwidth. The CSIs are derived based on channel gain, 
interference conditions and SINR estimation errors. In this 
paper, we discuss the major scheduling algorithms that are 

used by the LTE downlink schedulers, they are, Round 
Robin (RR), Proportional Fairness (PFS) and Max-Rate 
algorithms. These scheduling algorithms are described in 
the next section [7]. The Figure 1 describes the packet 
scheduling strategies. 

 
Figure 1.  LTE Scheduling Scenario. 

 
The LTE downlink scheduler is designed to ensure high 

Quality of service (QOS), maximization of system capacity, 
reducing complexity and ensures fairness between all active 
users. Then, scheduling algorithms should be capable to 
exploit the channel variation condition with maintaining 
fairness between the users flows.  

B. LTE scheduling Algorithms   

In LTE system, the scheduling algorithms assume that 
the eNodeB would receive the CQI feedback, every TTI, as a 
matrix with dimensions Number_UEs x RB_grid_size. The 
value of each field in the matrix is the CQI feedback of each 
user for each RB [6]. The different scheduling algorithms are 
describes as follow:  

 Round Robin (RR) is the simplest scheduling 
algorithm which assigns time interval to each mobile 
station in equal portion and in order with the same 
priority. This algorithm is very simple and easy to 
implement [14].  

 Proportional Fairness Algorithm (PFS) work as 
follow. The CQI feedback of user k in time TTI i is 
in term of a requested data rate Rk,n (t), which design 
the kth user’s sub-carrier can currently supported. 
The PFS algorithm keep track of the average 
throughput Tk,n (t) of each user on every sub-carrier 
in a past window of length tc. The tc parameters 
means the trade-off between fairness and throughput. 
The larger value of tc is tc =∞, in this situation the 
allocation resources according to PFS algorithm is 
decided solely by instantaneous SNR, leading to 
maximum system throughput and poor fairness 
characteristics. On the other hand, the lower value of 
tc parameter is tc =1 in this situation scheduling 
becomes fair [8] [9].  In the time slot t, the PFS 
algorithm transmits at each sub-carrier to the user K 
with the largest value of J calculated as follow: 
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j =
R�,�(t)

T�,�(t)
																																				(1) 

The average throughput Tk,n (t) can be updated using an 
exponentially weighted low-pass filter [13] : 

T�,�(t + 1) = �
(1 −

�

��
)T�,�(t) +

�

��
R�,�(t)				k = k∗(t)

(1 −
�

��
)T�,�(t)																											k ≠ k∗(t)

�  (2) 

 Max-Rate scheduler transmit, every TTI, to the user 
having the largest SNR, so users that have the fading 
peak are likely to be scheduled all the time, while 
other that experience deep fades are not scheduler at 
all. Max Rate scheduler has to maximize system 
throughput but it totally ignores fairness. The 
received SNR of the nth RB signal of the kth user at 
the tthTTI can be expressed by[8]:  

SNR�,�(t) =
S�,�	(t)		H�,�	(t)

N� B N⁄
																							(3) 

Where ��,�	(�)	,��,�	(�)  are the allocated transmission 
power and channel gain on nth sub-carrier at tth TTI 
respectively, N0 is the power spectral density of AWGN, B is 
the bandwidth and N is the number of sub-carriers. 

The instant data rate of each user is determined and the 
BS serves each user at this rate. The instant service rate on 
the nth sub-carrier at tth TTI is got by: 

R�,�(t) = B N	⁄ Log�(1 + SNR)																						(4) 

Where, ��,�	(�) is the kth user transmission rate at tth time 
slot, B is the total bandwidth and N is the number of sub-
carriers [10] [11]. 
PFS algorithm transmits for each user when its channel is 
good and at the same time the scheduling algorithm is 
perfectly fair on the long term. We plot in Fig. 2 the 
frequency response of three users. Thus, the PFS algorithm 
schedules a user when its instantaneous channel quality is 
high relative to its own average channel condition over the 
time scale tc. 

 
Figure 2.  Frequency Channel Response for Three users. 

III. SIMULATION RESULTS AND DISCUSS  

A. Simulation Parameters 

In this section, we will simulate and discuss the 
performance of the three scheduling algorithms, such as RR, 
PFS and Max-Rate, over LTE system. The simulations are 
carried out for frequency-selective channels modeled by ITU 
for Pedestrian-B (Ped-B) channels.  Our simulations are 
performed for users ranging from 5 to 25, choosing the 
bandwidth of 5MHz containing 25 RBs and 300 occupied 
sub-carriers. The simulations parameters used are listed in 
the TABLE II. 

TABLE II.  SIMULATION PARAMETERS 

Parameters Value 

Channel type ITU-Pedestrian B 

Number of Base station 1 

Number of users 5, 10, 20, 30, 40 

Scheduling Algorithms 

Round Robin 

Max-Rate 

Proportional Fairness 

Bandwidth (MHz) 5 

Transmission mode SISO 

Numbers of subframes 140 

Tc parameter 1 

 

B. Simulation Results and Discuss 

In this section, we present the simulation evaluation of 
scheduling algorithms. In order to evaluate and find the 
scheduler disciplines, the performance is measured in term 
of overall system capacity and fairness index using the three 
scheduling algorithms. First, we plot the number of 
allocated RBs for every user over time using each 
scheduling algorithm.   
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Figure 3.  Number of allocated RBs for each user vs. TTI index using RR, 

PFS and Max Rate schedulers. 

 
Figure 4.  Means allocated RBs per frame for each user using RR, PFS 

and Max Rate schedulers. 

Figures 3 and 4 show the evolution of allocated RBs 
versus time and means number of RBs per frame, 
respectively, allocated  for each user using RR, PFS and 
Max-Rate algorithms. From the simulation results, we can 
see that the RR scheduler delivers fairness for all users with 
allocates the same number of RBs for each user which have 
50 Resources Block each frame. But, Max-Rate scheduler 
allocates a different number for each user derived from 
channel quality SNR to maximize average system 
throughput. The PFS scheduler tries to strike a balance 
between fairness and achieving the Maximum throughput by 
allocation almost equal means RBs for each user every TTI. 

 
 

Figure 5.  Number of allocated RBs for each user vs. TTI index using RR, 
PFS and Max Rate schedulers. 

The system fairness for scheduling algorithms versus 
users ranging from 5 to 25 is investigated in Fig. 5. It is also 
observed that Max rate is the unfairness algorithm and the 
index fairness not exceed 0.6. This is because the Max rate 
algorithm allocates the system resources to users who have a 
strongest channel and serve the users who are demanding 
service in system. But as we can see, the PFS scheduler has a 
constant fairness index almost equal to 1 because as we saw 
in section II, with a low tc parameter this algorithm 
maintenance index fairness without involving system 
throughput. 

 
Figure 6.  Total Throughput for each user using RR, PFS and Max rate 
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Figure 7.  System Throughput versus user using RR, PFS and Max Rate 

schedulers 

In order to compare the different scheduling algorithms, 
we simulate and plot the average throughput for each user 
and system throughput versus users ranging from 5 to 25. 
We can see that the system throughput achieved by RR 
algorithm reaches the lowest value because this algorithm 
allocates all sub-carriers to one user at each time slot 
independently of users’ channel response and rate 
requirements. But Max Rate algorithm, according to system 
throughput, reaches the best result because this algorithm 
allocates system resources to users with the strongest channel 
and it maximizes the system throughput. PFS algorithm 
exploits the propagation channel condition in order to 
maximize system capacity without comprising fairness. As 
we can see in Figs. 6 and 7, PFS algorithm has a good 
behavior because it reaches a good level of system 
throughput. 

IV. CONCLUSION 

In this paper, we present the performances of three 
scheduling algorithms such as Round Robin, Proportional 
Fairness and Max Throughput in term of fairness and system 
capacity. We can see that the RR scheduler promotes priority 
to fairness between all users regardless of system throughput. 
On the other hand, Max throughput is used to maximize the 
system capacity without considering the fairness among 
users. But, from the results obtained, it is also observed that 
the proportional fairness algorithm performs a compromise 
between system fairness and throughput. From this result, we 
can use a mixed between PFS and Max Throughput 
scheduler to maximize system throughput with guaranteed 
fairness between users.  
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Abstract—Long Term Evolution (LTE) uses different 
techniques to achieve high throughput required, such as the 
HARQ techniques, Multiple-Input Multiple-Output (MIMO) 
transmission schemes and estimation techniques. In the 
present paper, research focuses on Downlink LTE channel 
estimation which is based on the interpolation to estimate 
channel coefficients. Thus, we propose an adaptive method for 
polynomial interpolation based on Lagrange polynomial. We 
perform the Downlink LTE system for Single-Input Single-
Output (SISO) and MIMO transmission then compare the 
obtained results with linear and Sinus Cardinal Interpolations. 
The simulation results show that the Lagrange method 
outperforms the linear interpolation in term of Block Error 
Rate (BLER) and throughput vs. Signal to Noise Ratio (SNR).  

Keywords-LTE; MIMO; SISO; Interpolation; Lagrange 

I.  INTRODUCTION  

In modern world, requirement of high data rate 
communication has become inevitable.  Applications such 
as streaming transmission, video images, and World Wide 
Web browsing require high speed data transmission with 
mobility. In order to fulfill these data requirements, the 3rd 
Generation Partnership Project (3GPP) [1][2] introduced 
Long Term Evolution (LTE), to provide high speed data rate 
for mobile communication. The LTE system affords an 
important effective bit rate and allows increasing system 
capacity in terms of numbers of simultaneous calls per cell. 
In addition, it has a low latency compared to 3G/3G + 
networks. It offers a theoretical speed of 100 Mbits/ s in the 
Downlink and 50Mbits/s in the Uplink transmission. The 
LTE uses Orthogonal Frequency Division Modulation 
(OFDM) and Orthogonal Frequency Division Modulation 
multiple access technique (OFDMA) in the downlink 
transmission [3]. The OFDM provides the signal transmitted 
robustness against the multipath effect and can improve the 
spectral efficiency of the system [4][5]. On the other hand, 
the implementation of MIMO system increases channel 
capacity and decreases the signal fading by sending the 
same information at the same time through multiple 
antennas[5]. The combination of these two powerful 
technologies (MIMO-OFDM) in the LTE system improving 
thus the spectral efficiency and throughput offered without 
increasing resources for base bands and power output. To 

best exploit the power of MIMO-OFDM technology, it is 
imperative to manage at best the estimation of the channel 
coefficients; this operation is ensured by the interpolation of 
pilots. 

In this paper, we represent a polynomial interpolation 
algorithm using the method of Lagrange [10] which greatly 
reduces the complexity of the transceiver. The simulation is 
made on a ‘Vehicular A’ (Veh A) [11][12] channel through 
SISO and MIMO system using Least Square equalizer (LS). 
Section II of this paper give an over view of MIMO-OFDM 
transmission. In Section III, we present Lagrange 
interpolation algorithm. Finally, Section IV provides the 
numerical results. 

II. MIMO-OFDM TRANSMISSION  

A. MIMO OFDM transmissions schemes 

In this section, we are going to describe the MIMO 
OFDM transmission scheme. A modulation block is used to 
modulate the original binary data symbol using the complex 
constellation QPSK, 16 QAM or 64 QAM according to the 
LTE standard [6][7]. Pilot insertion is generated according 
to the LTE standards, followed by Inverse Fast Fourier 
Transform operation (IFFT); at the end, a cyclical prefix is 
inserted to remedy the phenomenon of the Inter Symbol 
Interference (ISI) and the Inter Sub carriers Interference. 
Transmission is made through a multipath Fast Fading 
channel over a multiple antenna system. Multiple antennas 
can be used in the transmitter and the receiver; 
consequently, MIMO encoders are needed to increase the 
spatial diversity or the channel capacity. Applying MIMO 
allows us to get a diversity gain to remove signal fading or 
getting a gain in terms of capacity. Generally, there are three 
types of MIMO receivers, as presented in [1]. At the 
reception, the cyclical prefix is firstly removed, followed by 
the Fast Fourier Transform operation (FFT); after the 
extraction of pilots, parameters of channel is estimated 
through the block interpolation followed by equalization. 
The method of interpolation chosen is essential to make the 
estimation more efficient and to reduce the equalizer 
complexity. 
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Fig. 1. MIMO-OFDM transmission. 

B. Aanalysis of standard LTE pilot scattering 

In the LTE standards, pilots are placed in a well-defined 
ways to cover up the frequency and time domain. The 
location of pilots for 2x2 MIMO transmissions scheme in 
LTE system is shown in the following figures. 

 
 

 

Fig. 2. Pilot structure of Transmit 

 

Fig. 3. Pilot structure of Transmitter 2. 

It can be seen that, through the first antenna, pilots are 
disposed in OFDM symbols numbers 1, 5, 8 and 12 while 
for the second antenna, they are placed in the same OFDM 
symbols, but in different subcarriers index. 

Those positions allow a better coverage of the frequency 
and time and reduce the risk of interference in reception [3]. 

III. DESCRIPTION OF THE INTERPOLATION ALGORITHM 

A. Linear Interpolation  

In linear polynomial interpolation, the channel 
coefficients are estimated using the linear relationship 
between two successive pilots.  

Linear interpolation is given by the following 
expression: 

�(�)

(�)
= �/� ∗ �(�)(�)

(�)
(1 − �/�) ∗ �(�)(���)

(�) 

where  �(�)

(�)
is the channel coefficient to estimate,�(�)(�)

(�)
 

and �(�)(�+1)

(�)
  two successive pilots, i is the subcarriers 

index, k is the OFDM symbol index, p is the pilot index and 
d is the distance between two pilots [8]. 

B. Sinus Cardinal  Interpolation  

Sinus Cardinal (SinC) interpolation is given by the 
following expression [7]: 

� (�) = ∑ � (�)SINC(� − �)�
��� (2) 

where � (�) is the pilots, k is the position of y,� (�)is 
the SinC interpolation function. 

In this work, we use 2 pilots to estimate channel 
coefficients using SinC interpolation. 
The interpolation is represented as follow: 
 

1-Extract received �(�)(�)
(�)   pilots from received signal �(�)

(�)  
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2-Calculate the channel coefficients of pilots symbols with  
   Least Square estimator  

�(�)(�)
(�) = �(�)(�)

(�)
/�(�)(�)

(�)  (3) 

3- Estimate �(�)
(�)  with SinC interpolation: 

�(�)

(�)
= sinc(� − ���

) ∗ �(�)(�0)

(�)
+sinc(� − ���

)(4) 

C. Lagrange polynomial Interpolation 

      Lagrange polynomials allow interpolating a set of 
points by a polynomial which goes exactly through these 
points. The Lagrange polynomial is given by the following 
expression [10] 

																		�(�) = ∑ ����(�)�
��� (5) 

															�(�) = ∏ (� − ��
�
���
���

)/(�� − ��)(6) 

 
 
Where�

�
the pilots, x is the position of y, � is the 

coefficients of Lagrange and n is the Lagrange polynomial 
order. 

D. Algorithm description 

The received signal for MIMO system model consisting 
of NT transmits antennas and �� receives antennas can be 
represented by the following Equation: 

�(�)
(�)

= 	 �(�)
(�)

�(�)
	(�)

+ �(7) 

where�(�)
(�)

= [��
� … … … ��

��� … … … ��	����	���	��
��� ] is 

the received vector, �(�)
	(�)

 is the channel coefficient matrix of 

the dimensions NTxNR express the channel gain and N= [n1, 
n2 ……n�� ]T is the noise vector. 

The matrix �(�)
	(�)

is written as follow [11]: 

�(�)
	(�)

=

⎝

⎜⎜
⎛

�(�)
	(�)

ℎ(�)�,�
(�)

ℎ(�)�,�
(�)

ℎ(�)�,�
(�)

⋯	
ℎ(�)�,��

(�)

ℎ(�)�,��

(�)

⋮ ⋱ ⋮

ℎ(�)��,�
(�) ℎ(�)��,�

(�) ⋯ ℎ(�)��,��

(�)
⎠

⎟⎟
⎞

(8) 

For each reception antennas, after eliminating Cyclical 
Prefix and Fast Fourier Transform operation, pilots are 
extracted and then  interpolation block is attacked to 

estimate the parameter �(�)
	(�)

 of the channel. The 

interpolation operation is necessary for both frequency and 
time domain.  

In the present work, we use a Lagrange polynomial 
interpolation for frequency domain and linear interpolation 

for temporary. The interpolation algorithm is represented as 
follow: 

 
Fig. 4. Algorithm of Interpolation. 

1-Extract �(�)(�)
(�)   pilots from received signal �(�)

(�)  

2-Calculate the channel coefficients of pilots symbols with  
   Least Square estimator  

�(�)(�)
(�) = �(�)(�)

(�)
/�(�)(�)

(�)
 (9) 

 3-Calculate �0……………..��Coefficients of Lagrange 
with n order of Lagrange polynomial and p index of pilots, 
we start with n=2. For example for 12 first coefficients to 
estimate we use 3 first pilots placed respectively at ��0

= 0, 

��1
= 6 and ��2

=12 frequency index 

��=((�� − ���
)*(�� − ���

))/	((���
− ���

)*(���
− ���

)) (10) 

��=((�� − ���
)*(�� − ���

))/	((���
− ���

)*(���
− ���

)) (11) 

��=((�� − ���
)*(�� − ���

))/	((���
− ���

)*(���
− ���

)) (12) 
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where	�� , �� and �� are the coefficients of Lagrange 

polynomial of order n=3,��is the frequency index of �(�)
(�)  to 

estimate and  ��0
,.��1

,��2
are the frequency index of first 

tree pilots. 

4-Estimate �(�)
(�)  with Lagrange polynomial: 

�(�)

(�)
= �0 ∗ �(�)(�)

(�)
+�1 ∗ �(�)(�+1)

(�)
+�2 ∗ �(�)(�+2)

(�)
(13) 

where �(�)(�)

(�)
 , �(�)(�+1)

(�)
 and �(�)(�+2)

(�)
are three successive 

pilots. 
5-Testing the estimation operation performance by 
incrementing the polynomial of order n until having optimal 
performance. For our simulation, the optimal performance 
was noticed at a value of n=5. 

IV. SIMULATIONS RESULTS 

Our simulation was performed for LTE downlink 
transmission through a channel which uses the profile of 
ITU-Veh A for SISO and MIMO system with use of 16 
QAM (CQI=7) constellation. We show simulation results for 
known channel, Lagrange polynomial interpolation 
algorithm, SinC interpolation and linear interpolation. All 
simulations are used over a Least Square equalizer. 
Simulation results are compared in term of Block Error Rate 
(BLER) and Throughput vs. SNR. Both Systems are 
simulated using the parameters shown in TABLE I [11][12]. 

TABLE I.  PARAMETERS SIMULATION 

Transmission Bandwidth 1.4 MHz 

Carrier Frequency 2.1 GHz 

Data Modulation 16QAM (CQI 7) 

Channel ITU-Veh A 

Interpolation Polynomial interpolation  OF LAGRANGE 

A. Simulation results and discussion 

To observe the effect of the Lagrange polynomial 
interpolation compared with linear and SinC interpolation 
techniques, we simulate and trace the performance of LTE 
Downlink system in SISO and MIMO transmission over 
multipath channel (ITU-Veh A) using an LS equalizer . The 
simulations have been carried out for the 16-QAM (CQI=7). 
The Block Error Rate (BLER) and throughput vs. SNR 
results were study. Figures 5 and 6 show Block Error Rate 
vs. SNR for known channel, Lagrange polynomial, Sinus 
Cardinal and linear interpolations for both SISO and MIMO 
transmission. 

 
Fig. 5. BLER vs. SNR for SISO Transmission over Veh-A channel, 

CQI=7. 

 
Fig. 6. BLERvs. SNR for MIMO Transmission over Veh-A channel, 

CQI=7. 

The BLER results of LTE downlink transmission for 
SISO and MIMO transmission scheme is shown in Fig. 5 
and Fig. 6. We can see that the Lagrange polynomial 
interpolation enhances the performance of downlink LTE 
system by almost than 2 dB for BLER =10-1. 

 
Fig 7.  Throughput vs. SNR for SISO Transmission over Veh-A channel, 

CQI=7. 
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Fig 8 .Throughputvs. SNR for MIMO Transmission over Veh-A channel, 

CQI=7. 

As shown in Figures 7 and 8 the throughput of SISO and 
MIMO transmission for CQI=7 over Vehicular A channel 
can be compared. We can note that the suggested algorithm 
of interpolation improve throughput compared to the linear 
and Sinus Cardinal interpolation. For example, with 
throughput=1 MHz we have a gain almost than 1dB for 
SISO and MIMO systems. 

After studying performance, we find that the Lagrange 
polynomial interpolation offers a significant improvement 
compared to the linear and Sinus Cardinal Interpolation, as a 
result of the precision given by using n pilots to estimate 
each parameter channel. In fact, the use of n pilots in 
estimation of the channel coefficients takes into account the 
correlation between the pilot subcarriers; which makes this 
calculation more accurate and thus enhances the system 
efficiency. 

It is obvious that this polynomial interpolation algorithm 
is more complex than the linear and Sinus Cardinal 
Interpolation,   however it significantly improves system 
performance especially in the case of a fast fading channel 
(our case). 

On the other hand, this algorithm has the advantage of 
having an adaptable order of polynomial interpolation n 
according to transmission condition. For example, in our 
case, we use a channel ITU-Veh A in the Bandwidth of 1.4 
MHz where we have n = 5 for same Bandwidth but for ITU- 
PEDISTRIAN-B channel n = 4. 

V. CONCLUSION 

In the present work  , adaptive polynomial interpolation 
algorithm was described in relation with the method of 
Lagrange for Downlink LTE system. Simulation is achieved 
through an ITU-Veh A channel with CQI = 7 and for SISO 
and MIMO systems .We conclude that, despite the 
complexity of this algorithm (compared to the linear and 
Sinus Cardinal Interpolation), it offers a considerable 
improvement of the performance of Downlink LTE system. 
In effect, using a maximum number of pilots to estimate the 
parameters of the channel (5 in our case) against two for a 
linear interpolation optimize considerably the estimation of 
these parameters.  

 

REFERENCES 

[1] 3rd Generation Partnership Project, Technical Specification Group 
Radio Access Network; evolved Universal Terrestrial Radio 
Access(UTRA): Base Station (BS) radio transmission and reception, pp.22 
– 33, TS 36.104, V8.7.0, 2009. 

[2] 3rd Generation Partnership Project, Evolved Universal Terrestrial 
Radio Access (E-UTRA); User Equipment (UE) radio transmission and 
reception, pp. 22 – 33, ARIB STD-T63-36.101, V8.4.0, 2008. 

[3] 3rd Generation Partnership Project, Technical Specification Group 
Radio Access Network; evolved Universal Terrestrial Radio Access 
(UTRA): Physical Channels and Modulation layer, pp. 55 – 67, TS 36.211, 
V8.8.0, 2009.S. Caban, Ch. Mehlfuhler, M. Rupp, M. Wriliich, “Evolution 
of HSDPA and LTE”, Ltd. Published 2012 by John Wiley &Sons,. 

[4] S. Sesia, I.  Toufik, and M. Baker,  LTE  – The UMTS Long Term 
Evolution from Theory to Practice, 1st ed, Jonh Wiley and sons, LTD 
.UK;2009 

[5] Technical White paper: “Long Term Evolution (LTE): A Technical 
Overview,”byMotorola.http://www.motorolasolutions.com/web/Business/S
olutions/Industry%20Solutions/Service%20Providers/Wireless%20Operato
rs/LTE/_Document/Static%20Files/6834_MotDoc_New.pdf 

[6]  Z. Lin, P. Xiao, B. Vucetic, and M. Sellathurai, “Analysis of receiver 
algorithms for lte scfdma based uplink systems,” IEEE Transaction on 
Wireless Communications, vol. 9, pp.60–65, 2010. 

[7] J. F. ValenzuelaValdes, M. A. Garcia Fernandez, A. M. Martinez 
Gonzalez, and D. A.Sanchez- Hernandez, “Evaluation of true polarization 
diversity for mimo systems,” IEEE Transaction onAntennas and 
Propagation, vol. 58, pp. 2746–2755, 2009..4 

[8] Niru Desai, G. D. Makawana, “Space Diversity for Wireless 
Communication System– A Review”, International Journal of Engineering 
Science and Innovative Technology (IJESIT)    Volume 2, Issue 3, May 
2013.University of RENNES internalaggregationUFR MATHEMATICS, 
(2010). 

[9] Technical White paper, “Sampling Theory and Spline 
Interpolation”,Openstax cnx,URL: http://cnx.org/content/m11126/latest/ 

[10] University of RENNES internal  aggregation UFR 
MATHEMATIQUES, (2010)pp. 1 – 3. 

[11] 3GPP, TR25.996, V 11.0.0.0,” Spatial channel Model for Multiple 
Input Multiple Output (MIMO)”, 2012. 

 

-6 0 -4 -3 -2 -1 0 1 2 3 4 5 6 7
0

0.5

1

1.5

Eb-No

T
h
ro

u
p
u
t(

M
b
it
p
s
)

BW= 1.4 MHZ

 

 

MIMO-16QAM-Perfect

MIMO-16QAM-Lagrange

MIMO-16QAM-Linear

MIMO-16QAM-Sinc

69Copyright (c) IARIA, 2014.     ISBN:  978-1-61208-347-6

ICWMC 2014 : The Tenth International Conference on Wireless and Mobile Communications

                           82 / 218



Reception for Layered STBC Architecture in WLAN Scenario 
 

Piotr Remlein  

Chair of Wireless Communications 
Poznan University of Technology 

Poznan, Poland 
e-mail: remlein@et.put.poznan.pl  

Hubert Felcyn  

Chair of Wireless Communications 
Poznan University of Technology 

Poznan, Poland 
e-mail: hubert.felcyn@gmail.com 

 
 

Abstract—In this paper, reception for multi-stream 

Orthogonal Frequency Division Multiplexing (OFDM) 

transmission is analyzed. The system architecture employs 

Linear Dispersion Space-Time Block Codes (LD-STBC). In the 

transmitter, a part of spatial streams is Space Time Block 

Coded (STBC). The LD-STBC-VBLAST OFDM receiver is 

described and analyzed. The quality of reception for Wireless-

LAN (WLAN) transmission with channel type E is investigated 

using a computer simulation. We present the simulation results 

for two models of OFDM receivers. Performance of VBLAST 

and LD-STBC-VBLAST receivers has been compared. The Bit 

Error Rate (BER) and Packet Error Rate (PER) have been 

determined for different numbers of spatial streams in use. 

The results illustrate that the LD-STBC-VBLAST OFDM 

receiver improves the transmission quality in WLAN scenario. 

Keywords-multi-antenna transmission; receiver; space time 

block coding; wireless networks. 

I.  INTRODUCTION 

In recent years, WLANs have gained on popularity. This 
is due to the fact that thanks to the advanced technologies 
they already offer high quality (with low error rate) and high 
speed transmissions. Simultaneously, constant grow of 
demand in even higher network throughput and quality 
transmission are observed. Therefore, insightful research on 
WLANs is necessary to change the existing standards [1]. 
As theoretical and practical research carried out lately [2-4] 
has shown, transmission through multi-path wireless 
channels may improve the system’s capacity if used 
adequately. According to Bäolcskei and Paulraj [3] a 
Multiple Input Multiple Output (MIMO) system enables 
increasing of a wireless channel’s capacity proportionally to 
the growing number of transmit and receive antennae. A 
practical implementation of a MIMO system is shown by 
Wolniansky et al. [5]. It is the so-called Vertical Bell 
Laboratories Layered Space Time (VBLAST) system, 
which has a simple structure, yet it offers high spectral 
efficiency. In VBLAST, a single data stream is divided into 
several sub-streams transmitted simultaneously by several 
antennae as a result of which transmission speed may be 
improved.  

Literature suggests many options to form receivers that 
would receive signals transmitted in MIMO system [2-5]. 
One of the methods is Maximum Likelihood (ML). This 
detection method offers the lowest error rate but is rather 

difficult to implement. Wolniansky et al. [5] propose MIMO 
signal detection based on the Zero-Forcing (ZF) criterion. 
The ZF method is characterized by relatively low 
computational requirements. However, its weakness is 
certainly the so-called noise enhancement occurring in the 
case of minor SNR values. Considerably effective detection 
algorithms that use the so-called QR decomposition of 
channel matrix have been proposed in [6] [7]. Another 
advantage of MIMO transmission is quality improvement 
with reference to drop in error rate. This is obtained by 
using Space Time Block Codes (STBC) [8].  

The superior purpose of spatial multiplexing is to 
maximize data transmission speed while the essence of 
space-time coding is to ensure high quality resulting from 
maximizing the diversification. These two advantages 
offered by MIMOs exclude each other. The so-called Linear 
Dispersion (LD) method was proposed by Hassibi and 
Hochwald [9]. The method attempts to use both the 
aforesaid advantages of MIMO transmission: spatial 
multiplexing and diversification gain. As test results show 
[9-11], owing to the method high transmission speed may be 
obtained with any configuration of antenna systems on both 
sides of the radio connection with simultaneous code gain. 
Solutions known for the MIMO transmission, such as the 
VBLAST [5] algorithm or ZF, may be applied for receiving 
[4-7].  

The LD-STBC-VBLAST method was used by the 
authors for OFDM transmission in a WLAN system. 
Simulation results for selected receive algorithms that may 
be used for WLAN 802.11n MIMO/OFDM system are 
presented. Performance, in the terms of BER, LD-STBC-
VBLAST and VBLAST receivers has been compared. The 
analyzed system uses a multi-stream transmission in which 
a part of spatial streams is STBC-coded and a part is 
transmitted without coding. It was assumed that individual 
subcarriers are modulated with 2-PSK, 4-PSK or 16-QAM 
signal. The purpose hereof is to compare the operation of 
the aforesaid system for two different receivers: LD-STBC-
VBLAST, using the LD (Linear Dispersion) algorithm [9] 
and VBLAST [5] and to check the suitability of the 
abovementioned receivers for the improvement of data 
transmission quality in WLAN 802.11n. 

The BER and PER were determined for the E type 
transmission channel model [12]. The simulation referred to 
transmission through E type WLAN channel because, as test  
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results shown by Kotrys et al. in e.g. [4], the lowest error 

rate has been obtained in a MIMO transmission using the 

channel. It was also assumed that the Channel State 

Information (CSI) is known in the receiver. 
This paper is organized as follows: Section 2 describes 

the simulation model. Section 3 presents the receptions 
algorithms used in researches. Section 4 contains simulation 
results that have been carried out, and, finally, Section 5 
includes a summary and conclusions. 

II. SYSTEM MODEL 

In order to assess the quality of operation of the LD-

STBC-VBLAST receiver in WLAN, many simulation 

experiments have been made. We used to the simulation the 

MATLAB environment. The model of the simulated system 

enables BER and PER determination. A block diagram of 

the transmitting part of the simulated system is presented in 

Fig. 1.  

 In the transmitter, the information sequence d is coded 

by a convolutional encoder [171 133] with rate R=½, used 

in the 802.11n standard [1]. The coded u sequence 

generated by the encoder is divided into Nss spatial streams 

u
1
,…,u

Nss
. Three different variants of MIMO transmissions 

are possible: a non-coded multistream transmission, an 

STBC-coded stream transmission, a transmission where a 

part of streams is non-coded and a part is STBC-coded.  

Each of the spatial streams is subject to interleaving in 

blocks reflecting the successively assigned OFDM symbols 

as per the 802.11n recommendation [1]. Depending on the 

valence of the applied modulation, the bits of the interleaved 

sequence v are adequately grouped and mapped into the 

elements of 2-PSK, 4-PSK or 16-QAM constellations. 

Signals Xt(k) represent the signals transmitted on the k-

subcarrier of the OFDM symbol. Signals that modulate 

subcarriers within the t-symbol OFDM form a vector of Xt 

signals. Samples of the OFDM symbol in time domain are 

formed using the Inverse Fast Fourier Transform (IFFT) 

algorithm. They make up the xt vector. Then, samples of the 

OFDM symbol are supplemented with a Cyclic Prefix (CP) 

and transformed from Digital to Analogue (D/A). 
To adhere to the 802.11n standard [1], in the tested 

system, each OFDM symbol uses the 52 sub-carriers to 
transmit data, 4 subcarriers are used to transmit the so-called 
pilot signals. OFDM is performed with the use of the 64-
point Fourier transform. The duration time of a single 
OFDM symbol is 4µs with the sampling frequency of 
20MHz. To avoid the intersymbol interference, the 0.8µs 
cyclic prefix is added. The transmission throughput of the 
analyzed system depends on the number of spatial streams 
that were used and valence of modulation applied to each 
subcarrier of the OFDM signal. A specification of the 
analyzed system variants is shown in Table I. 

TABLE I.         ANALYZED SYSTEM VARIANTS 

Modulation 

Number of 

spatial 

streams 

Throughput 

[Mb/s] 

2-PSK 2 13 

2-PSK 3 19,5 

4-PSK 2 26 

4-PSK 3 39 

16-QAM 2 52 

16-QAM 3 78 

III. RECEPTION ALGORITHMS  

In the analyzed system, data transmission is performed 

using two, three or four spatial streams. Correct 

synchronization and estimation of the channel state in the 

receiver was assumed. A total of signals transmitted by all 

transmit antennae (modified as a result of channel passing) 

reaches each receive antenna. The signal from receive 

antenna after sampling is transformed, with the Fast Fourier 

 

Figure 1. Scheme of the transmit part of analyzed system. 
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Transform (FFT), from time domain to frequency domain 
and subsequently demodulated. Two receiving methods 
have been analyzed in the paper, VBLAST and LD-STBC-

VBLAST receivers.  

The VBLAST receive algorithm consists in iterative 
reduction of the intersymbol interference between signals 
transmitted by different transmit antennas and may be 
illustrated as follows [5]: 

Initialization: 

�� = �� 

(1) 

� = 1 (2) 

Successive iterations: 

�� = ��� min
�∉���,…,�����

�	��
�� 

(3) 

���
= 	��
����  (4) 

�
�� = �����
� (5) 

���� = �� − �
��	�
�� (6) 

���� = ��� �

�  (7) 

� = � + 1, (8) 

where: r is received signal vector, H
+ is matrix of Moore-

Penrose pseudo-inversion of the channel matrix H [1],	��
� 
is its j-row of matrix ��,�	·
 is the function of decision that 
selects the closest, in terms of Euclid’s distance, point from 
the constellation of signals modulating individual 

subcarriers,	�
��  is the k-column of matrix H,���
 is the 

matrix obtained through clearing columns k
1
,…,k

i
 of matrix 

H [4][5]. 
The receive method based on the LD-STBC-VBLAST 

algorithm has been adopted by Longoria-Gandara et al. [10] 
to OFDM WLAN transmission. The method is applied in 
the case where in the MIMO system non-coded streams are 
transmitted by selected antennae and simultaneously STBC 
coded streams are transmitted by other antennae. 

The transmit part of the LD-STBC-VBLAST system is 
presented in Fig. 1. The basic idea of the systems is 
concurrent transmission of spatial streams both non-coded 
and space-time block coded. Then, is was assumed to denote 
the system having nS of non-coded spatial streams and nB of 
STBC coded spatial streams as (nS,nB)-LD-STBC-VBLAST, 
for example the description (0,2) denotes the system which 
use two STBC encoded streams. 

In the LD-STBC-VBLAST receiver, the theory of linear 
dispersion described by Hassibi and Hochwald [9] was used 

to demodulate. Therefore, during modulation signals 
received from both non-coded and STBC coded streams 
may be treated the same. 
Further on, the following designations have been assumed: 
nA – number of antennae in a single STBC stream; 
NT – number of transmit antennae; 
NR – number of receive antennae; 
nB – number of STBC coded streams; 
nS – number of streams not coded with STBC 

Table II below shows which signals are transmitted by 
two individual antennae in subsequent time intervals [11]. 
This constitutes a description of the time and space coding 
performed for a given antenna configuration [9]. 

TABLE II. TRANSMITTED SIGNALS 

Non-coded streams  
STBC coded streams 

STBC block: B=1,…,nB 

Time Antenna i=1,…,nS Antenna 1 Antenna 2 

T Si,1 ��� ,� ���,�
 

t+T Si,2 −���,�

∗  ���,�

∗  

 
The signal reaching the receiver is presented as follows 

[10]: 

���
����(�) ��(	)�	(�) �	(	)

⋮�
�

(�)

⋮�
�

(	)���
��

= ���
� ℎ��

ℎ	�

ℎ�	

ℎ		

⋯

⋯

ℎ�
�

ℎ	
�

⋮ ⋮ ⋱ ⋮
ℎ
��

ℎ
�	 ⋯ ℎ
�
���
�� ������

�

+

���
����

(�) ��

(	)

�	

(�) �	

(	)

⋮�
�

(�)

⋮�
�

(	)���
��
 

(9) 

In the above, as well as in the formulas that follow, the 
below notation has been applied: 

• the subscripts signify numbers of relevant antennae; 

• the superscripts signify the number of modulation 
interspace in a given time interval 

The transmitted signal is specified as ������
� . It is 

composed of two separate matrixes of which each describes 
symbols transmitted in relevant streams: nC – non-coded 
and C – STBC-coded. 

��� =

���
����(�) ��(	)�	(�) �	(	)

⋮���(�) ⋮���(	)��
��� (10) 
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�� = � ��
�

⋮���
�

� = ���

(�)� ��

(	)�

⋮ ⋮���

(�)� ���

(	)�
� (11) 

And where each matrix element (13) is given as [10]: 

��


(�)� �


(	)� = !��	 ,� −��	,	∗��	 ,	 ��	,�∗ ", (12) 

where B=1,…,nB. 
By applying the LD theory [9] equation (11) may be 

noted as follows [10]: 

���
���
� ��(�)��(	)∗

⋮�
�

(�)

�
�

(	)∗���
���
�

= #��� ��$%�� +

���
���
� ��

(�)

��

(	)∗

⋮�
�

(�)

�
�

(	)∗���
���
�
 (13) 

In the matrix notation, equation (15) may be noted like this: 

&�� = ������ + '��, (14) 

where all matrixes are called LD matrixes.  
The matrix of the transmitted signal may also have the form 
of the LD matrix: 

��� = !���
�����
� ", (15) 

In the receiver, similarly to [10], the so-called QR 
decomposition of the channel matrix H is used. 
This decomposition consists in splitting the channel matrix 
into two matrixes whose product equals the channel matrix: 

��� = (��)�� (16) 

Matrix Q is a rectangular matrix 2NR x nSYM. Whereas 
matrix R is a square, upper triangular matrix nSYM x nSYM,, 

where nSYM=2(nS+nB). A detailed description of the QR 
decomposition algorithm may be found in [6]. 

After determining the Q and R matrix for the H channel 
matrix, linear detection of the received signal takes place in 
the receiver. The detection algorithm [7] is as follows: 

Initialization: 

� = *� (17) 

+ = (�, (18) 

-. = (�/ = )- + + (19) 

Successive iterations (1): 

�̂	�
 = � 1�̃(�, �) 3(�, �)4 5 (20) 

� = � − 1 (21) 

If k equals 0 – end of algorithm operation 

� = � + 1 (22) 

��67�8(�) = 0 (23) 

Successive iterations (2): 

��67�8(�) = ��67�8(�) + 3	�, �
 ∙ �̂(�) (24) 

� = � + 1 (25) 

End of loop (2) 

-. = )- +  + − 9,:;�< (26) 

or  

-. = (�/ − 9,:;�< (27) 

End of loop (1). 

where, y is received signal vector, s is transmit signal vector, -.  decision statistic for transmit signal, -
  estimate for 

transmit signal, (�  the hermitian transpose of Q, n 

represents the white gaussian noise of variance =�	  observed 
at the NR receive antennae while the average transmit power 
of each antenna is normalized to one. 

The presented detection algorithm is based on successive 
interference reduction. The decisions on transmitted signals -. are determined allowing for the calculated information on 
interfering signals (interf) coming from other transmit 
antennae. 

IV. SIMULATION RESULTS  

By means of the computer simulation, we have 
determined the BER and PER depending on the SNR value. 
An assumption has been made that transmission takes place 
in E type WLAN channel [12]. A comparison of the quality 
of MIMO systems operation using the following two types 
of receivers has been presented: LD-STBC-VBLAST and 
VBLAST depending on the number of spatial streams and 
selected modulations: 2-PSK, 4-PSK, 16-QAM. In the 
simulations, ideal synchronization has been assumed as well 
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as that the receiver knows the CSI. The transmitted packets 

were 1000-byte long. OFDM technique has been applied. 

The 64-point IFFT/FFT has been implemented, where data 

is transmitted on 52 subcarriers. Additionally, four 

subcarriers have been used to transmit pilot signals and 8 

subcarriers constituted a protection interval. To assess 

correctness of operation of the proposed simulation model, a 

series of tests confirming the results taken from literature 

[4][5][7] have been performed. Different combinations of 

parameter setups for the investigated MIMO systems have 

been simulated. The most representative results have been 

selected for the presentation.  

In Figures 2 and 3, PER and BER curves are illustrated 

for the VBLAST and LD-STBC-VBLAST receive systems 

including two and three spatial streams for different number 

of transmit Nt and receive Nr antennae. Transmission in 

these systems takes place at the speed of 52 and 78Mb/s 

respectively with the WLAN channel type E [12].  

Considering the transmission with two spatial streams 

(Fig. 2), with PER at 10
-3

, (0,2) LD-STBC-VBLAST system 

proved the best properties. Here, transmission takes place 

using four transmit and receive antennae. The (0,2) LD-

STBC-VBLAST system offers 1% PER with about 17 dB. 

The (1,1) LD-STBC-VBLAST system including three 

transmit and receive antennae is by approximately 6 dB 

inferior. The system employing VBLAST receiver, where 

the number of antennae equals the number of spatial streams 

for the same level of PER (at 10
-3

), is inferior to (1,1) LD-

STBC-VBLAST system by 0.2 dB. The (0,2) LD-STBC-

VBLAST system offers approximately 7 dB gain comparing 

to the (1,1) LD-STBC-VBLAST and VBLAST systems 

with the BER of about 10
-4

, respectively. The throughput for 

these systems is equal 52Mb/s. 

 
Figure 2. PER and BER for two-spatial-stream-systems, modulation 

16QAM, 52Mb/s. 

Fig. 3 represents the simulation results for systems with 

three spatial streams and obtained throughput 78Mb/s. For 

1% PER the best results have been noted in the case of (1,2) 

LD-STBC-VBLAST system including five transmit and 

receive antennae. This level is obtained when SNR equals 

19 dB. The (2,1) LD-STBC-VBLAST systems is inferior by 

3.5 dB. It has four transmit and receive antennae. The 

number of antennae in the system employing VBLAST 

receiver equals the number of spatial streams and is equal 3. 

This has proven to perform (PER at 10
-43

) poorer than the 

best presented (1,2) LD-STBC-VBLAST system by 6 dB. 

The (1,2) LD-STBC-VBLAST system offers approximately 

3 dB gain comparing to the (2,1) LD-STBC-VBLAST and 

BLAST systems with the BER of about 10
-4

, respectively. 

 
Figure 3. PER and BER for three-spatial-stream-systems, modulation 

16QAM, 78Mb/s. 

A system that uses LD-STBC-VBLAST receive enables 
enhancement of transmission speed with coincident quality 
improvement through application of an additional spatial 
stream. To improve quality, an STBC coding on additional 
spatial stream must be used. If the number of spatial streams 
grows from one to two, a 100% increment of speed is 
obtained with simultaneous minor improvement in PER for 
2-PSK, 4-PSK and 16-QAM modulation. If the number of 
spatial streams grows from two to three, the speed increment 
is 50% with 1% improvement in PER by 3 dB for 2-PSK 
modulation and by 4 dB for modulations 4-PSK and 16-
QAM. 

V. CONCLUSION AND FUTURE WORK 

This paper presented a proposal of use LD-STBC-

VBLAST reception for WLAN systems with a hybrid 

transmission. A multistream transmission was suggested 

where a part of spatial streams was STBC coded and a part 

was transmitted without any codes. The impact of transmit 

diversification on the quality of transmission has been 

analyzed. Based on the simulation results it may be clearly 

observed that the transmit diversification offers better 

properties of the transmission system. The LD-STBC-

VBLAST receiver proves the best results in BER and PER 

when compared to the system with a VBLAST receiver at 

the cost of increased number of antennae.  

As it results from the performed tests, the method that 

has been applied (LD-STBC-VBLAST) allows increasing of 

the transmission speed with no deterioration of the error rate 

through suitable selection of the transmitted spatial streams. 

74Copyright (c) IARIA, 2014.     ISBN:  978-1-61208-347-6

ICWMC 2014 : The Tenth International Conference on Wireless and Mobile Communications

                           87 / 218



The system with LD-STBC-VBLAST receiver allows 
iterative reduction of interference. Therefore, the BER and 
PER results are considerably better than in the case of the 
VBLAST receiver system. Given the presented simulation 
results, we can suppose that the investigated LD-STBC-
VBLAST receiver could be successfully used in next 
wireless networks which are currently being developed. 

 As a future research task, another reception methods 
should be examined and complexity evaluation of 
investigated reception algorithms should be perform.  
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Abstract — This work presents a design example of a wideband 

envelope modulator (EM) that can effectively modulate the 

instantaneous supply voltage for a monolithic SiGe power 

amplifier to form a highly efficient envelope-tracking power 

amplifier (ET-PA) system for potential broadband wireless 

applications. Trade-offs between linearity, switching noise, 

efficiency and bandwidth have been examined carefully with 

both experimental data and RF/analog/digital co-simulations. 

The SiGe ET-PA using our wideband EM was characterized 

by the WiMAX 64QAM 8.75 MHz signal, showing an overall 

PAE of 30.5% at output power of 17 dBm with an error vector 

magnitude (EVM) of 4.4%, while successfully passing the 

stringent WiMAX spectral mask.  

Keywords: Broadband wireless; envelope modulator; envelope-

tracking (ET); LTE; SiGe; power amplifier (PA); WiMAX 

I.  INTRODUCTION 

Recently, envelope-tracking (ET) has become a very 
popular efficiency enhancement technique for RF power 
amplifiers (PAs) design [1]-[5]. Split-band design concept 
has been applied to the envelope modulator (EM) for 
wideband applications [1] [4] [5]. However, compared with 
narrowband cellular applications (e.g., EDGE), the high 
peak-to-average power ratio (PAPR or PAR) of the 
broadband signals (e.g., LTE/WiMAX) require the EM to 
have wider bandwidth and lower distortion, while still 
maintaining excellent efficiency. Therefore, careful 
investigations of the design trade-offs for the wideband EM 
are still required. In this paper, we will report a design 
example for a wideband EM paired with a SiGe monolithic 
PA to form an effective ET-PA system for potential 
broadband wireless applications. A discrete linear-assisted 
switching EM is designed to investigate the overall ET-PA 
system performances by experimental data and 
RF/analog/digital co-simulation. The effects of bandwidth 
and switching frequency as two major factors on linearity 
and efficiency will be studied carefully to make this EM 
applicable for high PAR wideband applications.  

This paper is organized as follows. Section II presents 
the designs of the common-emitter SiGe PA and linear-
assisted switching EM. In Section III, we demonstrate the 
effective of our designed EM by applying it to the SiGe PA 
to form an ET-PA system. A WiMAX 64QAM 8.75 MHz 
signal (PAR of 10.5 dB) will be applied to the ET-PA to 

showcase the efficiency and linearity enhancements of the 
ET technique over traditional fixed-supply PAs.  

II. CIRCUITS DESIGN 

A. Design of Common-Emitter SiGe Power Amplifier  

A monolithic 1-stage common-emitter SiGe PA is used 
here as an example to form an ET-PA system to study the 
trade-offs for wideband EM design. This PA was designed 
and fabricated in IBM 7HP 0.18μm SiGe BiCMOS 
technology [1]-[3]. The simplified schematic and die picture 
of the PA are shown in Fig. 1. The high-breakdown 
heterojunction bipolar transistor (HBT) option is used for 
the PA design with a total emitter-area of 220 μm

2
 (typical 

BVCEO=4.2 V; BVCBO=12.5 V). This monolithic SiGe PA 
was tested on a FR4 PCB. The RF Choke (RFC) inductor 
was left off-chip to achieve high Q at 2.4 GHz for better 
power-added-efficiency (PAE). A high-Q bondwire is used 
as the output tank inductor design, together with more than 
4 downbonds (i.e., bondwires at the emitter node) to reduce 
the ground parasitic inductance for high PAE [3]. No other 
off-chip elements are needed nor used for the PA input and 
output matching. 

It is important to characterize the PA thoroughly before 
designing the EM for optimal ET-PA performances, as the 
collector impedance presented by the PA (Rload) will affect 
the efficiency and linearity performance of the EM. Fig. 2 
shows the measured PAE vs. output power (Pout) at different 
supply voltage VCC in the continuous wave (CW) mode. For 
the fixed-supply PA, its PAE reduces rapidly when Pout 
drops, but the PAE at low Pout can be greatly enhanced by 
varying VCC as shown by the dash curve, which shows the 
idea for an ET-PA operation. The dash curve is obtained at 
each peak PAE point of different VCC levels. This 
characteristic of PAE enhancement indicates that the ET 
technique can improve the average efficiency of the PA 
compared with the case of a fixed-supply PA. Fig. 2 also 
plots the collector impedance presented by the PA to the 
EM (i.e., Rload), which is calculated from the DC supply 
voltage and the measured DC supply current of the PA at 
each peak PAE point (please refer to Fig. 4 for the definition 
of Rload [4]). The Rload presented by the PA varies, dependent 
on the operating regions of the PA [1]. According to the 
measurement data shown in Fig. 2, Rload can change roughly 
from 70 Ω to 10 Ω when Pout increases from 8 dBm to 20 
dBm.  
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Fig. 1 Simplified schematic and die picture of the 1-stage PA designed and 
fabricated in IBM 7HP 0.18 μm SiGe BiCMOS technology 
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Fig. 2 Measured PAE vs. Pout of the SiGe PA, and the impedance seen by 

the EM by changing the PA supply voltage (VCC) biasing in the CW mode  

B. Linear-Assisted Switching Envelope Modulator 

A proper EM design is critical to achieve the best overall 
efficiency and linearity performances for an ET-PA. As 
reported in [1]-[4], the finite bandwidth and the associated 
group delay of the EM are large contributors of nonlinearity 
in an ET-PA. In addition, to take advantage of the efficiency 
enhancement provided by the ET technique, the EM needs 
to maintain high efficiency throughout the ET-PA operation. 
The overall power efficiency of an ET-PA system is the 
product of the EM efficiency and the PA collector efficiency 
(CE), which is expressed as: 

. . ,ET PA Env Mod PA CE        (1) 

Therefore, the EM design targets are high efficiency and 
wide bandwidth to track the instantaneous input envelope. 

1) Split-Band Design of the Envelope Modulator 

The envelope signal is extracted from the modulated I/Q 
(i.e., in-phase/quad-phase) signals from the LTE/WiMAX 
baseband and then feed into the EM. Such nonlinear 
transformation will expand the bandwidth of the envelope 
by a factor of 5-10 compared with the original signal 
bandwidth [4] [5]. Conventionally, the EM can be 
implemented in the form of a linear regulator (e.g., a low 
dropout regulator (LDO) as in [6]), as the linear topology 
offers wide bandwidth and can be with almost no output 
ripple. Nonetheless, the power efficiency of linear regulator 
is very poor when the output voltage level is low [6], 
making it unsuitable for high PAR signals for 3G/4G 

applications. On the other hand, a switching regulator has 
high power efficiency across a broad range of output 
voltage, but it produces significant output ripples and its 
bandwidth is constrained to be a fraction of the switching 
frequency [7], making it suitable only for narrowband 
applications such as the North American Digital Cellular 
(NADC) in [7]. Switching regulators can also be applied to 
high data-rate systems when a rather high switching 
frequency is employed [8], but the high switching frequency 
inevitably causes high switching loss that limits the power 
efficiency (e.g., ~76% maximum for WCDMA in [8]) and 
also can degrade ET-PA linearity considerably, which can 
often defeat the purpose of using switching regulators.  
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Fig. 3 Simulated envelope spectra of WiMAX 8.75/20 MHz signals. 

Many recent reports on the wideband EM design for ET-
PA have combined the advantages of a wideband linear 
regulator and a high efficiency switching regulator in 
various ways [9]-[11]. Fig. 3 shows the simulated envelope 
spectra of WiMAX 8.75 MHz and 20 MHz signals (PAR of 
~10.2 dB). An important characteristic of the envelope 
spectrum is that ~80% of envelope power resides from DC 
to several kHz, while over 99% of the envelope power 
resides within DC to 8MHz for the 8.75 MHz signal, and 
within DC to 20 MHz for the 20 MHz signal, respectively. 
Such a characteristic of the envelope spectrum implies that a 
“split-band” EM design (or often called “linear-assisted 
switching” structure) can achieve a high efficiency over a 
wide bandwidth [4]. The split-band EM consists of a 
wideband linear stage (therefore of low efficiency) and a 
high efficiency narrowband switching stage. This split-band 
design lessens the requirements of the switching stage, since 
the fast transients of the envelope signal will be taken care 
of by the wideband linear stage, while the switching stage 
will handle DC and the slow moving signals with high 
efficiency. The efficiency of the entire EM (ηenv.-mod.) is a 
combination of the switching stage efficiency (ηSW) and the 
linear stage efficiency (ηlin), as expressed by: 

env-mod. SW lin

1 1 

  


     (2) 

, where α is the ratio of the output power from the switching 
stage to the total output power of the EM [4] [12].  
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2) Discrete Envelope Modulator Design 

The linear-assisted switching EM is designed by using 
commercial-of-the-shelf (COTS) components to investigate 
the overall efficiency and linearity trade-off in an ET-PA 
system. Fig. 4 shows the circuit implementation of the 
discrete EM using an operational amplifier (Op-Amp) as the 
linear stage and a buck converter as the switching stage. The 
buck converter supplies the slow slew-rate load current (ISW) 
that contributes to the majority of the load current (Iload) to 
ensure high efficiency, while the wideband linear Op-Amp 
stage operates in a feedback mode to track the high slew-
rate current (Ilin). Additionally, the ripples caused by the 
buck converter will be attenuated and/or filtered by the 
linear Op-Amp. The smooth transition between the 
switching stage and the linear stage is realized by a 
hysteretic current feedback control. The hysteretic current 
feedback control consists of a current sensing resistor Rsense 
that senses the output current of the linear stage and a 
hysteresis comparator to control the buck converter. The 
value of the sensing resistor Rsense is chosen to be 1 Ω in this 
case, as it needs to be much smaller than Rload (i.e., the load 
impedance presented by the PA) to achieve high efficiency. 
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Fig. 4 Schematic of the linear-assisted switching envelope modulator (EM) 

designed by using COTS components 

C. Efficiency and Nonlinearities of Envelope Modulator 

Although many reported on the efficiency of the EM 
design in the literature [1] [2] [4] [13], its linearity and 
switching noise trade-offs vs. efficiency have not been 
studied as rigorously, which are especially critical for 
wideband signals. In this section, the nonlinearities of the 
discrete linear-assisted switching EM will be characterized. 
The switching noise and the bandwidth of the EM are two 
major factors that cause distortions to the output envelope 
signal. Understanding the effects of the switching frequency 
and bandwidth limitation of the EM helps to optimize both 
efficiency and linearity of the overall ET-PA.  

1) Bandwidth of the Envelope Modulator 

Previous works suggest that for a good linearity 
performance, the linear stage (i.e., the Op-Amp) should 
have sufficient bandwidth to track the high frequency 
contents of the envelope signal with high fidelity [1] [4] [5]. 
In addition, once the linear Op-Amp stage is used to assist 
the switching buck converter, it should have sufficient 

bandwidth to suppress the switching ripples/noise. The 
switching ripples beyond the bandwidth of the linear stage 
can distort the envelope signal, and be mixed with the 
modulated carrier in the PA to cause large spurious noise at 
the PA output, potentially degrading the system linearity.  
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Fig. 5 Simulated (A, C, E) current and (B, D, F) voltage waveforms of the 
EM; the behavior model is used for the Op-Amp with different 1-dB 

bandwidths, while realistic SPICE models are used for other blocks of the 

EM. Input voltage = 1.25+sin(2π·200kHz·t) V, L = 4.7 µH, Rload = 20 Ω. 

To investigate the effect of the EM bandwidth, the 
commercial available Op-Amp (i.e., LMH6639 in Fig 4) is 
replaced with an Op-Amp behavior model provided by 
Agilent’s ADS, such that the bandwidth of the Op-Amp can 
be changed manually in the SPICE simulations. The 
realistic SPICE models are still used for other blocks of the 
EM. Fig. 5 shows the simulated current and voltage 
waveforms of the EM using different 1-dB bandwidths of 
the Op-Amp at an input wave of 1.25+sin(2π·200kHz·t) V. 
Here, the 1-dB bandwidth is defined as the frequency where 
the gain response decreases by 1 dB. As shown in Fig. 5(A), 
(C) and (E), the output current of the switching stage (ISW) 
has large ripples on the waveforms, which need to be 
suppressed or cancelled by the output current of the linear 
stage (Ilin) to reproduce an accurate load current waveform 
(Iload). When the 1-dB bandwidth of the Op-Amp is set as 
0.2 MHz, the output voltage (Vout) of the EM exhibits not 
only the switching ripples but also with some attenuation 
(Fig. 5(B)). When the 1-dB bandwidth of the Op-Amp is set 
as 2 MHz, the output voltage waveform Vout can follow the 
input voltage without attenuation, but the switching ripples 
still cannot be suppressed (Fig. 5(D)). When the 1-dB 
bandwidth of the Op-Amp is set as 8 MHz, Vout can now 
follow the input voltage with high fidelity and at a low noise 
level (Fig. 5(F)).  

To further demonstrate the importance of having a 
wideband linear stage in the EM to meet the stringent 
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linearity specs, the entire ET-PA using the monolithic SiGe 
PA is simulated with the RF/analog/digital co-simulation 
bench. The behavior model is used for the Op-Amp, while 
the realistic SPICE models are used for the PA and the other 
blocks of the EM. The inductor (L) of the buck converter is 
first chosen around 40 µH. The effect of the value of L on 
the EM design will be discussed in the next section. The 
simulated output error-vector-magnitude (EVM) values of 
the ET-PA against different 1-dB bandwidths of the Op-
Amp stage are plotted in Fig. 6 for the WiMAX 64QAM 
8.75 MHz signal. As shown in Fig. 6, the EVM values of 
the ET-PA decrease as the 1-dB bandwidth of the Op-Amp 
increases, and become saturated to ~1.8% after the 1-dB 
bandwidth of the Op-Amp becomes larger than 18 MHz. 
Fig. 7 shows the simulated transmission output spectra of 
the ET-PA with different bandwidths of the Op-Amp. There 
is a large improvement on the Adjacent Channel Power 
Ratio (ACPR) when the 1-dB bandwidth of the Op-Amp 
increases from 8 MHz to 18 MHz, enabling the output 
spectrum passing the stringent WiMAX spectral mask specs 
for the case of 18 MHz. As indicated by Figs. 6-7, the 
required bandwidth of the EM for the ET-PA needs to be 
able to respond to the envelope frequency contents to at 
least 2x of the original instantaneous signal bandwidth.  
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Fig. 6 Simulated output EVM of the ET-PA vs. 1-dB bandwidth of the Op-
Amp for the WiMAX 64QAM 8.75 MHz signal. The behavior model is 

used for the Op-Amp, while realistic SPICE models are used for the SiGe 

PA and other blocks of the EM Pin = 6 dBm, Pout = 16 dBm. 

2.39G 2.40G 2.41G2.38G 2.42G

-50

-40

-30

-20

-10

-60

0

Frequency (Hz)

N
o

rm
a

li
z
e

d
 O

u
tp

u
t 

S
p

e
c

tr
u

m
 (

d
B

c
)

1-dB bandwidth = 8 MHz

1-dB bandwidth = 18 MHz

WiMAX Mask

2380 2390 2400 2410 2420

Frequency (MHz)  

Fig. 7 Simulated output spectra of the ET-PA using different bandwidths of 

Op-Amp for the WiMAX 64QAM 8.75 MHz signal. The behavior model is 

used for the Op-Amp, while realistic SPICE models are used for the SiGe 
PA and other blocks of the envelope modulator. Pin = 6 dBm, Pout = 16 dBm. 

2) Switching Frequency of Envelope Modulator 

The average switching frequency of the EM shown in 
Fig. 4 is well analyzed in [4] and can be expressed as: 

2 2

2
1 1

2 2

sense rms sense dc rmsDD
switch

dc DD dc

R V R V VV
f D D

L h V L h V V

   
         

   

 (3) 

, where Vdc and Vrms are the average and root-mean-square 
voltages of the output envelope signal, respectively; h is the 
hysteresis voltage of the comparator, and D is the duty ratio 
that can be calculated from Vdc/VDD. In this design, the 
comparator LMV7219 has a predetermined internal 
hysteresis h of 7-10 mV according to the data sheet and the 
SPICE simulations. Therefore, from (3) the average 
switching frequency can now be mainly controlled by the 
value of L. The drawback of using a small L is that it usually 
generates more switching ripples at high frequencies, 
making the design of the linear stage more challenging [11].  

Fig. 8 shows the SPICE simulated waveforms and 
spectra of the EM designed using two different values of L 
with an input waveform of 1.25+ sin(2π·500kHz·t) V. This 
time, the realistic SPICE models are used for all blocks of 
the EM simulations. The switching current Isw supplies both 
DC and AC components of the load current (Iload) by using 
an L of 4.7 µH; a higher switching frequency and large 
switching ripples on the waveform of Isw can be observed 
from Fig. 8(A). Such large switching ripples need to be 
suppressed or cancelled by the output current of the linear 
Op-Amp (Ilin), which can be clearly shown by the spectra of 
Isw and Iload in Figs. 8(E) and (G). On the other hand, for the 
case of L= 68 µH, Isw supplies only the DC component of 
Iload, while the AC component is taken care of by the linear 
Op-Amp, as shown in Fig. 8(B). Also, the spectra of Isw and 
Iload for the case of L= 68 µH have smaller harmonics than 
those using L= 4.7 µH. These SPICE simulations indicate 
that the optimal value of L should be selected according to 
the best trade-off of maximum efficiency and linearity.  

Fig. 9 shows the SPICE simulated efficiency of the EM 
and the EVM of the ET-PA using the monolithic SiGe PA 
presented in Fig. 1. The realistic SPICE models are used for 
the SiGe PA and all blocks of the EM. From the pure view 
point of efficiency, the optimal value of L for the best 
efficiency is 8.2 μH. Smaller L results in higher switching 
frequency that can cause significant switching loss and 
ripples. On the other hand, too large of the L makes the 
buck-converter only able to supply the DC component of the 
load current, and in that case the lower efficiency Op-Amp 
has to deliver the remaining AC contents (as illustrated in 
Fig. 8 (B)), leading to lower efficiency for the EM and thus 
the overall ET-PA system. Rather large L can also cause 
high parasitic resistance to decrease its efficiency. In 
addition, as shown in Fig. 9, the output EVM of the ET-PA 
is increased (i.e., linearity degraded) as L decreases. For 
example, the efficiency of the EM is increased by 4% by 
reducing L from 100 µH to 8.2 µH, but at the slight cost of 
worse EVM from 2.45% to 2.8%. 

Fig. 10 shows the SPICE simulated output spectra of the 
ET-PA using L of 8.2 µH and L of 27 µH, respectively. 
When the larger L (27 µH) is chosen, the ACPR is 4-6 dB 
better at the offset of 5-8 MHz from the center frequency. 
Please note the output spectrum for the case of L=8.2 µH 
slightly violates the WiMAX spectral mask. 
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Fig. 8 SPICE simulated (A, B) current waveforms, (C, D) voltage 
waveforms, (E, F) spectra of the switching current ISW, and (G, H) spectra 

of the output load current Iload of the EM using two different values of L 

(4.7 µH vs. 68 µH). The realistic SPICE models are used for the envelope 
modulator. Rload = 22 Ω, the input voltage = 1.25+sin(2π·500kHz·t) V. 

2

3

4

5

50

54

58

62

66

70

74

1 10 100

E
V

M
 (
%

)

E
ff

ic
ie

n
c
y
 o

f 
E

n
v
e
lo

p
e
 M

o
d

u
la

to
r 

(%
)

Inductor L (µH)

Efficiency

Output EVM

 
Fig. 9 SPICE simulated efficiency of the EM and output EVM of the ET-PA 
using different values of L for WiMAX 64QAM 8.75MHz signal. Realistic 

SPICE models were used for the PA and EM. VDD= 4.2 V, Pout = 17 dBm. 

Figs. 9-10 indicate that a small efficiency improvement 
may not be worthwhile if one has to sacrifice the linearity of 
overall ET-PA. Therefore, the L of 27 μH is chosen in the 
design for our EM to achieve best trade-off of efficiency vs. 
linearity, which is of course dependent on the best high-Q 
inductor available with the given budget. Fig. 11 shows the 
measured efficiency of the EM with different bandwidths of 
the WiMAX 64QAM signals. Note the efficiency of the EM 
shown here is only reduced by 2.5% when the signal 
bandwidth increased from 1.5 MHz to 20 MHz. 
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Fig. 10 Simulated output spectra of the ET-PA using different values of L 

for the WiMAX 64QAM 8.75 MHz signal. Realistic SPICE models were 
used for the SiGe PA and the EM. VDD= 4.2 V, Pout = 17 dBm. 
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Fig. 11 Measured efficiency of the EM for different bandwidths of WiMAX 

64QAM signals; VDD= 4.2V, Rload= 22Ω, average output voltage = 2.3V. 

When the output current is low, the inductor may be 
completely discharged at the “OFF” state of the buck 
converter before the switcher is turned on again, which is 
often called as the “discontinuous mode” for DC-DC 
converter design [22]. Therefore, another concern in the 
selection of the inductor value is to ensure the buck 
converter does not go into the discontinuous mode operation 
[22]. The boundary of the discontinuous mode occurs at 
where the output DC current (Io) equals to one half of the 
peak-to-peak inductor ramp current ΔI (i.e., 0.5ΔI = Io). For 
the stand-alone buck converter controlled by the 
conventional pulse-width modulation (PWM) scheme, the 
minimal L should be determined to avoid the discontinuous 
mode at the minimum DC output current (Io,min) as [22] 

   DD out,DC DD out,DC out,DC

min

o,min DD2SW SW

V V D V V V
L

I f I f V

   
 

   
  (4) 

, where Vout,DC is the output DC voltage, D is the duty cycle, 
and fSW is the switching frequency determined by the PWM 
control scheme. For example, if the EM were to be 
implemented using the conventional PWM control scheme 
for this ET-PA, one could obtain the Vout,DC = 2.3 V, Io,min = 
33 mA (i.e., at Rload = 70 Ω presented by the SiGe PA as 
shown in Fig. 2). Therefore, the minimal inductor value 
calculated based on (4) would be ~16 µH for a PWM-
controlled buck-converter, assuming fSW =1 MHz.  
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However, for the linear-assisted switching EM design 
presented here, the peak-to-peak inductor ramp current ΔI is 
limited under 2h/Rsense, which is not related with the 
inductor value [4]. This is because once the switching 
current ISW is h/Rsense lower than the load current Iload, the 
hysteresis comparator will immediately sense the current 
difference and turn on the switcher again, assuming the 
switcher can response fast enough [4]. In the practical 
design, however, the switcher is not ideal due to its intrinsic 
gate capacitance and resistance, therefore it may not respond 
fast enough with a high switching frequency, and this 
frequency is directly determined by the inductor value. 
Also, the hysteresis window h increases with higher input 
slew rate [23]. The SPICE simulations show that h is ~7 mV 
with the input voltage ramp below 0.2 V/µs, but increases to 
~43 mV with the input voltage ramp of 4 V/µs. According 
to the simulation, the minimal L is 1.2 µH to avoid the 
discontinuous mode operation for this EM design. Fig. 12 
shows the SPICE simulated current waveforms of the linear-
assisted EM at the boundary of the discontinuous mode. 
Depending on the accuracy of the device modeling and the 
packaging parasitic, the inductance in the practical 
implementation may be lower than the simulated value.  
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Fig. 12 SPICE simulated current waveforms of the discrete linear-assisted 

switching EM at the boundary of the discontinuous mode (L = 1.2 µH) 

III. EXPERIMENTAL RESULTS OF THE SIGE ET-PA 

A. Efficiency and Linearity of the Stand-Alone PA 

First, the stand-alone PA with fixed-supply voltage is 
tested to serve as a reference for the comparison with the 
ET-PA. Fig. 13 shows the measured gain, PAE and EVM 
vs. Pout for the WiMAX 64QAM 8.75 MHz signal (PAR = 
10.5 dB) at 2.3 GHz. Without using any off-chip matching 
elements, the PAE of the SiGe PA reached 39% at the Pout 
of 17.8 dBm, but with a rather high output EVM of 11.7% 
(the EVM spec of WiMAX 64QAM is 5.0% or -26 dB). At 
Pout of 16 dBm, the stand-alone PA already violates the 
lenient EVM spec. Increasing VCC could reduce the EVM as 
shown in Fig. 14, but at the cost of lower efficiency.  

B. Efficiency and Linearity of the ET-PA 

The discrete EM discussed earlier is used to modulate 
the supply voltage VCC of the PA to form an ET-PA system. 
Please note that no predistortion is used in this work. The 
entire ET-PA operates at VDD of 4.2 V. Fig. 15 shows the 
measured EVM, gain and overall PAE vs. Pout of the ET-PA. 

Note the overall PAE (or the ET-PA composite PAE) 
includes the power consumption of the EM. The overall 
PAE is 30.5% at Pout of 17 dBm with an EVM of 4.4%. 
Judging from the PAE of ~50% for the SiGe PA at Pout of 17 
dBm (Fig. 2) and the efficiency of the EM of ~68% (Fig. 
11), the expected overall efficiency of the ET-PA would be 
34%, which is close to the measured data observed from Fig. 
15. 

Fig. 16 shows the output spectra of the ET-PA and the 
stand-alone PA with fixed supply. At the same Pout of 17 
dBm, the ET-PA successfully passes the stringent WiMAX 
64QAM mask defined by European Telecommunications 
Standards Institute (ETSI), while the stand-alone PA fails 
the spectral mask badly. The ET-PA operates at its P2dB 
point for Pout of 17 dBm, but still impressively passes the 
WiMAX emission mask. The better linearity of the ET-PA 
is probably due to the same envelope shaping function 
applied in the system as [24], which linearizes the AM-AM 
of the ET-PA across the instantaneous Pout range. Fig. 17 
further shows that the maximum linear Pout of the fixed-
supply PA is only ~13.5 dBm in order to pass the WiMAX 
spectral mask, leading to a PAE of only ~26%. Therefore, 
the ET-PA outperforms the fixed-supply PA by 3.5 dB on 
maximum linear Pout and 4.5% on PAE. Table I summarizes 
the performances of our ET-PA and its comparison with 
other state-of-the-art polar/ET-PAs.  
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Fig. 13 Measured EVM, gain and PAE vs. average Pout of the stand-alone 

SiGe PA at VCC of 3.6 V for WiMAX 64QAM 8.75MHz signal at 2.3 GHz. 
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Fig. 14 Measured EVM, PAE and Pout vs. VCC of the stand-alone PA for the 

WiMAX 64QAM 8.75 MHz signal at 2.3 GHz. Pin = 3 dBm 
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WiMAX 64QAM, VDD=4.2V, Vbb=0.74V, freq=2.3GHz
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Fig. 15 Measured EVM, gain and overall PAE vs. Pout of the ET-PA system 

for the WiMAX 64QAM 8.75 MHz signal at 2.3 GHz; VDD = 4.2 V 
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Fig. 16 Measured output spectra of the ET-PA and fixed-supply PA for 

WiMAX 64QAM 8.75 MHz at 2.3 GHz. Pout kept at 17 dBm for both cases. 
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Fig. 17 Measured output spectra of the ET-PA (Pout=17 dBm) and fixed-

supply PA (Pout=13.5 dBm) for WiMAX 64QAM 8.75 MHz at 2.3 GHz. 

IV. CONCLUSTION 

The circuits and system design insights of a high 
efficiency and linear ET-PA system have been discussed 
using a SiGe PA and a discrete linear-assisted switching EM. 
The switching frequency of the switching stage and the 
bandwidth of the linear stage have been studied carefully to 
make the EM suitable for high PAR wideband applications. 
The WiMAX 64QAM 8.75 MHz signal was used to 
characterize the linearity and efficiency performances of the 
ET-PA system. Without needing any predistortion, the 
entire ET-PA system achieved an overall PAE of 30.5% at 
Pout of 17 dBm with an EVM of 4.4%, while successfully 
passing the stringent WiMAX spectral mask.  
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TABLE I. PERFORMANCE SUMMARY AND COMPARISON OF OUR ET-PA WITH STATE-OF-THE-ART ET OR POLAR PAS 

 
Freq. 
(GHz) 

Gain 
(dB) 

(1)Pout 
(dBm) 

Overall 
PAE 

EVM 
EM 

Efficiency 
Signal BW 

(MHz) 
Modulation (2)PD Technology 

[1] 0.9 8.41 20.41 44.4% 6.0% 65% 0.384 EDGE No 
PA: 0.18μm SiGe BiCMOS 

EM: discrete COTS 

[4] 2.4 6.5 19 28% 2.8% 60% 20 
WLAN  

64QAM 
Yes Discrete COTS 

[6] 1.75 --- 23.8 22% 1.69% --- 0.384 EDGE Yes 0.18μm CMOS 

[10] 1.88 27.9 23.9 34.3% 2.98% 75% 5 
WiMAX 

64QAM 
No 

PA: 2µm InGaP/GaAs 

EM: 0.13μm CMOS 

[17] 2.0 --- 19.6 22.6% 2.5% --- 20 
WLAN  
64QAM 

No 0.13μm CMOS 

[18] 2.4 11 20 28% 5% 65% 20 
WLAN 

64QAM 
Yes 0.18μm SiGe BiCMOS 

[19] 1.56 --- 14.7 8.9% 4.6% --- 20 
WLAN 
64QAM 

No 0.18μm CMOS 

[20] 1.92 --- 15.3 22% 1.5% --- 5 
WiMAX  

64QAM 
Yes 0.13μm SOI-CMOS 

This 
work 

2.3 10.5 17.0 30.5% 4.4% 69% 8.75 
WiMAX  
64QAM 

No 
PA: 0.18μm SiGe BiCMOS 

EM: discrete COTS 

Note: 
(1) Pout: The maximum linear Pout that passes the linearity specs of the specific wireless standard. 

(2) PD: Predistortion 

(3) [1] [4] [10] [18] proposed ET-PAs, [6] [17] proposed polar PAs, and [19] [20] proposed digitally modulated polar PAs.  
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Abstract—The development of Organic Electronics (OE) is pro-
moted by the promise of being ultra-low cost technology in the
future. One key application scenario is item level tagging, e.g.,
smart packaging, where items are equipped with organic printed
tags using Radio Frequency IDentification (RFID) technology.
However, current OE allows the printing of simple tags with
ultra-low hardware complexity, but the printing of RFID chips
with large numbers of transistors that implement RFID anti-
collision protocols are far away from realization. In this paper,
we present one sensor-based and fully functional passive RFID tag
implementing collective communications a proprietary transmis-
sion protocol. Based on OE constraints, we describe the printable
passive smart label down to the logic gate layer. Further on, we
present an external clock synchronization strategy required by
the passive reader system. Additionally, we provide a feasibility
assessment towards printing the smart label, and conclude with
simulating the proposed reader system.

Keywords–smart label; RFID; polymer electronics; organic
printed circuits; wireless communication.

I. INTRODUCTION

One key point in promoting polymer electronics is the
promise of cost efficiency in relation to printing electronic de-
vices in mass production. Another, the incorporated properties
being light, thin and flexible are enabling novel applications
in the area of pervasive systems and ubiquitous computing.
The area of intelligent packaging is one key application for
utilizing Organic Electronics (OE), for instance, the develop-
ment of organic printed smart labels using Radio Frequency
IDentification (RFID) technology [1]. OE tags can contain and
provide useful information, such as the item identification and
sensor readings. This data is created continuously while items
travel through the supply chain, i.e., from the manufacturing
plant to the final consumer, and enable participants and other
stakeholders to improve their business processes: quality con-
trol, certification, logistics optimization or fraud detection are
but a few examples. Such dealing results in cost savings for the
producer, suppliers, as well as vendors and, increases product
safety for consumers. The approach we describe in this paper
can be applied in those business processes. It can, for example,
be used to determine product quality in bulk reading scenarios,
such as the goods inbound processing in a supermarket. For
each item the quality is determined by the sensor-based smart
label attached to the item. In operation, the sensor readings are

acquired in a single query and interpreted by our algorithm that
is specific to product type, e.g., to a quality rating on a scale
from 1 to 7. The quality scale, however, is identical for all
product types, i.e., a rating of 1 corresponds to a perished
item for both milk packages and tomatoes. Otherwise, no
compliance violation is detected, and the goods can be sold.
Based on collective and simultaneous querying a single reader
device can thus determine the quality ratings of multiple items
belonging to different types.

Our paper is structured as follows. In Section II, we provide
an overview about printed RFID technologies, and bring the
state-of-the-art in relation to our smart RFID label approach. In
Section III, we implement the smart label based on our earlier
developed collective transmission protocol [2]. The specially
developed communications for bulk reading of minimalistic
tags is outlined in Subsection III-A and, its implementation
into passive RFID circuitry is given in Subsection III-B.
Thereafter, we describe an external clock synchronization
strategy implemented within the proposed tag circuitry. The
paper concludes with a validation of the proposed approach
by utilizing simulations and a feasibility assessment towards
printing the smart label device with current print technology.

II. PRINTABLE SMART LABELS

RFID technology is in comparison to barcode in terms of
memory capacity, readability, speed, being re-programmable,
robustness and scalability vastly superior, but the high fabrica-
tion costs for Si-based RFID chips impede their wide deploy-
ment in item-level-based applications. However, the emergence
of organic and printed electronics arises the opportunity to
create affordable all-printed RFID tags, which can compete
with the well established barcode system. Apart from the
advantages of OE being thin, light-weighted, flexible and pre-
sumably ultra-low cost in the near future, the realization of this
technology into printable smart labels is rather challenging,
because the printing process itself is still an issue of current
research. Further on, the created conductive inks indicate low
electro-mobility which result into slow-switched transistors,
i.e., yielding 627Hz at 10V electricity supply [3]. In addition,
the printing of circuits on substrates, such as paper and plastic
foils, consumes large areas, so that yet complex integrated
circuits, such as a microchip can not be printed.
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However, an all-printed 1-bit RFID tag based on carbon
nano-tubes and gravure printing process has been reported
from the Sunchon University [4] in 2010. More recently, the
research group presented an improved version of 16-bit RFID
tag at the IDTechEx RFID Europe event [5]. The RFID circuit
is printed entirely on a polyester film, whereby nano-silver is
used to print the antenna, because of the better interconnectiv-
ity. The all-printed rectifier of the tag provides a 10V Direct
Current (DC) from the 13.56MHz reader signal. The all-
printed ring oscillator can generate a clock signal of 102.8Hz,
which enables the transmission of a 96-bit transponder IDen-
tification number (ID) in a second. In collaboration with the
company Paru their goal is to achieve printing 96-bit RFID
tags conform to the ISO 14443 (International Organization for
Standardization).

The company ThinFilm Electronics and its partner com-
panies PARC developing addressable memory, and Polyera
developing printed displays, presented recently a smart sen-
sor label, which can be printed at high volumes on roll-to-
roll printing process. Their smart label system consists of
a writable memory, sensing capability and a printed display
which indicates visually the information when, for instance, the
temperature of the product has exceeded the maximum thresh-
old. This system is based on line-of-sight reading, and thus
less applicable for mass-reading scenarios, such as monitoring
of pallets in a cool chain, where items are highly dense stacked
and invisible for inspection. However, it offers an additional
support in supply chains, such as picking out of the damaged
and expired products in a super market. In this way, options
for improving supply chain management are extended.

The first fully functional printed RFID tag based on silicon
ink has been announced by the company Kovio. The internal
circuit logic of the tag consists of about 1000 printed transis-
tors, and has the capability to radio its stored data from a 128-
bit printed Read-Only-Memory (ROM) to an interrogator. The
transmission is based on High Frequency (HF) (13.56MHz)
and synchronous tag-talks-first protocol. The entire RFID
circuit is printed by inkjet on a thin metal foil substrate. The
application area focuses on Near Field Communication (NFC),
such as the NFC Barcode [6]. An implementation of long
range communication is not available. The printing process
uses inorganic silicon-based technology that can reduce the
cost advantage the polymer electronics is offering.

The research group Holst Center and their partners in the
EU FP7 project ORICLA created a fully functional RFID tag
based on polymer electronics and thin-film technology. The
RFID prototype is made on plastic foil with organic thin-film
semiconductors and realizes reader-talks-first communication.
In contrast, the above presented approaches toward printed
RFID tags are based on tag-talks-first principle: as soon as
the RFID tag gets powered from the RF field of the RFID
reader, it transmits its data to the reader. Here, the problem
occurs, when many tags try to contact the reader at the same
time, which requires an effective anti-collision mechanism.
However, current generation of printed thin-film RFID tags
are in fact enabled with a basic slotted ALOHA protocol, but
the implementation of the anti-collision scheme is limited to
about maximum 4 tags, and come at the cost of a slow reading.

Driven by lowering the costs for fabricating RFID tags,
further techniques are promoted to realize item level tagging,

such as printable and chipless RFID technology. In contrast
to printed RFID tags including an Integrated Circuit (IC)
chip, printed chipless RFID tags are characterized mainly by
encoding the product ID by using Time Domain Reflectometry-
based (TDR) and Frequency Domain Signature-based (FDS)
techniques, respectively. While TDR-RFID tags are based on
microwave circulators and capacitors to generate RF wave
transmission-lines in order to transmit the binary ID code, the
FDS-RFID tags consist of resonators with different resonant
frequencies which encode, i.e., the binary data. The coding
capacity of TDR-based tags is currently limited by up to 8 bits,
whereby FDS-based tags can contain theoretically unlimited
capacity depending on frequency band and tag size. For ex-
ample, Islam and Karmakar describe in their work [7] a 16-bit
chipless RFID tag printed on a 1.65×1.65 cm2 substrate area,
which operates in the 6− 13GHz frequency band. The first
type of fully printed chipless RFID tags suffer from limited
encoding capacity, whereas the second type requires large-
scale size and wide frequency bands, which can be scarcely
deployed for applications operating in the Industrial, Scientific
and Medical (ISM) radio bands. An overview about recent
advances in printable chipless RFID technology is given in
[8] and [9].

To reflect the related work the aim of all described ap-
proaches is focusing on implementing the EPCglobal Tag Data
Standard (TDS) into printable RFID tags, which have the same
capabilities as the conventional Si-based RFID technology is
already providing. For instance, bi-directional communication
between reader and tags, anti-collision protocol for avoiding
interference, and large data storage capacity on tag. The imple-
mentation of these features into a polymer tag, that can be even
printed on roll-to-roll process at high volumes, is currently
rather challenging. The lack of printing integrated circuits with
large numbers of transistors into small area and, the lack of
mass production accuracy and reliability, is suspending the
realization of fully functional organic and all-printed RFID
tags into the far-distant future.

III. COLLECTIVE COMMUNICATIONS FOR PRINTED
SMART LABELS

In our earlier work, we developed with respect to future
organic and printed smart labels robust and highly scalable
communications based on collective transmission mechanism
called collective communications [2] [10]. In the following, we
implement with regards to OE constraints the targeted smart
label device into a fully functional polymer-based circuitry,
and provide a feasibility assessment towards printing the smart
RFID label in mass production.

A. Collective Communications

In general, collective communications is designed how to
obtain information from a set of simultaneously sending nodes,
in our application scenario the tags attached to goods on a
shelf. We request from the set of items which proportion of
tags measured (proportion query), respective, contain which
values (binary query). In principle, this could be done by
querying tags individually using any of the well-established
protocols. However, implementing these protocols is not fea-
sible in our scenario, since the senders need to be simple due to
polymer electronics deficiency, and we consider large number
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of senders. In particular, our transmission algorithm is laid out
to be on the one hand simple, so that the smart label device
can be implemented in polymer electronics, and on the other
hand to acquire maximal performance regarding information
transfer, scalability and robustness. We achieve these objectives
by employing the following fundamental principles:

1) All queried tags transmit their stored data simultane-
ously and start transmission at the same time

2) A randomly drawn bit sequence encodes a physical
entity, such as an identification, sensor value, temper-
ature range, etc.

By applying the rules, the signals sent from tags superimpose
on the RF channel. However, the transmission mechanism
enables to analyze the superimposed signal statistically at the
receiver side, so that the transfered information, for instance,
which proportion of senders sent which value, can be extracted.
Basically, our communication mechanism is based on bit
sequences c of fixed length, that are shared between a sender S
and a receiver R. A bit sequence v is sent from S as s = c⊕v,
where ⊕ is the bitwise exclusive or. The receiver extracts v
from s by computing v = s ⊕ c. The double application of
⊕c cancels out c and v is regained. Simultaneous connections
between a number of senders Si and corresponding receivers
Ri can then be achieved: simultaneous transmission yields the
superimposed signal as the sum s = s1+s2+. . .+sn of signals
si sent, since the amplitudes of synchronized signals of the
same frequency are approximately added to each other when
the bit sequences si are sent. The resulting signal s is similar
to each of the original signals si, where similarity can be based
on various distance metrics on bit sequences v, w ∈ {0, 1}n,
e.g., on the Hamming distance:

dH(v, w) =

n∑
i=1

|vi − wi|. (1)

The similarity is then defined by choosing a threshold Tn
suitable for the length of the vectors n. Two bit sequences
v, w ∈ {0, 1}n are called similar if they differ only in a small
number Tn of bits:

v ∼ w def⇔ dH(v, w) ≤ Tn. (2)

A number of pairs of senders and receivers can thus commu-
nicate via codes ci. If the codes ci are chosen so as to be
orthogonal (dH(v, w) = 0), or at least sufficiently different
(dH(v, w) � n) from each other, this entails that we can
obtain vi from s by applying v′i = s ⊕ ci. The result v′i is
similar to vi, so that vi can then be regenerated from v′i,
using error correcting codes. Codes ci can be generated so
as to be orthogonal, however, sufficiently long random bit
sequences, are also suitable: statistical theory suggests that
the probability to obtain two random bit sequences of low
similarity is higher, the longer the sequences are. In order to
ensure that different values transmitted can be retrieved from
the superimposed signal, we directly encode the numerical
values by using a single random bit vector z0 shared by all
tags and the receiver. We obtain sufficiently different codes zi
for numerical values i by circularly shifting z0 by the amount
of i bit, since shifting is a distancing operation. In this way, a
single bit vector z0 ∈ {0, 1}n can be used to encode n values,
and thus save memory capacity on the smart label device.

The received signal s = s1 + s2 + . . . + sn is then simply
a sum of encoded numbers zi, directly encoding the multi-set
of measured values. The algorithm for the reader system is
outlined in Figure 1.

1) Tags come initialized with a register t set to
default value 0, and transmit code z set to z0.

2) Each tag measures continually its environment:
3) if the measured value is m > t, then

a) it sets t := m.
b) it shifts the code z accordingly:

z := zt.
4) Reader sends start signal to tags.
5) Tags send their respective z.
6) Reader receives overlaid signal s:

a) Binary Query:
i) Set S := ∅.

ii) For each possible value zi:
if zi ∼ s then S := S ∪ {zi}.

b) Proportion Query:
For each value z ∈ S: use Least
Squares Estimation to compute
proportion of contribution of z:
i) Generate linear equation system

for the found values zi ∈ S.
ii) Estimate parameters ai so that

error is minimal.
iii) M := {(ai, zi)|s =

∑
zi∈S

ai ∗ zi}.

c) Output: return M .

Figure 1. The Collective Communications algorithm.

B. Circuit design

Based on our communication protocol described above
in Subsection III-A, the implementation of the smart label
device relies merely on features, such as fetching the sensor
value, reading and sending out the corresponding bit sequence.
Hence, the necessary building blocks of the circuit device are
derived as follows: a sensor unit that consists of one Analog-
Digital-Converter (ADC) and the sensor itself, a Read-Only-
Memory (ROM) building block of fixed length that contains a
randomly drawn binary sequence, and a circuit logic block
that is enabled to generate the corresponding bit sequence
to the sensed value, i.e., by employing the hardwired bit
sequence stored in the ROM and carrying out an internal
function operation on it. Further on, the smart label device
contains a clock generator and counter to drive the transponder
circuit. Exemplary, the block diagram in Figure 3 illustrates
the interacting between all participating blocks of an 64-bit
polymer tag, that implement, i.e., the clock generator realized
by one ring oscillator, a 6-bit counter realized by 6 D-flip-
flops, a ROM with 64-bit capacity, and a 3-bit ADC. Since the
target is to create a reader system for passive polymer tags,
the smart label circuitry includes in addition a DC rectifier
concerning power supply, and a modulator transistor to convey
the binary information to the reader device by deploying
inductive coupling. Figure 4 shows in essence the schematic
of the all-printable and passive polymer tag with its analog
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Figure 2. A passive tag reader system illustrates concurrent transmission of
bit streams sent by several 64-bit smart labels.

Figure 3. The circuitry implements the principle of collective communica-
tions.

and digital electronic components. The principle for collec-
tive communications is integrated in the protocol mechanism
building block, where a bit sequence is generated according to
the sensed value. The binary sequence is controlling the gate
of the modulation transistor. When the modulator transistor
is switched on, the transponder circuit draws power from the
electromagnetic RF field of the reader. In the reverse, when the
modulation transistor is switched off, the transponder circuit
draws still power from the RF field, but considerably less
than it is consuming in the on-state. In this way, the binary
information is transfered by means of load modulation to the
reader, i.e., by varying the power consumption.

C. Collective clock synchronization

With respect to bulk reading of smart labels in a dense
area, i.e., when a set of tags are queried simultaneously, the
response of the interrogated tags need to be collectively clock
synchronized, but not phase synchronized as the collective
transmission protocol is providing. On that issue, we developed
for the reader system a collective synchronization method im-
plemented into the transponder circuit. The circuit functionality
is placed in the clock & reset building block (cf. Figure
4). Since conventional strategies, such as external reader-tag-
synchronization applied in traditional RFID reader systems
can not be employed straightforward in polymer electronics
due to its hardware performance weakness, such as slow-

Figure 4. The circuit block diagram shows the holistic printable passive tag.

Figure 5. The schematic shows partially the circuit logic in connection with
the tag rectifier for interpreting signaling coming from reader device.

switched printed transistors, appropriate solutions for reader-
tag-communication needed to be elaborated. With respect
to polymer electronics constraints, we developed collective
synchronization procedures based on switching on/off the elec-
tromagnetic RF field of the reader device coil that empowers
the polymer tags. By interrupting the wireless power supply
all responsive tags can be instructed to either start with data
transmission or, to send the next bit of their binary information.
The transmission of data is based on inductive coupling. Figure
2 illustrates concurrent transmission of bit streams transmitted
by several smart labels. In each synchronized time slot at the
current bit index the bit information from all smart labels
superimposes on the RF channel, and generates a specific
overlaid signal. At the receiver side the superimposed signal in
each time slot is captured and evaluated based on the collective
communication algorithm (cf. mechanism in Figure 1).

In order to initiate every tag to start transmission at the
same time the signaling can be done either by (i) turning off
the reader device coil for a long time period and then start
empowering the tags periodically with short intermissions, or
(ii) begin with transmission by transmitting the start bit in a
long time slot followed by transmitting the subsequently bit
stream in regular sized time slots. Either way, the circuit logic
in the clock & reset building block is tuned to interpret request
orders sent from reader device based on capacitor discharge
behavior and voltage comparator device. The circuit logic is
connected with the tag rectifier shown in Figure 6. Parallel to
the circuit logic that detects the external clock synchronization
request, the internal clock counter in the clock & reset building
block is reseting the bit index, and start increasing the count
when the next intermission is registered. In this way, the smart
label acquires the actual bit position in the bit sequence. In
addition to the clock detection circuit a memory buffer realized
through D-flip-flops preserves the bit index. This cache device
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Figure 6. Schematic of the clock & reset building block.

Figure 7. The overall signal analysis indicates the maximal amplitude
difference between different trails with up to 16 simulated passive tags
transmitting simultaneously.

keeps the storage contents even if the polymer tag is not
powered for a short term, i.e., when the reader device causes
an intermission to signalize the next time slot for transmission.
Before increasing the bit index an additional memory buffer
realized by D-latches stores temporarily the current bit index
and induces the bit transmission. After increasing the bit index,
it is delayed rewritten in the bit index buffer. The mono-flops
in the circuit block provide the required delay for stabilized
rewriting. The circuitry of the clock & reset block is depicted
in Figure 5, whereby the external clock detection circuit is
shown in Figure 6.

D. Feasibility assessment

The realization of printing electronic devices in mass
production is one key issue of present-day research. With
regard to organic and printed smart labels the state-of-the-art is
described in Section II. All references indicate the feasibility of
printing circuits with ultra-low hardware complexity, but non
of them has yet enabled the printing of circuits implementing
highly complex functionalities, such as an organic printed
RFID chip with large number of transistors. With respect to
current OE limitations the collective communication protocol
was developed with the purpose to facilitate applications in the
near future, though. The ability of exploiting concurrent and
thus superimposed information transfer, has provided to move
the hardware complexity from tag to the reader side. To the
sake of completeness and, in order to indicate the hardware

complexity of the proposed passive tag, the remaining of the
circuitry is shown in Figure 8. It entails a 6-bit counter that
enables to read out the hardwired 64 bit sequence shown
partially in Figure 3. Due to lack of space the sensor unit
is not shown here. As can be seen from the circuit block
diagram in Figure 4, the depicted circuits in Figure 5, in Figure
6 and in Figure 8, the entire hardware complexity of the tag
is reduced to about few hundreds of transistors. Considering
the tag circuitry in relation to already manufactured printed
electronics by other research facilities, the fabrication in a
clean room of 64-bit ROM devices has been experimentally
verified [11]–[13]. The printing of holistic 4-bit RFID tags
employing load modulation for communication is described
in [14]. A challenge for realizing the proposed passive tag
into polymer electronics is to achieve hazard-free printed
circuit devices. For example, the analog components in the
clock & reset building block, such as the comparator and
the RC-element for timekeeping (cf. Figure 6), need to be
printed with high accuracy, so that the circuit characteristic
remains constant. Further on, the transmission range regarding
polymer-based printed transponders indicates low modulation
index as reported in [15]. This may constrain the free scala-
bility property of collective communications, i.e., to read-out
many tags at once.

E. Simulation

The communication protocol collective communications
is designed to allocate information instantly from a large
number of nodes transmitting data simultaneously to a receiver.
The communication relies on ON-OFF-Keying (OOK), and
works generally for active reader systems. Here, we analyze
the applicability of the collective transmission mechanism for
passive reader systems. For our analysis, we established in
LTspice a simulated passive reader system, where the antenna
coil generates in HF an electromagnetic RF field providing
up to 16 simulated passive transponder circuits with wireless
power. Depending on passively switched on tags the change in
the electromagnetic RF field, i.e., the amount of drawn energy
from the RF field is recorded and evaluated at the reader side.
With regard to parameterizing the simulation, we chose default
parameters from standard RFID reader systems, such as 10 cm
in diameter for the reader antenna coil, 2 cm in diameter for
the tag antenna, which conforms to the inductive coupling
coefficient of 0.025. The portability of the simulation with
respect to polymer electronics is taken for granted, because the
key parameter for inductance applies for printed antennas and
circuits. In order to simulate different tag positions in relation
to the reader antenna, respective, different sizes of tag antennas
the coupling coefficient is varied. For the resonant circuit of the
reader device generating the 13.56MHz signal the hardware
parameters are chosen according to Finkenzeller [16, Chapter
4.1]. The inductance is set by 2µH with resistance of 2.5Ω.
The capacitor is set by 68.8 pF. Further on, for the tag coil
we chose 100 nH and 0.1Ω. The results of the signal analysis
are shown in Figure 7, that indicate the minimal measured
amplitude strength for n simulated passive tags transmitting
simultaneously. Therewith, the maximal amplitude difference
is acquired for distinguishing different number of responsive
tags. Further on, the simulations show the more passive tags
being responsive the greater the distinctive features appear
among the captured superimposed signals.
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Figure 8. Schematic of the basic circuit arrangement realizing the part of circuit logic for a 64-bit polymer tag.

IV. CONCLUSION

With regard to smart packaging, item level tagging and
organic printed smart labels, we described the implementation
of one fully functional passive RFID tag, that is based on
our earlier developed collective communication protocol and
regards current organic electronics constraints. Apart from
describing the state-of-the-art regarding printable smart labels
and, putting this in relation to our smart label circuitry,
we introduced with regard to reader-tag-communication an
external and centralized clock synchronization strategy. Further
on, we provided for the reader system a feasibility assessment,
that indicates the printing of the proposed smart RFID label
is in principle with present-day printing technology possible,
but entails risks, such as low communication range and hazard-
afflicted circuits that have been encountered by organic printed
devices with similar hardware complexity. The causes for it
were led back in the used conductive inks and fluctuations
at the printing process. Hence, the specified hardware param-
eters may vary drastically, so that the printed polymer tags
may exhibit unexpected and consequently unwanted behavior.
However, the development and testing of novel conductive inks
in material science, and improving the design rules for printing
circuits on large area substrates, promises to resolve current
issues of mass production in the near future.
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Abstract— Long Term Evolution (LTE) is the Fourth-
Generation (4G) mobile broadband technology. Its 
standardization has been finalized by Third-Generation 
Partnership Project (3GPP) in Release 8 technical 
specifications (R8). As users’ demand for higher data rate 
continues to rise, LTE and its ability to cost effectively provide 
fast, highly responsive mobile data services, a scalable 
bandwidth and a reduced latency will become ever more 
important. However, the Evolved Packet Core (EPC) of the 
Evolved Universal Terrestrial Radio Access Network (E-
UTRAN) based wireless networks (LTE and LTE-Advanced) is 
all-IP Packet-Switched (PS) core network and lacks native 
support for Circuit-Switched (CS) services. This introduces the
problem of how to provide voice services in these networks. 
The controversy around many of the proposed solutions to 
provide a PS voice and the effects of this step on the 
deployment of LTE networks is presented. This paper also 
deals with the Quality of Service (QoS) in a Voice over LTE 
(VoLTE) service. It provides a comprehensive evaluation and 
validation of VoLTE QoS based on the International 
Telecommunication Union standard Recommendations (ITU-
R) and 3GPP standard technical specifications. The initial 
results obtained give clear evidence that the VoLTE service 
fulfills the ITU-R and 3GPP standard requirements in terms of 
end-to-end delay, jitter and packet loss rate. Furthermore, the 
results related to implementing different LTE bandwidths 
clearly reflect how these bandwidths affect the overall network 
performance and end-user experience.

Keywords- VoLTE; E-UTRAN; LTE; QoS; IMS.

I. INTRODUCTION 

      The Third-Generation Partnership Project (3GPP) has 
developed a new technology called Long Term Evolution 
(LTE) in Release 8 (R8) Technical specification [1]. 3GPP 
LTE aims to improve the Third-Generation (3G) Universal 
Mobile Telecommunication System (UMTS) technology to 
meet the International Mobile Telecommunications 
Advanced (IMT-A) requirements determined by the 
International Telecommunication Union (ITU) [2]. Some of 
the agreed features of LTE are a significant increase in data 
rates with up to 300 Mbps downlink (DL) and 75 Mbps 
uplink (UL); a scalable bandwidth of 1.4, 3, 5, 10, 15 and 20 
MHz and a reduced latency [3]. However, the changes in 

this design were significant, with a flat all-IP Evolved 
Packet Core network (EPC) only supporting Packet-
Switched (PS) services [1]. The EPC lacks native Circuit-
Switched (CS) services support, including voice, which is 
considered as the main revenue for Mobile Service 
Providers (MSPs). This is different from most of the legacy 
UTRAN/GERAN wireless networks such as UMTS, which 
support both CS and PS services [2]. A user always expects 
voice as a basic service provided by the network operator 
and this raises the question of how to provide a voice call 
service to LTE users. The Evolved Universal Terrestrial
Radio Access Network (E-UTRAN) is the radio wireless 
access for LTE and LTE-A and its architecture is simpler 
and flatter than Radio Access Network (RAN) in the 3G 
mobile networks as shown in Fig. 1. 3GPP presented the 
technical specifications for the E-UTRAN based networks 
(LTE and LTE-Advanced) in Release 8, 9 and 10. 
According to the 3GPP specifications, there is no guarantee 
that LTE has the ability to fulfil the ITU-R and 3GPP 
technical requirements related to QoS, especially with one 
way VoLTE end-to-end delay of less than 150 ms and a 
minimum of 98% packets successful delivery rate [4]. In 
this work, firstly we introduce a brief comparison between 
the proposed solutions for deploying voice service over LTE 
wireless networks. We also evaluated the VoLTE QoS 
performance in terms of end-to-end delay, jitter and packet 
loss rate. For this purpose, we designed a realistic baseline 
simulation for LTE wireless networks based on 3GPP R8 
technical specifications, including IMS. We then simulated 
different LTE bandwidths and depending on the results we 
investigated the effects of deploying these bandwidths on 
the service quality and end-user experience. 

The rest of this paper is organized as follows. Section II 
briefly introduces a description of the VoLTE proposed 
technologies. Section III explains the QoS architecture in 
LTE wireless networks. Section IV describes the designed 
simulation environment. Section V discusses and analyses
the simulation results and finally, we conclude this work in 
Section VI.
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Figure 1. E-UTRAN System Architecture [5]

II. DEPLOYMENT OF VOLTE  OVER 3GPP 4G E-
UTRAN -BASED NETWORKS

This paper discusses mainly Voice over LTE (VoLTE) 
technology based on IP Multimedia Subsystem/ Multi Media 
Telephony (IMS/MMTel), which is standardized by 3GPP to 
provide voice service to LTE wireless networks. Other 
proposed technologies such as Circuit Switched Fall Back 
(CSFB), Voice over LTE via Generic Access (VoLGA) and 
Over The Top (OTT) were investigated and described briefly 
in this paper.

A. VoLTE via IMS /MMTeL

     Voice is a fundamental service to consider in any Next 
Generation Mobile Networks (NGMNs). In fact, IMS with 
MMTel are the key to make this possible and provide a 
required High Definition (HD) telephony system to LTE [2] 
[6]. In VoLTE, a software upgrade is required to the LTE 
network and its PS core network (EPC). VoLTE uses a QoS 
Class Indicator value equal to one (QCI=1) and the 
Conversational QoS class for either originating or 
terminating a voice call.  For more detailed information 
about the procedure of UE to originate a voice call in a 
roaming scenario refer to [7]. According to the 3GPP 
technical specification in [6] IMS is an access independent 
based on the Session Initiation Protocol (SIP), defined by 
the Internet Engineering Task Force (IETF) to support voice 
and other multimedia services. The reference architecture of 
IMS is illustrated in Fig. 2. IMS provides a complete 
solution to handle voice over all-IP and PS wireless 
networks. GSM Association (GSMA) announced in 2010 it 
will consider IMS as a major solution in the one voice 
profile recommendations [8]. 

The first step of User Equipment (UE) to start a voice 
call is an IMS registration. Next the UE obtains the required 
bearers to complete the call followed by IP address 
allocation to be known by other users. Multi Media 
Telephony (MMTel) has originated in 3GPP Release 7. It is 
a service set in the IMS standard architecture that defines 
both Network to Network Interface (NNI) and User to 
Network Interface (UNI) [10].  It offers real time multimedia 

services based on IMS and allows users to use voice and 
other services.  One of the major roles of MMTel is to 
maintain service quality of a minimum performance voice 
and video which support 3GPP codecs. 

Figure 2. The IMS Reference Architecture [9]

B. Circuit Switched Fall Back (CSFB)

      CSFB is a 3GPP standard bridging technology between 
the LTE PS and legacy CS wireless networks to obtain CS 
services [11].  The NGMN alliance has recommended CSFB 
to enable non-IMS roaming subscribers to use both PS and
CS voice services in legacy CS networks. The precondition 
in CSFB is the LTE coverage must overlap with 
UTRAN/GERAN. CSFB was specified in the 3GPP 
technical specification in [11]. CSFB is an interim solution 
which is suitable to use when the visiting LTE networks do 
not have IMS or IMS still not fully deployed.  

C. Voice over LTE via Generic Access (VoLGA)

      VoLGA is a different mechanism which was defined by 
the VoLGA forum in 2009 based on the 3GPP Generic 
Access Network (GAN) specified in [12] and [13]. VoLGA 
connects the LTE PS network with MSC/VLR in 
UTRAN/GERAN using a special gateway called VoLGA 
Access Network Controller (VANC). However, VoLGA has 
not been accepted by the 3GPP standardization body as 
standard technology to provide voice to LTE users, which is 
the biggest disadvantage of this technology.

D. Over The Top (OTT)

     Over The Top (OTT) means providing voice services 
through third party providers such as Skype or Google Talk.  
This service is provided either free of charge or is relatively
inexpensive. Mobile operators might use OTT when they do 
not want to invest too much on deployment a very 
expensive IMS. However, there is no guaranteed QoS and 
no service continuity using this method, especially when UE 
moves outside an LTE coverage area. Call drop and call 
failure is always possible using this method [13].

91Copyright (c) IARIA, 2014.     ISBN:  978-1-61208-347-6

ICWMC 2014 : The Tenth International Conference on Wireless and Mobile Communications

                         104 / 218



III. QOS IN E-UTRAN-BASED WIRELESS NETWORKS

      Quality of Service (QoS) is a concept of providing a 
particular quality for a specific type of service. QoS is one 
of the main and the greatest challenges for the IP-based 
services that lack of a dedicated connection channel. As part 
of the rapid growth of multimedia applications over cellular 
networks, the QoS needs to be maintained a guaranteed
service through wireless networks [14]. It is essential for 
LTE to provide an efficient QoS solution that the user 
experience of each service running over the shared radio 
link is satisfied. Thus, the Evolved Packet System (EPS) 
system selects different QoS data flows for each service.

A) QoS Architecture in LTE Networks

      3GPP introduced the QoS architecture of the LTE/EPS 
in R8 technical specifications. As can be seen from Fig. 3, 
this end-to-end class-based QoS architecture has been 
introduced to support a mix of Real Time (RT) and non-
Real Time (non-RT) services.

Figure 3. LTE/EPS Bearer Service Architecture [17]

  The QoS in EPS is based on the data flows concept and 
bearers. Such flows of data are established between the UE 
and the Packet Data Network Gateway (PDN-GW) and 
mapped to bearers, with three individual bearers (Radio, S1 
and S5/S8). The combinations of them provide the end-to-
end QoS support to the LTE system. With the help of 
bearers, a scalar value, referred to as a QoS Class Identifier 
(QCI) with the help of bearers specifies the class to which 
the bearer belongs [15]. Table I illustrates the standardized 
QoS classes.
     

B) QoS for Voice over LTE (VoLTE)

       For running VoLTE service over LTE networks, two 
default and one dedicated bearers are mostly required [18]. 
The first bearer is the default bearer, which is used for 
signaling messages. IMS uses this default bearer with 
QCI=5 for any SIP signaling related to it. The Packet Delay 
Budget (PDB) in this bearer is 100 ms between the PDN-

GW and the UE with up to 10-6 Packet Loss Rate (PLR). 
This default bearer has the highest priority amongst all other 
QCI classes. The second bearer is also a default bearer, 
which is used for all other TCP-based traffic (e.g., Email). 
Up to 300 ms PDB is allowed in this bearer with a 
maximum of 10-6 PLR. It has the lowest priority among all 
other QCI classes. The last bearer is dedicated bearer. This 
dedicated bearer is used for conversational voice (VoLTE). 
Up to 100 ms PDB is allowed with maximum10-2 PLR. This 
bearer has the second highest priority among all other QCI 
classes and unlike the other default bearers, it is always 
GBR. It is associated with the first default bearer with 
Linked EPS Bearer ID (L-EBI) and has also Traffic Flow 
Template (TFT) which determines the rules of sending and 
receiving IP packets.

TABLE I. STANDARDIZED QCI CHARACTERISTICS [16]

QCI
Resource 

type

Packet 
error/loss 

rate
Delay

Budget 

QCI 
priority

Example 
services

1

GBR

10-2 100 ms 2
Conversational 

voice

2
10-3

150 ms 4
Real-time 

video

3 50 ms 3
Real-time 
gaming

4

10-6

300 ms 5 Buffered video
5

Non-
GBR

100 ms 1 IMS signaling

6 300 ms 6
Buffered 

video, email

7 10-3 100 ms 7
Voice, RT 

video 
8

10-6 300 ms
8 TCP-based 

services9 9

IV. SIMULATION ENVIRONMENTS

      The OPNET modeler from Riverbed Technologies Ltd. 
has been used to design the baseline for the LTE wireless 
network. The practical side of this study started by 
designing a baseline for the LTE wireless network. This 
baseline includes a complete implementation for VoLTE, 
the topic in our study. The LTE baseline network consists of 
seven LTE base stations (eNBs), three mobile stations (UEs) 
in each eNB (total of 21 UEs in the whole network), one IP 
Multimedia System (IMS) in addition to the LTE core 
network (EPC). The designed network contains Application 
Definition, Profile Definition, Mobility Management and 
OPNET LTE configuration entities. In addition, a number of 
wired and wireless links to connect between different nodes 
and the LTE EPC were used. Mobility is implemented with 
node velocity equal to 5 meters per second (m/s). Intra-
frequency is the only handover likely to happen between 
cells of the same frequency. The only path loss model used
in each UE is set to free space with no any obstruction for 
the propogated signal. The UE and the eNB transmission 
power are set to cell size based for both of them. This 
parameter is used to represent the transmission power (in 
wattage) to use for each UE/eNB. 20 MHz FDD bandwidth 
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has been chosen to simulate the physical profile in the LTE 
designed network. In order to give a very realistic scenario 
to the designed network, we assumed that all the 7 eNBs are 
located in London, UK, which will be our simulation work 
space with 1 km eNB radius each. Additionally, we adopted 
a hexagon overlay for the implemented eNBs and put the 
UEs randomly between these eNBs for the same reason. The 
overall network model of the baseline LTE network is 
shown in Fig. 4. The LTE mobile nodes (UEs) are 
programmed and configured to run VoLTE services. The 
lte_wkstn_adv node model is used to represent a 
workstation with source and destination application running 
over TCP/IP and UDP/IP. Table II shows the important 
configuration parameters of the UEs in the baseline LTE 
network. 

Figure 4. The Baseline LTE Designed Network (Network 
Model)

TABLE II. USER EQUIPMENT (UE) CONFIGURATION 
PARAMETERS

PARAMETER VALUE

ANTENNA GAIN dBi -1 dBi

MODULATION and CODING 

SCHEME INDEX
9

MULTIPLE CHANNEL MODEL (DL) LTE OFDMA ITU Pedestrian B
MULTIPLE CHANNEL MODEL (UL) LTE SC-FDMA ITU Pedestrian B

PATH LOSS MODEL FREE SPACE

DL MIMO TRANSMISSION Same NB Setting
NUMBER of RECEIVE ANTENNAS 2

NUMBER of TRANSMIT 1
HANDOVER TYPE INTRA-FREQUENCY

VELOCITY 5 M/S
MEASUREMENT WINDOW SIZE 100 ms

CELL RESELECTION 

MEASUREMENT THRESHOLD
-112 dBm

        The LTE base stations (eNBs) are programmed and 
configured to provide radio coverage to the UEs in the LTE 
network. The lte_enodeb_3sector_4slip_adv node model is 
used to represent the LTE eNBs. This model of eNBs 
includes 3 sectors in each eNB and can maintain up to 4 
serial line interfaces at a selectable data. Any one of the 7 
eNBs nodes can communicate with one or more UEs, in 

addition to the EPC. The eNBs, UEs and EPC in the design 
network have been programmed in a way such that each one 
of them has a unique ID and name. Table III shows the 
important configuration parameters of the eNBs in the 
designed network. The IMS model is used to deliver High 
Definition (HD) voice and a set of Rich Communications 
Services (RCSs); it also gives a more realistic scenario to 
deliver VoLTE service. The IMS model consists of Proxy 
Call Session Control Function (P-CSCF), Serving-CSCF (S-
CSCF) and Interrogating-CSCF (I-CSCF). These 
components are used for the signaling procedures of the 
VoLTE calls between different users in the network.       
The IMS signaling flow in the LTE network requires the 
highest priority as it is the first procedure which is invoked 
towards the establishment of the VoLTE call. Hence, all the 
IMS signaling packets are marked with priority equal to 1 in 
both radio and core networks in the QCI [17]. Note that 1 is 
IMS priority while 5 is the value of IMS QCI.

TABLE III. EVOLVED NODEB (eNB) CONFIGURATION 
PARAMETERS

PARAMETER VALUE

ANTENNA GAIN dBi 15 dBi
DUPLEXING SCHEME FDD
PATH LOSS MODEL Free Space

BANDWIDTH 20 MHZ

NUMBER OF RECEIVE/
TRANSMIT ANTENNAS

2

HANDOVER TYPE INTRA-FREQUENCY

DL  MIMO TRANSMISSION 

TECHNIQUE

Spatial Multiplexing
Codewords 2 Layers

MEASUREMENT THRESHOLD -44 dBm

eNB SELECTION THRESHOLD -110 dBm

      The EPC is one entity which includes all the main 
required core network parts; the Mobility Management 
Entity (MME), the Serving Gateway (S-GW), and the 
Packet Data Network Gateway (PDN-GW). The 
lte_access_gw_atm8_ethernet8_slip8_adv model is used to 
represent the LTE core network. The voice model used to 
generate VoLTE in the designed LTE network is a G.711 
Pulse Code Modulation (PCM) voice codec. A summary of 
the G.711 parameters which have configured in the baseline 
simulation is illustrated in Table IV. 

TABLE IV. VOICE CONFIGURATION PARAMETERS

PARAMETER VALUE

VOICE FRAMES PER PACKET 1
TYPES OF SERVICE Interactive Voice

SILENCE LENGTH (SECONDS) 0.65 Second
TALK SPURT LENGTH 0.352 Second
COMPRESSION DELAY 0.02 Second

DECOMPRESSION DELAY 0.02

             
       The VoLTE application in OPNET simulation enables 
two UEs to establish a virtual channel and they can 
communicate using digitally encoded voice signals. Fig. 5
describes the data traffic flow in OPNET LTE simulation 
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between EPC and the LTE eNB through GPRS Tunneling 
Protocol (GTP). GTP tunneling is located at both nodes 
(EPC, eNB) and it is dynamically established between them 
to carry the EPS required bearers shown before in Fig. 3.
The User Datagram Protocol (UDP) is the default transport 
protocol used for this application. The voice data arrive in
spurts called talk spurts that are followed by silent periods.
A talk spurt is an uninterrupted burst or a period of time in 
which the listener does not detect a pause. During a silent 
period, packets are transmitted quite rarely. Internally, the 
voice packets are sent over Real-Time Protocol (RTP) 
streams. Traffic is generated in the network model only 
when the application is active, therefore the traffic duration 
equals the application duration. The voice application in our 
simulation starts at 100 seconds from the simulation start 
time. The period of time before the traffic is generated is 
called warm-up time, which is very important for any 
simulation scenario [4]. The reason why this time is 
important is because any simulation running is started with 
empty systems. During this time all buffers are configured 
before starting the traffic generation.The node and the PHY 
process models of the LTE eNB and LTE UE of our 
simulation are illustrated in Fig. 6 and Fig. 7, respectively. 

Figure 5. GTP Tunneling Between LTE EPC and LTE eNB 
and Data Traffic Flow

Figure 6. Node and PHY Process Models for LTE Enb

Figure 7. Node and PHY Process Models for LTE UE

V. SIMULATION RESULTS 

      The performance evaluation has been conducted in 
terms of different QoS factors such as end-to-end delay, 
packet loss rate and jitter in two main scenarios. 

A. VoLTE QoS Baseline Scenario 

      The VoLTE end-to-end delay (mouth-to-ear delay) is 
one of the most important factors to consider when we 
measure the VoLTE QoS. It should be strictly maintained 
under reasonable limits and must be carefully monitored. 
End-to-End delay is measured from the ingress of the UE at 
the sender side to the egress of the UE at the receiver side. 
The equation used to calculate this QoS factor based on our 
simulation design is:
VoLTE end_to_end_delay= Network delay+Encoding 
delay+Decoding delay+Compression delay+Decompression 
delay+Dejitter_buffer delay                                             
      Fig. 8 shows end-to-end delay for VoLTE service in the 
baseline LTE network during 600 seconds simulation time. 
The X-axis represents the simulation time in seconds, while 
the Y-axis represents the end-to-end delay in seconds. The 
VoLTE traffic starts at 100 seconds as we mentioned earlier 
(see Section IV for more details). At 100 seconds, the end-
to-end delay was 165 ms.  There was a slight increase in this 
value to become 184 ms and then a gradual decrease until 
reaching its stable level equal to 119 ms. It then continues 
with that value until the end of the simulation. The average 
end-to-end delay for the VoLTE is found 126 ms. This value
fulfills the ITU-R and the 3GPP standard requirements with 
up to 150 ms for one way VoLTE end-to-end delay to 
experience high quality [19] [16]. In fact, an end-to-end 
delay up to 250 ms is still quite satisfactory for the majority 
of users if we considered about 100 ms required delay for 
packet processing and propagation delay in the core network 
[20] [21].
      The VoLTE packet loss rate is another important QoS 
factor to examine. Packet loss rate generally refers to the 
percentage of packets that are lost during the transition from 
the sender to the receiver in the network. Ideally, in VoLTE 
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steady networks, there should be no packet loss [22]. 
However, VoLTE users are still satisfied if this percentage 
is a maximum 2% based on the 3GPP requirements [23] 
[16]. This means, at least 98% of the total transmitting 
packets have to arrive successfully to the final destination.  
The equation to calculate the packet loss rate is as follows:

Packet Loss Rate =                                              * 100 % (2)           

     Fig. 9 demonstrates a comparison between VoLTE 
traffic sent and traffic received. The X-axis represents the 
simulation time in seconds, while the Y-axis represents the 
VoLTE traffic sent/received in packets per seconds. It is 
clear from Fig. 9 that the VoLTE traffic sent/received 
increased sharply after 100 seconds. At 104 seconds, the 
rate of the packets sent was 69.64 packets/second, while on 
the other hand, the number of the packets received was 
67.41 packets/second at the same time. The traffic reaches 
its peak values at 138 seconds and then it stays on this 
steadily level with 1800 packets/second until the end of the 
simulation. Overall, the amount of traffic generated and 
received was almost identical. This is due to the stable LTE 
network that does not involve any congestion by other 
applications. The total number of packets sent/received in 
the baseline scenario were 290300/290286 packets 
respectively. The packet loss rate for VoLTE was found to 
be 0.0048%, which is an excellent rate. This result meets the 
ITU-R and 3GPP standard requirements which were
clarified before in Section I.  
      The difference in response time between different 
packets received in the destination side is called jitter. For 
any stable system with steady packet stream, the value of 
this QoS factor should be always 0 as there is no variation in 
the delay of the received packets. However, if the jitter is so 
large then it can cause an out of order situation to the 
receiving packets. This can lead to confusion if the working 
application is a voice service, which results in poor service 
quality. The ITU-R has recommended 25 ms jitter as an 
acceptable value for the delay variation [21]. From Fig. 10, 
it can be seen that the jitter value was - 0.00000136 at time 
120 seconds and then after 6 seconds (time=126 seconds) 
becomes 0 and stayed at this value until the end of the 
simulation. Negative jitter indicates that the time difference 
between the packets at the destination node was less than 
that at the source node. This result indicates clearly that the 
overall jitter value is ideal and reflects that the designed 
system is very stable. 

B. LTE Bandwidth Implementation Scenario 

      One of the interesting features of LTE is its ability to 
support scalable bandwidths from 1.4 MHz up to 20 MHz. It 
is necessary to examine the effects of using different LTE 
bandwidths on the service quality and end-user experience. 
In the second scenario, we implemented other bandwidths 
(1.4 MHz and 5 MHz). Fig. 11 compares between end-to-

end delay in the three different LTE bandwidths (1.4, 5 and 
20 MHz). The higher the bandwidth (20 MHz) is the higher 
the data rate supported, as a result, the lowest end-to-end 
delay. 1.4 MHz is the highest end-to-end delay in the same 
figure. However, all the results for all the implemented 
bandwidths are still within the acceptable threshold of 150 
ms. Fig. 12 shows a comparison between the same groups of 
LTE bandwidths, but in this case in terms of the VoLTE 
jitter. For jitter calculation, we used the following formula:

Jitter= (T4–T3) – (T2–T1)                                                (3)    
Where:

T1 and T2: The time of leaving two consecutive packets 
from the source node.
T3 and T4: The time of arrival same packets to the 
destination node.
      Contrary to expectations, Fig. 12 shows that LTE jitter
with 20 MHz has better jitter values than LTE jitter with 5 
MHz, which in turn also, has a better jitter values than 1.4 
MHz as it includes many negative values. These results 
reflect that the higher the data rate gives better jitter 
performance. However, in fact, theoretically, there is no 
direct relation between LTE bandwidth and its jitter. The 
higher bandwidth can affect positively on the end-to-end 
delay, but not necessarily lead to reduced jitter value.
      The downlink (DL) delay in LTE networks is the time 
started from when the traffic arrives at the LTE layer of the 
eNBs until it is delivered to the higher layer of the 
corresponding UEs. On the other hand, the uplink (UL) 
delay in LTE networks is the time started from when the 
traffic arrives at the LTE layer of the UEs until it is 
delivered to the higher layer of the corresponding eNBs. It is 
straightforward to show that the Packet Delay in the DL 
direction is less than the UL direction, although the resulting 
delay in both sides follows the same standard requirements 
of 50 ms one way delay [20]. This is due to the higher 
power in the DL side from the eNBs which is around 43 
dBm, compared to the UE’s power which is about 23 dBm 
in the UL side [17]. The UL/DL delay in the designed LTE 
network for different LTE bandwidths is illustrated in Fig. 
13 and Fig. 14 respectively.  As can be seen from these 
figures, the relation between the UL/DL delay and the LTE 
bandwidth is directly proportional.  The results show that 
there is up to 0.03 seconds DL delay and up to 0.017 
seconds UL delay. These results meet the requirements 
mentioned before, for the one way voice radio UL/DL 
delay.               

Packets sent - Packets received

Packets sent 
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Figure 8.   VoLTE End-to-End Delay

Figure 9. VoLTE Traffic Sent/Received

Figure 10.   VoLTE Jitter

Figure 11. End-to-End Delay for Different LTE Bandwidths

Figure 12.   Jitter for Different LTE Bandwidths

Figure 13.   LTE Uplink Delay for Different Bandwidths

Burst occurs
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Figure 14.   LTE Downlink Delay for Different Bandwidths

VI. CONCLUSION

      In this paper, a realistic Voice over LTE (VoLTE),
including IMS over the baseline LTE wireless network was
simulated and its performance in terms of Quality of Service 
(QoS) was evaluated and validated using OPNET modeler 
wireless suite 17.5. VoLTE is a standard technology that is 
required to support packet voice calls over a purely Packet-
Switched (PS) LTE wireless networks. It provides better 
QoS, which results in better end-user experience over 
CSFB, VoLGA and OTT.  In conclusion, this work has 
demonstrated that the simulation results have matched the 
ITU-R and 3GPP standard requirements related to the 
VoLTE over 4G LTE. The simulation results are significant 
in three different QoS respects; end-to-end delay, jitter and 
packet loss rate. It has been found that the overall VoLTE 
end-to-end delay was about 0.12 ms, and its packet loss rate 
was about 0.005%, while jitter was almost 0. Furthermore, 
another different simulation scenario was designed to 
investigate the effects of different LTE bandwidths on the 
VoLTE service quality. Three different LTE bandwidths 
(1.4, 5 and 20 MHz) were implemented and their effects on 
the VoLTE end-to-end QoS and LTE DL and UL delays 
were also studied. The results show that LTE can achieve 
better performance with a 20 MHz bandwidth. 
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Abstract— Underwater Wireless Sensor Networks (UWSNs) 

have an important role in different applications, such as 

offshore exploration and ocean monitoring. The networks 

consist of a considerably large number of sensor nodes 

deployed at different depths.  Many routing protocols have 

been proposed in order to discover an efficient route between 

the sources and the sink. In this paper, we propose an 

algorithm to improve the performance of the Vector-Based 

Forwarding (VBF) protocol which we call a Clustering Vector-

Based Forwarding algorithm (CVBF). In the proposed 

algorithm, the space volume of the network is divided into a 

number of clusters where one virtual sink is assigned to each 

cluster. Then, the nodes inside each cluster are allowed to 

communicate with themselves just to reach its virtual sink 

node, which in turn sends the packets to the main sink in the 

network. Simulation results demonstrate that the proposed 

algorithm reduces the energy consumption especially in dense 

networks, increases the packet delivery ratio especially in 

sparse networks, and decreases the average end-to-end delay in 

both sparse and dense networks. These advantages are 

emphasized when the algorithm is compared with four other 

powerful routing algorithms: VBF, Hop-by-Hop VBF (HH-

VBF), Vector-Based Void Avoidance (VBVA), and Energy-

Saving VBF (ES-VBF) routing protocols. 

Keywords-wireless networks; underwater sensor networks; 

multiple clusters;  routing protocols. 

I.  INTRODUCTION 

At the end of the twentieth century, wireless sensor 
networks became a hot research area. At the beginning, these 
networks covered only terrestrial applications. However, the 
earth is known to be a water planet, with 70 % of its surface 
being covered with water (principally oceans). With the 
increasing role of oceans in human life, discovering all of the 
ocean parts became of prime importance. On one side, 
traditional approaches formerly used for underwater 
monitoring missions have several drawbacks [ ] and on the 
other side, these harsh environments are not feasible for 
human presence as unpredictable underwater activities, high 
water pressure, predatory fish and vast areas are major 
reasons for un-manned exploration. Due to these reasons, 
Underwater Wireless Sensor Networks (UWSNs) attract the 
interest of many researchers lately, especially those working 
on terrestrial sensor networks [ ]. Over the last three 
decades, significant contribution has been made in the area 

of scientific, commercial, and military applications      In 
particular, highly precise real-time continuous-monitoring 
systems are essential for vital operations such as off-shore oil 
field monitoring, pollution detection, disaster prevention, 
assisted navigation, mine reconnaissance, and oceanographic 
data collection. All these significant applications call for 
building UWSNs. The work done by Akylidiz et al. [4] is 
considered as the pioneering effort towards the deployment 
of sensor nodes for underwater environments.  

Though there exist many network protocols for terrestrial 
wireless sensor networks, the underwater acoustic 
communication channel has its unique characteristics, such 
as limited bandwidth capacity and high delays, which require 
new efficient and reliable data communication protocols [5]. 
Major challenges in the design of underwater wireless sensor 
networks are: i) the limited bandwidth; ii) the underwater 
channel is severely impaired, especially due to multipath and 
fading problems; iii) high propagation delay in underwater 
which is five orders of magnitude higher than in Radio 
Frequency (RF) terrestrial channels; iv) high energy 
consumption due to longer distances; v) battery power is 
limited and usually batteries cannot be recharged, also 
because solar energy cannot be exploited underwater; vi) 
underwater sensor nodes are prone to failures due to fouling 
and corrosion. All the factors mentioned above, especially 
limited energy, would make designing a routing protocol for 
UWSN an enormous challenge. 

Routing is a fundamental issue for any network, and 
routing protocols are considered to be in charge of 
discovering and maintaining the routes [ ]. Most of the 
research works concerning UWSNs have been on the issues 
related to the physical layer, while issues related to the 
network layer such as routing techniques are a relatively new 
area. Thus, an efficient routing algorithm is to be provided. 
Although underwater acoustic networks have been studied 
for decades, underwater networking and routing protocols 
are still at the infant stage of research.  

A review of underwater network protocols till the year 
2000 can be found in [ ]. Several routing protocols have 
been proposed for underwater sensor networks. A good 
survey until year 2012 about underwater wireless sensor 
routing techniques is presented in [ ]. Here, Ayaz et al. 
introduced an overview of the state of the art of routing 
protocols in UWSNs and thoroughly highlighted the 
advantages, functionalities, weaknesses and performance 
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issues for each technique. Based on network architecture, 
UWSNs routing protocols are classified into: location-based, 
flat, and hierarchical routing protocols. Vector-Based 
Forwarding (VBF) protocol has been suggested in order to 
solve the problem of high error probability in dense networks 
[ ]. It is a location-based routing protocol. Here an idea of a 
virtual routing pipe from the source to the destination is 
proposed, and all the flooding data packets are carried out 
through this pipe. An enhanced version of VBF called Hop-
by-Hop VBF (HH-VBF) has been proposed [7]. They use the 
same concept of virtual routing pipe as used by VBF, but 
instead of using a single pipe from source to destination, 
HH-VBF defines per hop virtual pipe for each forwarder    . 
Another extension of VBF protocol is introduced in [9] 
called Vector-Based Void Avoidance (VBVA) routing 
protocol which extends the VBF routing protocol. It 
addresses the routing void problem in underwater sensor 
networks. VBVA assumes two mechanisms, vector-shift and 
back-pressure, to handle voids. In [10], an energy-aware 
routing algorithm, called Energy-Saving Vector Based 
Protocol (ES-VBF), is proposed. In this protocol, Bo et al. 
put forward an energy-aware routing algorithm to save 
network energy. It takes both residual energy and location 
information into consideration, which shows a promising 
performance in balancing network energy consumption and 
packet reception ratio. 

Other UWSNs routing protocols, such as Dynamic 
Source Routing (DSR), Time division Multiple Access 
(TDMA), Focused beam Routing (FBR), Directional 
Flooding-Based (DFR), and Depth-Based Routing (DBR) 
are found in [ ][ ][  ][  ].  

The remainder of this paper is organized as follows. In 
Section II, the functionality and performance issues of VBF, 
HH-VBF, VBVA, and ES-VBF location-based routing 
protocols which will be used in a comparison with our 
algorithm are discussed. Section III presents the details of the 
proposed algorithm. In Section IV, we show the performance 
results of the proposed algorithm. Finally, we draw the main 
conclusions in Section V. 

II. REVIEW OF LOCATION-BASED ROUTING PROTOCOLS 

In this section, we discuss in brief four location-based 
routing protocols which we will choose to compare our 
algorithm with. These protocols are: 

A. Vector-Based Forwarding (VBF) Routing Protocol 

VBF is a location-based routing approach for UWSNs 
proposed by Xie et al. [ ]. In this protocol, state information 
of the sensor nodes is not required since only a small number 
of nodes are involved during packet forwarding. Data 
packets are forwarded along redundant and interleaved paths 
from the source to the sink, which helps handling the 
problem of packet losses and node failures. It is assumed that 
every node previously knows its location, and each packet 
carries the location of all the nodes involved including the 
source, forwarding nodes, and final destination. The 
forwarding path is specified by the routing vector from the 
sender to the target. As soon as a packet is received, the node 
computes its relative position with respect to the forwarder.  

Recursively, all the nodes receiving the packet compute their 
positions. If a node determines that it is close enough to the 
routing vector, it puts its own computed position in the 
packet and continues forwarding the packet; else, it simply 
discards the packet. In this way, all the packet forwarders in 
the sensor network form a “routing pipe”, the sensor nodes in 
this pipe are eligible for packet forwarding, and those which 
are not close to the routing vector do not forward. Fig. 1 
illustrates the basic idea of VBF. In this figure, node S  is the 
source, and node S  is the sink. The routing vector is 
specified by S S . Data packets are forwarded from S  to S . 
Forwarders along the routing vector form a routing pipe with 
a pre-controlled radius, W.   

 

Figure 1. VBF routing protocol for UWSNs. 

Additionally, a localized and distributed self-adaptation 
algorithm is developed to enhance the performance of VBF 
[ ]. The self-adaptation algorithm allows each node to 
estimate the density in its neighborhood and forward 
packets adaptively. This algorithm is based on the definition 
of a desirableness factor, α [ ]. This factor measures the 
suitability of a node to forward packets. Given a routing 
vector S S  and forwarder F, the desirableness factor of a 
node A is: 

 

  
 

 
 

        

 
                                                                                            

 
where P is the projection length of A onto the routing vector 
S S , d is the distance between node A and node F, θ is the 
angle between vector FS  and vector FA, R is the 
transmission range, and W is the radius of the routing pipe. 

Fig. 2 represents the different parameters used in the 
definition of the desirableness factor [ ]. From the definition, 
we see that for any node close enough to the routing vector, 
i.e., inside the pipe (  ≤ P ≤ W), the desirableness factor of 
this node is in the range of [0, 3] depending on position of 
node A.  
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99Copyright (c) IARIA, 2014.     ISBN:  978-1-61208-347-6

ICWMC 2014 : The Tenth International Conference on Wireless and Mobile Communications

                         112 / 218



 

Figure 2. Desirableness factor in self-adaptation algorithm. 

In this algorithm, when a node receives a packet, it first 
determines if it is eligible for packet forwarding (i.e., close 
enough to the routing vector) [ ][  . If yes, the node then 
holds the packet for a time period, Tadaptation, related to its 
desirableness factor and other network parameters    . In 
other words, each qualified node delays forwarding the 
packet by a time interval calculated as follows: 

            √         
   

  
                                                                     

where Tdelay is a pre-defined maximum delay, v0 is the 

propagation speed of acoustic signals in water, i.e., 

1500m/s, and d is the distance between this node and the 

forwarder [7]. Principally, this self-adaptation algorithm 

gives higher priority to the desirable node to continue 

forwarding the packet. The theoretical analysis can be found 

in [ ]. 
VBF has many essential drawbacks. First, using a virtual 

routing pipe from source to destination can affect the routing 
efficiency of the network with different node densities. In 
some spaces, if node deployment is sparser or become sparse 
due to some node movement, then it is possible that very few 
or even no node will lie within that virtual pipe, which is 
responsible for the data forwarding; even it is possible that 
some paths may exist outside the pipe. Eventually, this will 
result in small data deliveries in sparse spaces. Second, VBF 
is very sensitive about the routing pipe radius threshold, and 
this threshold can affect the routing performance 
significantly; such feature may not be desirable in the real 
protocol developments. Furthermore, some nodes along the 
routing pipe are used again and again in order to forward the 
data packets from sources to the sink, which can exhaust 
their battery power. 

B. HH-VBF Routing Protocol 

The need to overcome two problems encountered by the 
VBF, i.e., small data delivery ratio in sparse networks, and 
sensitivity to the routing pipe’s radius, the HH-VBF (hop-by-
hop VBF) is proposed by Nicolaou et al. [7]. HH-VBF forms 
the routing pipe in a hop-by-hop method, enhancing the 
packet delivery ratio significantly. Although it is based on 
the same concept of routing vector as VBF, instead of using 
a single virtual pipe from the source to the sink, it defines a 
different virtual pipe around the per-hop vector from each 
forwarder to the sink. In this protocol, each node can 

adaptively make packet forwarding decisions based on its 
current location. This design can directly bring the following 
two benefits: First, since each node has its own routing pipe, 
the maximum pipe radius is the transmission range. Second, 
in sparse networks, HH-VBF can find a data delivery path 
even so the number of eligible nodes may be small, as long 
as there exists one in the network. 

In HH-VBF, the routing virtual pipe is redefined to be a 
per-hop virtual pipe, instead of a unique pipe from the source 
to the sink [7]. When some areas of the network are not 
occupied with nodes, for example there exist “voids” in the 
network, even a self-adaptation algorithm may not be able to 
route the packets. In such a case, a forwarder is unable to 
reach any node other than the previous hop. Although 
simulation results show that HH-VBF considerably produces 
better results for packet delivery ratio, but still it has an 
inherent problem of routing pipe radius threshold, which can 
affect its performance. Moreover, due to its hop-by-hop 
nature, HH-VBF is not able to add a feedback mechanism to 
detect and avoid voids in the network and energy efficiency 
is still low compared to VBF      

C. VBVA Routing Protocol 

Xie et al. [ ] introduce a Vector-Based Void Avoidance 
(VBVA) routing protocol, which extends the VBF routing 
protocol to handle the routing void problem in UWSNs. 
VBVA assumes two mechanisms, vector-shift and back-
pressure. The vector-shift mechanism is used to route data 
packets along the boundary of a void. The back-pressure 
mechanism routes data packets backward to bypass a 
concave void. VBVA handles the routing void problem on 
demand and thus does not need to know network topology 
and void information in advance. Hence, it is very robust to 
cope with mobile voids in mobile networks. Simulation 
results in [ ] show that VBVA can handle both concave and 
convex voids effectively and efficiently in mobile 
underwater sensor networks only when these voids are inside 
the forwarding pipe, while the voids outside the forwarding 
pipe is not solved by VBVA. 

D. ES-VBF Routing Protocol 

To solve the energy problem in UWSN, Bo et al.    ] put 
forward an energy-aware routing algorithm, called Energy-
Saving Vector-Based Protocol (ES-VBF). The main purpose 
of this routing protocol is saving energy. ES-VBF takes both 
residual energy and localization-based information into 
consideration while calculating the desirableness factor as in 
(3), which allows nodes to weigh the benefit for forwarding 
packets. The ES-VBF algorithm modifies the calculation of 
the desirableness factor of (1) for VBF protocol to be 
calculated if the node residual energy is smaller than 60% of 
initial energy as: 

      (  
      

             
)  (

 

 
)  (

        

 
)        

where energy is the residual energy of nodes and 

initialenergy is the initial energy of nodes. By simulation 

results in [1 ], it is shown that the performance is promising 

in balancing network energy consumption and packet 
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reception ratio. This means that the ES-VBF protocol saves 

energy in an efficient manner. At the same time, there is a 

small falling in packet reception ratio, which needs further 

research aiming at finding a better solution not only 

reducing energy consumption but also achieving high packet 

reception ratio. 

III. CLUSTERING VBF ROUTING ALGORITHM: THE 

PROPOSED ALGORITHM 

In this paper, we propose an algorithm for UWSNs which 
we call a Clustering Vector-Based Forwarding algorithm 
(CVBF). The objective of the proposed routing algorithm is 
to reduce energy consumption, increase the packet delivery 
ratio, and decrease the average end-to-end delay. This is 
emphasized through comparison with VBF, HH-VBF, 
VBVA, and ES-VBF routing protocols. 

According to our approach, the whole network is divided 
into a predefined number of clusters. All sensor nodes are 
assigned to the clusters on the basis of their geographic 
location, and then one node at the top of each cluster is 
selected as a virtual sink for that cluster. The rest of nodes in 
each cluster transmit the data packets to their respective 
cluster virtual sink. The routing inside each cluster follows 
the VBF routing protocol discussed in Section II. This 
implies that the concept of using one virtual routing pipe for 
all network nodes in VBF is replaced by defining one virtual 
routing pipe for each cluster to forward the packets from any 
node in the cluster to its virtual sink in that cluster. We 
assume that the routing pipe radius is equal to the 
transmission range of a node. Each intermediate node in any 
cluster selects the next hop to a node inside its cluster. In this 
way, the network will have many virtual routing pipes, one 
pipe per cluster, which guarantees forwarding the packets in 
the upward direction instead of forwarding the packets 
widely across the network nodes in the VBF algorithm. It is 
well expected that this will decrease the average end-to-end 
delay node and reduce the number of hops to reach the 
virtual sink node which will enhance the network 
performance. In addition, CVBF avoid voids in the network 
because each node belongs to a specific cluster. 

Also, if a small number of nodes are available in the 
neighborhood, CVBF can still find a data delivery path. 
After receiving the data packets from cluster sensor nodes, 
cluster virtual sinks perform an aggregation function on the 
received data, and transmit them towards the main sink node 
using single-hop routing. Cluster virtual sink nodes are 
responsible for coordinating their cluster members and 
communicating with the main sink node.  

The proposed algorithm is stated in the following steps: 

Step1: Clustering the Nodes 

This step involves dividing the network into groups of 
nodes according to their geographic location producing non-
overlapping clusters excluding the main network sink which 
is allocated on the water surface.  The following values are 
given: the network space X×Y×Z, node transmission range, 
routing pipe width, and the node speed. We divide the 
network space into equal space volumes; in the form of 

cuboids (each cuboid has four rectangular sides and two 
square ones). The division is based on the values of X and Y 
coordinates, and the cluster width, cw, as shown in Fig.   (a). 

 

Figure  . A CVBF network area: (a) Network area with 9 clusters, (b) 
One cluster and its virtual sink 

Choosing the best number of clusters is proposed as: 
 

  
    

     
                                                                                                                                 

 
where X×Y is the total surface area of the network and (cw)

 
 

is the area of the cluster surface. The cluster width is thus 
calculated as:  
          

   √(
   

 
)                                                                                         

It is given that the surface area is square; therefore, we 

choose N as a number raised to the power of two: 2
 
,  

 
,  

 
, 

or 5
 
. Here, we choose N that gives the value of cw as near 

as possible to √ R in order to make sure that the virtual 

pipe of the cluster includes all the nodes inside that cluster, 

as shown in Fig.  .  

 
Figure  . A horizontal section of cluster virtual pipe. 

As an extreme case, if we choose one cluster (N=1) only, 
then our algorithm reduces to the VBF protocol. In other 
words, our algorithm is a good generalization to VBF 
protocol. 

 
(a) Network area with 9 clusters       (b) One cluster and its virtual sink 
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Step2: Selecting the Cluster Virtual Sink 

For each cluster (cuboid) which has a space volume 
cw×cw×Z, we choose the nearest node to the main sink to be 
a cluster virtual sink. As shown in Fig. 3 (b), the surface 
corner coordinates of the cluster are: (Xmin, Ymin, 0), 
(Xmax, Ymin, 0), (Xmin, Ymax, 0), and (Xmax, Ymax,      

All other nodes can send data to their corresponding 
virtual sink following the mechanism of VBF and depending 
on the value of its desirableness factor α  If more than one 
node have the same depth position, we choose the nearest 
node to the cuboid axis, in which its surface point 
coordinates is the point (Xc, Yc, 0). The source node of the 
cluster is fixed at the position (Xc, Yc, Zmax).  

Step3: Calculating the Cluster’s Maintenance Time 

This step takes into consideration the node mobility that 
affects network topology and performance, thus necessitating 
a cluster maintenance algorithm. For a correct network 
operation, the maintenance algorithm should be executed 
simultaneously in all clusters. In this step, we propose a 
suitable periodical time which we call maintenance time, Tm. 
This time is enough to move a node from its cluster to 
another cluster according to speed and maximum distance of 
the node. Each node in the cluster checks its belonging to 
that cluster after the periodical time Tm. If a node belonging 
to a cluster moves away from that cluster, it naturally has 
two choices. The first choice is to enter another neighboring 
cluster, and so we transfer this node from the old cluster to 
the new cluster. The second choice is that it exits from all the 
network space, and so we leave this node in the old cluster. 
To calculate Tm, we divide the known maximum distance of 
a node movement, dmax, by the current speed of the node, S: 

   
    

 
                                                                                                                                                           

In other words, all the nodes with positions near the cluster 

boundaries are prone to exit from their own cluster and enter 

to other clusters. To avoid exiting a node from the network 

space, we suggest to carefully choose the node positions to 

be far from the network space boundaries. 
The proposed algorithm is summarized in the Pseudocode of 
Fig. : 
 

Pseudocode 

Step 1: Clustering the nodes 
   Given network space X x Y x Z and node 

transmission range R. 

   Calculate cw=√        where N= 
 
,  

 
,  

 
, or 

 
 
, and cluster space = cw×cw×Z 

   For each cluster, i=1 to N with step 1 

     Given Xi takes values from Ximin to Ximax, 

and Yi takes values from Yimin to Yimax 

     Ki is the number of nodes in the space 

Xi×Yi×Z 
 

Step 2: Selecting the cluster virtual sink 
   Sort the nodes, Ki, according to the values of their 

Z coordinate to determine the minimum value of Z 

and call it Zmin. 

   Count the number of nodes, Kiz, in which their Z 

coordinate equal Zmin. 

   If (Kiz=1) 

Then 

         This node is the virtual sink of cluster i 

Else 

(a) Calculate Xc=[(Ximax-Ximin)/2], and 

Yc=[Yimax-Yimin)/2] to get the points of the 

cluster axis, (Xc,Yc,Zmin) and (Xc,Yc,Z) 

(b) Calculate the nearest node to point 

(Xc,Yc,Zmin) from the given Kiz to become 

virtual sink of cluster i  
 

Step 3: Calculating the cluster’s maintenance time 
   If a node is near to the cluster axis and its mobility 

does not cause exit this node from that cluster or If 

a node moves outside the whole network space 

Then 

   This node is still belongs to its original cluster 

Else  

   If a nodes exits from the cluster 

   Then 

                (a)Given the node speed, S, and the maximum 

distance of any node, dmax, 

             (b) Calculate Tm=dmax/S 

             (c) For J=0 to Simulation time with step Tm 

                   For each node in the cluster i and has 

coordinates (Xi,Yi,Z)  

                          If (Ximin>=Xi>=Ximax and 

                               Yimin>=Yi>=Yimax) 

                            Then 

                           This node is still in the cluster 

                       Else 

                           Remove this node from cluster i  

                           and enter it to the suitable               

                           neighboring cluster 

   All the nodes in cluster i forward the packets to 

its virtual sink following the mechanism of VBF 

routing algorithm 

   All the virtual sinks forward the packets to the 

main sink 
 

Figure  . Pseudocode of the proposed routing protocol CVBF. 

IV. PERFORMANCE EVALUATION 

Performance is quantified through measures of energy 
consumption, packet delivery ratio, and average end-to-end 
delay    ]. The success rate is the ratio of the number of 
packets successfully received by the sink to the number of 
packets generated by the source. The energy consumption is 
the total energy consumed by the sensor network nodes. The 
average delay is the average end-to-end delay for each 
packet received by the sink.  
   Simulation is performed by the underwater package Aqua-
Sim of ns-     ][  ]. In all our simulations, we set the 
parameters similar to UWM1000 LinkQuest Underwater 
Acoustic Modem [  ]. The bit rate is 10 kbps, and the 
transmission range R is 100 m. The energy consumption on 
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the sending mode, receiving mode, and idle mode are 0.6J, 
0.3J, and 0.01J, respectively. The data packet size is 76 
bytes and control packet is 32 bytes. The pipe radius in each 
cluster is 100 m. In all simulation experiments, sensor nodes 
are randomly distributed in a space volume of     m ×    
m ×    m. They can move in a two-dimensional space, i.e., 
in the X-Y plane (the most common mobility pattern in 
underwater applications) with the medium node speed S in 
the range (2m/s-5m/s). The maximum distance of a node 
movement dmax is 5m. The number of clusters N used is 9 
clusters (it is found in our experiments that the number N=9 
give better performance than that for N=1, 4, 16, 25). The 

cluster width cw is √                m. We have 

one data source, one main sink, and 9 virtual sinks. For each 
setting, the results are averaged over  0 runs with a 
randomly generated topology. The total simulation time for 
each run is      s. The simulation results are plotted in 
Figures  ,  , and  . 

 Fig.   depicts the total energy consumption as the 
number of sensor nodes varies. The energy consumption 
increases with the number of nodes since more nodes are 
involved in packet forwarding. On the other hand, this figure 
shows that the energy consumption for the proposed 
algorithm is less than that in VBF and HH-VBF routing 
protocol only on dense networks, when the number of nodes 
is greater than     nodes, indicating that the CVBF 
algorithm can save more energy with high node density, as 
shown in Table I, extracted for Fig.  . 

 

Figure  . CVBF energy consumption vs. number of sensor nodes. 

TABLE I.  REDUCTION IN TOTAL ENERGY CONSUMPTION 

No. of 

Nodes 

Total Energy Consumption(Joule) 

VBF 
HH-

VBF 
VBVA ES-VBF 

Proposed 

CVBF 

Reduction 

percentage 

                                 0    -  % 

                                        -  % 

                                  1 0       % 

                                   1       % 

                                     0 0    % 

Fig.   shows the packet delivery ratio with the number 
of sensor nodes. It is seen that the packet delivery ratio 
increases with the increase of the number of nodes. When 

more than     nodes are deployed in the space, the packet 
delivery ratio remains above 90% for both ES-VBF routing 
protocol and CVBF algorithm. Table II, extracted from Fig. 
 , shows that our algorithm gives better results in packet 
delivery ratio than VBF, HHVBF, VBVA, and ES-VBF 
protocols. 

 

Figure  . CVBF packet delivery ratio vs. number of sensor nodes. 

TABLE II.  INCREASE IN PACKET DELIVERY RATIO 

No. of 

Nodes 

Packet Delivery Ratio (%) 

VBF 
HH-

VBF 
VBVA ES-VBF 

Proposed 

CVBF 

Increasing 

percentage 

                    % 

                     % 

                      % 

                      % 

                         % 

Fig.   describes the average end-to-end delay with the 
number of sensor nodes. It is seen that the average end-to-
end delay decreases with the increase of node density in the 
network. When the number of sensor nodes increases, the 
paths from the source to the sink are closer to the optimal 
path  α=  ; therefore, the average end-to-end delay 
decreases, as shown in Table III, extracted from Fig.  . 

 

Figure  . CVBF average end-to-end delay vs. number of sensor nodes. 
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TABLE III.  REDUCTION IN AVERAGE END-TO-END DELAY 

No. of 

Nodes 

Average End-to-End Delay(sec) 

VBF 
HH-

VBF 
VBVA ES-VBF 

Proposed 

CVBF 

Reduction 

percentage 

                          0   1    % 

                           0  11      

                          0          

                            0          

                            0          

We evaluate the performance of CVBF under various 
network scenarios. The simulation results show that CVBF 
significantly exhibits a better performance than VBF, HH-
VBF, VBVA, and ES-VBF protocols since it has: lower 
energy consumption, higher packet delivery ratio, and lower 
average end-to-end delay. 

Calculating the cluster width cw depends on two 
parameters: the surface area of the network X×Y and 
choosing the number of clusters N. We choose a value of N 

for which the cluster width is nearest to the value of √ R. 
We conclude this after examining different values of N. This 
is because each node can transmit the data packets only to 
the neighbors allocated in its transmission range.  

V. CONCLUSIONS 

In this paper, we propose a clustering vector-based 
forwarding algorithm to improve the performance of the 
location-based routing protocol in underwater wireless 
sensor networks. In the proposed approach, the space area of 
the network is divided into clusters where one virtual sink is 
assigned to each cluster. Choosing the number of clusters 
depends on the value of the network surface area and the 
transmission range of the sensor node. The nodes inside each 
cluster are allowed to communicate with themselves 
following the concept of VBF protocol only to reach its 
virtual sink node, which sends the packets to the main sink 
node in the network. Due to node mobility, some nodes may 
move outside their cluster and enter another cluster. 
Therefore, we check the node position periodically as a 
maintenance step to allocate each node to its suitable cluster. 

Simulation results demonstrate that the proposed 
algorithm efficiently reduces energy consumption especially 
in dense networks, increases the packet delivery ratio 
especially in sparse networks, and decreases the average end-
to-end delay in both sparse and dense networks, in 
comparison with the four routing algorithms VBF, HH-VBF, 
VBVA, and ES-VBF. It is interesting to note that our 
multiple-cluster algorithm is a good generalization to the 
VBF protocol. The VBF results from our algorithm by 
adopting the special case of single-cluster manipulation. 
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Abstract—Underwater Wireless Sensor Networks (UWSNs) is a
group of sensors and underwater vehicles, networked via acoustic
links, that perform collaborative tasks and enable a wide range
of aquatic applications. Due to hostile environment, resource con-
straints and peculiarities of the underlying physical layer technol-
ogy, providing energy-efficient data collection in a sparseUWSN
is a challenging problem. We consider mobility-assisted routing
technique for enabling connectivity and improving the energy
efficiency of sparse UWSN, considering it as a Delay/Disruption
Tolerant Network (DTN) or Intermittently Connected Networ k
(ICN). We use analytical models to investigate the performance
of the data collection scheme. Based on the result that the DTN
scheme improves energy efficiency and Packet Delivery Ratio
(PDR) at the cost of increased message latency, we investigate
techniques to improve the delay performance. The effects ofusing
multiple mobile elements for data collection and priority-polling
based on traffic class and data generation rate are investigated.
The analytical results are validated through extensive simulations.
The results show that our model for data collection in sparse
UWSNs can effectively capture the underwater acoustic network
conditions. Also, the improved DTN framework shows superior
performance in terms of energy efficiency and network connec-
tivity over ad hoc multihop network, and in terms of message
latency and fairness over simple polling-based DTN framework.

Keywords-Underwater Sensor Networks; Delay Tolerant Network;
Mobile Sink; Priority Polling; Energy Efficiency; Fairness.

I. I NTRODUCTION

Underwater Wireless Sensor Networks (UWSNs) have
emerged as powerful systems for providing autonomous sup-
port for several activities like oceanographic data collection,
marine surveillance, disaster prediction, assisted navigation
etc. Acoustic communication, with its associated pros and
cons, is the underlying physical layer technology used in
UWSNs. Features like high latency, low bandwidth, high error
probability and 3-dimensional deployment make the UWSNs
significantly different from terrestrial WSNs [1]. The energy
saving/efficiency is a critical issue for UWSN because of the
high cost of deploying and/or re-deploying underwater equip-
ment. Underwater sensors are expensive, partially because
of their more complex transceivers and the ocean area that
needs to be sensed is quite large. Hence, UWSN deployment
can be much sparser compared with terrestrial WSNs. Due
to sparse deployment, harsh environment, node mobility and
resource limitations, the network can be easily partitioned
and a contemporaneous path may not exist between any

two nodes. This results in sparse UWSNs that need to be
treated as Intermittently Connected Networks (ICN) or Delay
/ Disruption Tolerant Networks (DTN) [2]. DTNs are char-
acterised by frequent partitions and potentially long message
delivery delays. Such networks may never have an end-to-end
contemporaneous path and traditional routing protocols are not
practical since packets will be dropped when no routes are
available.

The primary objective of DTN routing is to provide eventual
delivery of data, rather than optimizing some routing metric,
say message latency. In energy-constrained underwater sen-
sors, for certain delay-tolerant applications like environmental
sensing or continuous monitoring, enhanced network lifetime
will be more important than message delay. Enabling reliable
and energy-efficient data collection in resource-constrained
sparse UWSNs is a challenging problem that requires spe-
cialized routing approaches and QoS metrics. Conventional
DTN approaches like multipath routing are resource-hungry
and hence not suitable for resource-constrained underwater
applications.

The three main approaches used for data collection in
wireless sensor networks, in general, are [3]: (i) Base Station
(BS) approach which uses direct communication between the
source and the sink; (ii) Ad hoc network which uses a multi-
hop path from the source to the sink; and (iii) Mobility assisted
routing which makes use of a mobile sink or mobile relays for
data collection. The first approach provides fast delivery,but
suffers from reduced life time of sensors due to the increased
requirement of communication energy. The ad hoc network
provides medium delay and medium power requirement, but
suffers from the ‘hot spot’ problem and the necessity for an
end-to-end contemporaneous path. Mobility assisted routing
approach supports the DTN concept, reduces transmit power
consumption, and eliminates the relaying overhead. However,
due to the limited travel speed of the mobile elements, data
collection latency will be large, but such large latency maybe
acceptable in certain environmental sensing applicationswhich
are not time-critical. Typical example of such an application is
the continuous monitoring and recording of the behaviour of
underwater plates in tectonics, for later scientific analysis. Pro-
viding support for delay-sensitive applications like pollution
monitoring and earthquake prediction, and ensuring fairness
among different traffic classes using energy-efficient mobility-
assisted routing in sparse UWSNs is the focus of this paper.
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We start with a basic DTN framework for energy efficient
data collection in sparse underwater sensor networks using
a mobile sink; and then augment it with techniques to im-
prove its data collection performance by introducing priority
and employing multiple data collectors. Analytical results for
energy efficiency, packet delivery ratio, message latency,and
sensor buffer occupancy are presented. The analytical results
are validated using our own simulation model developed in
Aqua-Sim [4], an NS-2 [5] based network simulator, developed
by the University of Connecticut. A brief review of the related
work is given in Section II. The system model is presented
in Section III. The expressions used for analytical resultsare
developed in Section IV. Section V discusses the analytical
and simulation results. The paper is concluded in Section VI.

II. RELATED WORK

Several routing protocols have been developed for un-
derwater sensor networks, most of them suitable only for
connected networks. Vector Based Forwarding (VBF) is a
typical geographical routing protocol and Hop-by-hop Vector-
based forwarding (HH-VBF) [6] is its more energy-efficient
version, better suited for sparse networks. Both VBF and HH-
VBF do not support mobility-assisted data collection and they
require the network to be connected. Recently, considerable
effort has been devoted to developing architectures and routing
algorithms for DTNs and routing in DTNs is investigated by
Jain et al. [7]. Guo et al. have proposed an adaptive routing
protocol for UWSNs, considering it as a DTN [8]. Shah et al.
[3] have presented a three-tier architecture based on mobility
to address the problem of energy efficient data collection in
a terrestrial sensor network. The same architecture with an
enhanced analytical model has been presented by Jain et al. [9].
Energy analysis of routing protocols for UWSNs is presented
by Domingo [10] and by Zorzi et al. [11]. An M/G/1 queueing
model is used by He et al. [12] for mobility-assisted routing,
proposed for reducing and balancing the energy consumption
of sensor nodes. The use of controlled mobility for low energy
embedded networks has been discussed by Arun et al. [13].
AUV-aided routing for UWSNs is discussed by Yoon et al.
[14] and Hollinger et al. [15]. Polling-based scheduling inbody
sensor networks has been discussed by Motoyama [16] and the
usage of message ferries in ad hoc networks is considered by
Kavitha et al. [17].

The development of routing protocols for dense UWSNs
and the adaptation of DTN approaches for terrestrial sensor
networks have already been addressed, but the energy-efficient
data collection in resource-constrained sparse/disconnected
UWSNs has not been adequately investigated. Also, an analyt-
ical framework and the simulation environment for evaluating
the performance metrics of data collection in UWSNs will
be useful for designing application-oriented networks. Inthis
paper, we propose a mobility-assisted DTN scheme for data
collection in sparse UWSNs and propose techniques for pro-
viding support for delay-sensitive applications, by employing
multiple data collectors and introducing priority.

III. SYSTEM MODEL

We consider large and sparse underwater sensor networks
with possibly disconnected components and with mobile el-
ements used for data collection. The static sensors monitor
the underwater surroundings, generate data and store it in
the sensor buffer. They have limited non-rechargeable battery
power and they can communicate using acoustic links. Sen-
sors’ bulk data communications are limited to transferringdata
to a nearby mobile collector (MC), so as to reduce energy
consumption. Mobile Collectors are mobile entities with large
processing and storage capacity, renewable power, and the
ability to communicate with static sensors, BS and other MCs
(if any). As an MC moves in close proximity to (i.e., within
transmission range of) a static sensor, the sensor’s data is
transferred to the MC and buffered there for further processing.
The mobility of the MC can be either random or controlled.

The static sensors can request the service of the MC by
sending service request messages to the base station (BS) using
direct or ad hoc multi-hop communication. The service request
packet is assumed to be very short compared to data packets
and the former will contain location information of the node,
priority of application, and any other relevant information like
data rate or the delay-sensitivity of request. The BS will collect
the requests and based on the system load and the delay
requirements, it can decide the number of MCs needed and
the sequence of visiting the nodes by each MC. Accordingly,
BS will create one or more visit tables specifying the order of
visiting the nodes and schedule the required number of MCs
with a unique visit table assigned to each one of it. Each MC
will visit the sensor, collect the data generated and buffered
so far, and proceed towards the next node in the table and
this process is repeated. After one cycle is completed, it may
visit the BS and collect the updated visit table if it has been
modified by the BS during that cycle. The data is assumed to
have been successfully delivered once it has been collectedby
the MC.

Underwater Channel: If a tone of frequencyf and power
P is transmitted over a distancel, the received signal power
will be P/A(l, f), where the attenuation factorA(l, f) is the
sum of absorption loss and spreading loss. At shorter ranges,
spreading loss plays a proportionally larger role comparedwith
absorption loss. Spreading loss is frequency-independent, but
depends on the geometry. The SNR of an emitted underwater
signal at the receiver is expressed by the passive sonar equa-
tion [18] and the transmission loss or the attenuation factor
A(l, f) of an underwater acoustic channel for a distancel and
frequencyf is given by Eqn. 1 as [18]:

10 logA(l, f) = k 10 log l + l 10 log a(f) (1)

where the first term is the spreading loss and the second term
is the absorption loss. The spreading coefficientk = 1 for
cylindrical spreading (shallow water scenario) andk = 2 for
spherical case (deep water scenario). The absorption coefficient
can be expressed empirically, using the Thorps formula which
gives a(f) in dB/km for f in kHz as Thorp’s formula [18] is
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used to express the absorption coefficient as :

10 log a(f) =
0.11f2

1 + f2
+

44f2

4100 + f2
+

2.75f2

104
+ 0.003 (2)

The absorption coefficient increases rapidly with frequency
(typical values being 50 dB/km at 200 kHz and 320 dB/km at
1 MHz, thus imposing a limit on the maximal usable frequency
for an acoustic link of a given distancel (which may typically
vary from a few metres to a few kilometres).

IV. A NALYTICAL STUDY

In this section, we develop the necessary analytical expres-
sions, the numerical results of which are compared with the
simulation results in Section V.

A. Energy Efficiency

One important motivation for employing a mobile sink is
that it increases the lifetime of the network by balancing
the energy consumption of the sensor nodes. The energy
consumption of the static nodes alone is considered, since the
mobile node is assumed to be rechargeable or having much
higher initial energy compared to the static sensors. The energy
consumed by the static sensor nodes for sensing and processing
are negligible compared with that for underwater acoustic data
transmission, and hence we consider the energy consumption
for data transmission only. For a given target signal-to-noise
ratio SNRtgt at receiver, available bandwidthB(l), and noise
power spectral densityN(f), the required transmit power
Pt(l) can be expressed as a function of the transmitter-receiver
distancel [11]. If Pr is the receive power,L is the packet size
in bits,M is the number of packets transferred from the source
node to the destination andα is the bandwidth efficiency of
modulation, the energy consumption for the single hop data
transfer becomes

Ehop(l) =
M(Pr + P el

t (l))L

αB(l)
(3)

whereP el
t (l) is the electrical power (in watts) corresponding

to Pt(l) in dB reµPa. Compared toPr, P el
t is very large and

hence its contribution to the energy consumption of sensor
nodes is significant.

In order to assess the energy efficiency of the MC-based
DTN model, let us compare the energy overhead associated
with transferring one packet from the sensor to the BS us-
ing the ad hoc multi-hop approach and thestore-carry-and-
forward DTN approach.

AssumingN static sensor nodes randomly and uniformly
deployed over a circular area A of radius R as in [13], we can
calculate the minimum energy requirement of each node for
transferring one packet generated by each node to the sink at
the centre of the circular area, in the ad hoc multi-hop network.

If every static node with a transmission ranger and located
in the kth annulus of the circular area generates one packet,
then the minimum number of transmissions due to packets

originated from thekth annulus isMinTx(k) = N
A(k)

A
k,

where A(k) is the area of thekth annulus andk = 1 for
the innermost annulus. In the mobility-assisted data collection,
irrespective of the position of the nodes, each static node trans-
mits only the packets generated by it. Instead, in the case of
multi-hop architecture, if every node generates 1 packet each,
for a large value of N, on an average, the number of receptions
and transmissions to be undertaken by a node in annulusk will

be, respectively,NodeRx(k) =
A(k + 1)

A(k)
NodeTx(k+1) and

NodeTx(k) = 1 +
A(k + 1)

A(k)
NodeTx(k + 1), except for the

outermost annulus
(

k =
⌈

R
r

⌉)

where the corresponding values
are 0 and 1.

The above analysis shows the increased relaying overhead
of a sensor node with its proximity to the sink. If we define the
Energy Overhead Factor(EOF) of a node as the ratio of the
total number of transmissions from the node to the number of
transmissions corresponding to the packets originated at that
node, it is seen that all the sensor nodes have the same EOF
(equal to l with an error-free channel) in MC-based scheme,
while it is approximately equal toNodeTx(k) in multihop
network. High Energy Overhead Factorimplies low energy
efficiency.

B. Data Collection Latency

A polling model is used to investigate the delay performance
of MC-based data collection. In the basic polling model, a
single server visits (or polls) the queues in a cyclic order and
after completing a visit to queuei, the server incurs a switch
over period orwalk time [19]. The period during which the
server continuously serves queuei is called aservice period
of queuei and the preceding period is called theswitch over
period of queuei. Different service policies can be employed,
out of which theExhaustiveservice scheme is the optimal.
Mobile Collector and the static sensor buffers in our model
correspond to the single server and queues of the polling
model, respectively. Travel time of the MC to move from one
location to the next is modelled as thewalk timeand the time
spent at each location to transfer data from the near by sensor’s
buffer to the MC is modelled as theservice time.

Assuming Poisson arrival of packets at rateλ at each sensor
buffer, the offered load is given byρ = NλX , whereX is the
mean message service time. For system stability,ρ should be
less than 1. If the mean of the total walk time is denoted by
R, the mean cycle time of the MC is given by

E[C] =
R

1− ρ
(4)

Let X2 denote the second moment of the packet transfer
time and the MC travel time between two consecutive locations
be a random variable with mean and varianceW and W 2,
respectively. Under the assumption of symmetric queues and
exhaustiveservice, the mean waiting time of the packet in the
sensor buffer before the MC approaches it for data transfer can
be obtained as:
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Wq =
W 2

2W
+

NλX2 +W (N − ρ)

2(1− ρ)
(5)

Assuming that the static nodes are uniformly distributed in
the network, their locations can be treated as random points
in the square sensing field. The probability density function of
the distance between two arbitrary points in a unit square is
given by [12]fD(d) =






















2d(π − 4d+ d2) 0 ≤ d ≤ 1

2d[2sin−1( 1
d
)− 2sin−1

√

1− 1
d2

+ 4
√
d2 − 1− d2 − 2] 1 ≤ d ≤

√
2

0 otherwise

(6)

From this, if the MC moves at a constant velocity V, the
mean and the variance of the MC travel time between two
arbitrary points in a unit square area can be obtained as
0.4555/V and3.95/V 2, respectively.

The expected response time of a message, buffer size,
and number of messages in the system (in queue and in
service) areX + Wq, Wqλ, and (X + Wq)λ, respectively.
Using the parameters of data generation, data transfer, and
MC mobility, the delay performance of our system model is
evaluated. The controlled mobility of the MC gives better
performance compared to random mobility and hence the
former is recommended if the deployment permits.

The delay performance of the MC-based DTN scheme with
a single mobile element is not at all comparable with that of ad
hoc multihop network (of the order of several minutes for the
former, while a few seconds for the latter). Correspondingly,
the buffer requirement of static sensors is negligible in anad
hoc network, while it is considerably high in the MC-based
scheme.

C. Packet Delivery Ratio (PDR)

In the exhaustiveservice policy of polling scheme, all the
data generated at one sensor in onecycle timeis transferred in
one visit of the MC. The mean number of packets generated in
1 cycle time =λE[C]. Assuming sufficiently large buffer space
to avoid buffer overflow, ideal channel, and no MC failures,
the PDR will be 1. But practically, there exists a probability
that a node is not detected (or acontactdoes not occur) within
a reasonable time period. In such situations, the significance
of the data may be lost if the application is delay-sensitive, or
the data itself may be lost due to buffer overflow.

D. Performance Enhancement

To improve the delay and delivery performance of the
basic DTN scheme with a single MC, two techniques can be
employed: i) use of multiple mobile sinks or mobile collectors,
and ii) priority polling. In the first technique, more than one
mobile sink or mobile collectors are used, thus increasing the
effective service rate, thereby reducing the message waiting
time. In the second one, different priority is assigned to
different nodes (based on data generation rate, traffic class

etc) and the order and/or frequency of polling or visiting
the static sensor nodes is modified to account for the service
requirement. In both cases, the scheduling of MC(s) should
take into account the service demand, in terms of varying
network load, meeting deadline, or ensuring fairness.

1) Multiple Mobile Collectors: In our basic polling model,
there is only a single server, servicing a number of queues
in a cyclic manner, with a non-zero switch-over time. When
the number of mobile data collectors is increased, the model
is converted to a Multi Server Multi Queue (MSMQ) system
or multi server polling model, the exact analysis of which
is not available. Assuming independent mobile collectors,
symmetric Poisson-distributed data arrivals, independent and
identically distributedservice timesand walk timesand no
server clustering, an approximate expression for the mean
waiting time can be derived following the approach used in
[20]. If S is the number of MCs, to get the mean message
waiting time in the multiple MC case, the expression for mean
waiting time in single MC case as given by Eqn. 5 can be
modified by substitutingX/S, X2/S2, W/[S − (S − 1)ρ],
and W 2/[S − (S − 1)ρ]2 in place of, respectively,X, X2,
W , andW 2. Thus the mean waiting time in the multiple MC
situation becomes

Wq =
W 2

2W [S − (S − 1)ρ]
+

N
[

λX2

S
+ W (S−λX)

S−(S−1)ρ

]

2(S −NλX)
(7)

Compared to the basic single MC network, here the expected
waiting time and the sensor buffer occupancy decrease with the
number of serversS. Thus, the delay and delivery performance
is improved by the use of multiple data collectors, while energy
consumption and network lifetime are not affected, since the
number of transmissions and the range of transmission are not
changed by the use of more number of MCs.

2) Priority Polling: In practical situations, all the nodes may
not be generating data at the same rate and hence the earlier
assumption of symmetric queues may not be valid. When
the data generation rates among the static sensor nodes vary
considerably, it will be better to visit the nodes with higher
arrival rates more frequently, rather than following the cyclic
order. In cyclic polling, the server polls the queues in the order
Q1, Q2, ...., QN , Q1, Q2, ...., QN , .... In Periodic polling, the
server visits the queues in a fixed order specified by apolling
table in which each queue occurs at least once [21].

Consider the single server polling model with the difference
that the arrival rates at the queues are not equal, instead the
packet arrival intensity at sensori is λi, i 1,...N. The offered
load at sensori is ρi = λiXi, whereXi is the mean service
time at sensori. The total offered load in the networkρ =
∑N

i=1 ρi. The MC visits the sensors according to a periodic -
not necessarily cyclic - polling scheme. The approach followed
in [21] can be used to minimize the workload in the system
and to ensurefairnessamong the sensors by using optimum
visit frequencies. Forexhaustiveservice, assumingWi to be
the switch-over time from queuei − 1 to queuei, the visit
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frequency at nodei becomes

fexh
i =

√

ρi(1− ρi)/Wi
∑N

j=1

√

ρj(1− ρj)/Wj

(8)

Now, all the nodes are not visited equally in a cycle, instead
the nodes having more buffered data waiting for transmission
(due to higher arrival rate) will be visited more often than those
with less buffered data. Assume that sensori is visitedni times
in a cycle of the MC and these visits are spread as evenly as
possible. Considering the interval between two successiveMC
visits to a nodei as a sub cycle, the mean residual time of a
sub cycle ofi will be

ERSCi ∝
E[C]

ni

(9)

whereE[C] is the mean time for one complete visit cycle of
the MC according to the polling table. Now the mean waiting
time at nodei will be [21]:

(Wq)i ∝ (1− ρi)
E[C]

ni

(10)

which shows that the sensor nodes with high data generation
rates (having high values ofρi and ni) get better treatment
and majority of the generated packets get good treatment, in
terms of waiting time and buffer requirement.

V. A NALYTICAL AND SIMULATION RESULTS

Extensive simulations have been done to validate our ana-
lytical results using the NS-2 based network simulator for un-
derwater applications, Aqua-Sim. It is an event-driven, object-
oriented simulator written in C++ with an OTCL (Object-
oriented Tool Command Language) interpreter as the front-
end. We have incorporated in it, the DTN concepts of bea-
coning,contactdiscovery andstore-carry-and-forwardand the
polling based (exhaustiveservice) data collection.
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Figure 1. Hop Energy Consumption for varying hop length and bandwidth

Assuming tunable transmit powerPt, receive powerPr fixed
at 0.075 W, and packet lengthL fixed to 400 bits [4], the
effect of hop length, target SNR, and channel bandwidth on
per-hop energy consumption as expressed by Eqn. 3 is plotted
in Fig. 1 for shallow water environment. Decreasing the source
to sink distance reduces the transmission loss and increasing

the bandwidth reduces the time required for transmission.
Both situations lead to reduced transmit energy consumption,
thus validating the suitability of short range communication in
energy-constrained environments.
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Figure 2. Transmit Energy Overhead of static sensor nodes with multi-hop and
MC-based schemes for different PERs

Assuming static sensor nodes having transmission range
250m uniformly distributed in the area of radius 1000m, the
variation of theEnergy Overhead Factor(defined in Section IV
A) with proximity to the sink, in multi-hop routing is illustrated
in Fig. 2. Due to the increased relaying overhead, the nodes
nearer to the sink will deplete their battery power soon. The
impact of packet error rate (PER) due to non ideal channel is
also shown in this figure. If we define the lifetime of a network
as the timespan till the first node dies due to energy depletion,
it is evident that the use of mobile elements for data collection
leads to enhanced lifetime of the network due to reduced and
balanced energy consumption among the sensor nodes.
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Figure 3. PDR with multi-hop and MC-based data collection

The variation of packet delivery ratio with node density
is shown in Fig. 3. Assuming infinite buffer size and no
communication errors, ideally the packet delivery ratio should
be 1 for the DTN data collection scheme irrespective of
the number of nodes in the network. For ad hoc multi-hop
network, delivery ratio is very small for low node density
due to end-to-end connectivity issues. As the node density
is increased, PDR increases initially and finally reaches a
maximum value. It then remains almost constant if only one
node is transmitting, but starts reducing due to packet collisions
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if multiple nodes are transmitting. For the DTN scheme,
delivery ratio is independent of node density. Hence, it is the
ideal one for sparse networks and heavy traffic environments,
provided the network lifetime and successful data deliveryare
of prime concern and the application is not time-critical. If the
sensors are not equipped with sufficient buffer space to avoid
buffer overflow at high loads, packets are dropped and PDR
is reduced.
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Figure 4. Variation of Mean Waiting Time

The mean waiting time for different values of data gener-
ation rate and different speeds of the single MC is plotted
in Fig. 4, considering the controlled motion of the mobile
sink in a square area of size 1000m× 1000m with 10 nodes
randomly and uniformly distributed in this area. The sensors
are equipped with sufficient buffer space so that packets arenot
lost due to buffer overflow. The mean waiting time increases
with the packet arrival rate and decreases with the speed of the
MC. Analytical and simulation results show close agreement,
validating the suitability of our model. Fig. 5 shows the
variation of the mean buffer occupancy with varying load and
MS speeds for the same scenario. The buffer space requirement
also increases with the input load and decreases with MC
speed.
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Fixing the packet size to be 50 Bytes, and data rate 10 Kbps,
the impact of the speed and number of MCs on the delay
performance is also studied and plotted in Fig. 6. Since it not
practical to have MC speeds above 20 m/s, use of multiple

MCs is to be adopted for heavy traffic environments, delay-
sensitive applications, and very limited sensor buffer situations.
Also, the performance gain obtained by using 3 MCs over 2
MCs is much less compared to that obtained by using 2 MCs
over a single one.
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Figure 6. Mean Waiting Time with Multiple MCs

With priority polling, assuming 10 sensor nodes randomly
and uniformly distributed in an area of size1000m× 1000m,
generating packets (of size 50 bytes) at four different rates,
a single MC moving at 15 m/s, and having a data rate 10
kbps, Table I gives the visit frequency and the mean waiting
time for different packet arrival rates. Based on the simulation
for a fixed finite amount of time, the percentage of packets
missed due to the MC not arriving in time is also noted. As

TABLE I. MEAN MESSAGE WAITING TIME AT DIFFERENT NODES

Arrival Rate Visit Freq. Waiting Time Miss Ratio
(Pkts/min) (Percentage) (Minutes) (Percentage)

0.01 1.53 22.37 71.25
0.1 5.10 17 57.42
1.0 16.58 12.43 13.10
2.0 23.7 11.47 1.01

the packet generation rateλi at nodei increases, the input
load ρi, the number of sub-cyclesni, and the visit frequency
fi increase, while the mean waiting time(Wq)i decreases. Due
to the unequal visit frequency at different nodes, the percentage
of packets collected by the MC within a finite simulation time
is also not equal (more at high data rate nodes and less at low
data rate nodes). Thus by reducing the unnecessary travels
to the low data rate nodes, the overall system utilization is
improved and majority of packets will be serviced within a
reasonable waiting time.

VI. CONCLUSION

The suitability of a mobility-assisted framework for energy-
efficient data collection in sparse underwater acoustic sensor
networks has been investigated in this paper. The mobility-
assisted data collection improves energy efficiency and deliv-
ery ratio at the cost of increased latency and hence it is more
suited for sparse or disconnected networks and in situations
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where network lifetime is more important than message delay.
For applications which are delay sensitive but not critical,
techniques like multiple mobile collectors and priority polling
have been found to improve the delay performance. The basic
DTN framework having a single mobile sink and cyclic polling
and the enhanced one having multiple mobile collectors and
priority polling have been implemented in the NS-2 based
network simulator, thus enhancing the scope for further re-
search in this area. The enhanced model has been found to
support delay-sensitive applications and optimize the delay and
delivery performance.
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Abstract— In this paper, Non-Binary Rate-Compatible 
Punctured Low Density Parity Check (NB RCP LDPC) code is 
designed over the extended Galois Field. The designed NB 
RCP LDPC code is applied to the type II Hybrid Automatic 
Repeat reQuest (HARQ) with Decode and Forward (DF) relay 
on Multiple Input Multiple Output (MIMO) Single 
Carrier-Frequency Division Multiple Access (SC-FDMA) 
up-links. The designed code enables us to decrease the coding 
rate with incremental redundancy for each retransmission in 
HARQ. The retransmission is done from the DF relay after the 
successful decoding in the relay. We have verified through 
computer simulations that the proposed type II HARQ scheme 
with DF relay greatly improves the throughput and average 
retransmission characteristics compared with the scheme 
without DF relay. Multiple relay cases are also considered. 

Keywords-NB RCP LDPC code; Hybrid-ARQ; Decode and 
Forward Relay; MIMO SC-FDMA; Symbol-LLR. 

I. INTRODUCTION 
An LDPC code which suits the flexible coding rate 

design and has the high error correcting capability through 
iterative decoding can be constructed on arbitrary extended 
Galois field. The Non-Binary (NB) LDPC code constructed 
on extended Galois field generally exhibits the better BER 
performance than the binary LDPC codes [1][2]. There also 
exist Rate-Compatible Punctured (RCP) LDPC codes with 
variable coding rate obtained by properly puncturing the 
mother LDPC code [3]. The RCP LDPC codes enable us to 
use the same decoder as the mother code and suit the ARQ 
error correcting schemes [4] with the incremental 
redundancy. By combining the NB LDPC codes with the 
RCP codes, the NB RCP LDPC codes were designed and 
the designed NB RCP LDPC codes were applied to the type 
II HARQ [5]. On the other hand, the Decode and Forward 
(DF) relay schemes [6] are useful for HARQ schemes. By 
using the DF relay, the source node can be replaced by the 
relay, once the relay correctly decodes the LDPC encoded 
packet from the source. This replacement from the source to 
the relay effectively reduces the number of retransmissions 
and improves the throughput. The NB RCP LDPC coded 
type II HARQ with DF relay is applied to the 
MIMO-OFDM modulation in [7]. The incremental 
redundancy in HARQ with DF relay is especially suited to 
the up-link transmission like in Long Term Evolution (LTE) 
or 4G. Due to the necessities of low Peak to Average Power 
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Ratio (PAPR) and the high power efficiency in the 
amplification, MIMO SC-FDMA [8] is usually adopted to 
the up-links in cellular networks. Among SC-FDMA, 
interleaved SC-FDMA is especially useful because of its 
very low PAPR nature and excellent frequency diversity 
effect [8]. In [9], NB LDPC coding with NB repletion codes 
is applied to multiple relay case for flat fading channel. 
However, the application of NB RCP LDPC codes to 
MIMO interleaved SC-FDMA with multiple DF relays has 
not been reported yet. In this paper, we have investigated 
the NB RCP LDPC coded type II HARQ with DF relays on 
MIMO interleaved SC-FDMA up-links. We have verified 
through computer simulations that the proposed up-link 
scheme greatly improves the throughput and the average 
number of retransmission characteristics compared with the 
case of no DF relay. Moreover, we considered multiple 
relay cases, i.e., serial or parallel arrangement of two relays. 

The paper is organized as follows. In Section II, RCP 
LDPC code is introduced. In Section III, NB LDPC coded 
Type II HARQ scheme is described. In Section IV, we 
propose the DF relaying scheme. In Section V, we present 
the symbol LLR generation in interleaved SC-FDMA 
demodulation. In Section VI, computer simulation results 
are shown. The paper concludes with Section VII. 

II. RCP LDPC CODE 
The encoding and decoding procedure of RCP LDPC 

code is as follows. We call the code before puncture and the 
code after puncture as the mother code and the punctured 
code, respectively. In RCP LDPC code, the encoder and 
decoder of mother code can also be applied to the punctured 
code. When the parity check matrix of mother code is given 
by ( )M M Nn n×H  and the generator matrix by ( )N KM n n×G  
with ( )K N Mn n n= − , the coding rate of mother code 
becomes (1 / ) /M M N K NR n n n n= − = . The coding rate after 
the puncture of Pn  symbols from the mother code is given 
by ( )E K N PR n n n= −∕ . We denote the message vector as 

1 2( , , , )
Knm m m= …m , the code word of mother code as 

1 2( , , , )
NM M Mnc c c= …MC , the index of position to be punctured 

as 1 2( , , , )
Pnp p p= …P  and the code word of punctured code 

as 1 2( , , , )
PP P PnP c c c=C  . The encoding procedure is first to 

generate the mother code by =M MC mG  which is 
systematic, and next, to puncture the position using P  to 
obtain PC . The decoding procedure is to produce the  

On Type II Hybrid-ARQ with Decode and Forward Relay using Non-Binary 
Rate-Compatible Punctured LDPC Code on MIMO SC-FDMA up-link 
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symbol LLR from the receive signal and it is fed to the 
mother code decoder as the initial value for the sum-product 
algorithm. The symbol LLR for the position P  is initially 
set to 0, because there is no available symbol LLR 
corresponding to the position P . 

III. NB RCP LDPC CODED TYPE II HARQ SCHEME 
In Fig. 1, we show the transmitter and receiver block 

diagram of NB RCP LDPC coded Type II HARQ using 2×2 
MIMO SC-FDMA. At the transmitter, the data bits are 
firstly encoded by the Cyclic Redundancy Check (CRC)-16 
error detecting code and secondly encoded by the NB 
LDPC code on GF(4) or GF(16). The encoded LDPC code 
word is divided into the transmission packets and they are 
modulated by QPSK or 16QAM depending on GF(4) or 
GF(16), respectively. Matching GF( )Q  to the modulation 
level Q  is preferable in calculating the symbol LLR and 
reduces the complexity compared with the use of bit LLR 
calculation. The modulated QAM symbols are then N-point 
FFT transformed at each antenna stream and the subcarrier 
mapping is done to make the interleaved SC-FDMA 
spectrum as shown in Fig. 2. The interleaved spectrum is 
then M-point IFFT transformed, where M U N= ×  and U  
is the number of users. Cyclic Prefix (CP) is added to the 
time domain complex samples of an IFFT block. After the 
interpolation filtering and the up-conversion to carrier 
frequency, the RF signal is transmitted from each antenna. 
At the base station, after the down-conversion to baseband 
and the sampling, CP is removed and the M-point FFT is 
done to obtain the frequency domain signal. The frequency 
domain signal is then subcarrier-de-mapped to aggregate 
the interleaved spectrum of each user back to the N sample 
spectrum again. The Frequency Domain Equalization 
(FDE) is made to compensate the channel frequency 
response and separate the multiple spatial streams of each 
user. The FDE weight ( )u iG  in MMSE criterion is 
expressed as 

{ } 12( ) ( ) ( ) ( )
T

H H
u u u u T ni i i i n σ

−
= +G H H H I      (1) 

where ( )u iH  is T Tn n×  channel matrix at subcarrier i  of 
user u , Tn  is the number of transmit antennas, 2σ  is the 
noise variance of each subcarrier and 

TnI  is the identity 
matrix of size Tn . After the FDE, N-point IFFT is made to 
obtain the time domain signal of each stream in each user. 
The symbol LLR defined in section V is then calculated and 
fed to the NB LDPC decoder. Using Sum-Product 
Algorithm (SPA), the LDPC code word is decoded and the 
hard decision is made to obtain the data bits. The dada bits 
are then CRC-checked. NACK or ACK is returned to the 
transmitter of each user corresponding to the error or no 
error detection. 

In type II HARQ, like in Fig. 3, at the first transmission, 
only uncoded information symbols are transmitted, and at 
the second transmission and after, the parity check symbols 
are retransmitted at the incremental redundancy policy. 
Accordingly, when the channel condition is good, the first 
uncoded transmission is successful enough and it achieves 
high throughput. On the other hand, when the channel is 
bad, by decreasing the coding rate at each retransmission, 
the error correction capability increases gradually. The 

generation of RCP LDPC code is done only once at the 
transmitter and there is no need of regeneration of code 
word when the coding rate is decreased. Therefore there is 
no increase of complexity of RCP LDPC code compared 
with the fixed rate LDPC code. Also at the receiver side, the 
complexity of RCP LDPC decoder does not increase 
compared with the fixed rate LDPC decoder, because the 
same and only one LDPC decoder can be used for various 
coding rates of RCP LDPC code. 
 

  

 
Fig. 1 Transmitter and receiver structure of NB RCP LDPC coded type II 

HARQ scheme using 2×2 MIMO interleaved SC-FDMA 
 

 
Fig. 2 Sub-carrier mapping in interleaved SC-FDMA 

(Red, yellow, green and blue spectrum show the subcarriers of  
user 1, user 2, user 3 and user 4, respectively.) 

 

 
Fig. 3 Division of an LDPC code word into transmission packets 
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IV. DECODE AND FORWARD RELAYING SCHEME 
The Decode and Forward relay model is shown in Fig. 4. 

We consider the relay arrangement where the relay locates 
at the middle point between the source (transmitter at each 
user) and the destination (receiver at base station). 

 
Fig. 4 DF (Decode and Forward) relaying model 

 
At the first transmission, the source broadcasts the 

uncoded information packet to the relay and destination 
simultaneously. The relay and destination independently 
detect the transmission errors using CRC-16 code. The 
relay and destination independently return (broadcast) ACK 
or NACK to the source. This ACK or NACK is shared 
among source, relay and destination. If the destination 
returns ACK, the transmission finishes at the first 
transmission and this condition is equivalent to no relay. 
Otherwise, retransmission is made. The source sends parity 
check packets with incremental redundancy. The relay and 
destination receive the parity check packet and combine it 
with already received packet. The LDPC decoding and 
CRC error detection is done both at relay and destination. 
ACK or NACK is returned and shared among source, relay 
and destination. At this point, if destination returns NACK 
but relay does ACK, then the relay sends the parity check 
packet hereafter instead of source, i.e., the source is 
replaced by the relay which locates closer to destination. 
The transmission from relay to destination is more 
successful than source to destination due to the near 
distance between relay and destination. Also, as the source 
and relay do not simultaneously retransmit the parity check 
packet, the total transmission power is the same between 
with and without relay. This saves the total transmit energy 
in the case where the same power as source is allocated to 
the relay. 

Next, we consider the two relay cases where two relays 
are allocated in a serial or parallel manner as shown in Fig. 
5(b) or (c), respectively. Fig. 5 (a) is the arrangement of 
single relay already discussed. In Fig. 5 (b), two relays are 
allocated in the middle point between source and 
destination in parallel. In Fig. 5(c), relay 1 and relay 2 are 
allocated serially with equal distance interval between 
source and destination. When the power attenuation 
exponent is given by α  and the distance between source 
and destination is defined as 1, the relay at the middle point 
between source and destination in Fig. 5 (a) and (b) receives 
2α  times more power than the direct link between source 
and destination. Similarly, the relay 1 and relay 2 in Fig. 5 
(c) receives 3α  times more power than the direct link. 

 
Fig. 5 DF relay arrangement in case of multiple relays 

 

V. SYMBOL LLR GENERATION IN MIMO INTERLEAVED 
SC-FDMA DEMODULATION 

The received signal in time domain after N-point IFFT 
in Fig. 1 is expressed as 

22, 1, , (1 / 2) { }k k k k ky h x n k N E nx= + = = ⋅      (2) 
where kh  is the complex gain for the symbol kx  after the 
equalization and spatial de-multiplexing, and 2ξ  is the 
variance of receive noise. When the modulation level of 
QAM is given by Q  and the probability of occurrence of 
Q  symbols are all equal, i.e., 1( ) ( ) 1/Qp s p s Q= = = , the 
symbol LLR is defined and calculated as 
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VI. COMPUTER SIMULATION RESULTS 
The BER characteristics of NB RCP LDPC code for 

each coding rate on GF(4) or GF(16) are examined. The 
simulation conditions are listed in the shaded area in Table I 
and the simulation results are shown in Fig. 6 and Fig. 7. 
C++ language is utilized for programming. We can see that 
each punctured code having different coding rate is 
obtained from the mother code with rate 1/2. Each 
punctured code shows the BER characteristics 
corresponding to its coding rate. 

Next, from Fig. 8~Fig. 15, we show the throughput and 
the average number of retransmission characteristics of NB 
RCP LDPC coded type II HARQ on 2 × 2 MIMO 
interleaved SC-FDMA. We have shown the simulation 
results for the single relay case of Fig. 5 (a) in Figs. 16 and 
17 and the serial two relay case of Fig. 5 (c) in Figs.9, 11, 
13, 15, 16 and 17. The simulation conditions are also listed 
in Table I. 

When QPSK modulation is employed, one GF(4) LDPC 
mother code word is divided into 16 packets. As the coding 
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rate of mother LDPC code is 1/2, the former 8 packets 
contain only information symbols and the latter 8 packets 
consist of parity check symbols. For the 1st transmission, 8 
information packets are transmitted from two antennas. For 
the 2nd retransmission and after, two parity check packets 
are retransmitted at each retransmission resulting in 
lowering the coding rate at receiver from 4/5 to 4/6, 4/7, 4/8. 
After all the parity check packets are retransmitted and the 
coding rate at destination reaches 1/2, if error is still 
detected at destination, the same RCP LDPC code 
transmission is repeated two times and each time the 
symbol LLR’s are summed up at destination by symbol 
LLR addition. Thus, the total 3 transmissions of RCP LDPC 
code word are done before the final discard of RCP LDPC 
code in case of failure of error correction at destination. 

As a comparative scheme, we also considered the LDPC 
coded type I HARQ scheme where the coding rate is fixed 
for each retransmission. The maximum number of 
retransmissions is limited to 15 and the symbol LLR 
addition is employed at the destination. For QPSK and 
GF(4), the throughput characteristics and the average 
number of retransmission characteristics are shown in Fig. 8 
and Fig. 9 and in Fig. 12 and Fig. 13 respectively. 

When 16QAM modulation is employed, one GF(16) 
LDPC mother code word is divided into 8 packets. The 
former 4 packets contain only information symbols and the 
latter 4 packets consist of parity check symbols. The coding 
rate decreases from 2/3 to 2/4 at each retransmission. After 
all the packets are retransmitted and the coding rate at 
destination reaches 1/2, if error is still detected at 
destination, the same RCP LDPC transmission is repeated 3 
times in total, which is the same as the case of QPSK 
modulation as mentioned in the above. For 16QAM and 
GF(16), the throughput characteristics and the average 
number of retransmission characteristics are shown in Fig. 
10 and Fig. 11 and in Fig. 14 and Fig. 15, respectively. 

For the two serial relay case, we also show the 
throughput and the average number of retransmission 
characteristics in Fig. 16 and Fig. 17, respectively. 

Regarding the simulation results, we first compare the 
type I HARQ with the type II HARQ. The throughput 
characteristic of type I HARQ saturates in the high average 

0/bE N  region, because the coding rate is fixed. As the 
coding rate of type I HARQ increases, the throughput also 
increases in the high average 0/bE N  region. On the other 
hand, the throughput of type II HARQ approaches to 4 
(bps/Hz) and 8 (bps/Hz) in case of QPSK and 16QAM, 
respectively, in the high 0/bE N  region. This is because 
type II HARQ can change the coding rate adaptively and it 
can use the coding rate of 1 for high SNR region. The slight 
decrease of throughput in type II HARQ is due to the use of 
CRC-16 error detection code. We also observe that for 
entire 0/bE N  region, the throughput of type II HARQ is 
optimized and is superior to type I HARQ. However, the 
average number of retransmission of type II HARQ is 
worse than type I HARQ. This is because parity check 
packets are sent sequentially with several time slots in type 
II HARQ, while the parity check packet is sent at a time in 
type I HARQ. 

Next, we compare the case with relay and without relay. 
When the average 0/bE N  is high, the throughput with 
relay is the same as without relay. This is because, both in 
the case with relay and without relay, the average number of 
retransmission is almost 0 for the high average 0/bE N  
region, and there makes no difference between the two. On 
the other hand, when the average 0/bE N  is low, we see 
that the throughput and the average number of  

TABLE I.  SIMULATION CONDITIONS OF NB RCP LDPC CODED TYPE 
II HARQ WITH DF RELAY ON 2×2 MIMO INTERLEAVED SC-FDMA 

NB 
LDPC 
mother 
code 

Size of Galois field GF(4) GF(16) 
Size of parity check 

matrix (512,1024) (256,512) 

Average weight (2.66,5.32) (2.41,4.82) 
Coding rate 4/8 2/4 

Punctured 
code 

Information bit length 1024 

Coding rate 4/4,4/5,4/6, 
4/7,4/8 2/2,2/3,2/4 

Max SPA iteration 20 
Number of users U 4 

Transmit and receive antennas 2×2 
modulation QPSK 16QAM 

Number of subcarriers / user N = 64 
Number of total subcarriers M = 256 

CP length ( sT :QAM symbol length) 16 ( / 4) 4s sT T× =  

Channel model between each 
transmit and receive antenna 

Quasi-static Rayleigh fading 
with 16 delay paths having 

equal average power 
Interval of delay paths / 4sT  

Channel State Information Known at receiver 
Error detecting code CRC-16 

Power attenuation exponent 𝛼= 3 
 

 
Fig. 6 BER characteristics of NB RCP LDPC GF(4) code using 2 2×  

MIMO interleaved SC-FDMA (QPSK)  

 
Fig. 7 BER characteristics of NB RCP LDPC GF(16) code using 2 2×  

MIMO interleaved SC-FDMA (16QAM) 
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Fig. 8 Throughput characteristics of NB GF(4) RCP LDPC coded type II 

HARQ scheme with incremental redundancy and type I HARQ with fixed 
coding rate (without relay, 2 2× , QPSK)  

 
Fig. 9 Throughput characteristics of NB GF(4) RCP LDPC coded type II 

HARQ scheme with incremental redundancy and type I HARQ with fixed 
coding rate (with 2 serial relays, 2 2× , QPSK)  

 
Fig. 10 Throughput characteristics of NB GF(16) RCP LDPC coded type II 
HARQ scheme with incremental redundancy and type I HARQ with fixed 

coding rate (without relay, 2 2× , 16QAM)  

 
Fig. 11 Throughput characteristics of NB GF(16) RCP LDPC coded type II 
HARQ scheme with incremental redundancy and type I HARQ with fixed 

coding rate (with 2 serial relays, 2 2× , 16QAM) 

 
Fig. 12 Average number of retransmission of NB GF(4) RCP LDPC coded 

type II HARQ scheme with incremental redundancy and type I HARQ 
with fixed coding rate (without relay, 2 2× , QPSK) 

 

 
Fig. 13 Average number of retransmission of NB GF(4) RCP LDPC coded 

type II HARQ scheme with incremental redundancy and type I HARQ 
with fixed coding rate (with 2 serial relays, 2 2× , QPSK) 

 

 
Fig. 14 Average number of retransmission of NB GF(16) RCP LDPC 
coded type II HARQ scheme with incremental redundancy and type I 

HARQ with fixed coding rate (without relay, 2 2× , 16QAM) 
 

 
Fig. 15 Average number of retransmission of NB GF(16) RCP LDPC 
coded type II HARQ scheme with incremental redundancy and type I 
HARQ with fixed coding rate (with 2 serial relays, 2 2× , 16QAM) 
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Fig. 16 Comparison of throughput characteristics of NB GF(16) RCP 

LDPC coded type II HARQ scheme with incremental redundancy for three 
relay arrangements ( 2 2× , 16QAM)  

 
Fig. 17 Comparison of average number of retransmission of NB GF(16) 

RCP LDPC coded type II HARQ scheme with incremental redundancy for 
three relay arrangements ( 2 2× , 16QAM) 

 
retransmission characteristics with relay are much better 
than the ones without relay. This is because for low average 

0/bE N  region, although the destination frequently fails to 
decode the code word correctly, the relay succeeds in 
decoding with high probability. Accordingly, as the 
retransmission is executed from the relay to the destination 
instead of the source to the destination, the probability of 
successful decoding at destination is increased. We also 
observe that when the number of average retransmission is 
greater than 0, i.e., the retransmission is done and the total 
number of transmission is more than 2, the throughput with 
relay is largely improved compared with the one without 
relay. This improvement happens below 0/ 20 (dB)bE N ≈  
for GF(4) and QPSK in Figs. 8,9,12 and 13, and below 

0/ 25 (dB)bE N ≈  for GF(16) and 16QAM in Figs. 10,11,14 
and 15. 

As for the relay arrangements in Fig. 5, from Fig. 16 
and Fig. 17, we see that the throughput and the average 
number of retransmission characteristics for the serial 
arrangement in Fig. 5 (c) show the best. The parallel 
arrangement in Fig. 5 (b) exhibits almost the same 
performance as the one relay case in Fig. 5 (a). This 
observation comes from the fact that the receive power at 
relay or destination in the serial arrangement becomes 
larger than the parallel arrangement. 

VII. CONCLUSIONS AND FUTURE WORKS 
In this paper, assuming the up-link transmission in cellar 

wireless networks, we have investigated the throughput and 
the average number of retransmission characteristics of the 
proposed NB RCP LDPC coded type II HARQ with DF 
relays using MIMO interleaved SC-FDMA. We have 
verified the effectiveness of the proposed scheme through 
computer simulation. In the proposed scheme, for the first 
transmission, only uncoded information packet is 
broadcasted to both for relay and destination. If error is 
detected at destination, parity check packets are 
retransmitted for the 2nd and the subsequent retransmission. 
The error correction decoding is done both at relay and 
destination. When the destination fails in decoding, but the 
relay succeeds, the relay replaces the source hereafter. The 
relay retransmits the remaining packets instead of source. 
The destination receives the parity check packets with 
incremental redundancy till the coding rate reaches 1/2. We 
made clear that by using DF relay the throughput and the 
average number of retransmission characteristics are 
improved for low receive SNR region. We also clarified that 
two DF relays serially arranged between source and 
destination improve the characteristics further. MIMO 
interleaved SC-FDMA seems to be a promising candidate 
for up-link transmission in 4G and after 4G, because of its 
low PAPR and frequency diversity effect. Considerations on 
other channel models among nodes, the improvement of 
BER characteristic of MMSE nulling receiver in SC-FDMA, 
etc., will be future studies. 
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Abstract—Device-to-Device (D2D) communications underlying 
cellular networks enhance the network capacity and spectrum 
efficiency, but make interference situation more complicated. 
In this paper, we concentrate on managing the interference 
between D2D communications and cellular networks at cell 
edge when sharing channel resources. First of all, a scheme 
based on interference-suppression-area (ISA), which contains 
downlink part and uplink part, is proposed to classify the 
strength of interference between D2D user equipments (UEs) 
and cellular user equipments (CUEs). Secondly, power control 
and resource allocation are processed to reduce mutual 
interference inside ISA. Finally, the range of ISA is discussed, 
which influences the system performance heavily. The 
simulation results show that this interference management 
scheme significantly improves system performance, and the 
optimal system performance can be obtained by adjusting the 
range of ISA. 

Keywords-Device-to-Device (D2D); interference management; 
cellular networks 

I.  INTRODUCTION 

The development of mobile communications puts 
forward higher requirements on transmission rate, spectrum 
efficiency and network capacity. While radio frequency 
resources are quite limited, it has become a research hotspot 
to find efficient ways to fully utilize the channel resources. 
Because of the remarkable spectrum efficiency, D2D 
communications are considered as a promising solution to 
solve these problems. 

Under the control of base station (BS), D2D 
communications underlying cellular networks can obtain the 
required frequency resources and transmit power, share 
resources with CUEs and improve spectrum efficiency. In 
addition, D2D communications reduce the burden of cellular 
networks, increase the system throughput, reduce the power 
consumption of the mobile terminal and increase the bit rate, 
etc. [1][2]. 

However, resources sharing between D2D 
communications and cellular networks will cause additional 
interferences [3]. It is likely to assign orthogonal or 
nonorthogonal channel resources to D2D links and cellular 
links. Orthogonal resources are safe but wasted. 
Nonorthogonal resources cause interferes but improve 

spectrum efficiency. Due to limited frequency resources, the 
nonorthogonal channel resources are more practical to be 
considered. 

In nonorthogonal resources sharing mode, BS can adopt 
various resource allocation strategies with different gains and 
complexities. Random resources allocation is a simple way 
and the interferences between D2D communications and 
cellular networks are also random. Another simple way is 
that BS allocates the resources used by the CUEs which are 
far away from the D2D pairs. This method can make the 
interference between D2D communications and cellular 
networks as small as possible. 

At cell edge, the interference between BS and D2D UEs 
is weak, because of pathloss. Hence, there are two main 
interferences existing in the system. In downlink, the 
interference from the D2D transmitting user equipment 
(TUE) to the CUEs around it, and in uplink, the interference 
from surrounding CUEs to the D2D receiving user 
equipment (RUE). 

Some efforts have been taken to overcome the 
interferences when D2D communication underlying cellular 
networks [4-8]. In [4], the problem of interference 
management for D2D communications where multiple D2D 
users coexist with one cellular user was discussed. To 
optimize the transmit power levels of D2D users to 
maximize the cell throughput while preserving the SINR 
performance for the cellular user, the authors investigated the 
availability of the instantaneous or average channel state 
information (CSI) at the base station and studied the trade-
off between the signaling overhead and the overall system 
performance. In [5], an interference avoiding scheme for 
D2D communications was proposed when frequency is 
persistently allocated, which did not allocate subchannels 
that nearby cellular users currently use via overhearing signal 
power of uplink cellular users and calculating the 
interference in the frequency domain. It is noticed that some 
researches utilized the interference limited area to manage 
the interference. In [6], the mutual interferences between 
D2D communications and cellular networks were restricted 
under the constraints by adopting the interference limited 
area control method in downlink. Simulation results showed 
that the proposed scheme can significantly improve the total 
capacity of cellular and D2D communication, in addition to 
suppressing the mutual interferences. In [7], the authors 
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proposed a δD-interference limited area control scheme to 
manage the interference from cellular networks to D2D 
communication while exploiting the same uplink resources. 
The results indicated that the system capacity can be 
improved only at a small cost of cellular communication 
performance. In [8], D2D communication underlying a 3GPP 
LTE-Advanced cellular network was considered and an 
interference limited local area scenario was used in system 
simulation. The results showed that D2D communication in 
this scenario increased the total throughput. However, these 
works didn’t clarify the relationship between system 
performance and the range of the area. Actually, the area 
range has a great influence on system performance. 

In this paper, an interference management scheme based 
on ISA is proposed to manage the interference between D2D 
communications and cellular networks. Firstly, the whole 
area can be divided into two parts by interference strength. 
The area with strong interference in downlink and uplink is 
defined as ISA. Then power control and resources allocation 
are applied to decrease the strong interference. Furthermore, 
the range of ISA is discussed. It is analyzed that the optimal 
system performance can be obtained by adjusting the range 
of ISA. 

The rest of the paper is organized as follow. In Section II, 
the D2D communications underlying cellular networks is 
described and the interference problem is formulated. In 
Section III, the interference management scheme based on 
ISA is discussed in details. The simulation results are 
presented and analyzed in Section IV. The main conclusions 
are drawn in Section V. 

II. SYSTEM MODEL 

A. System Model 
The system model considered in this paper is a cellular 

network with D2D communication underlying it and sharing 
resources with cellular links as depicted in Fig.1. There are 
M CUEs uniformly distributed in the cell and one D2D pair 
located at the cell edge. In downlink, BS transmits signals to 
CUEs, and in uplink, CUEs transmit signals to BS. The TUE 
transmits signals to the RUE and the maximum distance 
between them is D. 

 
Figure 1.  System model of D2D communication underlying cellular 

systems. 

BS allocates channel resources and controls transmit 
power to cellular links and the D2D link. It is assumed that 
channels are orthogonal, and the interference only exists in 
intra-channel due to the channel sharing of the D2D 

communication and the cellular communications. Given that 
all channel resources, both uplink and downlink channel 
resources, have already equally allocated to CUEs and the 
number of channel resources equals the number of CUEs M, 
i.e., M uplink channel resources and M downlink channel 
resources. The D2D pair is allowed to share multiple 
resources, both downlink and uplink channel resources, with 
CUEs. 

The channel considered in this paper is modeled as 
Rayleigh fading channel, and thus the channel response 
follows the independent complex Gaussian distribution. 
Besides, the distance-dependent path loss model is used to 
measure the signal power transmission loss. The channel 
gains contain the pathloss and the normalized small-scale 
fading, and we use GBS,UEk(RUEk), GUEk,BS(RUE), and 
GTUEk,RUE(BS,UEk) to respectively represent the channel gains 
from BS to the k-th CUE (or the RUE) on the k-th channel 
resource, the channel gains from the k-th CUE to BS (or the 
RUE), and the channel gains from the TUE to the RUE (or 
BS, the k-th CUE) on the k-th channel resource. 
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where PLi,j is the pathloss from i to j, and hi,j is the 
corresponding small-scale fading. 

B. Problem Formulation 
In downlink, BS transmits signals to CUEs and the TUE 

transmits signals to the RUE. Accordingly, CUEs suffer 
from interferences caused by the TUE and the RUE is 
disturbed by BS. 

We denote the situation of sharing resources between the 
D2D pair and cellular links in downlink by array rd(M), 
where rd(k) = 1 implies that the D2D pair shares the same 
resources with the k-th cellular link, and rd(k) = 0 implies 
that they don’t share the same resource. 

The SINR of the k-th CUE can be represented as: 

 , ,

2
, ,

.
( )

k k

k

k k k k

BS UE BS UEDL
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P G
SINR

rd k P G s
=

+
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where PBS,UEk is the transmit power of BS to the k-th CUE, 
and PTUEk,UEk is the transmit power of the TUE to the k-th 
CUE. s2 is the noise power. 

Considering the resources allocation, the SINR of the 
RUE in the k-th channel resource can be represented as: 

 , ,
, 2

, ,

( ) .k k

k k
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=
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where PTUE,RUEk and PBS,RUEk are respectively the transmit 
power of the TUE and BS to the RUE in the k-th channel 
resource. 

In uplink, CUEs transmit signals to BS and the TUE still 
transmits signals to the RUE. Accordingly, the RUE suffers 
from interferences caused by CUEs and BS is disturbed by 
the TUE.  

We denote the situation of sharing resources between the 
D2D pair and cellular links in uplink by array ru(M), where 
ru(k) = 1 implies that the D2D pair shares the same resources 
with the k-th cellular link, and ru(k) = 0 implies that they 
don’t share the same resource. 

The SINR of BS can be represented as: 
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where PUEk,BS and PTUEk,BS are respectively the transmit power 
of the k-th CUE and the TUE to BS in the k-th channel 
resource. 

The SINR of the RUE in the k-th channel resource can be 
represented as: 
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Then the system capacity is: 
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where CDL and CUL are the capacity in downlink and in 
uplink respectively. 

Thus, the optimization objective can be transformed as 
finding array rd(M) and ru(M) to maximize the system 
capacity. 

III. INTERFERENCE MANAGEMENT SCHEME 

In this section, the proposed interference management 
scheme based on ISA is introduced in details. 

A. Power Control 
In this system model, CUEs and the D2D pair coexist in 

the system and share whole channel resources. To guarantee 
the D2D communication, the transmit power of the TUE 
PTUE should be promoted as much as possible. On the other 
hand, large PTUE will cause severe interference to cellular 
communications which have higher priority. Hence, the PTUE 
should be controlled at a proper level. 

In this scheme, we set the PTUE in downlink. On one hand, 
the interference from BS to the D2D communication in 
downlink can be offset effectively by power control. On the 
other hand, the interference from CUEs to the D2D pair in 
uplink is related to the distribution of CUEs, which has a 
great randomness and is not easy to be controlled. 

To decide the PTUE, BS sets up a SINR threshold η and 
the maximum transmit power of the TUE PTUEMAX. To ensure 
the quality of the D2D communication, PTUE should meet η 
as far as possible on the premise of not exceeding PTUEMAX. 

The SINR of the RUE in the k-th channel resource 
should satisfy: 

 , .RUE kSINR h³  (7) 

Here, we define the Pmin as: 
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Hence, the PTUE is 

 minmin( , ).TUE TUEMAXP P P=  (9) 

B. ISA Setting 
D2D communications have characteristics of short 

propagation distance and low transmit power. Thus the 
interference created by the D2D communication is quite 
limited. If resource scheduling was processed in the area 
with severe interference, which allocates the orthogonal 
resources to the D2D pair and the disturbed CUEs, the 
interference from the D2D communication to cellular 
networks would be reduced. 

Therefore, we define an ISA for the D2D pair to indicate 
the area with severe interference. The CUEs and the D2D 
pair in same ISA will cause severe interference to each other, 
and require orthogonal resources. 

In downlink, the receiving interference power of the k-th 
CUE is: 

 ( ) ,, ,
,

,

.
0

kk k k

k k

k

TUE UE DLTUE UE TUE UE
UE TUE UE

TUE UE DL

d RP d
I d

d R

a- >ì ×ï= í £ïî
(10) 

where dTUE,UEk is the distance between the TUE and the k-th 
CUE, and a is the pothloss exponent. RDL is the range of the 
ISA in downlink (ISADL). Given a power threshold, indicated 
as PDL, of the receiving signal from the D2D pair to CUEs. 
When the receiving power equals PDL, the RDL can be 
calculated as: 
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Similarly, we can obtain the range of the ISA in uplink 
(ISAUL) RUL: 
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where PUL is the predetermined power threshold of the 
receiving signal from a CUE to the RUE. 

The range of ISA affects the number of channel resources 
can be used by the D2D communication, i.e., rd(M) and 
ru(M). According to the formula (11) and formula (12), the 
range of ISADL is related to PDL and PTUE, and the range of 
ISAUL is related to PUL and PUEk. Therefore, BS can control 
the range of ISA by determining these parameters. 

C. Resources Allocation 
When the interference between CUEs and the D2D pair 

is inevitable, the resources allocated to them should be 
orthogonal. 

In this scheme, BS provides forbidden channel resources 
of the D2D communication in downlink, and then the TUE 
further determines ultimate channel resources in uplink. 

In downlink, in order to minimize the interference caused 
by the D2D communication, the resources of the CUEs 
outside the ISADL should be allocated to the D2D pair. For 
this purpose, we set up an exclusive channel D2DCH for the 
D2D communication to make a CUE estimate whether it is 
in ISADL or not. In D2DCH, the TUE transmits an identifier 
to indicate that the D2D pair is communicating. All CUEs in 
community monitor this channel. When the receiving power 
is larger than PDL, it indicates this CUE will be affected by 
the D2D communication heavily, i.e., in ISADL. After 
receiving feedback information of the CUEs in ISADL, BS 
notifies the TUE the resources allocation information of 
these CUEs. These resources are forbidden resources for the 
D2D communication. 

Then, ISAUL is set to further determine the final used 
resources. The RUE monitors all channel resources. When 
the receiving power at certain channel resource is larger than 
PUL, it indicates the CUE transmitting on this resource will 
affect the D2D communication seriously, i.e., in the ISAUL. 
The RUE reports these resources information to the TUE. 
According to the feedback information from BS and the 
RUE, the TUE obtains information about all forbidden 
resources and determines the available resources. If there are 
no available resources, the D2D communication should wait. 

By this way, BS can control the range of ISA by setting 
related parameters, and through resource allocation, the 
interference between the D2D communication and cellular 
networks is reduced and system performance is improved. 

Moreover, it is necessary to discuss the influence on 
system performance caused by ISA range. With the ISA 

enlarges, the quantity of CUEs in ISA will increase and the 
cellular network performance will be improved because the 
interference caused by the D2D communication decreases. 
However, the D2D performance will decrease because the 
number of available resources reduces. Therefore, the system 
performance would not always be improved. There exist an 
appropriate range of ISA can make the system performance 
reach optimum. In this paper, we obtain the optimal ISA 
range by simulation. 

IV. SIMULATION RESULTS 

In this section, the proposed scheme is simulated and the 
system performance is analyzed. The parameters are shown 
in Table I. 

TABLE I.  PARAMETERS FOR SIMULATION 

Parameter Value 
Cell Radius 1000m 
Distance between the TUE and the RUE 50m 
Number of CUEs 30 
Maximum Transmit Power of BS 46dBm 
Maximum Transmit Power of CUEs and TUE 23dBm 
Noise Power -174dBm 
Pathloss Exponent 4 
SINR Threshold of the D2D Communication η 10dB 

 
Firstly, we simulate the range of ISA with the change of 

corresponding power threshold. Due to the distribution of 
CUEs in ISA can reflect the range of ISA; we use the 
distribution of CUEs to illustrate the change of ISA. The 
D2D pair is located at the cell edge with coordinates (1000, 
0). The simulation time is 200. Separately, scatter plot in 
Fig.2 illustrates the distribution of CUEs in the ISADL, Fig.3 
is about the CUEs distribution in ISAUL, and Fig.4 shows the 
combine situation of downlink and uplink. 

 
Figure 2.  Distribution of CUEs in ISADL with the PDL. 
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Figure 3.  Distribution of CUEs in ISAUL with the PUL. 

 
Figure 4.  Distribution of CUEs in ISA with the PDL and PUL. 

According to the above results, with the decrease of 
power threshold, ISA enlarges. In uplink, due to the higher 
signal power, the CUEs around BS are not easily affected by 
the D2D communication, so when the PUL is small, there is a 
blank circle around BS in ISAUL as shown in Fig.3. 

Fig.5 illustrates the system capacity changed with the PDL 
and PUL. 

 
Figure 5.  System capacity changed with the PDL and PUL. 

We can draw a few conclusions from this simulation 
result. First of all, as we expected, there exists an optimal 
value of system capacity shown as the dark red areas. The 
optimal value is appeared when PDL is around -130dBm and 
PUL is around -115dBm. Secondly, when PDL and PUL set too 
large, the system capacity becomes small. This is because 
when the power threshold is too large, fewer CUEs will enter 
the ISA, the interference between the D2D communication 
and cellular networks can’t be controlled efficiently. Finally, 
when the PDL (or PUL) is fixed, the system capacity with the 

increase of PUL (or PDL) will first increases then decreases, 
there is an optimal value. 

In order to assess the system performance of the 
proposed scheme, we compare the scheme with the random 
scheduling scheme which allocates the whole resources to 
the D2D communication as shown in Fig.6 and Fig.7. From 
above results, the maximum system capacity appears when 
PDL is around -130dBm and PUL is around -115dBm, 
therefore, we separately fix one of them and investigate the 
system capacity changed with another one. 

 
Figure 6.  System capacity changed with the PDL. 

 
Figure 7.  System capacity changed with the PUL. 

Fig.6 is the system capacity changed with PDL when PUL 
equals -115dBm and Fig.7 is the system capacity changed 
with PUL when PDL equals -130dBm. In these two graphs, the 
red curves represent the system capacity of the proposed 
scheme and the blue ones represent the system performance 
of the random scheduling scheme. It is obvious that the 
proposed scheme is superior to the compared scheme. 

V. CONCLUSION 

In this paper, an interference management scheme based 
on ISA is proposed to manage the interference between the 
D2D communication at cell edge and cellular networks. BS 
controls the range of ISA by setting related parameters. On 
the premise of guaranteeing the D2D communication, BS 
controls the transmit power and helps determining the 
channel resources of the D2D communication. The 
simulation results show that this scheme can significantly 
promote the system capacity. Moreover, the range of ISA has 
great influence on the system performance, and the optimal 
system performance can be obtained by adjusting the range 
of ISA. 
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Abstract—Zigbee/IEEE 802.15.4 is a high level communication 

and short range standard in Wireless Sensor Networks (WSN), 

where each node can send and receive data with high security, 

reliability, low complexity, low power consumption and low 

cost. It is utilized by industry leaders, such as Samsung, 

Motorola, Siemens, Philips, etc., and used in industrial, medi-

cal purposes, control and monitoring applications. ZigBee 

supports two operation modes; beacon enabled mode and bea-

conless enabled mode. In this paper, we present the optimal 

values of two parameters used in the Zigbee standard, name-

ly,  BO (Beacon Order) and SO (Superframe Order), to en-

hance the network performance, which can be obtained by 

increasing the network throughput as well as decreasing the 

total energy consumption and end-to-end delay. The experi-

ment was applied on a star topology, along with an improved 

backoff mechanism for ZigBee networks. The results showed 

that the best BO and SO values that increases the throughput, 

decreases the end-to-end delay as well as decreases the total 

energy consumption is (8, 8). 

Keywords-IEEE 802.15.4; zigBee; backoff; beacon; 

superframe. 

I.  INTRODUCTION 

The IEEE 802.15.4 standard (Zigbee) [1] is a technologi-
cal standard for high level communication in WSN, which 
approved to assign protocols for the data link, Mac and phys-
ical layers. This standard is essentially based on IEEE Low 
Rate Wireless Personal Area Networks. It connects between 
two devices in the lower level of communication that makes 
it useful for low data rate, low power and low cost networks,  
such as WSN [1][2]. It is developed by the ZigBee Alliance 
[5], and its name came from a zigzag type of dance, which is 
used by the honeybee to inform the other bee hive members 
that a new source of food is detected [6]. ZigBee protocols 
are directed towards earning remote control applications, like 
wearable health monitoring systems [4].  

The MAC layer of IEEE 802.15.4 standard deals with 
two kinds of network topologies; star and peer to peer net-
works, and it supports two work modes; beacon mode, and 
beaconless mode [3]. 

To avoid a collision that appears in the network while 
transmitting in the same time and cause loss of data when 
using beacon mode, a popular approach is used, called slot-
ted Carrier Sense Multiple Access with Collision Avoidance 
(CSMA/CA) that determines the devices which can rival 
with the other devices during the access of the channel [8]. 

There are two ways for channel access: the first way is 
Contention Free Period (CFP), where the Personal Area 
Network (PAN) coordinator assigns small period of time for 

each node in the Superframe to do whatever it needed with-
out contention or latency, this time is called Guaranteed 
Time Slot (GTS). The second way is Contention Access 
Period (CAP). In the beaconless mode the un-slotted 
CSMA/CA approach is preferred [3][13]. In both modes, the 
nodes which depend on IEEE 802.15.4 standard try to send 
their data, and, if the collision happens when more than one 
node sends in the same time, the user waits for a little period 
of time, called backoff time; then, it tries to resend its data 
again after that time is finished. 

Backoff time is computed through a linear function se-
lected randomly from the range of [0-2BE-1], where BE 
symbolizes the backoff exponent that is required to deter-
mine the amount of time that a node have to wait before 
trying to send again [4]. 

The Beacon is a message with a particular form used to 
synchronize the clock of the node in the network. Two se-
quential beacons include among them one superframe, which 
is splatted into 16 active periods of time slots as well as an 
elective idle amount of time, where all nodes can weight if 
the sleep mode is enabled as shown below in Figure 1. 

 

 
Figure 1.  E SuperFrame Structure. 

The process of using the beacon message can be clarified 
as follows: A coordinator sends the beacon signals to the 
node to start sending its data (beacon enabled PAN). On the 
other hand, the beaconless mode has no GTS time, but it has 
CFP, which makes an advantage for it because it saves the 
battery life unlike the beacon mode [2]. 

The paper presents the optimal BO and SO value to im-
prove the network performance. The network improvements 
are gained by increasing network throughput, as well as de-
creasing the end-to-end delay and total energy consumption. 
The rest of the paper is organized as follows; Section II pre-
sents a literature review of several techniques used in ZigBee 
networks. Next, Section III shows the simulation and ob-
tained results. Finally, the paper is concluded in Section IV. 
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II. RELATED WORK 

Many researches have been performed in the domain of 
the ZigBee networks; mostly, these researches are about how 
to improve the network throughput as well as decreasing the 
total energy consumption and average end-to-end-delay, that 
can be summarized as improving the network performance. 

Rao et al. [4] have suggested an Adaptive Backoff Expo-
nent (ABE) algorithm, where BE amount was administered 
depending on device's participation to the network passing. 
ABE executes a variable macMinBE and approved it just by 
devices participated in the transference activity. Moreover 
ABE leads to solve the potentiality of the devices to choose 
amounts as same as the BE amounts raised essentially by the 
little quantity of potential BEs. Thus, devices will backoff a 
corresponding period of time producing collisions. Hence 
ABE cannot back PANs with great scales.  

Rohm et al. [6] have studied the impact of changing fun-
damental backoff values, such as macMaxBEs, macMinBEs, 
and macMaxCSMA, on the efficiency of beaconless ZigBee 
networks; the study was performed under several traffic 
loads by suggesting a dynamic scheme for estimating the 
best backoff values. Where the new dynamic scheme contin-
uously observes different network traffic indicators and 
change backoff parameters, according to it. Furthermore, 
they evaluated the traffic loads by observing the packet loss 
and latency averages at every node to avoid extra communi-
cations for nodes, which are needful in the centrally managed 
algorithm. Also, they ensured that there are no invisible 
nodes in the whole radio range of nodes. The simulations 
were implemented by using several packet sizes, such as 133 
byte long packets. 

Huang et al. [7] have combined two types of wireless 
technologies, which are: (WLAN) Wireless Local Area Net-
work (IEEE 802.11b) and ZigBee (IEEE 802.15.4) in the 
health monitoring field They have suggested a cooperative 
existence scheme based on dynamic GTS allocation with 
preemptive technique for the Wearable Health Monitoring 
systems. They suggested two-layer-architecture: the first 
layer was released by Body Area Network (BAN) that con-
trols the communication between sensors on the body with 
the controller on the wrist. The second layer sends the infor-
mation received from ZigBee devices to the infrastructure 
network through WLAN. The new pattern works as follows: 
at first it quantifies the RSSI and Channel Utilization (CU) to 
locate the status of the channel, so if ZigBee channel is emp-
ty the PAN coordinator will choose it, otherwise the new 
approach will be called and start by calculating GTS through 
active period in each superframe.  

Ha et al. [10] have studied how to increase the through-
put and decrease the energy consumption for Zigbee 
CSMA/CA. They have suggested two techniques; the first 
one was depended on the collision and Clear Channel As-
sessment (CCA) values, where they increases and decreases 
the backoff exponent (BE) value regarding to transmission 
status. The second technique benefits from the CCA results 
by shifting the scope of backoff counters. They performed 
their simulation using the NS-2 simulator with 25 nodes and 
one coordinator, where there are no invisible nodes and all 

nodes forward data packets to the coordinator. And although 
that most Zigbee applications use a little amount of traffic 
load, each node may suffer from the saturating of the net-
work and radio congestion. The simulation shows that the 
proposed techniques improved the throughput by 29.9% and 
energy efficiency by 86.8%. 

Ko et al. [11] have presented a new State Transition 
Scheme to increase the network performance by modifying 
the BE values depending on the moving scheme base on the 
transmission conditions. In their simulation they have used 
the NS-2 simulator as well as modified NS-2 MAC simula-
tor. From their experiment they observed that the throughput 
and network performance increased after changing the min-
BE values to 1 rather than the original values that were cho-
sen from the range between 3 and 5. 

Lee et al. [12] have adjusted the amount of BE in the 
slotted CSMA/CA to an effective EBE value that is being set 
regarding to the volume of devices available in the PAN in 
the network. The backoff delay time of the nodes decreased 
regarding to the lack of nodes that joined the network. So, 
they initialized the EBE to the least value in the range be-
tween 2 and macMinBE value, and setting the battery life 
extension (BLE) in the beacon frame to 1 that increases the 
necessity to long backoff periods due to the increase of nodes 
that joins to the network. 

Khan et al. [14] have suggested the Improved BEB 
(IBEB) algorithm. Which decreases the potentiality that 
devices may choose amounts like BE amounts and waits for 
the same time of backoff. Devices uses a different value to 
compute the backoff time instead of the random choose of 
BE only. They pick temporary Backoff value greater than 
10% and less than 40% of the computed backoff period of 
time, either they hired the unit temporary Period (IP) to re-
duce the potential of picking both IB and BE. The outcomes 
of simulation exposed that IBEB is better than the BEB 
scheme while examined on various network scales and loads. 

III. SIMULATION SETUP AND RESULTS 

DISCUSSION 

The optimal BO and SO value that achieves the best net-
work performance were investigated through an improved 
linear backoff mechanism, because using linear function is 
more suitable for ZigBee network to minimize the collision 
between different nodes in the network as well as minimiz-
ing the packets delay sustained by the backoff technique. 

Simulation evaluation was performed using QualNet v5.2 
simulator. QualNet is a simulator based on C/C++ program-
ming language, derived from GloMoSim simulator that was 
first issued in 2000 by Scalable Network Technologies 
(SNT) [9]. QualNet is designed to back simulation of large 
scale and different networks. It has a smooth graphical user 
interface that supports a lot of tasks, such as network scenar-
io creation, protocol design, and animated implementation. 

Simulation was implemented using an IEEE 
802.15.4/Zigbee network, depending on star topology that 
contains one PAN coordinator with 6 reduced functional 
devices (RFDs) one hop away from the PAN coordinator, 
where RFD nodes send CBR traffic of 70 bytes to the PAN 
coordinator during the simulation period. The nodes were 
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uniformly distributed in 25m×25m of the area as shown in 
Figure 2, in addition to an inter arrival time, which is equal 
to of 1 second, as shown below in table 1. 

 

 
Figure 2.  7 nodes (star topology) implemented on QualNet 5.2 simulator. 

TABLE I.  QUALNET SIMULATION PARAMETERS USED IN THE 

SIMULATION. 

Parameter Value 

Used Simulator QualNet 5.2 

Radio Type & MAC Type IEEE 802.15.4 

Area (x, y) 25m * 25m 

Number of devices 7 

Transmission range 5 m 

Simulation time 1000 s 

-Channel Frequency 2.4 GHZ 

Start Time 15 

End Time 0 

Energy model MICAZ 

Antenna Height 0.08 

Traffic VBR 

Item size 70 byte 

Channel Access Mechanism CMSA 

Traffic Generator CBR 

Items to send 0 

Interval 1 Second 

BO and SO Shown in Table 2 

 
Many experiments were conducted to help researchers to 

pick up the best BO and SO value that represent the best 
network performance, where each experiment differed from 
the others in the value of BO and SO used, as shown below 
in table 2. BO and SO values were chosen from the range of 
[1-9] considering the following conditions: 

 BO should be greater than or equal to SO. 

 If BO is greater than 5, SO also should be greater 
than 5. 

TABLE II.  BO AND SO VALUES USED IN THE SIMULATION. 

No BO,SO Throughput 

Average 

 End-to-End 

 Delay 

Total Energy  

Consumption 

1 (1,1) 1529.2 0.1664944 12.663684 

2 (2,1) 639.8 0.122474 8.298964 

3 (2,2) 1993.4 0.2727686 9.0926402 

4 (3,1) 330.2 0.508394 6.3243268 

5 (3,2) 993.2 0.2942532 6.998513 

6 (3,3) 2331 0.4144662 8.3540372 

7 (4,1) 172.8 1.064789 5.2675614 

8 (4,2) 507 0.394051 5.9119196 

9 (4,3) 1170.4 0.4332626 7.4540344 

10 (4,4) 2520.2 0.5172802 7.7634934 

11 (5,1) 2592 0.6953788 8.4686058 

12 (5,2) 361.4 1.3256918 5.0616906 

13 (5,3) 620.6 1.440292 6.8974716 

14 (5,4) 1301.2 1.409788 8.325229 

15 (5,5) 2592 0.6953788 8.4686058 

16 (6,6) 1978.4 3.068698 6.5669064 

17 (7,6) 918 2.159328 6.077315 

18 (7,7) 1666.2 2.043424 6.7881978 

19 (8,6) 691.2 4.484266 7.455299 

20 (8,7) 1025.6 2.346314 7.579415 

21 (8,8) 1681.8 1.893714 4.7075258 

22 (9,6) 620.4 16.44958 12.6877532 

23 (9,7) 642 11.61832 11.7020778 

24 (9,8) 757 4.912716 7.87586 

25 (9,9) 910.6 1.2472382 4.5487218 

 

The Performance metrics investigated in our study are:  

 Throughput: volume of bits passes through the PAN 
per second.  

 Average End-to-End delay: The average time, which 
the packet spends to move from the source device to 
the target PAN coordinator. 

 Total Energy Consumption: The total amount of 
sending, receiving, sleeping and idle energy used by 
the PAN nodes.  

In the following, there are presented three groups of re-

sults that show the variance of network performance depend-

ing on the BO and SO values. Where the first group of re-

sults shown in Figure 3 indicates that the throughput increas-

es to reach its maximum value 2592 Bit/Sec at (BO, SO) = 
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(5, 1) as well as at (5, 5) and decreases to reach the minimum 

value 172.8 Bit/Sec when (BO, SO) = (4, 1). 

 

 
 

Figure 3.  Throughput performance metric using different (BO,SO) values. 

The second group of results shown in Figure 4 indicates 

that the average end-to-end delay increases to reach its max-

imum value, which is 16.44958 Sec when (BO, SO) = (9, 6) 

and decreases to reach the minimum value 0.122474 Sec 

when (BO, SO) = (2, 1). 

 

Figure 4.  Average end-to-end delay performance metric using different 

(BO,SO) values. 

The third group of results shown in Figure 5 indicates 

that the total energy consumption increases to reach its max-

imum value, which is 12.6877532 at (BO, SO) = (9, 6) and 

decreases to reach the minimum value 4.5487218 when (BO, 

SO) = (9, 9). 

 

Figure 5.  Total energy consumption performance metric using different 

(BO,SO) values. 

 
Figure 6.  Total effect of all metrics using different (BO,SO) values. 

Figure 5 best summaries the results obtained from the 

previous figures. It was constructed by giving the all BO and 

SO values suitable ranks according to the results obtained 

from each studied metric, i.e., (8, 8) has the highest value, 

that make it the best (BO, SO) values, where (4, 4) comes on 

the next stage by presenting high amount of throughput, 

balanced with low amount of end-to-end delay and total 

energy consumption. Furthermore, the value (9, 6) comes at 

the end of the list by presenting the worst amount of end-to-

end along with the worst total energy consumption value. 

IV. CONCLUSION AND FUTURE WORK  

Zigbee is a high level communications and short-range 

standard in WSN, it consumes little power (small batteries) 

and low cost than alternative networks, such as Bluetooth or 

Wi-Fi. When more than one node tries to send data in the 

same time, collision and packets delay happens then, they 

have to wait for a little period of time, called backoff time. In 
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order to cope with these problems, the optimal BO and SO 

values that achieve best network performance on star topolo-

gy were presented, as the network improvements were 

gained by increasing network throughput as well as decreas-

ing the end-to-end delay and total energy consumption, con-

sidering the use of improved backoff mechanism for ZigBee 

network that minimizes the collision and packet delay be-

tween various nodes in the network. The results show that 

the best BO and SO value that increases the throughput, 

decreases the end-to-end delay as well as decreases the total 

energy consumption to is (8, 8). As a future work, we plan to 

study the effect of the BO and SO values on the same algo-

rithm using other topologies instead of the star topology; and 

then to compare the network performance in all studied to-

pologies to find out which one is the best. Another proposed 

work is to study the impact of the data traffic load and data 

traffic type on the performance of the Linear backoff algo-

rithm by changing the number of packets sent from the nodes 

to the PAN coordinator per each experiment under different 

traffic types. 
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Circuit-Switched Voice over Scalable UMTS 

 
Abstract— Scalable Universal Mobile Telecommunications 

System (S-UMTS) carriers occupy bandwidth different than 

regular UMTS carriers and may fit in available spectrum that 

cannot be used by UMTS carriers today. Due to the bandwidth 

scaling, the data rates in S-UMTS are scaled by the bandwidth 

scaling factor compared to regular UMTS for the same physical 

layer configuration. However, some services like Circuit-

Switched (CS) voice needs the same data rate in S-UMTS as in 

regular UMTS. The modified configuration needed in S-UMTS to 

maintain the data rate of such services is proposed. Additionally, 

both uplink and downlink voice capacity in S-UMTS are shown 

to scale with the bandwidth scaling factor. 

  Keywords- S-UMTS; AMR; TTI; spreading factor; slot format.  

I.  INTRODUCTION 

    UMTS has a chip rate of 3.84 Megachips per second (Mcps) 

and a nominal 5 MHz channel bandwidth. Many operators 

own spectrum that is non 5 MHz multiples, creating unusable 

narrow-bandwidth fragments where a 5 MHz carrier cannot be 

accommodated. Fig. 1 shows an example where a regular 

UMTS carrier may not fit the available spectrum between two 

UMTS carriers while a S-UMTS carrier occupying less than 5 

MHz may fit. 

S-UMTS carrier

Regular UMTS carrier
 

Figure 1.  Scalable bandwidth UMTS carrier 

 

   This paper focuses on generating a S-UMTS carrier by 

scaling down the chip rate with respect to a regular UMTS 

carrier. Hence, such a S-UMTS carrier occupies smaller 

bandwidth than a regular UMTS carrier. Accordingly, the chip 

duration is increased or “dilated” by the same factor. For 

example, to generate a 2.5 MHz S-UMTS carrier, the chip rate 

is reduced by a factor of 2 from 3.84 Mcps to 1.92 Mcps. In S-

UMTS due to the time dilation, chip duration, slot duration, 

frame duration, sub frame duration, and Transmission Time 

Interval (TTI) get scaled up, i.e., dilated by a factor of Dcr 

which is the chip rate divisor (Dcr =2 for 2.5 MHz S-UMTS). 

Hence, the data rate in S-UMTS gets scaled down by the same 

factor Dcr compared to regular UMTS. The same Power 

Spectral Density (PSD) is assumed for S-UMTS and UMTS.  

 

S-UMTS has the same link budget as UMTS and thus 

maintains the same coverage. S-UMTS parameters with 

respect to regular UMTS are shown in TABLE I.  

TABLE I.  SCALABLE UMTS PARAMETERS   

 Regular UMTS 

(Dcr=1) 

S-UMTS 

Nominal Bandwidth (MHz) 5  5/Dcr 

Chip Rate (Mcps) 3.84  3.84/Dcr 

Radio Frame Duration (ms) 10  10xDcr 

Data Rate D D/Dcr 

Power P P/Dcr 

Range R R 

Capacity C C 

 

    The scaling down of data rate in S-UMTS poses a challenge 

to support services like CS voice using the same vocoder 

where the service needs to maintain the same data rate as in 

regular UMTS. The support for 12.2 kbps Adaptive Multi-

Rate (AMR) over 2.5 MHz (Dcr=2) S-UMTS is discussed in 

this paper. The rest of the paper is organized as follows. 

Section II discusses the configurations for supporting AMR 

12.2 kbps over regular UMTS; Section III discusses the 

changes in configurations needed for supporting AMR 12.2 

kbps over Dcr=2 S-UMTS; Section IV shows that the voice 

capacity of S-UMTS scales with the bandwidth while Section 

V concludes the paper.    

II. FULL RATE AMR 12.2KBPS VOICE OVER UMTS 

 

     Full rate AMR corresponds to bit rate 12.2 kbps, namely 

“Conversational / speech / UL:12.2 DL:12.2 kbps / CS RAB + 

UL:3.4 DL:3.4 kbps SRBs for DCCH”, as defined in [1], 

Section 6.10.2.2. Every 20 ms, the AMR vocoder produces a 

set of voice frames designated Class-A, Class-B, and Class-C. 

The Class-A bit sequence is the most important, is CRC 

protected and convolutionally encoded at rate 1/3. The Class-

B does not have a CRC, but is encoded at the same rate of 1/3 

as Class-A. The Class-C is the least important, which does not 

have a CRC and only encoded at rate 1/2. Each class is 

mapped to a separate Radio Access Bearer (RAB) subflow, 

which is then mapped to a separate Dedicated Traffic Channel 

(DTCH logical channel). The 3 DTCHs operate in Radio Link 

Control (RLC) Transparent Mode (TM) with a maximum 

Service Data Unit (SDU) size of 81, 103, and 60 bits 

respectively. The configuration for the DTCH carrying Class 

A bits also allows a SDU size of 39 bits for the Silence 

Indicator Descriptor (SID) and 0 bits for a Null frame. 

Medium Access Control (MAC) maps each DTCH directly 
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onto the associated Dedicated Channel (DCH transport 

channel) without adding a header. Using a TTI of 20 ms, half 

of the MAC Protocol Data Unit (MPDU) is transmitted during 

one radio frame (10 ms), and the other half is transmitted 

during the next radio frame. 

        

    There are four DCCHs allocated to carry control plane 

signaling, two for Radio Resource Control (RRC) and two for 

Non Access Stratum (NAS). MAC multiplexes the four 

DCCHs onto a single DCH, adding a header containing the 

C/T (Control/Traffic) field to identify the logical channel from 

which the data was sent. The DCH is CRC protected and 

convolutionally encoded at rate 1/3. Using a 40 ms TTI, the 

MAC PDU is distributed over four radio frames, concatenated 

with the blocks from the voice DCHs. Therefore, there are 

four Signaling Radio Bearers (SRBs) for RRC and NAS 

signaling and one RAB for voice. The mapping is as follows: 

• 4 SRBs → 4 DCCHs → 1 DCH using 40 ms TTI 

• 1 RAB → 3 DTCHs → 3 DCHs using 20 ms TTI 

 

    Fig. 2 shows the transport channel procedure for “AMR DL: 

12.2 kbps RAB + DL: 3.4 kbps SRB” in UMTS. 

 

 

Figure 2.  TrCH procedure for “AMR DL: 12.2 kbps RAB + DL: 3.4 kbps 

SRB” in UMTS 

  

    The individual TrCHs are broken from their TTI into 10 ms 

frames. These frames are then serially multiplexed into a 

Coded Composite Transport Channel (CCTrCH). Thus each 

CCTrCH contains a portion of the AMR Class-A, Class-B, 

and Class-C bit sequences, plus a portion of the signaling 

information. A downlink Dedicated Physical Channel (DPCH) 

with 60 kbps is allocated to carry one CCTrCH. A second 

round of interleaving is done on the CCTrCh. The 510 coded 

bits per radio frame include CRC and tail bits, rate 1/2 or 1/3 

bits-to-coded bits coding, and rate matching (RM). Then the 

coded bits go through serial-to-parallel conversion and are 

placed onto a 30 ksps Dedicated Physical Data Channel 

(DPDCH).  Fig. 3 shows the transport channel multiplexing 

and mapping to physical channels for “AMR DL: 12.2 kbps 

RAB + DL: 3.4 kbps SRB” in UMTS. It is to be noted that the 

Fig. 2 and 3 are for one of the six transport format 

combinations (TFCs) as specified in [1], Section 6.10.2.4.1.4: 

(RAB subflow#1, RAB subflow#2, RAB subflow#3, DCCH) = 

(TF2, TF1, TF1, TF1) 

 

 Figure 3.  TrCH multiplexing and mapping to PhCH for “AMR DL: 12.2kbps 

RAB + DL: 3.4 kbps SRB” in UMTS 

     

TABLE II.  TRANSPORT CHANEL PARAMETER FOR 

CONVERSATIONAL/SPEECH/UL/DL 12.2 KBPS /CS RAB   

RAB/Signalling RB RAB 
subflow #1 

RAB 
subflow #2 

RAB subflow 
#3 

TB sizes, bit 39, 81 
(alt. 0, 39, 

81) 

103 60 

TFS TF0, bits 0x81 0x103 0x60 

TF1, bits 1x39 1x103 1x60 

TF2, bits 1x81 N/A N/A 

TTI, ms 20 20 20 

Coding type CC 1/3 CC 1/3 CC 1/2 

CRC, bit 12 N/A N/A 

Max number of bits/TTI 
after channel coding 

303 333 136 

Uplink: Max number of 

bits/radio frame before 
rate matching 

152 167 68 

RM attribute 180 to 220 170 to 210 215 to 256 

 

     TABLE II and TABLE III show the UL/DL transport 

channel parameters for CS RABs and SRBs respectively [1].  

In regular UMTS, slot format 8 is typically used in DL, slot 

format 2 for UL DPDCH, and slot format 0 for UL Dedicated 

Physical Control Channel (DPCCH) for AMR 12.2 kbps. 

During compressed mode, slot format 8B is used in DL, slot 

format 3 for UL DPDCH, and slot format 0A or 0B for UL 

DPCCH. The DL DPDCH and DPCCH fields for different slot 

formats, UL DPCCH fields for different slot formats and UL 

DPDCH fields for different slot formats are defined in [2]. 
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TABLE III.       TRANSPORT CHANEL PARAMETER FOR DL/UL 3.4 

KBPS SRBS FOR DCCH 

RAB/Signalling RB SRB#1 SRB#2 SRB#3 SRB#4 

User of radio bearer RRC RRC NAS_DT 

High prio 

NAS_DT 

Low prio 

TB sizes, bit 148 (alt 0, 148) 

TFS TF0, bits 0x148 (alt 1x0) 

TF1, bits 1x148 

TTI, ms 40 

Coding type CC 1/3 

CRC, bit 16 

Max number of bits/TTI 

after channel coding 

516 

UL: Max number of 

bits/radio frame before RM 

129 

UL RM attribute 155 to 185 

DL RM attribute 155 to 230 

 

TABLE IV.       DL SLOT FORMAT – DPDCH AND DPCCH FIELDS  

FOR UMTS 

Slot 

Format 

 

Channel 

Bitrate 

(kbps) 

Channel 

Symbol 

Rate 

(ksps) 

SF 

 

Bits/

Slot 

 

DPCCH 

Bits/Slot 

NTPC, 

NTFCI, 

NPilot 

DPDCH 

Bits/Slot 

NData1, 

NData2 

Transmitt-

ed slots 

per radio 

frame 

8 60 30 128 40 2,0,4 
 

6, 28 15 

8B 120 60 64 80 4,0, 8 12, 56 8-14 

TABLE V.       UL SLOT FORMAT – DPDCH  FIELDS FOR UMTS 

Slot 

Format 

Channel 

Bitrate 

(kbps) 

Channel 

Symbol 

Rate (ksps) 

SF Bits/Frame Bits/Slot Ndata 

2 60 60 64 600 40 40 

3 120 120 32 1200 80 80 

4 240 240 16 2400 160 160 

TABLE VI.       UL SLOT FORMAT – DPCCH  FIELDS FOR UMTS 

Slot Format 

 

Channel 

Bitrate 

(kbps) 

SF 

 

Bits/Frame, 

Bits/Slot 

 

NPilot, NTPC, 

NTFCI, NFBI 

Transmitted 

slot per 

radio frame 

0 15 256 150, 10 6, 2, 2, 0 15 

0A 15 256 150,10 5, 2, 3, 0 10-14 

0B 15 256 150, 10 4, 2, 4, 0 8-9 

 

   For the RM example in TABLE VII, the DL slot format is 8 

with (6+28) x 15=510 (NData1 and NData2 in TABLE IV) 

data bits in a 10 ms radio frame.  The RM attributes and the 

channel coded blocks for the four transport channels are 

shown in TABLE VII. After the radio frame segmentation, 

using the TTI of each of the four transport channels, the above 

bits match 510, i.e., 312/2 + 328/2 + 166/2 + 428/4 = 510. 

TABLE VII.      RATE MATCHING EXAMPLE 

 TrCh# A TrCh#  B TrCh# C TrCh# D 

RM Attribute 200 190 235 160 

Channel Coded 

Blocks 

303 333 136 516 

Rate Matched 312 328 166 428 

III. FULL RATE AMR 12.2KBPS VOICE OVER S-UMTS 

(DCR=2) 

 

   The physical layer configuration for AMR voice service in 

regular UMTS (e.g., up to Rel-11) no longer meets the 

required data rate for AMR 12.2 kbps in S-UMTS. On the 

other hand, supporting full rate AMR (12.2kbps) is a 

requirement for many infra vendors and operators. The 

proposed solution to facilitate the support of CS voice over S-

UMTS uses  

a) SF reduction  

b) TTI inverse scaling 

 

 

Figure 4.  TrCH procedure for “AMR DL: 12.2 kbps RAB + DL: 3.4 kbps 
SRB” in Dcr=2 S-UMTS 

 

    Fig. 4 shows the transport channel procedure for “AMR DL: 

12.2 kbps RAB + DL: 3.4 kbps SRB” in Dcr=2 S-UMTS. For 

12.2 kbps AMR, one voice frame is still mapped to a 20 ms 

time window upon transmission, irrespective of Dcr in S-

UMTS. To meet the requirements, SF reduction by Dcr in both 

DL and UL is proposed along with the following mapping 

 

•4 SRBs → 4 DCCHs → 1 DCH using 20 x Dcr, i.e., 20 x 2 

ms = 40 ms TTI 

•1 RAB → 3 DTCHs → 3 DCHs using 10 x Dcr, i.e., 10 x 2 

ms = 20 ms TTI 

 

   It is to be noted, that 10 x Dcr ms and 20 x Dcr ms TTI in S-

UMTS correspond to 10 ms and 20 ms TTI respectively in 

regular UMTS except the time dilation in S-UMTS by Dcr.  
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TABLE VIII.  TRANSPORT CHANEL PARAMETER FOR 

CONVERSATIONAL/SPEECH/UL/DL 12.2 KBPS /CS RAB   

RAB/Signalling RB RAB subflow 

#1 

RAB subflow 

#2 

RAB subflow 

#3 

TB sizes, bit 39, 81 

(alt. 0, 39, 81) 

103 60 

TFS TF0, bits 0x81 0x103 0x60 

TF1, bits 1x39 1x103 1x60 

TF2, bits 1x81 N/A N/A 

TTI, ms 10xDcr=10x2 10xDcr=10x2 10xDcr=10x2 

Coding type CC 1/3 CC 1/3 CC 1/2 

CRC, bit 12 N/A N/A 

Max number of 

bits/TTI after channel 

coding 

303 333 136 

Uplink: Max number 
of bits/radio frame 

before rate matching 

303 333 136 

RM attribute 180 to 220 170 to 210 215 to 256 

TABLE IX.       TRANSPORT CHANEL PARAMETER FOR DL/UL 3.4 

KBPS SRBS FOR DCCH 

RAB/Signalling RB SRB#1 SRB#2 SRB#3 SRB#4 

User of radio bearer RRC RRC NAS_DT 

High prio 

NAS_DT 

Low prio 

TB sizes, bit 148 (alt 0, 148) 

TFS TF0, bits 0x148 (alt 1x0) 

TF1, bits 1x148 

TTI, ms 20xDcr=20x2 

Coding type CC 1/3 

CRC, bit 16 

Max number of 
bits/TTI after channel 

coding 

516 

Uplink: Max number 
of bits/radio frame 

before rate matching 

258 

UL RM attribute 155 to 185 

DL RM attribute 155 to 230 

    

Let ������ be the SF for AMR 12.2 kbps in regular UMTS. 

According to [1], Section 6.10.2.4.1.4, ������,��	
�
�
	= 64 

and ������,
�	
��
 =128. For Dcr =2 S-UMTS, SF is 

calculated as in (1) for both UL and DL so that the number of 

channel bits per 20 ms stay unchanged.  

 

�������� = ������

��              (1) 

    

   However, ������,��	
�
�
=256 for both UMTS and S-

UMTS. During the radio frame segmentation, 10 X Dcr, i.e., 

10 x 2 = 20 ms AMR TTIs fit into 10 x Dcr, i.e., 10 x 2 ms = 

20 ms radio frames while the 20 x Dcr, i.e., 20 x 2 ms  = 40 ms 

DCCH TTI are broken into two 20 ms radio frames. TABLE 

VIII and TABLE IX show the transport channel parameters in 

UL and DL for CS RABs and SRBs respectively. In DL, 

DPCCH and DPDCH are time multiplexed as DPCH, and use 

the same SF. 

 

   The modified version of slot format 8 for Dcr=2 S-UMTS in 

TABLE X corresponds to slot format 8B for UMTS in 

TABLE IV for DL DPCH in terms of spreading factor and bits 

per slot. For Dcr =2 S-UMTS, as there is less bandwidth while 

the timing and bit requirements of AMR 12.2 kbps are the 

same, the SF is reduced to increase the bits/slot and bits/frame 

accordingly. However, the channel bitrate or channel symbol 

rate stays unchanged as time is dilated for Dcr=2 S-UMTS. 

The RM tuning method also stays unchanged in Dcr=2 S-

UMTS as compared to regular UMTS. The slot format 8B in 

TABLE X does not correspond to any slot format in regular 

UMTS. 

TABLE X.  DL SLOT FORMAT – DPDCH AND DPCCH FIELDS  FOR 

S-UMTS (DCR=2)   

Slot 

Format 

 

Channel 

Bitrate 

(kbps) 

Channel 

Symbol 

Rate 

(ksps) 

SF 

 

Bits/

Slot 

 

DPCCH 

Bits/Slot 

NTPC, 

NTFCI, 

NPilot 

 

DPDCH 

Bits/Slot 

NData1, 

NData2 

Transmitted 

slots per 

radio frame 

8 120/Dcr

=60 

60/Dcr=

30 

64 80 4,0,8 

 

12, 56 15 

8B 240/Dcr

=120 

120/Dcr

=60 

32 160 8,0, 16 24, 128 8-14 

TABLE XI.       UL SLOT FORMAT – DPDCH  FIELDS FOR S-UMTS 

(DCR=2) 

Slot 
For-

mat 

Channel 
Bitrate (kbps) 

Channel 
Symbol Rate 

(ksps) 

SF Bits/ 
Frame 

Bits/ 
Slot 

Ndata 

2 120/Dcr=60 120/Dcr=60 32 1200 80 80 

3 240/Dcr=120 240/Dcr=120 16 2400 160 160 

TABLE XII.       UL SLOT FORMAT – DPCCH  FIELDS FOR UMTS 

Slot 

Format 

 

Channel 

Bitrate 

(kbps) 

SF 

 

Bits/Frame, 

Bits/Slot 

 

NPilot, NTPC, 

NTFCI, NFBI 

Transmitted slot 

per radio frame 

0  15/Dcr =7.5 256 150, 10 6, 2, 2, 0 15 

0A 15/Dcr =7.5 256 150, 10 5, 2, 3, 0 10-14 

0B 15/Dcr =7.5 256 150, 10 4, 2, 4, 0 8-9 

 

  The slot formats 2 and 3 for Dcr=2 S-UMTS in TABLE XI 

correspond to slot formats 3 and 4 respectively for UMTS in 

TABLE V for UL DPDCH. For Dcr=2 S-UMTS, as there is 

less bandwidth while the timing and bit requirements of AMR 

12.2 kbps are the same, the SF is reduced to increase the 

bits/slot and bits/frame accordingly.  However, the channel 

bitrate or channel symbol rate stays unchanged as time is 

dilated for Dcr=2 S-UMTS. The RM tuning method also stays 

unchanged. The slot formats 0, 0A and 0B for Dcr=2 S-UMTS 

in TABLE XII correspond to slot formats 0, 0A and 0B 

respectively for UMTS in TABLE VI for UL DPDCH. For UL 

DPCCH, all slot formats have SF 256. Hence, the bits/slot and 

bits/frame stays the same and channel bitrate and channel 

symbol rates are scaled down by Dcr. As a result, the Transmit 

Power Control (TPC) rate is reduced from 1500Hz in UMTS 

to 1500/ Dcr, i.e., 750 Hz in Dcr=2 S-UMTS. 

 

    Fig. 5 shows the TrCH multiplexing and mapping to 

physical channels for “AMR DL: 12.2 kbps RAB + DL: 3.4 

kbps SRB” in Dcr=2 S-UMTS. The TrCHs for AMR fit into 

radio frames entirely while the TrCH for signaling is broken 
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from its TTI into 10 x Dcr ms, i.e., 20 ms frames. These frames 

are then serially multiplexed into a Coded Composite 

Transport Channel (CCTrCH). Thus, each CCTrCH contains 

an AMR Class-A, B, and C bit sequences, plus a portion of the 

signaling information. A downlink DPCH with 120/Dcr, i.e., 

120/2=60 kbps is allocated to carry one CCTrCH. A second 

round of interleaving is done on the CCTrCh. The 510 x Dcr, 

i.e., 1020 coded bits per radio frame include CRC and tail bits, 

rate 1/2 or 1/3 bits-to-coded bits coding, and RM. Then the 

coded bits go through serial-to-parallel conversion and are 

placed onto a 60/ Dcr, i.e., 60/2=30 ksps DPDCH. 

 

 

Figure 5.  TrCH multiplexing and mapping to PhCH for “AMR DL: 12.2kbps 

RAB + DL: 3.4 kbps SRB” in Dcr=2 S-UMTS. 

 

    It is to be noted that Figs. 4 and 5 are for one of the six 

TFCs as specified in [1], Section 6.10.2.4.1.4: 

(RAB subflow#1, RAB subflow#2, RAB subflow#3, DCCH) = 

(TF2, TF1, TF1, TF1) 

 

    RM is done before radio frame segmentation in the DL for 

UMTS. For Dcr=2, radio frame segmentation is not needed for 

TrCh# A, TrCh# B and TrCh# C. At this point, the number of 

bits are exactly equal for UMTS and Dcr=2 S-UMTS as there 

is no difference in processing till radio frame segmentation. As 

a result, RM attributes stay the same for Dcr=2 S-UMTS as in 

UMTS.  For the RM example earlier shown in TABLE VII, 

the DL slot format is 8 (modified) with SF 64 (TABLE X). 

There are (12+56) x 15=1020 data bits in a 10 x Dcr, i.e., 20 

ms radio frame. The RM attributes, the channel coded bits and 

bits after RM for the four transport channels stay the same as 

in TABLE VII. Using the TTI of each of the four transport 

channels, the above bits match 1020, i.e., 312 + 328 + 166 + 

428/2 = 1020. 

 

A. Transport Format Combination Indicator (TFCI) 

 

a) Blind Transport Format Detection for Dcr=2 S-UMTS 

DL 

    In UMTS, Blind Transport Format Detection (BTFD) is 

used for “AMR DL: 12.2 kbps RAB + DL: 3.4 kbps SRB” as 

DL slot format 8 with SF 128 as shown in TABLE IV has no 

TFCI. BTFD is used in UMTS DL for AMR voice because if 

the TFCI field is sent, the SF would have to be lower and 

lower SFs for voice provide a greater potential to run out of 

Orthogonal Variable Spreading Factor (OVSF) codes. For 

Dcr=2, the modified slot format 8 as shown in TABLE X also 

has no TFCI. Section 4.3.1 of [3] puts a number of restrictions 

that need to be fulfilled for BTFD. In order to allow BTFD for 

AMR 12.2 kbps for Dcr=2 S-UMTS, the following restriction 

needs to be changed. 

• the number of CCTrCH bits received per radio frame 

is 600 x Dcr or less instead of 600. 

 

b) UL TFCI 

     

    There are 32 TFCI encoded bits that needs to be transmitted 

at least once every 20ms, i.e., every voice frame.  TFCI is 

encoded using a (32, 10) sub-code of the second order Reed-

Muller code [3]. If the TFCI consists of less than 10 bits, it is 

padded with zeroes to 10 bits, by setting the most significant 

bits to zero. The bits of the 32 bit TFCI code word are directly 

mapped to the slots of the radio frame. Within a slot the bit 

with lower index is transmitted before the bit with higher 

index. The coded bits �� are mapped to the transmitted TFCI 

bits �� according to the following formula: 

 

�� = �����32                           (2) 

 

     For uplink physical channels regardless of the SF, bits 

���	and ��  of the TFCI code word are not transmitted. Using 

slot format 0 in TABLE XII, there are 2x15 =30 TFCI 

encoded bits every frame duration of 10 x Dcr, i.e., 20ms. 

Therefore, bits b30 and b31 of the TFCI code word are not 

transmitted. For uplink compressed mode, the slot format is 

changed so that no TFCI coded bits are lost [3]. The different 

slot formats in compressed mode do not match the exact 

number of TFCI coded bits for all possible Transmission Gap 

Lengths (TGL). Repetition of the TFCI bits is therefore used. 

 

B. TPC and Pilot 

 

    For the TPC and pilot bits in DL, the patterns defined in [2], 

are used. Similarly, for the TPC and pilot bits in UL, the 

patterns defined in [2], are used. 

 

C. Transmission Power 

   

   Generally, a reduction in SF has impacts on the link budget. 

In order to maintain the same voice service coverage, the UE  

and NodeB need to increase the transmission power according 

to the chosen SF. The baseline assumption is that the Power 

Spectral Density (PSD) remains the same in both uplink and 

downlink for UMTS and S-UMTS. Since the S-UMTS 

bandwidth is 1/Dcr of that of regular UMTS, the total transmit 

power of S-UMTS is also 1/Dcr of the transmit power of 

regular UMTS. However, for supporting AMR voice, this has 

been relaxed. In the DL, the total transmit power of S-UMTS 
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is still assumed to 1/Dcr of the transmit power of regular 

UMTS and hence, same PSD remains for S-UMTS. However, 

the transmit power for each voice channel is same in S-UMTS 

and in regular UMTS. In the UL, the UE transmit power in S-

UMTS is assumed to be the same as that in regular UMTS. In 

other words, the transmit power in S-UMTS for AMR in both 

UL and DL is increased by 10#�$10(&'() dB w.r.t. same 

PSD to compensate for SF reduction.   

 

D. Latency  

     

    Once the first voice frame (equivalently 20 ms long) is 

available at the MAC, it will be delivered to the PHY. After 

some PHY layer processing (assuming processing time does 

not scale with Dcr), the over-the-air transmission is allowed to 

start only at the next radio frame boundary due to the current 

specification restriction. However, for Dcr=2 S-UMTS, as the 

TTI is 10 x Dcr =20 ms and the radio frame is also 10 x Dcr 

=20 ms, there is no additional latency compared to regular 

UMTS. For Dcr > 2, there would be additional latency due to 

TTI (10 x Dcr) being greater than 20 ms. 

IV. VOICE CAPACITY 

The voice capacity in the uplink and downlink are compared 

between UMTS and S-UMTS in A and B respectively. 

A. Uplink Capacity 

 

The upper bound of the uplink capacity, referred to as the pole 

capacity (*+,-.) of a UMTS carrier, can be estimated using the 

standard uplink capacity equation [8] 

 

*+,-. =
/ 012

31 45	2 ∗7∗( 8∝)                  (3) 

 

where 

 

:  = Spreading bandwidth of the system  

;<  = RAB rate for selected application, e.g., AMR 12.2 kbps  
=< *>	2 = Required energy per bit to total noise spectrum 

density ratio 

? = Voice Activity Factor (VAF) 

∝ = Interference factor (ratio between the other cell 

interference power and the total received signal power of users 

in the cell) 

Note:  VAF depends on the vocoder, channel coding etc. and 

is typically considered as 60% 

 

 The pole capacity is obtained by assuming that the user 

equipment (UE) has infinite transmission power and the 

interference at the Node-B receiver goes to infinity. For a 

practical system, both the UE transmission power and the 

node-B receiver allowed interference level are limited and the 

operating point is set well below the pole capacity. This 

operating point is referred to as the uplink loading and is 

defined as the percentage of the pole capacity. From the pole 

capacity, a practical cell capacity (Nuser,η) for a system can 

be calculated after the uplink loading (η) has been determined, 

as shown in (3). 

 

*@A.B = *+,-. ∗ η                                                     (4) 

 

The link efficiency for UMTS is given by the following 

equation 

 
31
45 =

3�
45 + 10#�$10 E0�01F                                       (5) 

 

   where 

 

� Rb  is the UMTS traffic rate 

� Rc is the UMTS chip rate 

 

For AMR over S-UMTS, 

 

� Chip rate is Rc/Dcr  

� Rb is same as in UMTS  

    

G=<*>
H
������

= G=I*>
∗ ;I;<H������

 

	= G
IB∗3�45 ∗
0� 
IB2
01 H

����
= E3145F����

            (6) 

      The link efficiency for S-UMTS is same as the link 

efficiency for UMTS as seen from (6). Hence, S-UMTS 

maintains the coverage of UMTS. Therefore, in (3) for pole 

capacity in uplink, everything remain same for S-UMTS as in 

UMTS except  : that changes from 3.84 MHz in regular 

UMTS to 1.92 MHz for Dcr=2 S-UMTS. The uplink loading 

(η) is also assumed to be same for S-UMTS. As a result, for 

the same loading factor, the uplink cell capacity for voice 

services is inversely proportional to the value of Dcr according 

to (3) and (4). 

 

B. Downlink Capacity 

 

  In the downlink as well, the pole capacity can be interpreted 

as the maximum capacity with infinite base station power. The 

following equation is used or the downlink pole capacity 

 

*+,-. =
( �JKL)∗/ 012
31 45	2 ∗7∗(M8N)                                              (7) 

 

where 

OP
 = percentage of overhead channel power 

:  = Spreading bandwidth of the system  

;< = RAB rate for CS voice 
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=< *>	2  =Required energy per bit to total noise spectrum 

density ratio 

?  = VAF 

Q = Interference factor (ratio between the other cell 

interference power and the total downlink cell transmission 

power at UE receiver) 

R = Orthogonally factor (percentage of the serving cell signal 

that becomes the interference at the UE receiver due to the 

multipath effect and the limitations of the rake receiver)  

 

Note:  Cell geometry is the inverse of Q  

            

   The overhead channel power is the power for the overhead 

channels in UMTS and S-UMTS, e.g., Primary and Secondary 

Synchronization Channels, Primary Common Pilot Channel, 

Primary Common Control Physical Channel, Secondary 

Common Control Physical Channel, Paging Indicator Channel 

etc. In S-UMTS, the overhead scales with the bandwidth and 

hence, S-UMTS has the same signaling overhead percentage 

as UMTS. 

TABLE XIII.  SCALABLE UMTS PARAMETERS  FOR AMR 

 Regular UMTS 

(Dcr=1) 

Half BW UMTS 

(Dcr=2) 

Nominal Bandwidth 

(MHz) 

5  5/Dcr=2.5  

Chip Rate (Mcps) 3.84  3.84/Dcr=1.92  

Radio frame duration (ms) 10  10xDcr=20  

Data Rate D D 

Power P P 

Range R R 

Capacity C C/Dcr=C/2 

       . 

  In (7), everything except W remains same for S-UMTS as in 

UMTS. Hence, the downlink cell capacity for voice services is 

inversely proportional to the value of Dcr. Thus, a trade-off can 

be achieved in S-UMTS between data rate, power and 

capacity. For services that need to maintain the same data rate 

over S-UMTS as in UMTS, the capacity is scaled down by Dcr 

in S-UMTS while for other services, the capacity is unchanged 

but data rate is scaled down by Dcr in S-UMTS as shown 

TABLE I and TABLE XIII. 

V. CONCLUSION 

 

    S-UMTS carriers occupy different bandwidth than regular 

UMTS carriers and may fit in spectrum where regular UMTS 

carrier cannot fit. Solutions for supporting full rate AMR (12.2 

Kbps) over Dcr=2 S-UMTS have been proposed with no 

additional delay. As S-UMTS uses the same vocoder, it offers 

the same voice quality as regular UMTS. The proposed 

solution can be extended for other AMR rates and also for 

other S-UMTS Dcr values. It is also shown that the voice 

capacity for S-UMTS scales with the bandwidth. As the 

system bandwidth in S-UMTS is scaled by the bandwidth 

scaling factor Dcr, S-UMTS UL and DL voice capacity are 

also scaled by the same factor Dcr compared to regular UMTS.  
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Abstract—Millimeter wave (mmW) links are an attractive solution
for backhaul of mobile networks. In order to cope with the
requirements of future networks, these mmW links should achieve
Gigabit data rates. These data rates can be achieved using
wide-band and high order modulations in E-Band. Zero-IF
architectures are good candidates for integrated transceivers.
However, the design of integrated transceivers at these frequencies
is a challenging issue. An important source of degradation is I/Q
imbalance, which can significantly reduce the performance of
a communication system with zero-IF transceivers if it is not
appropriately compensated. In this paper, the impact of the I/Q
imbalance impairment on the transmitted and received signal
is analyzed and suitable digital signal processing techniques are
evaluated for I/Q imbalance compensation at the receiver for a
64-QAM system using 2GHz bandwidth.

Keywords–Mobile backhaul; millimeter-wave; transceivers; RF
impairments.

I. INTRODUCTION

The growing demand for ubiquitous broadband commu-
nication, e.g., fourth-generation (4G) wireless, has motivated
the deployment of ultra high-speed communication systems.
Especially in backhauling networks, optical fiber is required to
transport very high data rates. However, optical fiber exhibits
important drawbacks, such as high costs, long deployment
times, and low flexibility. Recently, point-to-point wireless
communication systems have been proposed as an attractive
alternative to optical fiber. In order to achieve comparable data
rates as the optical fiber, these communication systems demand
a very high bandwidth to transport enough data. Although
the frequency spectrum is congested, the regulation of the E-
band facilitates the deployment of high-speed communication
systems. The European Telecommunications Standards Insti-
tute (ETSI) is carrying out a standardization process for this
frequency band [1][2].

Commercial off-the-shelf communication systems operat-
ing in the E-band support data rates up to 2.5 Gbit/s. However,
new applications demand even higher data rates, which neces-
sitate both wide-band and high-order modulations to utilize the
spectrum efficiently. Higher order modulations require high
Carrier-to-Interference (C/I) ratios at the receiver involving
careful analysis of the degradation effects introduced by the
analog Radio-Frequency (RF) impairments and evaluation of
corresponding compensation algorithms in the digital baseband
processing [3].

In this paper, we focus on the I/Q imbalance impairment
caused by the local oscillators used for quadrature modula-
tion and demodulation in zero-IF transceivers. In an ideal
quadrature modulator or demodulator, the mirror images are
completely suppressed. I/Q imbalance entails a degradation
in the Image Rejection Ratio (IRR) and causes interfering
images at mirror frequencies [4]. The paper analyzes the
impact of these local oscillator imbalances in the transmitted
and received signal. Building upon the results of this analysis,
an approach to compensate for both transmitter and receiver
induced I/Q imbalance by digital signal processing techniques
is selected and its performance for a 64-QAM transceiver
operating with a signal bandwidth of 2GHz is evaluated.

Section II introduces the I/Q imbalance issue identifying
and modeling the source of this impairment. The mitigation
of the I/Q imbalance impairment by digital signal processing
at the receiver is described in Section III. In Section IV,
the selected mechanism to cope with the I/Q imbalance is
simulated and analyzed. Finally, some conclusions are drawn
in Section V.

II. SYSTEM ANALYSIS

A. Transceiver architecture

In order to address new applications for the future back-
hauling networks, a point-to-point microwave link in the E-
Band using a 64-QAM modulation with a signal bandwidth of
2GHz is considered. Figure 1 shows the proposed transceiver
(TRx) architecture for a point-to-point microwave link in the
E-Band. As shown, the transmitter (Tx) front-end consists of
an I/Q up-converting modulator that up-converts the baseband
I and Q channels to an Intermediate Frequency (IF). After
combining the I and Q channels, the IF signal is up-converted
by means of the millimeter-wave (mmW) mixer. The receiver
(Rx) front-end consists of a wideband Low Noise Amplifier
(LNA), which receives and amplifies the signal at the E-Band.
After the LNA, a first mixer down-converts the mmW signal
to the same IF as in the Tx. This way, the same PLL can be
re-used for the Tx and the Rx. Finally, an I/Q demodulator
down-converts the IF signal to 0-Hz.

This architecture presents a good balance between different
design aspects and enables to minimize the sampling frequency
of the Digital-to-Analog (DAC) and Analog-to-Digital (ADC)
Converters. Nowadays, we can find commercial DACs and
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Figure 1. Architecture of the transceiver.

ADCs able to provide sampling rates close to 3Gsps, which
is enough for practical implementation of the zero-IF archi-
tecture. The use of other architectures such as low-IF would
require very high performance DACs or ADCs, with sampling
rates well above 4Gsps to achieve a practical implementation
of base-band and image rejection filters in the analog front-
end.

However, this zero-IF architecture is subject to the cor-
ruption due to I/Q imbalances at the transmitter and receiver
quadrature modulator and demodulator respectively. The re-
sulting system performance degradation can be important,
specially for high-order modulation schemes [5].

B. I/Q Imbalance Analysis

The goal of the I/Q modulator in Figure 1 is to perform
a frequency translation of the signal. That is, if the base-band
input signal to the I/Q modulator is

s̃(t) = sI(t) + jsQ(t), (1)

where sI(t) is the signal in the I-datapath and sQ(t) is the
signal in the Q-datapath, a perfect I/Q modulation mixes the
base-band input signal with

ltx(t) = ejωtxt = cos(ωtxt) + j sin(ωtxt) (2)

producing an output signal

s(t) = Re [s̃(t)ltx(t)] = sI(t) cos(ωtxt)− sQ(t) sin(ωtxt).
(3)

However, when implementing an I/Q modulator with actual
electronic circuits, the signals produced by the Local Oscillator
(LO) will present some difference in their amplitudes and will
not have a phase difference of π/2. The effect of this imbalance
can be modeled as the mixing of the base-band input signal
with

ltx(t) = cos(ωtxt) + jgtx sin(ωtxt+ φtx) (4)

to yield the output signal

s(t) = (sI(t)− gtx sin(φtx)sQ(t)) cos(ωtxt) (5a)
− sQ(t)gtx cos(φtx) sin(ωtxt). (5b)

)(
~

2

1
2 fSC

f

)(
~

2
1 *

2 fSC

)(
~

2
1

1 fSC

)( fS

)(
2

1 **
1 fSC

Figure 2. Spectrum of s(t) with imbalance.

In I/Q imbalance analysis, it is common to rewrite the signal
produced at the transmitter LO with imbalance of (4) in the
form [6]

ltx(t) = C1e
jωtxt + C2e

−jωtxt, (6)

with

C1 =
1 + gtxe

jφtx

2
(7a)

C2 =
1− gtxe

−jφtx

2
(7b)

and the transmitted signal is

s(t) = Re
[
s̃(t)

(
C1e

jωtxt + C2e
−jωtxt

)]
. (8)

In (8), the desired term is the one multiplied by ejωtxt and the
term multiplied by e−jωtxt is considered an undesired image.
Working on (8) we can rewrite it as

s(t) =
1

2

(
C1s̃(t)e

jωtxt + C∗
1 s̃

∗(t)e−jωtxt
)

(9a)

+
1

2

(
C∗

2 s̃
∗(t)ejωtxt + C2s̃(t)e

−jωtxt
)
, (9b)

where (·)∗ denotes the complex conjugate.

Let X(ω) denote the Fourier Transform of a signal x(t),
then from (9) we have

S(ω) =
1

2

(
C1S̃(ω − ωtx) + C∗

1 S̃
∗(ω + ωtx) (10a)

+ C∗
2 S̃

∗(ω − ωtx) + C2S̃(ω + ωtx)
)

(10b)

Figure 2 illustrates the spectrum of s(t). The first line in
the above equation is the desired term and the second line
is an image that aliases on the desired signal. A measure of
performance of the I/Q modulator is the Image Rejection Ratio
(IRR)

IRRtx =
|C1|2
|C2|2

=
1 + g2tx + 2gtx cos(φtx)

1 + g2tx − 2gtx cos(φtx)
. (11)

Similarly, the task of the Rx I/Q demodulator in Figure 1
is to mix the input signal with

lrx(t) = e−jωrxt = cos(ωrxt)− j sin(ωrxt), (12)

so that after low-pass filtering, we get the base-band equivalent
of the signal in the frequency band of interest z̃(t) = zI(t) +
jzQ(t). Note that z̃(t) is the base-band equivalent referred to
a carrier frequency ωrx. The actual implementation of the I/Q

137Copyright (c) IARIA, 2014.     ISBN:  978-1-61208-347-6

ICWMC 2014 : The Tenth International Conference on Wireless and Mobile Communications

                         150 / 218



demodulator will introduce similar imbalances to the actual
implementation of the I/Q modulator, which can be modeled
as the mixing of r(t) with

lrx(t) = cos(ωrxt)− jgrx sin(ωrxt+ φrx). (13)

The signal at the output of the I/Q demodulator after low-pass
filtering can be written as [6]

r̃(t) = rI(t) + jrQ(t) = K1z̃(t) +K2z̃
∗(t) (14)

with

K1 =
1 + grxe

−jφrx

2
(15a)

K2 =
1− grxe

jφrx

2
. (15b)

In this case, the first term in the sum of (14) is the desired
term and the second one is the image that aliases on the desired
signal. The IRR for the I/Q demodulator is defined as

IRRrx =
|K1|2
|K2|2

=
1 + g2rx + 2grx cos(φtx)

1 + g2rx − 2grx cos(φrx)
. (16)

Note that the above model for the impairment affects in the
same way to the whole information bearing signal. Thus, the
I/Q imbalance is said to be Non-Frequency-Selective (NFS).
Other imbalances in the in-phase and quadrature datapaths
of the information bearing signals can introduce Frequency-
Selective (FS) I/Q imbalance. In this paper, we restrict our
attention to the NFS component of the I/Q imbalance. Al-
though the model has been developed from the point of view
of the local oscillators of the I/Q modulator and demodulator,
it can also be used to include the mean imbalances between
the in-phase and quadrature datapaths.

In order to gain some insight, we assume enough linearity
and proper filtering in the remaining stages of the transmitter
and receiver analog chain and noise-less operation. Using (9),
it can be seen that

z̃(t) = (C1s̃(t) + C∗
2 s̃

∗(t)) ej(Δωt+θ) (17)

where Δω and θ account for the overall carrier frequency and
phase offset between the transmitter and the receiver. Thus, we
have

r̃(t) = K1C1s̃(t)e
j(Δωt+θ) (18a)

+K1C
∗
2 s̃

∗(t)ej(Δωt+θ) (18b)
+K2C

∗
1 s̃

∗(t)e−j(Δωt+θ) (18c)
+K2C2s̃(t)e

−j(Δωt+θ) (18d)

The desired term in (18) is the one in the first line and the
terms in the second to fourth line represent undesired images
at the receiver due to transmitter and receiver I/Q imbalances.

When Δω = 0 , (18) simpliflies to

r̃(t) = J1s̃(t) + J2s̃
∗(t) (19)

where J1 and J2 are constants given by

J1 = K1C1e
jθ +K2C2e

−jθ (20a)
J2 = K1C

∗
2e

jθ +K2C
∗
1e

−jθ. (20b)

Comparing (19) with (14), it can be concluded that when
Δω = 0, the effect observed at the output of the receiver’s

I/Q demodulator due to the I/Q imbalance introduced at the
transmitter is the same as the one due to an I/Q imbalance
introduced by the I/Q demodulator. In a real transmission
system there will be some carrier frequency offset between the
transmitter and the receiver. However, the former observation
suggests that the I/Q imbalance introduced at the transmitter
may be addressed after carrier frequency recovery using ap-
proaches designed to address the I/Q imbalance introduced at
the receiver.

III. I/Q IMBALANCE COMPENSATION

A. Tx I/Q Imbalance Compensation

Using (1) and (3) with s̃′(t) = s′I(t) + js′Q(t) denoting
the equivalent baseband signal of the Tx I/Q distorted signal
s(t) with respect to the transmitter carrier frequency ωtx, we
can derive the following matrix equation for Tx I/Q imbalance
distortion:[

s′I(t)
s′Q(t)

]
=

[
1 −gtx sin(φtx)
0 gtx cos(φtx)

] [
sI(t)
sQ(t)

]
. (21)

If the matrix in (21) is invertible (gtx �= 0 and φtx �=
±π/2), what is the case for practical cases, the Tx NFS I/Q
compensation can ideally be achieved by performing a digital
predistortion based on the inverse operation. In this case, we
feed the I/Q modulator with the predistorted signal ς(t) =
ςI(t) + jςQ(t), which is obtained as[

ςI(t)
ςQ(t)

]
=

[
1 tan(φtx)
0 1/(gtx cos(φtx))

] [
sI(t)
sQ(t)

]
, (22)

Compensation by inverse transformation requires knowledge
of the gain and phase imbalance values, gtx and φrx.

Techniques for compensation of the transmitter I/Q imbal-
ance at the transmitter have been proposed in the literature
using tones as test signals (e.g., [7][8][9][10]) or even from
random data (e.g., [8][11]). The compensation using test tones
is very powerful and can be used for initial calibration. During
normal full-duplex operation of the transceiver, I/Q imbalance
compensation from the random transmitted data would be pre-
ferred. All these techniques of compensation require additional
circuitry (including an extra ADC) at the transmitter to feed-
back measurements performed in the analog front-end.

Under certain conditions Tx I/Q imbalance can also be
compensated in the receiver [6]. For this to be possible, an
important issue is that the spectral images caused by Tx I/Q
imbalance have to be emitted. This condition is fulfilled in
the analyzed system. Receiver-based compensation of Tx I/Q
imbalance is the approach further investigated in this paper,
because it does not require any additional circuitry in the
analog front-end of the transceiver and all the compensation
can be performed by digital signal processing.

B. Rx I/Q Imbalance Compensation

The down-coverted complex-valued base-band signal r̃(t)
can be written as a function of z̃(t) using the following matrix
equation[

rI(t)
rQ(t)

]
=

[
1 0

−grx sin(φrx) grx cos(φrx)

] [
zI(t)
zQ(t)

]
. (23)
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Figure 3. System Model for I/Q Imbalance Simulations.

In case the matrix in (23) is invertible (grx �= 0 and
φrx �= ±π/2), what is the case for practical cases, the Rx
I/Q imbalance can be ideally compensated by performing the
inverse operation[

αI(t)
αQ(t)

]
=

[
1 0

tan(φrx) 1/(grx cos(φrx))

] [
z′I(t)
z′Q(t)

]
, (24)

where α(t) = αI(t) + jαQ(t) is the output of the Rx I/Q
imbalance compensator and ideally would yield the desired
baseband signal z̃(t). Compensation by inverse transformation
requires knowledge of the gain and phase imbalance values
grx and φrx, which can be derived by using statistics and
correlation properties of the I and Q signals as proposed in
[12].

IV. SIMULATION RESULTS

A. System Model

Figure 3 depicts the simulation model developed in Matlab
for the analysis of the I/Q imbalance in the transceiver perfor-
mance. Random data information is generated as a sequence
of I/Q symbols, D, by using a 64-QAM mapper. D is then
filtered through an appropriate Root-Raised-Cosine (RRC)
filter to create a pulse-shaped base-band signal x. The Tx
Baseband Filtering and Mixing models the data processing in
the transmitter analog front-end shown in Figure 1, including
the NFS-I/Q imbalance at the I/Q modulator.

Considering an Additive White Gaussian Noise (AWGN)
channel, the signal z̃ at the output of the channel model is
given by:

z̃(t) = s̃′(t) · ej2πft + n(t), (25)

where z̃(t) is the low-pass equivalent of the transmitted signal,
with f the Carrier Frequency Offset (CFO) in Hz. Finally,
n(t) corresponds to a complex-valued white Gaussian noise
process.

On the receiver side, the Rx Baseband Filtering and Mixing
models the receiver analog front-end structure shown in Fig-
ure 1 including Rx I/Q imbalance. NFS I/Q Imbalance Com-
pensation is performed prior to matched filtering following a
multi-stage approach that compensates for both Tx and Rx I/Q
Imbalance:
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Figure 4. NFS I/Q imbalance

1) The first stage compensates for the Rx NFS I/Q imbalance
based on the algorithms in Section III.

2) A CFO correction stage compensates for the CFO.
3) A third stage is employed for performing Tx NFS I/Q

imbalance compensation prior to the matched filter by
applying again the algorithms in Section III .

The NFS I/Q compensated signal, β′, is then filtered with
a matched RRC filter in order to recover the transmitted
information. Due to the high bandwidth of the signal and
limited sampling rates of the DACs and ADCs, there is a
frequency selectivity in the analog chain of the system. So as to
compensate for this frequency response, an equalizer modelled
as a Wiener filter [13] has been included at the receiver. The
received symbols D′ are then compared with the transmitted
symbols D to quantify the performance of the whole system.

B. Results

Figure 4(a) illustrates the effect of NFS I/Q imbalance.
For illustration purpose, a noiseless transmission is considered.
Crosses correspond to the constellation when perfect transmis-
sion takes places, and the dots correspond to a transmission
with I/Q imbalances both at transmitter and receiver assuming
zero carrier frequency offset. The I/Q imbalances considered
were 0.5 dB and 3 degrees in gain and phase, respectively, in
the transmitter and 1 dB and 3 degrees in gain and phase,
respectively, in the receiver. The signs of the imbalances
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Figure 5. System performance in the presence of NFS I/Q imbalance.
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Figure 6. NFS I/Q imbalance with normalized residual carrier frequency
offset ΔωT/(2π) = 5 · 10−6.

were selected in the transmitter and the receiver so that
they combine in the worst possible distortion. Figure 4(b)
shows the constellation at the receiver when the NFS I/Q
imbalance compensation is active. As it can be seen, the NFS
I/Q imbalance compensation approach is able to remove the
distortion of the constellation.

Figure 5 shows the impact of the NFS I/Q imbalance in
the performance of the transceiver. The curve labeled ‘without
NFS IQ’ is the performance of the transceiver when there is
no I/Q imbalance. As it is shown in the figure the equalizer
used to compensate the frequency selectivity of the analog
chain introduces minor losses. The curve labeled ‘NFS IQ’ is
the performance of the transceiver with I/Q imbalance at both
transmitter and receiver. The curve labeled ‘NFS IQ with comp’
is the performance when the I/Q imbalance compensation is
active. The NFS I/Q imbalance compesation is able to reduce
the losses to a few tenths of a dB.

Figure 6(a) illustrates the effect of NFS I/Q imbalance
when there is a residual carrier frequency offset equal to
Δω = 2π · 5 · 10−6/T after the CFO correction in Figure 3,
with T the symbol period. For proper symbol detection and
BER estimation, the residual carrier frequency offset has been
compensated in the simulations at the input of the receiver’s
matched-filter. The figure shows the corrected constellations
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Figure 7. Performance of NFS I/Q imbalance compensation approach for
different values of ΔωT/(2π).

after this final residual carrier frequency offset compensation.
The transmitter’s I/Q imbalance manifests itself as rotations of
the constellation around the distorted constellation due to the
receiver’s I/Q imbalance.

Figure 6(b) shows the constellation when the I/Q com-
pensation algorithms are active for the same residual carrier
frequency offset. It can be seen that a reduction in the distortion
of the constellation has been achieved despite some residual
carrier frequency offset.

Figure 7 shows the impact of residual carrier frequency
offset on the performance of the NFS I/Q imbalance compen-
sation approach presented in Section III. The different curves
correspond to different values of the normalized residual
carrier frequency offset ΔωT/(2π). It can be seen that a
very accurate carrier frequency offset correction is needed for
proper compensation of the transmitter I/Q imbalance with
residual CFO below ΔωT/(2π) = 5 · 10−6, what can be
achieved via application of state of the art coarse and fine
frequency synchronization algorithms [14].

V. CONCLUSION

In this paper, a theoretical analysis of the NFS I/Q imbal-
ance in a zero-IF transceiver has been presented. Digital signal
processing at the receiver has been evaluated based on a multi-
stage approach for the compensation of both transmitter and
receiver I/Q imbalance, as well as carrier frequency offset.

Simulation results were presented for a zero-IF transceiver
using 64-QAM with a signal bandwidth of 2GHz. The sim-
ulation results show that receiver-based Tx I/Q imbalance
compensation can be achieved with negligible degradation in
overall system performance. This is achieved when accurate
frequency synchronization is performed in the receiver that
reduces the residual carrier frequency offset below specified
limits.
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Abstract—In this paper, we consider the distributed estimation
problem where a set of nodes is deployed to estimate a parameter
of interest when the statistical model (or information) for the
underlying processes is not available, or it varies in time.
Such a scenario appears in many real-world applications e.g.
in sensor networks. The estimation problem can be expressed
mathematically as the minimization of a cost function, which
is the sum of continuously differentiable local cost functions.
The paper aims to develop an iterative, fully distributed and
adaptive solution for the optimization problem. Similar to the
existing Incremental Least Mean-Squares (ILMS) algorithm,
in the proposed algorithm we use steepest-descent method to
generate an approximation of the descent direction at every
node. However, unlike the ILMS, the proposed algorithm uses
the aggregate gradient at each node which is the average of
the previously computed gradients by other nodes. The resultant
algorithm which is called Incremental Aggregated Gradient-LMS
(IAG-LMS) outperforms the ILMS algorithm in terms of the
steady-state error. Moreover, its stability bound (in terms of the
step-size parameter) is also wider than the ILMS algorithm. We
present numerical simulations to support the mentioned claims
and illustrate the results.

Keywords— Adaptive networks; incremental; least mean square;
estimation.

I. INTRODUCTION

Consider the following unconstrained optimization problem

minimize
w

fg(w) =

N∑
k=1

fk(w), w ∈ R
M

(1)

where every fk : R
M → R is a continuously differentiable scalar

function on R
M (M ∈ Z ≥ 1). The motivation for considering

optimization models of the form in (1) stems from practical problems
that arise in a variety of applications such as sensor networks, preci-
sion agriculture, environment monitoring, disaster relief management,
smart spaces, target localization, neural networks training, and a
number of medical applications [1],[2]. As an example, in sensor
networks, each fk(w) corresponds to the data collected by the kth
sensor in the network. There are already several useful strategies for
estimation over distributed networks such as consensus strategies and
adaptive networks. In the consensus strategy [3],[4],[5], each node
estimates the source signal (or parameter of interest) and shares the
information with its neighbors. As the number of iterations increases,
the local estimates, computed by the nodes may converge to the
same final estimate. The initial implementations suggested for the
consensus strategy relied on the use of two time-scales [6]: one

for the collection of measurements and another to iterate over the
collected data to attain agreement before the process is repeated. The
main problem in the mentioned methods is inability of the network
to undertake continuous learning and optimization [7]. Therefore,
consensus-based algorithms that rely on two time-scales can not be
used in the problems that this paper seeks to provide a solution to
them.

Single time-scale consensus strategies, on the other hand, have
also been developed in the literature [4],[5],[8],[9]. Although this
kind of consensus algorithms can deliver continuous learning, as
it is shown in [10], they suffer from stability problems. Indeed,
consensus networks can become unstable even if all of the nodes
in the network are stable. This problem, along with the need for con-
tinuous learning in distributed networks, motivated the development
of adaptive networks [11],[12]. An adaptive network is a collection of
agents (nodes) that collaborate with each other through in-network
local processing rules in order to estimate and track the parame-
ters of interest [12]. The two major classes of adaptive networks
are incremental strategy [13],[14],[15],[16] and diffusion strategy
[17],[18],[19]. In the incremental mode, a cyclic path through the
network is required, and nodes communicate with neighbors within
this path, while in diffusion mode, each node can communicates with
all of its neighboring nodes. Although incremental networks are less
robust to node and link failures, they do offer excellent estimation
performance since every node uses data from the entire network to
update the local estimate of the desired parameter.

In the available incremental-based adaptive networks such
as [13],[15],[16],[20],[21],[22],[23],[24] the estimation problem is
solved by starting from steepest-descent solution, splitting the global
cost function into N local cost functions (N is the number of nodes),
and applying a suitable local stochastic approximations (such as
LMS-type learning rule) at every node. The resultant algorithms are
able to handle the unavailability or variation of statistical information.
However, they use only one of the N components (local cost
functions) in order to generate an approximate descent direction
[25]. Thus, in this paper we employ the aggregate gradient at each
node which is the average of the N previously computed gradients.
The resultant algorithm outperforms the existing incremental LMS
(ILMS) algorithm in terms of the steady-state error. Moreover, the
stability bound (in terms of the step-size parameter) is also wider
than of the ILMS algorithm. We also present some simulation results
to support the mentioned claims.

Notation: We adopt boldface letters for random quantities. The
symbol ∗ denotes conjugation for scalars and Hermitian transpose
for matrices. y = floor(x) rounds the elements of x to the nearest
integers less than or equal to x. Moreover, (a)N denotes a modulo N
with representative classes 1, 2, · · · , N . We use the notation ‖x‖2

A =
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k

Fig. 1. A distributed network with incremental cooperation among the nodes.
The neighbor of node k is defined as its preceding node in Hamilton cycle.

x∗Ax for the weighted square norm of x.

II. PROBLEM STATEMENT

To further explain the problem that this paper seeks to provide a
solution to it, let us consider a set of nodes N = {1, 2, · · · , N}
that are distributed over a domain in space. Each node k ∈ N
communicates with its neighbors (denoted by Nk). The set of
neighbors for node k for incremental cooperation mode is shown
in Fig. 1. At time instant i, node k records the scalar measurement
dk(i) and 1 × M regression data uk,i. The purpose of the network
is to solve the following optimization problem at every node in the
network

minimize
w

N∑
k=1

E
[|dk(i) − uk,iw|2] (2)

Comparing (1) with (2) reveals that

fk(w) = E
[|dk(i) − uk,iw|2]

Remark 1. In many practical applications, we can assume a linear
regression model between the measurements {dk(i)} and {uk,i}.
According to this model, we have

dk(i) = uk,iw
o + vk(i) (3)

where wo ∈ R
M is an unknown parameter and vk(i) is the

observation noise term with variance σ2
v,k. Based on the intended

application, the vector wo may represent different physical quantities,
e.g. location of a target and parameter of an auto-regressive (AR)
model.

The optimal solution for (2) is wo and can be expressed in terms of
the statistics of recorded data {dk(i),uk,i} via the following normal
equation [13],[14] (

N∑
k=1

Ru,k

)
wo =

N∑
k=1

pdu,k (4)

where

Ru,k = E[u∗
k,iuk,i], pdu,k = E[dk(i)u∗

k,i] (5)

Remark 2. The unknown vector wo in the linear model (3) is the
same as the optimal solution in (4).

This solution needs the statistical information {pdu,k,Ru,k}k∈N
to be available at every node, which are not available in many
applications or they may vary in time. In the next section, we
introduce our proposed distributed estimation algorithm which relies
on the incremental aggregated gradient method.

III. PROPOSED ALGORITHM

To solve the unconstrained problem in (1), we start with the
standard steepest-descent method. Let wg

i be the global estimate for
wo at iteration i. Then, using the standard steepest-descent method
we have

wg
i = wg

i−1 − μ
(∇wfg(wg

i−1)
)∗

(6)

where μ > 0 is a step-size parameter and ∇wfg represents the
complex gradient of the fg(wg). The required gradient in (6) is
given by

(∇wfg(wg
i−1)

)∗
=

N∑
k=1

(Ru,kw
g
i−1 − pdu,k) (7)

Substituting (7) into (6) yields the steepest-descent solution as

wg
i = wg

i−1 + μ

N∑
k=1

(pdu,k − Ru,kw
g
i−1) (8)

As we mentioned before, this is not a practical solution as it needs
the statistical information {pdu,k,Ru,k}k∈N . This issue can be
addressed by replacing the statistical averages by time averages
assuming that the process is ergodic, i.e.

Ru,k ≈ u∗
k,iuk,i, pdu,k ≈ dk(i)u∗

k,i (9)

Replacing (9) in (8) yields

wg
i = wg

i−1 + μ

N∑
k=1

u∗
k,i(dk(i) − uk,iw

g
i−1) (10)

The above recursive equation can be implemented in a distributed
manner by splitting the update equation into N steps and resorting
to the incremental cooperation which is established among the nodes.
By doing the above steps, the ILMS algorithm is obtained which can
be written as follows{

w1,i ← wN,i−1

wk,i = wk−1,i + μk u∗
k,i(dk(i) − uk,iwk−1,i)

(11)

where wk,i is a local estimate of wo at node k and time (iteration)
i. Note that we have

wN,i = wg
i

It is shown in [11], [13] that as i → ∞, we have wk,i → wo in the
mean, for every node k, and for an appropriately chosen set of step
sizes {μk : k = 1, . . . , N}.

It is clear from (6) that the ILMS algorithm uses only the available
information at node k in order to generate an approximate for the
steepest-descent direction. We can improve the approximate direction
if we use the average of the N previously computed gradients [25].
Thus, we use the concept of aggregated gradient to develop our
proposed algorithm. To begin with, let us define the sequence of
{xj}, j = 1, 2, · · · as

xj � wk,i, j = (i − 1) × N + k (12)

Equivalently, we have

k = (j)N , and i = floor(j/N) + 1 (13)

Using (12), we can define the aggregated gradient at iteration i as

gk,i =
( N−1∑

�=0

∇wf(k−�)N

(
xk−�

))∗
(14)

Note the right hand side of (14) is a function of i since according to
(12) xk−� can be expressed in terms of wk,i.

143Copyright (c) IARIA, 2014.     ISBN:  978-1-61208-347-6

ICWMC 2014 : The Tenth International Conference on Wireless and Mobile Communications

                         156 / 218



Remark 3. To calculate the aggregated gradient in (14) we need N
initial points x1,x2, · · · ,xN which according to (12) can be selected
as

x1 = w1,1, x2 = w2,1, · · · xN = wN,1

That is why we have defined gk,i for i ≥ 2. Possible initialization
strategies include setting x1 = x2 = · · · = xN .

Now, we can modify the standard steepest-descent (14) using (6)
as follows

xj = xj−1 − μ
1

N
gk−1,i, for j ≥ N + 1 (15)

or in terms of wk,i as

wk,i = wk−1,i − μ
1

N
gk−1,i (16)

where we add the factor 1/N in order to make gk,i comparable to
the one used in the standard incremental gradient method [25]. We
can also rewrite (14) in an equivalent form as

gk,i = gk−1,i −
(∇wf(k)N

(xk−L)
)∗

+
(∇wf(k)N

(xk)
)∗

(17)

As we will discuss later, this form enables us to implement equations
(15) and (17) in a distributed manner.

Remark 4. Note that for i ≥ 2 we can merge the equations (16)
and (17) to obtain an equivalent update equation as

wk,i = wk−1,i − μ
1

N

( N−1∑
�=0

∇wf(k−�)N

(
wk′,i′

))∗
(18)

where

k′ = (k − 1 − �)N , and i′ = floor((k − 1 − �)/N) + 1.

Although the update equation given by (16) is a distributed solution
for (1), however, it is not an adaptive solution because we still need
to use the second-order moments {pdu,k,Ru,k} to evaluate (16). To
obtain an adaptive solution, we replace the mentioned moments with
the local instantaneous approximations as(∇̃wfk(w)

)∗
= −(u∗

k,i(dk(i) − uk,iw)) (19)

where we used ∇̃wfk(w) to denote the approximate gradient. Using
(19), we can rewrite

wk,i = wk−1,i − μ
1

N
g̃k−1,i (20a)

g̃k,i = g̃k−1,i −
(∇̃f(k)N

(xk−L)
)∗

+
(∇̃f(k)N

(xk)
)∗

(20b)

We can implement (20) in a fully distributed manner as follows: at
iteration i, upon receiving x(i−1)×N+k−1 = wk−1,i and g̃k−1,i from
node k−1, node k updates the local estimate wk,i and the aggregate
estimate g̃k,i according to (20) and sends them to the next node k+1.
The pseudo code of the proposed algorithm (IAG-LMS algorithm) is
shown in Algorithm. 1.

Algorithm 1: The pseudo code of the IAG-LMS algorithm.

Initialize x1,x2, · · · ,xN = w1,1,w2,1, · · · ,wN,1 = 0
foreach i = 1, 2, · · · do

foreach k = 1, 2, ..., N · · · do
receive wk−1,i and g̃k−1,i from node k − 1
update wk,i according to (20a)
update g̃k,i according to (20b)
send wk,i and g̃k,i to the next node (node k + 1).

end
end
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Fig. 2. Node profile Tr(Ru,k) (up) and σ2
v,k (down).

IV. SIMULATION RESULTS

In this section, we present some simulation results to evaluate the
performance of the proposed algorithm. To this end, we assume a
network with N = 15 nodes, where the nodes are connected via
a ring topology. The regressors uk,i are generated as independent
realizations of a Gaussian distribution with a covariance matrix Ru,k

where the eigenvalue spread for every Ru,k is 2. The measurement
data dk(i) at each node k is generated by using the data model (3)
where the parameter wo is chosen to be [1 1 1 1 1]T . The observation
noise vk(i) in (3) is drawn from a Gaussian distribution with variance
σ2

v,k ∈ (0, 0.1). Fig. 2 shows the node profile including the trace of

every covariance matrix Ru,k and σ2
v,k.

We consider the mean-square deviation as the performance metric
which is defined at node k as

MSDk = E
[‖wo − wk,i‖2]

(21)

To evaluate the performance of ILMS and the proposed algorithm,
we use network MSD that is given by

MSD =
1

N

N∑
k=1

MSDk (22)

Fig. 3 shows the learning curve, in terms of network MSD, for the
ILMS algorithm and the proposed algorithm. For both ILMS and the
proposed algorithm we select μ = 0.1. The results are obtained by
averaging over 100 independent runs. We observe that the proposed
algorithm outperforms the ILMS algorithm in terms of the steady-
state error at the expense of a slight increase in the computations
(due to the need for updating g̃k,i) and communications (due to the
need for sending g̃k,i). In Fig. 4, we have plotted the trajectory of
the proposed algorithm. The dash straight line corresponds to the
wo(1) = 1. It is seen that the proposed algorithm rapidly converges
to the desired parameter.

When we increase the step-size value, we observe that the ILMS
algorithm diverges and can not provide an acceptable estimate for
wo. This behavior does not occur for the proposed algorithm as it is
shown in Fig. 5, where we have plotted the network MSD for both
algorithms for a bigger step-size μ = 0.25). Fig. 6 shows steady-state
values of the network MSD for both algorithms in terms of the step-
size value. The steady-state values are obtained by averaging over 100
runs 50 time samples after the convergence of algorithms. We observe
that the stability range for the proposed algorithm is wider than the
ILMS algorithm, which leads to a more robust implementation.
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Fig. 3. Learning curve for ILMS and the proposed algorithm in terms of
network MSD (μ = 0.1).
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Fig. 4. The trajectory of the proposed algorithm. The dash straight line
corresponds to wo(1) = 1, (μ = 0.1).

V. CONCLUSIONS AND FUTURE WORK

In this paper, we proposed an incremental adaptive network based
on the aggregated gradient method. The main advantages of the
proposed algorithm, (in comparison with the existing ILMS algo-
rithm) are its steady-state performance error and its wider stability
range. However, the cost of this improvement is a slight increase in
computation and communication per integration per node. In addition,
the convergence rate for the proposed algorithm is slower than ILMS
algorithm, which in turn affects its tracking performance spatially
in fast-changing environment. We presented some simulation results
to support our claims in this paper. This work can be extended by
considering the effects of noisy links, which is a more practical
assumption than the ideal links. Moreover, we can further improve
the performance of the proposed algorithm with tuning the step-size
parameter at every node according to its measurement quality. Our
future work will address the mentioned issues.
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Abstract—Network coordination techniques are very promising 
for improving spectral efficiency over conventional cellular 
networks limited by inter-cell interference. Thus, Coordinated 
MultiPoint (CoMP) transmission and reception techniques are 
under consideration for LTE-Advanced to meet 4G 
requirements. In this work, a coordination technique for inter-
cell interference cancellation is evaluated over a packetized 
multiuser adaptive OFDMA (Orthogonal Frequency-Division 
Multiple Access) system. As a result of our network 
coordination setup, a new question on which pair of users 
should be served at each physical resource comes up. A low 
power user selection algorithm is proposed and evaluated, and 
its performance is compared to that of random user selection.  
 

Keywords-; CoMP; LTE; MIMO; 4G; QoS  

 

I. INTRODUCTION 

 Data access over mobile networks has caused an 
increasing demand for high data rate wireless 
communications, a trend which is expected to continue. 
Nowadays, a typical user consumes 1 Gigabyte of data per 
month, approximately 200% percent more than one year ago 
[1] [2] [3]. The current mobile networks and wireless 
technologies need to be improved in order to support the 
traffic demand.  

To satisfy the high demand for wireless services, 3rd 
Generation Partnership Project (3GPP) has been developing 
a new mobile standard, referred to as Long Term Evolution 
(LTE). The first release of LTE (Release 8) is              
labeled as 3.9G as it does not meet the International                     
Mobile Telecommunications-Advanced (IMT-Advanced) 
requirements for 4G. However, the evolved version of LTE 
(Release 10), referred to as LTE-Advanced (LTE-A), meets 
or exceeds the requirements of the International 
Telecommunication Union (ITU) for the fourth generation 
(4G) radio communication standard, known as IMT-
Advanced. In October 2009, the 3GPP Partners formally 
submitted LTE-A to the ITU Radiocommunication sector 
(ITU-R) as a candidate for 4G IMT-Advanced [4]. 

In a cellular communication system such as 3GPP LTE,  

 
throughput is limited by co-channel interference, either 
within a cell (intra-cell interference) or from nearby cells 
(inter-cell interference). 

Downlink intra-cell interference can be eliminated by 
orthogonal channel allocation. LTE radio transmission is 
based on Orthogonal Frequency-Division Multiple Access 
(OFDMA). Over frequency selective channels, OFDMA 
divides the transmitted bit flow into many different 
substreams and sends these over many different 
subchannels. Data from multiple users are being transmitted 
on parallel narrow-band subcarriers. The advantage is that 
each subcarrier is relatively narrowband, which decreases 
the effect of delay spread.  

Adaptive Quadrature Amplitude Modulation (AQAM) is 
an adaptive digital modulation that provides the system with 
the ability to match the service rate to the channel quality 
while meeting a target Bit Error Rate (BER) [2]. Adaptive 
QAM and OFDMA are combined by performing adaptive 
modulation in each OFDM subcarrier. Although OFDMA 
achieves improved spectral efficiency within one cell, inter-
cell interference is still preventing these technologies from 
coming close to the theoretical rates for multi-cell networks 
[5]. 

Inter-cell interference mainly influences the data rates of 
those users at the cell-edge affecting the average spectral 
efficiency of the cell. Using different transmission 
frequencies between neighboring cells, soft handoff or 
beam-forming multiple antennas, inter-cell interference can 
be reduced. Using more advanced techniques by coherently 
coordinating transmissions of signals across base stations, 
interference could be completely eliminated. Roughly 
speaking, multiple base stations, geographically distributed, 
transmit user’s signal simultaneously. These signals are 
weighted and pre-processed so that inter-cell interference is 
cancelled [6] [7]. 

In the 3GPP standardization activities concerning LTE-
Advanced [8], the coordinated base stations transmissions 
fall into the term of Coordinated Multi-Point (CoMP) 
transmission and reception. CoMP refers to a wide range of 
techniques with the common characteristic of dynamic 
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coordination of transmission and/or reception at multiple 
geographically separated sites with the aim to enhance 
system performance and end-user quality [1]. 3GPP has 
proposed CoMP techniques as a performance enhancement 
for LTE-A Release 12 and beyond, to meet 4G requirements 
[8] [9]. These techniques are the key to achieve the needed 
requirements in terms of spectral efficiency and cell-edge 
throughput.   

In this paper, we present network coordination as a 
means to provide high spectral efficiency in cellular systems. 
This study presents a basic scenario where two base stations, 
connected via high speed backbone, coordinate their 
transmissions and pre-process the signals for cancelling 
inter-cell interference. Each user receives its data from both 
base stations improving the signal strength and with no 
interference, thus reaching a higher spectral efficiency. The 
performance of coordinated networks is compared to that of 
conventional networks without coordination and, as 
expected, it is shown that coordinated base station 
transmissions offers better spectral efficiency values. 

Our coordinated experimental setup is not power 
efficient, so a new challenge comes up for selecting the users 
to be served at each physical resource in order to minimize 
the system transmission power. A user selection algorithm, 
based on simulation results, is proposed. This algorithm 
specifies resources allocation to users in order to minimize 
system transmission power. The proposed algorithm is 
evaluated and their results are compared to that of a random 
user selection algorithm.   

The remainder of this paper is organized as follows. 
Section II briefly describes the fundamentals of coordinated 
networks, presenting the studied CoMP technique for 
cancelling inter-cell interference. In Section III, the system 
model is described. In Section IV, a user selection algorithm 
is proposed for system transmission power reduction. In 
Section V, the coordinated scenario using inter-cell 
interference cancellation and the proposed user selection 
algorithm is then evaluated. Finally, some concluding 
remarks are given in Section VI.    

II. COMP TRANSMISSION 

The basic system model is as shown in Fig. 1. Base 
Stations (BSs) BS1 and BS2 will operate together to transmit 
signals to Mobile Stations (MSs) MS1 and MS2. Both base 
stations will be geographically separated but connected via 
high speed backbone link making coordination possible. 
Both BSs and MSs are equipped with single antennas. 
Knowledge of the Channel State Information (CSI) is 
assumed to be perfectly available at the transmitters, as it is 
measured by the receivers and fed back to the BSs. 

 
 

 
Fig. 1. System model 

 
In a classical cell system, for BS1, BS2 is an interfering 

base station, and in the same way, for BS2, BS1 is an 
interfering base station. The received signals at MS1 and 
MS2, y1 and y2, respectively, are given by  

 

������=�
��� ���
��� ���� �

	�	�� + �
�
��       (1) 

 
where hij is the channel between terminal i and BS j, x1 is 
transmitted signal by BS1 and x2 is that by BS2. ni is 
additive white Gaussian noise [10]. 

A basic system model for a downlink network with M 
single antenna base stations and N single antenna mobiles is 
given by 

 
y = Hx + n          (2) 

 
where H = [hij]NxM denotes the channel matrix,   hij denotes 
the complex channel gain between mobile i and base station 
j,      x = [x1, x2, …, xM]T denotes the complex antenna inputs 
to the channel, n = [n1, n2, …, nN]T denotes additive white 
noise and y = [y1, y2, …, yM]T are the inputs to the receiver.  

In a coordination scenario, where all M base stations act 
together, each mobile may receive useful signals from all 
base stations. If a linear spatial precoding matrix A Є CMxN is 
used to map the data symbols to the antenna outputs, i.e.,  

 
x = As           (3) 

 
where s denotes the vector of data symbols given by             
s = [s1,s2,…, sN]T then the antenna output at the jth base 
station is a linear combination of N data symbols,  
 

xj = ∑ �
��� jisi          (4) 
 

Selecting a proper precoding matrix A allows 
interference cancellation. A simple form of coordination, 
called Channel Inversion (CI) or Zero-Forcing (ZF) [1] [2] 
[6] [9], uses a pseudo-inverse precoding matrix given by 

 
A = H† (HH†)–1         (5) 
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According to this, when N = M,  (3) becomes simply             
x = H-1d [6] [9].  

The received signal according to (2), (3) and (5) is given 
by 

 
y = Hx + n = HH † (HH†)–1s + n = s + n   (6) 

 
Thus the ith mobile receives yi = si + ni. All network 
antennas in range can help in the transmission of each 
message, but the message is received only by the intended 
user with no interference [6]. 

Notice that according to (6) the system model 
corresponds to an Additive White Gaussian Noise (AWGN) 
channel where inter-cell interference has been cancelled. To 
achieve this is not free: depending on the actual channel the 
precoder should compensate the channel’s effects causing 
fluctuations on the system transmission power. These 
fluctuations will require a large normalization factor in a real 
system, which will dramatically reduce the Signal-to-Noise 
Ratio (SNR) at receivers. 

III.   SYSTEM MODEL 

Orthogonal Frequency Division Multiplexing (OFDM) is 
a modulation technique widely used to counteract the effects 
of Inter Symbol Interference (ISI) in frequency selective 
channels [2]. OFDM divides the transmission band in a large 
number of sub-bands narrow enough to be considered flat. 
An Inverse Fast Fourier Transform (IFFT) efficiently 
performs the modulation process. Its reciprocal process, the 
forward Fast Fourier Transform (FFT), is used to recover the 
data as a cyclic extension of the OFDM symbol eliminating 
the residual ISI. In this way, OFDM can be considered as a 
time-frequency squared pattern, where each bin can be 
addressed independently.  

Modulation of the OFDM subcarriers is analogous to that 
of the conventional single carrier systems. Supported 
downlink data-modulation schemes are Binary Phase-Shift 
Keying (BPSK), Quadrature Phase-Shift Keying (QPSK), 
16QAM, and 64QAM (as those in LTE). The number of bits 
allocated to each subcarrier can be modified on a symbol 
basis to simultaneously track the time variant frequency 
response of the channel and fulfill the BER service 
requirements.  

When OFDM is also used as multiplexing technique, the 
term OFDM Access (OFDMA) is preferred. In this case, a 
block of bins is assigned to a single user in what can be 
considered a hybrid Time Division Multiple Access–
Frequency Division Multiple Access (TDMA-FDMA) 
technique.  

In this work, the physical resources to be assigned to 
users are formed by one subcarrier in one symbol time, thus 
OFDMA systems allow subsets of the subcarriers to be 
allocated dynamically among the different users on the 

channel.  A Round Robin (RR) scheduling algorithm has 
been used in order to allocate resources to users. Round 
Robin is a fixed no opportunist scheduling algorithm which 
dispenses system resources equally among users following a 
cyclic order. Users are located in an imaginary line between 
BS1 and BS2 and the distance to their respective BSs is 
defined for each user and simulation. 

Perfect channel state information (CSI) is assumed at the 
transmitter. As a consequence, results obtained here are 
upper bounds for those in a practical system. 

The setup is according to system model of Fig. 1. Two 
hexagonal cells with a base station located at the center and 
where each base is loaded with one mobile. The cell radius 
considered is set to Rcell meters. 

As channel model, frequency selective Rayleigh fading 
channel parameters have been employed. We assume path 
loss Hata model [2] in urban areas including lognormal 
shadowing with a standard deviation of σ dB. Propagation 
losses and shadowing have been included to channel matrix 
H = [hij]NxM. Being hij independent normal random variables 
with zero mean and unit variance modeling the normalized 
complex channel gain between mobile i and base station j, 
and gij being the propagation losses including shadowing 
between mobile i and base station j, channel matrix H is 
given by 

 

� = ������� ������
������ �������       (8) 

 
In our two base stations OFDMA system model, each BS 

will serve to the mobile in its own cell coverage, thus a pair 
of users is served in each resource unit, formed by one 
subcarrier in one symbol time. Furthermore, in our 
coordinated scenario according to (4) the precoder makes 
system transmission power variable. This brings us up a new 
challenge: a user selection algorithm could be defined, 
which allows to choose the best pair of users available for 
resource allocation, in terms of system transmission power 
reduction. 

When N = M and according to (3) and (5) complex 
antenna inputs to the channel from BS1 and BS2 are given 
by 
 

�	�	��	= ������� ������
������ �������

��
������      (9) 
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���	(�) �
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�����    (10) 

 
where xi denotes the complex antenna inputs to the channel 
and si is the ith mobile’s complex data symbol.  

According to (10), system transmission power for BS1 
and BS2 depends on det (H) given by 
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det (H) = ������������-������������   (11) 

 
Notice according (10) that, when an inverse precoding 

matrix is applied to the input symbols, the transmission 
power for BS1 and BS2 is modified. Thus, precoding causes 
system transmission power fluctuations. An ill-conditioned 
channel matrix will cause enormous final transmission 
power. This is the price that must be paid in order to achieve 
inter-cell interference be identically to zero maintaining 
SNR level at the receivers.  

IV. USER SELECTION ALGORITHM 

In this section, a user selection algorithm for system 
transmission power reduction is proposed.  

As we mention before, according to (10) and (11) the 
precoder causes fluctuations on system transmission power 
in order to compensate the channel’s effects. 

In a real scenario, a power constraint should be applied 
in order to maintain a fixed transmission power. Then, a 
large normalization factor should be used that would 
dramatically reduce the SNR at the receivers. Our theoretical 
study is based on how channel inverse precoding technique 
affects to system transmission power, so no power constraint 
will be applied. It will conduct us to get an unreasonable 
amount of transmission power but it will be essential to not 
cover up transmission power results. In this way, the results 
will be able to be analyzed in order to define a more efficient 
transmission power user selection algorithm. Once the 
algorithm has been defined it could be applied in a real 
scenario where a power constraint has been used. 

According to (11) it can be deduced that minimum 
system transmission power corresponds to a situation as 
showed in Fig. 2. In this scenario, is very probable that      
det(H), has a maximum value and, as a consequence, system 
transmission power according to (10) will be minimum.  

 

Fig. 2. Minimum sytem transmission power scenario 
 

In the same way, maximum system transmission power 
corresponds to a scenario as showed in Fig. 3. In this 
situation, det(H) has probably a minimum value and 
therefore according to  (10) system transmission power will 
be maximum. 

 

 
Fig. 3. Maximum system transmission power scenario 

 

Given a fixed position for user1 and variable position for 
user2 as shown in Fig. 4  

 

 
Fig. 4. System transmission power dependence scenario  

 
It can be deduced according to (10) and (11) that if user 2 

moves close to cell edge det(H) value is probably reduced 
and therefore transmission power is increased. Otherwise, if 
user 2 moves close to its BS, det(H) value is probably 
increased and therefore transmission power is reduced. 

We can conclude that we need high values for det(H) in 
order to have a lower system transmission power. To 
achieve this, user 1 and user 2 should be the most far away 
between them as possible. So for a fixed position of one user 
its pair, to be served in the same resource block, should be 
selected as far as possible. 

Thus, taking into account the above and based on system 
transmission power results showed in Fig. 7, we propose the 
following criterion for user’s pair selection: 

  
d2 ≤ Rcell – d1        (12) 

 
being d1 and d2 distances MS1 to BS1 and MS2 to BS2 
respectively. Rcell denotes cell radius as defined above. 
Selecting user pairs, to be served in the same resource block, 
following (12) ensures a lower system transmission power, 
as we will show in the next section. The lower is d2 respect 
to Rcell - d1, the lower will be system transmission power.    

In the next section, the proposed algorithm is compared 
to a random user pair selection.  
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V. SIMULATION RESULTS 

In this section, we compare the performance of the 
coordinated networks to that of conventional cellular 
networks with inter-cell interference. After that, we show 
how the proposed algorithm for user pairs to be served at 
each physical resource obtains better results in terms of 
transmission power. First of all, we evaluate the 
performance of network coordination and we show that 
coordination is successful in eliminating inter-cell 
interference. Second, based on simulations results, we 
compare user selection algorithm with random user 
selection. Then, we analyze the results and we show how the 
proposed algorithm minimizes the system transmission 
power. 

The basic experimental setup is based on Fig. 1, two 
hexagonal cells with a base station located at the center and 
where each base is loaded with one mobile. The SUI-4 
(Modified Stanford University Interim) [12] channel model 
parameters have been used. Two base stations antennas 
allow two simultaneously transmissions over 16 subcarriers 
(Nc = 16). As previously described, path loss Hata model in 
urban areas [2] including lognormal shadowing with a 
standard deviation of 10 dB is assumed. Cell’s radius is 
500m and noise power spectral density is -174dBm/Hz [13].  

Main configuration parameters are summarized in Table 
I. 

              TABLE I 
       SIMULATION CONDITIONS 

Parameter Value 

Carrier frequency 5 GHz 
System bandwidth 1.75 MHz 

Sampling frequency 2 MHz 
Noise PSD -174 dBm/Hz 

Channel model SUI-4 [12] 
MSs Velocity 5 Km/h 
Cell’s Radius 500m 

 
Fig. 5 shows system spectral efficiency in bit/s/Hz for 

coordinated transmission applying channel inversion 
technique versus conventional not coordinated network. Ptx 
corresponds to base stations transmission powers, Pn is the 
noise power and Lpmax corresponds with the maximum losses 
that an UE located at cell-edge would suffer. Simulation 
results are given for a fixed location for both MS1 and MS2. 
MS1 has been located to d1 = 150m and MS2 to d2 = 250m, 
being, as we mention above, d1 and d2 distances MS1 to BS1 
and MS2 to BS2 respectively. 

For the uncoordinated scenario at low Ptx /Pn – Lpmax 

values the noise is the determining factor, while at high     
Ptx /Pn – Lpmax values is the inter-cell interference. Thus, we 
can observe how at high Ptx /Pn – Lpmax values the efficiency 
is limited by inter-cell interference. 

For the coordinated scenario, the determining factor is 

only the noise; here inter-cell interference has been 
cancelled, so the efficiency depends only on SNR values at 
receivers. Furthermore, it can be observed at low Ptx /Pn – 
Lpmax values the steeped form of the graph corresponding to 
adaptive modulation transmission. In this case, at high Ptx /Pn 
– Lpmax values, the efficiency is limited for the maximum 
constellation used (64QAM). 

The simulation results show that coherent coordination 
transmission improves the spectral efficiency by about a 
factor of 1.875, that is, an enhancement of 87.5% is obtained 
when coordinated transmission is used. 

 

Fig. 5. System spectral efficiency when coordinated Channel Inversion 
transmission technique is used vs. not coordinated transmission 

 

Fig. 6 shows bit error rate (BER) versus SNR for 
coordinated transmission when channel inversion precoding 
is applied.  

 
Fig. 6. BER vs. SNR for coordinated transmission 

 

We can observe how inter-cell interference has been 
cancelled and BER values are the typical of an AWGN 
channel, as expected according to (6). 

Simulation results for system transmission power 
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according to (10) vs d1 and d2 are shown in Fig. 7. The base 
stations transmission powers configured for both BS1 and 
BS2 are fixed to Pt = 40dBm. MS1 and MS2 locations have 
been configured in steps of 50m (distance from MS to BS) in 
order to obtain the grid of possible locations. 

 

Fig. 7. System Transmission Power vs. d1 and d2 

 

Fig. 7 shows that lower system transmission power is 
obtained when MS1 and MS2 are very close to their 
respective base stations. The worst or higher system 
transmission power values are obtained when both MSs are 
in the cell-edge. It is distinguished approximately two zones 
separated by those values d1=d2. In order to have lower 
system transmission power values, pairs of users must be 
selected in the region area d2 ≤ Rcell – d1  as proposed 
according to (12). Notice that system transmission power 
values are unreasonably high. As we commented in Section 
IV, this is because power normalization factor has not been 
used in order to study how channel inverse precoding 
technique affects to system transmission power.   

Applying the user selection algorithm proposed for 
resource allocation in Section IV, in the worst case, that is, 
when the equality is fulfilled in (12), i.e., d2 = Rcell – d1, 
ensures keeping in the limit of lower transmission power 
values zone. A comparison has been done in this case 
between the proposed user selection algorithm and a random 
algorithm selecting user pairs randomly. The results have 
been obtained for ten users at each cell. Five significant 
different realizations using the same users group and served 
in the same cyclic order have been used. For user selection 
algorithm proposed the same user pairs from the users group 
that fulfill the algorithm in the worst case, i.e., d2 = Rcell – 
d1, have been used for each realization. From the point of 
view of the random algorithm, user pairs have been selected 
randomly for each realization from users group. Results are 
given in Table II. 

 

TABLE II 
TRANSMISSION POWER 

No. 
Proposed Algorithm 

[dBm] 
Random Algorithm [dBm] 

1 175.2276 176.9869 
2 175.2276 178.2176 
3 175.2276 175.2295 
4 175.2276 176.1282 
5          175.2276          177.3151 

 
Table II shows that in all occasions we get better results 

applying the proposed algorithm in the worst case than 
applying a random algorithm for selecting user pairs. 
Approximately, an enhancement of 46.76% on average, 
computed in linear with Watt, is obtained when user pairs 
are selected following the algorithm instead of randomly. 
Obviously, this enhancement is in the worst case; it will be 
higher if pairs of users are selected inside the zone of lower 
system transmission power instead of on the limit.  

VI.  CONCLUSIONS 

In this paper, we have shown that using coordinated 
transmission in a cellular network improves spectral 
efficiency. In spite of its simplicity, base station 
coordination technique of channel inversion achieves its goal 
of cancelling inter-cell interference. However, it is not free 
as precoder causes system transmission power fluctuations 
due to the stringent requirement that the interference at the 
receivers be identically to zero.  

A user selection algorithm has been proposed for 
resource allocation, where user pairs are selected in the 
region area d2 ≤ Rcell – d1. The user pair criterion proposed 
solely depends on the distance between mobile stations, but 
it is shown that results with the proposed algorithm are 
always better, in terms of system transmission power, than 
applying an algorithm where user pairs are randomly 
selected. 

In future works, the user selection algorithm may be 
improved. An algorithm also dependent on the users’ 
channel gains not only on their mutual distance could be 
proposed.  

ACKNOWLEDGMENT 

 This work has been partially supported by the Spanish 
Government and FEDER under project TEC2010-18451. 

REFERENCES 
[1] E. Dahlman, S. Parkvall, and J. Sköld, 4G LTE/LTE-Advanced for 

Mobile Broadband,  Elservier 2011. 
[2] A. J. Goldsmith, Wireless Communications, New York: Cambridge 

University Press, 2005. 
[3] N. Seifi, Base Station Coordination in Multicell MIMO Networks, 

Chalmers University of Technology, 2012. 
[4] 3GPP press release, “ 3GPP Partners propose IMT-Advanced radio,”  

Geneva, October 8, 2009. 

152Copyright (c) IARIA, 2014.     ISBN:  978-1-61208-347-6

ICWMC 2014 : The Tenth International Conference on Wireless and Mobile Communications

                         165 / 218



 

[5] R. Irmer et al., “Coordinated Multipoint: Concepts, Performance, and 
Field Trial Results,” IEEE Communications Magazine, Feb. 2011, pp. 
102-111.  

[6] M. Karakayali, G. Foschini, and R. Valenzuela, “Network 
coordination for spectrally efficient communications in cellular 
systems,” IEEE Wireless Communications, vol. 13, no. 4, August 
2006, pp. 56-61.. 

[7] F. Boccardi and H. Huang, “Limited Downlink Network Coordination 
in Cellular Networks,” IEEE International Symposium on Personal, 
Indoor and Mobile Radio Communications (PIMRC’07), Sept. 2007, 
pp. 1-5.  

[8] TR 36.814 V1.0.0, “Evolved Universal Terrestrial Radio Access (E-
UTRA); Further advancements for E-UTRA Physical layer aspects 
(Release 9),” Mar 2010. 

[9] M. Sawahashi, Y. Kishiyama, A. Morimoto, D. Nishikawa, and M. 
Tanno, “Coordinated Multipoint Transmission/Reception Techniques 
for LTE-Advanced,” IEEE Wireless Communications, June 2010, pp. 
26-34.. 

[10] M. R. Ramesh Kumar, S. Bhashyam, and D. Jalihal “Downlink 
Performance of 2-Cell Cooperation Schemes in a Multi-Cell 
Environment,” 11th International Symposium on Wireless Personal 
Multimedia Communications (WPMC’08). 

[11] C. B. Peel, B. M. Hochwald, and A. L. Swindlehurst, “A Vector-
Perturbation Technique for Near-Capacity Multi-Antenna Multi-User 
Communication-PartI: Channel Inversion and Regularization,” IEEE 
Transactions on Communications, vol.53, Jan. 2005,   pp. 195-202.   

[12]  7-IEEE 802.16.3c-01/29r4, “Channel Models for Fixed Wireless 
Applications,” 2001. 

[13] G. Piro, L. Grieco., G. Boggia., F. Capozzi, and P. Camarda, 
“Simulating LTE Celullar Systems: An Open-Source Framework,” , 
IEEE Transactions on Vehicular Technology, vol. 60, no. 2, Feb. 2011 
, pp.498,513.  

 
 
 

153Copyright (c) IARIA, 2014.     ISBN:  978-1-61208-347-6

ICWMC 2014 : The Tenth International Conference on Wireless and Mobile Communications

                         166 / 218



Enhancement of A5/1 Stream Cipher Overcoming its Weakneses

Mahdi Madani, Salim Chitroub
Signal and Image Processing Laboratory

Electronics and Computer Science Faculty, USTHB
Algiers, Algeria

e-mail:{mmadani49@gmail.com, s_chitroub@hotmail.com}

Abstract—The Global system for Mobile (GSM)
communication is still the most widely used cellular system in
the world, with over the billion customers around the world;
even the fourth and fifth generations are now operated in some
countries. However, GSM bears numerous security
vulnerabilities and for that reason it has seriously considered
security threats. Although GSMs architecture is designed in
such a way to provide various security features like
authentication, data and signaling confidentiality, and the user
secrecy, the GSM channel is yet susceptible to replaying,
interleaving and man-in-the-middle attacks. The GSM voice
calls are encrypting a family of algorithms collectively called
A5. A5/1 is the stream cipher which encrypts the information
transmitted from a mobile user. Initially, A5 algorithm was
kept secret to ensure the security, but us algorithm was
disclosed many cryptanalytic attacks that have made in
evidence the weakness of A5 algorithm. In this paper, after the
discussion on the A5/1 encryption algorithm, and the attacks
that it has suffered, we will put in evidence the weakness of
A5/1. Although attacks that can be used to break the A5/1
algorithm require incredible computing power so that not only
certain people with certain computer could break the A5/1
algorithm, however, this does not preclude the necessity of
improve safety A5/1. We propose here to enhance the A5/1
stream cipher by overcoming its weakness.

Keywords-GSM Networks; Stream Cipher; Mobile Security;
Encryption and Cryptography; Cryptanalysis; Non-Linear
Boolean Functions; Linear Feedback Shift Gegister.

I. INTRODUCTION

Mobile communications have become now more popular
and easier. Nowadays, people can communicate with each
other on any place at any time. However, the openness of
wireless communications poses serious security threats of
communicating parties. How to provide secure
communication channels is essential to the success of a
mobile communication network. Encryption in wireless
communication is essential to protect sensitive information,
and to prevent fraud. Stream ciphers are symmetric-key
ciphers that generate pseudo-random binary sequences,
which are used to encrypt the message signals and data
wireless communications. Stream ciphers can be designed to
be exceptionally fast, much faster than any block cipher.
While block ciphers operate on large blocks of data, stream
ciphers typically operate on smaller units of plaintext,

usually bits. A stream cipher generates a key-stream and
encryption is provided by combing the key-stream with the
plaintext, usually with the bitwise XOR operation.

GSM is a widely used mobile standard in the world that
uses A5/1 stream cipher for protecting the privacy and
secrecy of the subscriber’s information over the air interface.
However, recent research and studies show that it has some
limitations owing to which it is cryptanalyzed by a number
of cryptographic attacks. One of the weaknesses of A5/ is
fixed feedback polynomial of Linear Feedback Shift
Registers (LFSRs); and other is the weak clocking
mechanism. A5/1 was initially cryptanalyzed by Golic [1],
when only a rough outline of A5/1 was leaked. Then, A5/1
algorithm was cryptanalyzed  by Biryukov, Shamir, and
Wagner[2], Bihan and Dunkelman [3], Ekdahl and
Johansson [4], Maximov et al. [5], and recently, by Barkan
and Bihan [6]. Most of the attacks against A5/1 are known
plaintext attacks and use security weakness in the clock-
controlling unit [7].

The remainder of the paper is organized as follow. The
following section summarizes the design of the A5/1 stream
cipher. The third section describes how the algorithm works.
The fourth section reviews some of the attacks that can be
used against A5/1 algorithm. The fifth section shows the
weakness of the A5/1. Our proposed method to enhance the
security of the A5/1 stream cipher algorithm is exposed in
the sixth section. The last section concludes this work.

II. DATA ENCRYPTION IN GSM

The GSM standard has its specific algorithms for data
encryption and authentication that are grouped in the A5/1
algorithms family. Only the A5/0, which is no an encryption
algorithm, A5/1 and A5/2 are the two encryption algorithms
stipulated by this standard, where the stream cipher A5/1 is
used within Europe and most other countries. A5/2 is the
internationally weaker version of A5/1 which has been
developed (due to export restrictions) for deploying GSM
outside of Europe. A5/3 is a new algorithm based on the
Universal Mobile Telecommunications System (UMTS)/
Wide Code Division Multiple Access (WCDMA) and
Kasumi algorithm [8]. All of these algorithms use 64-bits
key [9]. Through terminal of both ciphers were kept secret,
their designs were disclosed in 1999 by means of reverse
engineering [12]. In this work, we focus on the A5/1, its
performances and its weakness.
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A5/1 is a synchronous stream cipher that uses a 64 bits
session key and an initial vector of 2 bits derived from the 22
bits frame number, which is publicly known. It uses three
LFSRs called R1, R2, and R3 of the length 19, 22, and 23
bits respectively, as it is shown in Figure 1. The combined
length of the three LFSRs is then 64 bits. The rightmost bit
in each register is labeled as bit zero. Three primitive
feedback polynomials are used for the three LFSRs R1, R2 ,
and R3, which are: x19 + x5 + x2 +x +1, x22 + x + 1, and
x23 + x15 + x2 + x + 1, respectively. Each register contain a
set of bits called taps. The taps of the LFSRs correspond to
primitive polynomials and, therefore the registers give
sequences of maximum periods. The taps of R1 are at bit
positions 13, 16, 17, 18; the taps of R2 are at bit positions 20,
21; and the taps of R3 are at bit positions 7, 20, 21, 22. R1,
R2, and R3 are clocked irregularly based on the values of the
clocking bits that are at positions 8, 10, and 10 of registers
R1, R2, and R3, respectively.

III. HOW A5/1 IS WORKING?

A. Clocking

The stream cipher produces the key-stream by generating
one bit at each clock cycle until reached the size of such key-
stream. The registers are clocked in a stop/go clock control
using a majority rule, which uses three clocking bits C1, C2
and C3 of registers R1, R2 and R3, respectively, and
determines the value of the majority bit m using the formula:
m = maj(C1, C2, C3) among the clocking bits, if two or more
are 0 then the value of majority bit m is 0. Similarly, if two
or more bits are 1, then majority bit m is 1. After that, if
Ci=m then bi=1, otherwise bi=0. For example, let (C1, C2,
C3) = (1, 0, 1) then, according to majority rule, m=1. Now, if
Ci = m, then register Ri will be clocked (shifted left by 1 bit),
where i=1, 2, 3. The probability of an individual LFSR
being clocked is 3/4. At each clocking cycle, each LFSR
generates one bit xi which are then combined by a linear
combining function z(t), to produce one bit of the output
key-stream, defined as follows:

Z(t) = x1 ⊕ x2 ⊕ x3

All the possible cases of clocking process are
summarized in Table 1.

B. Process

To generate the 228 bits of key-stream, initially, the 64
bits of the session key Kc and the 22 bits of frame number
are used, then the process below is follow-up [11]:
 The first step consists to zeroed the three registers,

then for 64 cycles (ignoring the stop/go clock
control), the 64 bits of the secret key Kc (from LSB
to MSB) are mixed using the XOR operator, in
parallel with the least significant bit of each
registers.

 Similarly, the second step consists to clock the
registers for 22 additional cycles (ignoring the
stop/go clock control). Like the first step, during this

TABLE I. MAJORITY RULE RESULTS

b1 b2 b3 m c1 c2 c3 Register(s) clocked

0 0 0 0 1 1 1 R1, R2, R3

0 0 1 0 1 1 0 R1, R2

0 1 0 0 1 0 1 R1, R3

0 1 1 1 0 1 1 R2, R3

1 0 0 0 0 1 1 R2, R3

1 0 1 1 1 0 1 R1, R3

1 1 0 1 1 1 0 R1, R2

1 1 1 1 1 1 1 R1, R2, R3

period the 22 bits of Frame number (Fn) (from LSB
to MSB) are again mixed in parallel with the least
significant bit of each register. The contents of the
three registers at the end of this step are called the
initial states of the frame.

 In the third step, the three register are clocked for
100 additional cycles with the stop/go clock control,
but the output is discarded for these cycles. After this
is completed, the cipher is now ready to produce two
114 bit sequences at output, the first 114 bits are for
downlink, and the last 114 bits are for uplink.

 The last step consists to clock the three registers for
228 additional cycles with the stop/go clock control
in order to produce the 228 output bits. At each
clock cycle, one bit is produced as the result of the
XOR operation of the most significant bit of the
three registers.

As we said above, the GSM conversations are send as
sequence of the frames, and the objective is to encrypt
each frame before its transmission. So, after generating
this pseudo random of 228 bits, they will be mixed using
the XOR operator with one frame of the plaintext and
then sent the result (one frame of cipher-text) to the other
part of the network. Then, the receiver can decrypt the
messages using the same process.

IV. ATTACKS AGAINST A5/1

A certain number of serious weaknesses in its coding
mechanism were identified. Thereafter, it was targeted by
several attacks which we can classify in two categories. First,
Brute force attacks are based on searching to decrypt the
conversations by trying all the 264 computations of Kc.
To decrypt one frame of 228 bits, the operation tacks about
3-6 years. Since the decryption is not in real-time, the
conversation maybe meaningless after 3-6 years. Second,
Look Up Table Attacks need in total of 264 memories to store
the look up table in total. That cost about 18446744 terabytes
in total, and we also need a strong computing power to
process such big data like that.

The security of the A5/1 encryption algorithm was
analyzed in several papers [1][2][12][13]. The known attacks
can be summarized as this:
 Briceno [12] found out that in all the deployed

versions of the A5/1 algorithm, the ten least
significant of the 64 bits of the keys were always set
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Figure 1. A5/1 stream cipher

to zero. The complexity of exhaustive search is thus
reduced to O(254).

 Briceno [12] found out that in all the deployed
versions of the A5/1 algorithm, the ten least
significant of the 64 bits of the keys were always set
to zero. The complexity of exhaustive search is thus
reduced to O(254).

 Anderson and  Roe  [13]  proposed an  attack  based
on guessing the 41 bits in the shorter registers, R1
and R2, and  deriving  the 23  bits from the  longer
register, R3, of the output. However, they
occasionally have to guess additional bits to
determine the majority-based clocking sequence, and
thus the total complexity of the attack is about
O(245). This attack needs more than one month to
find one key.

 Golic [1] described an improved attack which
requires O(240) steps. This attack is based on the
solution of a system of linear equations. It takes,
however, more time than the previous algorithm.

 Golic [1] describes a general time-memory tradeoff
attack on stream ciphers. It was independently
discovered by Babbage [1] two years earlier. Golic
[1] concludes that it is possible to find the key, of the
A5/1 algorithm, in O(222) probes into random
locations of a computed table with 242128 bit
entries. Since such a table requires a hard disk of 64
terabytes, the space requirement is unrealistic.
Alternatively, it is possible to reduce the space
requirement to 862 gigabytes, but then, the number
of probes increases to O(228). Since random access
to the fastest commercially available PC disks
requires about 6 milliseconds, the total probing time
is almost three weeks. And it can only be used to
attack GSM phone conversations which last more
than 3 hours, and so it is unrealistic.

 Biryukov et al. [2] proposed two new attacks
cryptanalytic on A5/1, in which a simple PC can
extract the key from conversation in real time
starting from some output generated. The first attack
(called the biased birthday attack) requires two
minutes of data and one second of processing time,
whereas the second attack (called the random
subgraph attack) requires two seconds of data and
several minutes of processing time.

V. WEAKNESS OF A5/1

The major problem of stream ciphers, as the algorithm
A5/1, is the difficulty of generating a long unpredictable bit
pattern (key-stream). According to the results reached by the
operations and the cryptanalysis made by the researchers, in
addition to the various attacks listed in preceding section, the
algorithm A5/1 suffers from several weaknesses. For this
reason, the A5/1 stream cipher was classified in the column
of low level of security algorithms. The set of huge
weaknesses is the following.
 The first weakness is in the generation of the

output sequence which is ensured by a linear
function (simple XOR), which is considered weak to
crack by a linear cryptanalysis.

 The second one is about the short period problem:
without stop/go operation, the period clocking of
sum of the three LFSRs is given by:

(219-1)(222-1)(223-1)

However, the experiments show that the period of A5/1
is around (4/3) (223 − 1).
 The third weakness is caused by the collision

problem: the different seeds (i.e., different initial
states of three LFSRs) may result in the same key-
stream and so, only about 70% of seeds that really
generate different key-streams.

 The forth weakness is the majority function that is
the worst function in terms of correlation with all
affine functions.

VI. IMPROVED MODEL FOR A5/1

Before describing in detail our proposed improved
model for A5/1, we recall that the basic model suffers from
fore large weaknesses. In this paper, we propose two
solutions. The first one is for improving the clocking
mechanism, which is considered as one of the major
weaknesses of A5/1. The second solution is concerning the
problem of the linear output function that is reversible.

Therefore, the proposed model aims at improve those
two weaknesses. The clocking mechanism is improved by a
new function and the linear combining function of A5/1 is
replaced by a more cryptographically better nonlinear
function to strengthen the cipher. The architecture of the
proposed scheme is shown in the Figure 2, and the model is
detailed as follows:
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Figure 2. Proposed modified A5/1

A. Improved Unit of  Clock-Controlling

As we mentioned in the previous section, we propose a
new model to ameliorate the flaw of the clocking
mechanism. The clock-controlling unit of the proposed
scheme uses a new different rule to clock the registers.
Instead of the existing M-rule, which is based on the one
clocking taps bit (only one bit by register), the proposed rule
consists of clocking each register by the output of its taps of
the bits in combination with its clocking taps as well.

This mechanism can be governed by our proposed
M-rule, which is defined by the following formula:

m  = C1 . t1 ⊕ C2 . t2 ⊕ C3 . t3. 

where “.” represents the AND operation, and ⊕
represents the XOR operation. t1, t2, t3 are the outputs
of the taps of the bits of the three registers (see Figure 2).
They are defined by the three following formulas:

 t1 = R1(13) ⊕ R1(16) ⊕ R1(17) ⊕ R1(18)

 t2 = R2(19) ⊕ R2(20) 

 t3 = R3(7) ⊕ R3(19) ⊕ R3(20) ⊕ R3(21)

where C 1, C 2, and C 3 are the clocking taps of the
registers R1, R2 and R3, respectively. Once the majority bit
is defined, we compare this bit with the t bit of each register,
and then the decision will be taken. The register will be
clocked only if the two bits are much. In other words, if m =
t(i), for i = 1, 2 or 3, R(i)  will be clocked. The proposed M-
rule is illustrated in the Figure 3.

B . N e w  N o n - l i n e a r  C o m b i n a t i o n  F u n c t i o n

A5/1 stream cipher generates one bit at each clocking cycle.
As we mentioned in the previous sections, the output of A5/1 is
ensured by combining each the output bits of the three LFSRs
using the XOR operation (see Figure 4). But the attackers
prove that this function is weak and it is easy to recover the
inputs data. In fact, this function is weak like all the linear
functions because any linear function is reversible. This
problem is treated by the searchers in the literature.
Sarkar and Maitra [15] say that the linear combination
functions are cryptographically weak functions.

Thus, it is necessary to replace these functions with
another one more secure and more complex. Thus, to
increase the linear complexity of the A5/1 stream cipher and
to overcome the weaknesses, due to the use of the linear
function for combining, a new non linear combination
function, which is more cryptographically better, is
proposed here. The scheme of the proposed function is
shown in Figure 5. Such proposed function is defined by the
following formula:

Z(t) = f(x1, x2, x3) = (x1 . x2) ⊕ (x1 ⊕ x3) . (x2 . x3)
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Figure 3. Proposed M-rule

Figure 4. Original linear Function

Figure 5. Proposed Non-linear Combination Function

where “.” represents the AND operation, and ⊕
represents the XOR operation. x1, x2, x3 are the
output bits of the three registers after clocking cycle,
and z(t) is the output of the proposed scheme.
Like in the original algorithm, one bit is generated in each
clocking cycle. Our proposed scheme is also based on the
output of the three LFSRs, but the difference appears in the
combining function, when the linear XOR operation is
replaced by a new non-linear function f(x).

Now, we will show that the proposed scheme is more
secure than the existing one because of its complexity and
its non linearity. In fact, because of the clocking mechanism
that becomes more irregular, the new nonlinear combining
function is more secure than the existing one. However,
because of the restriction of the number of the pages for this
paper, we cannot detail this point here, but it will be
included in the future works.

VII. SIMULATION RESULTS

This section presents the simulation results of the system
that we have implemented using the proposed new non-
linear combination function that we have detailed in Section
VI. Note that for implementing our proposed system, we
must go through several steps that we have described in
details in the preceding sections. We have the preliminary
results are shown in Figure 6. The difference between the
linear output signal (above) and non-linear output signal
(below), in terms of irregularities and complexities, is
remarkable. It is due to the random aspect of the new non-
linear function. In the future works, we intend to make the
test of the effectiveness of our proposed system by securing
data in GSM networks.

VIII. CONCLUSION AND DISCUSION

The aim behind the proposed enhancements of the
A5/1 encryption algorithm, used in GSM standard, is to
increase the linear complexity of the generated output
sequence, and to accelerate the clocking mechanism. So,
we have resolved two from the four problems listed in this
paper that from which the A5/1 stream cipher suffers.

The proposed scheme can also retain the speed and it can
be used for transmitting data in real time. Even though the
algorithm became complex, it is easy in its implementation.
We note that there is no explanation regarding the reason for
selecting bits in the LFSR registers as tap bits because of the
original architecture of A5/1, which is until this time
unknown. There is no official description of A5/1 in the
literature. The details of the algorithm have been published
anonymously on a mailing list on the Internet, presumably
due to a reverse engineering. So, we can conclude that the
proposed scheme is better against to the cryptographic
attacks compared to the conventional A5/1 stream cipher,
since it generates cryptographically better binary sequence
than the conventional one with slight increase in the
hardware implementation.
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Figure 6. Comparaison between linear and non linear output signal

Regarding the cryptanalysis of the methods used in
A5/1 algorithm versus proposed methods, the linear
Boolean function-based attacks are not possible because
our proposed majority function is a non-linear function.
While for the non-linear function-based attacks, it will be
very difficult since our majority function is based on new
rule that is unknown.

We note that there are still other possibilities to
improve the A5/1 algorithm to render it more secure
without decreasing its speed. These possibilities will be the
subject of our future works.
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Abstract—The competing priorities of safety critical messages
and infotainment messages present a significant challenge when
designing effective IEEE 1609.4 protocol enhancements. In this
paper, we investigate the latency reduction provided by an
additional CCH check back midway through the Service Chan-
nel interval. Mathematical analysis and experimentation using
simulations have shown that this method results in significant
latency reduction. The maximum transmission delay for safety-
critical messages can be reduced by approximately half whilst
only reducing the Service Channel capacity by one quarter. As the
work progresses, we will optimise the duration of the check back
to find the best compromise between safety and infotainment.
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I. INTRODUCTION

In recent years, the interest in Vehicular Ad Hoc Net-
works (VANETs) has increased considerably, particularly to
improve the safety and efficiency of transportation networks
through wireless communications. VANETs comprise vehicles
equipped with transceivers capable of exchanging information
either Vehicle-to-Vehicle (V2V) or Vehicle-to-Infrastructure
(V2I). While V2I communication requires huge infrastructure
investment, V2V communication is more viable. The Wireless
Access in Vehicular Environment (WAVE) standardised com-
munication technology has been recently designed specifically
for VANETs. WAVE includes the 1609 protocol family, as
well as the IEEE 802.11p standard, a redesigned version of
IEEE 802.11 that reduces the use of control packets and
authentication in order to ensure swift delivery of data [1]. The
1609.4 protocol sits on top of 802.11p and allows for multi-
channel communication over a single radio. Infotainment and
safety applications can then coexist as the 1609.4 protocol [2]
alternates periodically between a Control Channel (CCH) and
one of six Service Channels (SCHs).

Infotainment applications in VANETs are aimed at enhanc-
ing the driving experience by providing non-safety applica-
tions, such as entertainment services [3]. Such services are
transmitted as infotainment messages over one of the SCHs.
Safety applications, on the other hand, are aimed at assist-
ing drivers with real-time information about road and traffic
conditions in order to reduce the number of accidents caused
by human error. These applications are transmitted as safety-
critical messages over the CCH. Examples of safety-critical
applications are Cooperative Collision Warning (CCW), Elec-

tronic Emergency Brake Light (EEBL) and Slow/Stopped
Vehicle Alert (SVA). Low latency communication is essential
for these applications to be effective.

In this work in progress, we are particularly interested in
improving dissemination of safety-critical messages while al-
lowing the coexistence of infotainment applications. A number
of solutions to this problem have already been proposed.
Ghandour et al. [4] propose an enhancement in which the
SCHs are made available for safety-critical messages, with
nodes informing their neighbours of which SCH they intend
to use for safety-critical transmissions. They also propose a
second enhancement with the aim of mitigating the issue of
synchronous collisions that can occur between transmitted
safety-critical messages. This involves measuring the level
of contention at the start of the safety-critical transmission
interval and increasing the probability of transmissions being
deferred if contention levels are high, spreading safety-critical
transmissions out more evenly to reduce collisions.

Mak et al. [5] attempt to find a balance between safety-
critical and infotainment transmissions by assuming safety
only communications between vehicles by default while adopt-
ing a roadside access point to handle the coordination of
infotainment services.

Jiang et al. [6] propose a number of alterations to 1609.4,
including an ECHO protocol in which nodes receiving safety-
critical messages rebroadcast them if they have not heard
them recently. This improves the probability of reception due
to multiple transmissions of the same safety-critical mes-
sage, a useful enhancement for a protocol that operates in
a dynamic environment in which packets can easily be lost.
Their paper also outlines a Piggybacked Acknowledgement
(PACK) protocol, which ’piggybacks’ acknowledgements on
safety messages to allow safety-critical broadcasters to get
feedback on the performance of their safety-critical broadcasts
and retransmit their safety-critical message if the failure rate
is too high.

Our work in progress involves a simple solution that in-
creases the time in which vehicles access the CCH for trans-
mission of safety-critical messages. This solution preserves the
overall time structure of the multi-channel communication in
the 1609.4 protocol, while reducing latency.

The rest of the paper is organised as follows. Section
II briefly reviews the time division in the 1609.4 protocol
and provides a mathematical analysis of transmission delay.
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Section III details our proposed solution. Experimental results
over a simulated VANET using NS-2 are presented in Section
IV. Conclusions are presented in Section VI.

II. THE 1609.4 PROTOCOL

In the 1609.4 protocol, vehicles switch frequencies between
the CCH and one of six different SCHs, while maintaining
synchronisation with the Coordinated Universal Time (UTC)
via Global Positioning System (GPS) devices. The time period
in which vehicles are tuned to the CCH and then one of the
SCHs is called the SYNC interval, which lasts 100 ms. More
specifically, each SYNC interval comprises a CCH interval,
which lasts 46 ms, followed by a SCH interval, which also
lasts 46 ms. There is a 4 ms guard period before switching to
the CCH and the SCH interval. This is illustrated in Figure 1.
The SYNC interval repeats indefinitely.

Under the existing 1609.4 protocol, vehicles spend as
much time on the SCHs as they do on the CCH. Given
the importance of safety applications, we argue that safety-
critical messages should be given a higher priority and greater
access to the medium than infotainment messages, which are
currently given equal access within each cycle. This is a very
reasonable assumption considering the recent advancements
in 4G/LTE that permit very high data rates and could be used
for transferring large files that do not have significant latency
requirements.

Figure 1. The SYNC interval in the 1609.4 protocol.

A. Transmission delay of safety-critical messages

We can perform mathematical analysis on this protocol
under the assumption that the time at which a packet is
sent within the SYNC interval is chosen randomly from a
uniform distribution U(0ms, 100ms). This is realistic because
in a real world scenario there is no reason that an emergency
event should fall within a specific interval. Additionally, this
analysis assumes that the channel is clear upon transmission,
and the packet, if sent at any point within the CCH interval, is
received successfully. Under these assumptions, the expected
delay E[Delay] to receive a safety message sent on the channel
may be calculated as follows:

E[Delay] = δ +

4∑
i=1

(
durationi

durationtotal
× CCH Delayi

)
(1)

where δ represents the average propagation delay for a packet
sent using Nakagami Propagation [7], CCH Delayi represents
the average time between interval i and the next CCH interval.
Note that (1) assumes four intervals, the CCH and SCH
intervals plus two guard periods. Should a packet be sent
within the CCH, the expected delay is simply δ.

Using (1) and the channel durations shown in Figure 1 we
can calculate the expected latency for a packet within the
1609.4 protocol. The results of this are shown in Table I.

TABLE I. EXPECTED DELAY OF A SAFETY-CRITICAL PACKET IN
THE 1609.4 PROTOCOL.

Interval Duration (s) CCH Delay (s) Product

(1) CCH 0.046 0 0
(2) GUARD 0.004 0.052 0.00208
(3) SCH 0.046 0.027 0.01242
(4) GUARD 0.004 0.002 0.00008

Total 0.100 0.01458

+ δ = 0.00215 0.01673

As shown in Table I, the expected delay for a safety-
critical message sent under the assumptions listed previously
is 0.01673 seconds.

III. THE PROPOSED SOLUTION

Currently, the main issue with the SYNC interval in the the
1609.4 protocol is the disproportionate amount of time spent
by vehicles on one of the SCHs, which prevents detection
of any safety-critical messages. Our proposed solution is
therefore to introduce an additional CCH interval within the
SCH interval to reduce the latency of safety-critical message
delivery. In other words, vehicles now tune back to the
CCH during the SCH to transmit/receive pending safety-
critical messages. This second CCH interval, referred to as
CCH CHECK, occurs halfway through the SCH interval such
that each newly created half of the SCH interval, referred to
as SCH 1 and SCH 2 respectively, are of equal length. A 4ms
guard period still exists before intervals. This is illustrated in
Figure 2.

The CCH CHECK is k ms long. The benefits gained by
using different values of k are being investigated through
ongoing research, with initial forays investigating the benefits
of k = 4 ms. This initial value has been chosen as it
allows sufficient time to send safety-critical messages without
significantly impeding on the SCH duration.

Under this initial proposal, the CCH CHECK is to be
treated as a normal CCH interval for safety-critical messages,
but is not used for low priority safety-critical messages. Should
all nodes successfully transmit all queued safety-critical mes-
sages, they will wait until the full k ms have elapsed before
returning to the SCH via a GUARD period. An alternative
method is discussed in Section V.

Figure 2. Our proposed schedule.

t =
(46− (2× GUARD)− k)

2
= 19− k

2
ms (2)
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Our proposed solution preserves the overall timing structure
of the 1609.4 protocol, with a 100 ms SYNC duration split
evenly between the CCH interval and the SCH interval. The
SCH interval, however, now comprises a short CCH interval.
The length of each SCH interval is half the remaining time
period as shown in (2). The proposed intervals are summarised
in Table II.

TABLE II. PROPOSED INTERVALS.

Interval Duration (ms)

CCH 46
GUARD 4

SCH 1 19− k
2

GUARD 4
CCH CHECK k

GUARD 4
SCH 2 19− k

2
GUARD 4

Total 100ms

In the current 1609.4 protocol, when a safety-critical mes-
sage is generated outside of the CCH interval, it is queued and
sent in the following CCH interval. The worst-case scenario is
when a safety-critical message is generated at the end of the
current CCH interval and the time to transmit that message
is longer than the time left in the CCH interval. In this case,
the message is queued and scheduled for transmission at the
beginning of the following CCH interval, which can cause a
wait of 54 ms. In the proposed solution, there is at most a
27 − k

2 delay; with k = 4 ms, this represents only a 25 ms
delay, which is less than half the original delay.

It is important to note that at the beginning of a CCH
interval in the existing 1609.4 protocol, there may be a high
risk of packet collision because vehicles attempt to transmit
all the safety-critical messages queued up since the last CCH
interval, which may have accumulated over as long as 54 ms.
The proposed solution reduces this to 27− k

2 . An open question
that requires investigation is how long k should be in order to
successfully transmit all the safety-critical messages generated
in previous SCH intervals, including the guard periods.

The proposed solution inevitably has a detrimental effect
on the transmission of infotainment messages. However, this
detrimental effect is expected to be minimal in comparison
to the positive effects on the dissemination of safety-critical
messages, which is arguably the most important aspect of
WAVE, particularly during emergency events.

A. Expected transmission delay of safety-critical messages

Using the same assumptions and calculations as those used
in Section II-A, Table III provides a mathematical analysis
of the expected delay of a packet which is sent using the
proposed solution to neighbours within broadcast range of
the transmitting node, with a value k = 4 ms. Note that the
expected latency is 8.4 ms, which represents an improvement
of 0.0084

0.01673 ≈ 50%. The minimum expected delay reduction is
therefore 0.01673s− 0.0084s = 0.00833s.

TABLE III. EXPECTED DELAY OF A SAFETY-CRITICAL PACKET IN
OUR PROPOSAL FOR k = 4 MS.

Interval Dur. (s) CCH Delay (s) Product

(1) CCH 0.046 0 0
(2) GUARD 0.004 0.023 0.00092
(3) SCH 1 0.017 0.0125 0.00213
(4) GUARD 0.004 0.002 0.00008
(5) CCH CHECK 0.004 0 0
(6) GUARD 0.004 0.023 0.00092
(7) SCH 2 0.017 0.0125 0.00213
(8) GUARD 0.004 0.002 0.00008

Total 0.100 0.00625

+ δ = 0.00215 0.0084s

The proposed reduction on the SCH interval reduces the
amount of time available for transmission of infotainment
messages. Our proposed solution reduces the SCH interval
from 46 ms to 2× (19− k

2 ) = 34ms, when k = 4 ms, which
represents a SCH capacity reduction of 46−34

46 ≈ 26%
Using the same method as shown in Table III after some

simplification, (3) shows the expected delay with an arbitrary
k value.

(k − 54)2

400
+ δ ms (3)

IV. EXPERIMENTAL RESULTS

NS-2 [8] was used to simulate the 1609.4 protocol with
the proposed solution with a value of k = 4 ms for the
CCH CHECK interval.

The simulations were ran 2,000 times with each simula-
tion lasting 100 seconds. Within each run, one safety-critical
message was sent. This is to represent one emergency event
occurring in each run. The time the packet is sent is determined
by the same uniform random distribution as used in the
mathematical analysis in Sections III-A and II-A. A total
of 100 simulated vehicles were spread across a 1 km road
with 4 lanes. Each vehicle was randomly located within the
road and in this initial simulation, vehicles were static. The
Nakagami Propagation model was used for all simulations
with a minimum transmission range of 250 m and an event
horizon of 1km. Other parameters in 802.11p were set to their
default values. When nodes receive a safety-critical message,
their distance from the initial transmitting node and the time
difference between transmission and reception of the message
is recorded within a database. This is later used for analysis.

Since generating the data used in this document, several mo-
bility traces using the Simulation of Urban MObility (SUMO)
[9] tool have been generated that will enable the simulation
of more realistic roads and vehicle movements. SUMO is
an open source, highly portable, microscopic and continuous
road traffic simulation package designed to handle large road
networks. Also, added is the ability to send arbitrarily large
numbers of messages within the simulation, which is to be
used in later simulations.

Table IV tabulates the average delay for a single safety-
critical message for different distances. Note that for those
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nodes within the broadcast range (0-250m), the improvement
is between 8.4 − 8.8 ms. This is very close to, but slightly
higher than, the predicted value of 8.33 ms, as computed
in Section III-A. When nodes are significantly outside the
broadcast range, multi-hop transmissions pass the message
onto all nodes until the event horizon is reached. The event
horizon ensures packets are not forwarded indefinitely.

Figure 3 plots the average delay discretised in Table IV.

TABLE IV. AVERAGE DELIVERY DELAY FOR A SINGLE
SAFETY-CRITICAL MESSAGE.

Distance 1609.4 protocol Proposed solution Improvement

0-100m 16.989 ms 8.278 ms 8.711 ms
100-200m 16.637 ms 8.286 ms 8.351 ms
200-300m 16.835 ms 8.054 ms 8.781 ms
300-400m 21.864 ms 12.762 ms 9.102 ms
400-500m 28.679 ms 20.700 ms 7.979 ms
500-600m 34.156 ms 25.359 ms 8.797 ms
600-700m 38.809 ms 28.832 ms 9.977 ms
700-800m 43.418 ms 31.740 ms 11.677 ms
800-900m 46.950 ms 34.883 ms 12.068 ms
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Figure 3. Average delivery delay for a safety-critical message sent at
a random instant of time within the simulation.

An important metric to analyse is the latency incurred when
safety-critical messages are generated at the very end of the
CCH interval, i.e., generated at 46ms into the cycle, which
represents a worst-case scenario. Let us recall that under the
1609.4 protocol, these messages would be queued to be sent
in the next CCH interval. In the proposed solution, these
messages can now be sent within the CCH CHECK interval.
Table V shows the improvement attained by our proposal for
nodes within the broadcast range of the transmitting node.

TABLE V. LATENCY TO ONE HOP NEIGHBOURS FOR THE
TRANSMISSION OF A SINGLE SAFETY-CRITICAL MESSAGE

GENERATED AT THE END OF THE CCH INTERVAL.

1609.4 protocol Proposed solution Improvement Reduction

55.61 ms 26.60 ms 29.01 ms 52.2%

As can be seen in Table V, the reduction in latency in this
worst case scenario is over 52%, a significant reduction.

V. FURTHER RESEARCH

Our work will next explore the advantages gained by the
modification of the k value. We intend to focus on the range
k = {2..16} ms to ensure that sufficient time is available
for the SCH interval. Additionally we will investigate benefits
gained by immediately returning back to the SCH if there are
no messages to be sent during the CCH CHECK. An example
case we may investigate is that if no messages are sent within
the first k

2 milliseconds then those inactive nodes can re-tune
to the SCH and continue offering infotainment services. An
additional point of investigation is how our modified protocol
handles heavy busy environments, with particular interest in
how effectively collisions are handled.

We would like to examine the effects of our protocol on a
real-world WAVE application such as EEBL, comparing the
existing 1609.4 protocol with our proposed solution in an ap-
propriate SUMO simulation. We will compare the performance
of our solution with similar solutions proposed by others.

VI. CONCLUSION AND FUTURE WORK

This paper presented our work in progress on enhanced dis-
semination of safety-critical messages in the 1609.4 protocol
for VANETs. Specifically, we presented the idea of introducing
CCH interval within each SCH interval. Our initial results
are greatly encouraging and appear to satisfy our objective,
which is to attain a significant reduction in safety-critical
message latency with minimal reduction in SCH duration.
We are continuing to investigate the benefits generated by the
introduction of this short CCH interval and explore alternative
modifications. As part of our future work, we are interested in
finding the best trade-off between the enhancement of safety-
critical message dissemination and the reduction in service
channel capacity.
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Abstract—The shift towards use of the 5 GHz band by WiFi
networks comes with the requirement that these networks coexist
safely with existing systems using that band, e.g., meteorology,
aeronautics or military radars. Regulatory bodies are mandating
the implementation of Dynamic Frequency Selection (DFS) in
wireless communication protocols to (i) detect radar operations
and (ii) move away from channels populated by these. Conven-
tional approaches to implementing such mechanisms, however,
can result in massive underutilization of the radio channel since
the radio must be kept silent for a large amount of time in
order to ensure sufficient detection accuracy. This inevitably
impacts the throughput capacity of the wireless network. In this
paper, we consider whether bit-error patterns at the receiver of
a WiFi link can be used for radar detection. In our experimental
study, we adopt a pair-packet transmission technique to mitigate
the interference inherent to the 802.11 protocol due to, e.g.,
other contending stations. Our initial results show that the
observation of bit-error patterns due to radar interferences is
indeed possible, establishing that the potential exists to design
unobtrusive detection mechanisms that work transparently with
existing network protocols without loss of network capacity.

Keywords–Radar; 802.11; Interference management.

I. INTRODUCTION

The growing density of radio frequency (RF) transceivers
operating in the ISM 2.4 GHz band (Industrial, Scientific and
Medical radio band) is placing increasing pressure on the
limited spectral resources available (up to 13 channels spaced
5 MHz apart) for e.g., IEEE 802.11b/g [1], ZigBee [2] or
Bluetooth [3] users. This is encouraging greater utilization of
the wider 5 GHz band (up to 25 channels of 20 MHz) for
newer WiFi standards, first with IEEE 802.11n and ultimately
with the advent of IEEE 802.11ac [4] which only uses this
band.

The trend towards utilization of the 5 GHz band in com-
modity wireless devices potentially impacts the functioning
of pre-existing communication systems, e.g. meteorological
radars [5]. Weather radars periodically emit unidirectional
electromagnetic pulses and listen for echoes, e.g., reflected by
raindrops. Fig. 1 illustrates the regular behavior of a radar
that emits bursts of pulses separated by a time equal to TPR.
For each transmitted pulse, the radar processes the echoes
for a measurement time Tmeas and then remains idle for
an Inter-Measurement Gap time TIMG before the next pulse
is transmitted. For example, Fig. 2 shows measured weather
radar traces taken with a Rohde & Schwarz FSL-6 spectrum
analyzer near to Dublin airport in Ireland. These measurements
show bursts of electromagnetic pulses, with 3ms inter-pulse
separation time. From Fig. 2(b) it can be seen that on a

larger time-scale the amplitude of transmissions is periodic in
nature, with a period of approximately 20s. This is attributed
to periodic rotation of the radar antenna, with high amplitudes
corresponding to intervals when the radar antenna is directed
towards the spectrum analyzer.

TPR

Tmeas TIMG

Radar pulses

echo

Figure 1: Schematic illustrating radar signals in the time domain.

-90

-88

-86

-84

-82

-80

-78

-76

-74

 0  0.001 0.002 0.003 0.004 0.005 0.006 0.007 0.008 0.009  0.01

P
o

w
e

r 
(d

B
m

)

time (secs)

(a) Small timescale.

-80

-75

-70

-65

-60

-55

 0  20  40  60  80  100  120  140  160  180  200
P

o
w

e
r 

(d
B

m
)

time (secs)

(b) Large timescale.

Figure 2: Weather radar time history near Dublin airport, Ireland.

In order to facilitate coexistence, Dynamic Frequency Se-
lection (DFS) is enforced for unlicensed devices, e.g., through
FCC [6] regulations in North America and ETSI [7] regulations
in Europe. To meet these regulatory requirements, the IEEE
802.11h [1] amendment introduces DFS to the IEEE 802.11
PHY/MAC standard. However, although the 802.11h specifies
the mechanisms for supporting DFS, the ultimate responsibility
for implementing efficient radar detection schemes lies with
the device manufacturer.

DFS mandates that the master device (e.g., the Access
Point in a WLAN) monitors the channel for potential radar
interference for at least the channel availability check time.
A major issue with this requirement is that no transmissions
can occur during this check time, which may be up to 10
minutes duration for some channels [7]. A further issue is
that, even after the check time has elapsed, when using half-
duplex radios, radar detection cannot be carried out while
data is being transmitted/received. Hence, radar detection in
future dense (and heavily loaded) wireless networks is likely
to be problematic. Moreover, weather radar technology keeps
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changing, with more complex and faster scan patterns that
inflate the ratio of false positives in legacy wireless devices,
scaling up dramatically the amount of sensing time needed and
so of channel unavailability.

In this paper, we present initial results of our experimen-
tal evaluation of radar detection through in-service bit-error
pattern recognition. The ability to detect (and react to) the
presence of radar signals while a transmission is ongoing not
only offers the potential to increase the spectrum efficiency,
but also to improve the reliability of radar detection in heavily
loaded networks.

The rest of the paper is structured as follow. A brief survey
of related literature is given in Section II, the description
of the experimental methodology in Section III, and a set
of representative results in Section IV. Finally, in Section V
we discuss the open issues to resolve in future work, and
Section VI concludes the paper.

II. RELATED WORK

Most of the related literature focuses on the design of
off-line detectors. For instance, in [8] the authors develop
a detector based on Compressive Sensing (CS), while [9]
designs a radar detector based on a Constant False Alarm
Rate (CFAR) and a Complex Approximate Message Passing
(CAMP) algorithm. [10] evaluates a few algorithms based on
a matched filtering technique and propose a method based on
power detection in the time domain. However, these detectors,
if implemented in a regular wireless device with a half-
duplex transceiver, could only work while communication is
not ongoing, which limits its applicability as explained above.

The coexistence between IEEE 802.11 transceivers imple-
menting DFS and radars has been studied in [5], [11]. These
evaluate DFS in the presence of a Doppler weather radar
system and show that the 802.11 radio introduces an additive
and uncorrelated noise into the radar system.

A few works analyze the radar detection probabilities.
Within the FCC and ETSI standards, the computation of the
detection probability was carried out initially using a basic
random transmission model [12]. The authors of [13] perform
a theoretical evaluation of the detection of radar pulses in time
division duplexed systems, and compute the expected number
of pulses occurring during the receive period of a transmission.

In contrast to all previous works, this paper is, to the best
of our knowledge, the first attempt to experimentally assess
radar detection via bit-error recognition over received packets.

III. METHODOLOGY

The key idea is to search for radar interference footprints,
via inspection of bit error patterns, while packet processing is
ongoing at the receiver. Fig. 3 illustrates this idea with a burst
of eleven pulses (at the bottom) and three examples of data
packet communication with different packet rates and lengths
(at the top). Those packets, transmitted concurrently with one
or more radar pulses, will be disrupted by a burst of bit errors
(shown in black in the figure). The observation of this footprint,
jointly with the knowledge of the underlying radar process,
should make possible the detection of radar signals.

Figure 3: Radar interference footprint during packet reception.

(a) Radar test signal type 2 [7] (b) Radar test signal with double speed

Figure 4: Measured traces while radar emulator is in operation.

The first step to study the feasibility of bit-error pattern
recognition for radar detection requires a controlled envi-
ronment. To this end, we programmed a Rohde&Schwarz
SMBV100A vector signal generator to emulate the behavior
of a radar. Unless otherwise stated, each pulse width is set to
1 µs, PRF = 1/TPR = 1000 s−1 and we send bursts of
15 pulses, to mimic the behavior of a radar test signal type
2 [7]. Given the traces collected with our spectrum analyzer
when our “radar emulator” is in operation, shown in Fig. 4,
and their similarity with respect to those of Fig. 2, we validate
this set-up for our experiments.

One of the main challenges in the detection of errors caused
by the operation of radars is the ability to distinguish these
from other sources of error, for instance those caused by
another transmitter within the same WLAN, i.e., collisions.
Collisions are part of the correct operation of the CSMA/CA
MAC protocol in IEEE 802.11 and are caused by two or more
stations selecting the same slot to transmit during the random
backoff procedure. If a station is successful (i.e., its backoff
counter reached zero before other senders), the other stations
will defer their backoff while the channel is not idle. The
physical layer (PHY) implements a Clear Channel Assessment
(CCA) scheme based on a carrier-sense threshold for energy
detection, and the MAC uses a Network Allocation Vector
(NAV) parameter transported in each header to inform other
stations about the duration of the ongoing transmission. A
channel is idle only if the CCA fails to detect a carrier and
if the NAV timer is zero. However, collisions are not the
only cause of packet impairment. Nodes that are too far to
be able to decode the NAV of concurrent transmissions whose
energy level is below the CCA threshold (i.e., hidden nodes)
could cause errors in theoretically successful transmissions as
well. In order to narrow down the sources of interference to
just those due to radar coexistence, we applied the technique
proposed in [14]. To this end, we force each packet to be
fragmented at the MAC layer to ensure that the second and
subsequent fragments are protected from both collisions and
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hidden nodes. The protection against collisions is granted by
the NAV value used in the first fragment, which is set to
the amount of time required to send all the fragments. Each
fragment is sent back-to-back (separated by a SIFS interval)
to the AP and individually acknowledged by the AP; given
the fact that all stations should be able to hear the AP’s
transmissions, and therefore the NAV value carried within the
acknowledgment frames, these fragments are protected against
hidden nodes (similarly to the RTS/CTS scheme).
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Figure 5: Technique to narrow down sources of interferences.

We have run two simple experiments to validate this
methodology; the results are shown in Fig. 5. In both ex-
periments, we configure a laptop as a WiFi AP transmitting
test traffic to another laptop, configured as a WiFi client. The
AP sends 50 bursts of 3000 ICMP packets, with 1150 bytes
of payload, generated with SING, an ICMP-packet generator
which allows customization of the transmitted packets. The
transmission power is set to 16dBm and we set a fragmentation
threshold of 600 bytes to force the delivery of 2 fragments
per packet (i.e., the first has to contend for channel access, the
second is protected against collisions and hidden nodes). In the
first experiment, the AP transmits the test traffic towards the
client, while we increase the number of additional contending
stations to the network. Fig. 5a depicts the ratio of bit errors
for each of the pair of packets sent in each transmission
opportunity. As we can see, the first fragment is severely
affected by the growing number of collisions incurred by the
additional contending stations. On the other hand, the second
fragment is unaffected by this type of interference source. In
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Figure 6: Radar traces and bit error patterns, PHY rate 1Mbps.

the second experiment we switch the additional contending
stations for the signal generator, to generate synthetic RF
noise. Fig. 5b shows the error rate as a function of the power
of the noise generated. The results indicate that both the
first and second fragment experience the same effects upon a
noisy environment. These two experiments serve as validation
for this technique to identify bit-error patterns due to radar
signals while excluding those inherent to the IEEE 802.11
MAC protocol. In the following, we will apply this technique,
along with our radar emulator, to study the bit-error patterns
in received frames and its feasibility in the detection of radars
in the environment.

IV. MEASUREMENTS

We set up two laptops with an IEEE 802.11b/g Atheros
AR5008 wireless card each using the driver madwifi 0.9.6
and separated by 100cm. Note that we have disabled the
IEEE 802.11.h capabilities from the driver to avoid that the
legacy DFS operation affecting channel selection upon the
observation of our radar signals. One laptop serves as WiFi
AP and the other as a regular client. Each experiment consists
of the transmission of a stream of packets from the AP to the
client. Each UDP packet transports a 1796-byte payload with
known information, which allows us to assess the error patterns
occurring at the receiver. In the following, we summarize
our initial results where we compare the trace given by the
spectrum analyzer and the error pattern found in selected
packets.

In the first experiment, each packet is sent at 1 Mbps (so
they are of relatively long duration). Fig. 6 top shows how the
end of a packet transmission collides with one pulse from the
beginning of a radar burst. In Fig. 6 bottom we illustrate the
results of the packet inspection at the receiver. We mark the
beginning of the payload (the part that we process), each bit
error found after decoding (we also zoom in the burst of errors)
and the end of the packet. This figure shows that the footprint
of the colliding radar pulse is clearly observable. However, in
this case, the observation of one burst of errors is not sufficient
to infer the presence of a radar signal.
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Figure 8: Radar traces and bit error patterns, PHY rate 6Mbps.

Fig. 7 shows the resulting packet processing of another
packet sent at 1 Mbps where two pulses of a radar signal
corrupts the payload of the data transmission. We can easily
identify the radar footprint out of the packet inspection, i.e.,
two bursts of errors separated by 1ms (PRF of our test radar
signal) with pulses of approximately 1µs duration.

We now configure the AP to transmit 6-Mbps packets. Sim-
ilarly as before, Fig 8 depicts the results for a selected packet
of this experiment which is corrupted by two radar pulses. This
result allows a similar observation as in the previous case, that
is, we found two burst of bit errors of approximately 1µs of
duration and separated by 1ms, matching the characteristics
of the underlying radar test signal.

V. OPEN QUESTIONS

The experiments we have carried out so far unveil a clear
footprint from radar interference which is observable while a
packet reception is being processed. However, the heteroge-
neous (and random) nature of real-life data packet communi-
cations makes the actual design of a practical algorithm for
radar detection through bit-error pattern recognition inherently
challenging. The major challenge is indeed to discern the
constant rate footprint of radar bursts from a decoupled data
transmission, i.e., with independent rate/size distribution.

Fig. 3 illustrates this with three examples with different
packet rates and packet lengths (although packet rate and
length are constant in these examples, which will not be the
case in general). First, a single large packet might be enough
to observe a constant error burst rate that would trigger a
radar presence alarm. However, the case with short packets
requires a longer-term observation. Second, the analysis of
consecutive packets from a high packet rate transmission could
also be sufficient. However, slower rates (and/or heterogeneous
distributions) might hide the presence of a radar given that
most of its bursts could coincide with idle inter-frame spaces,
not causing bit errors.

VI. CONCLUSIONS

Dynamic Frequency Selection (DFS) is a mandatory
scheme for wireless communication protocols operating in
the 5 Ghz band in order to mitigate the interference caused
to coexistent systems such as radars. Unfortunately, conven-
tional implementations may cause severe underutilization of
resources and poor performance in heavy loaded networks.
Motivated by this observation, we explore the feasibility of
radar detection via duly observation of bit-error patterns in
received packets. In this paper, we present the initial results
of our experimental evaluation and discuss a series of open
questions that need to be resolved to design an effective in-
service detection mechanism.
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Abstract— Storing and synchronizing personalized or business-

related data, especially contact data, is increasingly done by 

cloud services. Thereby, control over personal data is subject 

to the technical conditions and measures of the cloud service 

providers. However, abstaining from the utilization of cloud 

services is not an alternative as their amenities are 

indispensable both for private and business users. End-to-end 

encryption, as it is already maturely applied for various 

communication services, would enable users to still keep their 

contacts on remote storage nodes, but save them in encrypted 

form. Although, the principal concepts for this kind of security 

measure are well-studied, there is still no service for protecting 

cloud-based contact data by end-to-end encryption using 

mobile platforms. This paper presents the ideas and the 

architecture for end-to-end encryption of contact data using 

the example of Android. 

Keywords – end-to-end encryption; cloud services; Android; 

contact data; cross-platform 

I.  INTRODUCTION 

The list of one’s own contacts is the backbone for 
modern communication. Cloud services offer powerful 
interfaces for conveniently managing this data on remote 
servers, from where they can be synchronized to arbitrary 
clients and platforms. They have become indispensable for 
present communication systems, from which private as well 
as business users cannot escape. 

However, utilizing cloud services is potentially unsafe 
and simultaneously means giving up control to the service 
providers due to varying international security laws and 
regulatory frameworks. Users are unaware of the location 
and the amount of physical server nodes where their data is 
stored on. As a consequence, legal positions and applicable 
laws are not transparent to the users, especially for the 
private user sector [1]. Deleting data can also be challenging, 
as the physical deletion is not executed in many cases even 
when users request it [1]. Moreover, recent press releases 
have pointed out the drawbacks of cloud services in respect 
to security and compliance [2][3]. Missing transparency and 
the lack of control and security mechanisms are mentioned 
as the major issues.  

Nevertheless, cloud services provide a valuable method 
for managing and synchronizing data and are even obligatory 
nowadays for many business companies [4]. Hence, we 
propose a method for protecting cloud-based data by (well-
proven) end-to-end encryption. In particular, we refer to 
contact data to be securely exchanged and synchronized with 

mobile devices. The advantages of cloud services remain; 
only the data is stored encrypted. We present a generic cross-
platform architecture, show an exemplary implementation 
for the Android platform, where users can select those apps, 
which are granted access to the decrypted contact data, and 
finally discuss re-utilization of the concept for other mobile 
platforms. Simplicity and usability are major aspects to be 
considered in our work, in order to raise acceptance among 
the users, whereby the main reasons people refrain from 
using encryption for email and file transfer are the lack of 
knowledge and the additional time and effort for installing 
and using security features [5]. 

The paper is organized as follows. Section II discusses 
related work and similar approaches. Section III introduces 
our architecture followed by its implementation in Section 
IV. Section V shows the results of our investigation. Sections 
VI and VII discuss possible solutions for other platforms and 
concepts for synchronization. Finally, in Section VIII we 
draw conclusions and formulate ideas for future work. 

II. RELATED WORK 

Among the scientific investigations concerning privacy 
protection and information security in cloud systems, 
research is mainly focused on strategies and mechanisms 
offered by the cloud service provider [6][7][8] or is even 
restricted to the selection of trustworthy providers. Security 
issues concerning cloud services are thoroughly analyzed 
with respect to architecture, data delivery models and from 
the stakeholders’ perspective [9]. 

In order to overcome the uncertainties of cloud services, 
Puttaswamy et al. [5] propose to insert a trustworthy 
(because self-managed) organizational node in between 
client and cloud in order to pre-encrypt data before 
transferring them to the cloud. The organizational node holds 
the keys and additionally identifies functionally encryptable 
data, i.e., data never interpreted by the cloud and not 
breaking application functionality. It automatically encrypts 
them and generates and provides appropriate access keys for 
its users. Thus, the authors’ proposal represents an approach 
of minimizing the weak points of cloud services by an 
intercalated server instance offering end-to-end encryption. 
End-to-end encryption, in general, is the preferred method 
for storing data in cloud services [10][11]. 

Practically applied end-to-end encryption can be found, 
e.g., in PrivacyCrypt for Facebook [12], a special security 
feature for encrypting messages in the social network 
Facebook. The public key used for asymmetric encryption 
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has to be exchanged with the target users who are allowed to 
decrypt and read those messages. A Firefox extension 
contains the implementation for this security feature. Fig. 1 
illustrates its principle scheme. The left part in Fig. 1 shows 
the message in plain language, which is encrypted by the 
Firefox plugin at the client side using the public key(s) of the 
receiver(s). The encrypted message is then transferred to and 
stored on the server (“Facebook cloud”). Facebook 
consequently receives encrypted messages, which can only 
be decrypted by those having the appropriate private key. 
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Figure 1. PrivacyCrypt for Facebook 

Boxcryptor [13] uses a similar approach. This application 
supports users encrypting their data stored on cloud servers 
such as Dropbox, Google Drive or Microsoft SkyDrive. 
First, the files are encrypted locally on a user’s device and 
afterwards sent to and stored on a remote server. Boxcryptor 
is available for Microsoft Windows, Mac OSX, iOS and 
Android. Furthermore, there is an extension for Google 
Chrome which enables users to access and decrypt their data 
via a browser instance. 

Fig. 2 briefly explains Boxcryptor’s support for two 
exemplary platforms (desktop with Google Chrome and 
Android) having a comparable working procedure to 
PrivacyCrypt as both approaches use end-to-end encryption. 
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Figure 2. BoxCryptor 

End-to-end encryption is also our proposed method to 
securely store (contact) data on cloud servers, allowing its 
users to keep control over their own data. Privacy and 
information security is therefore guaranteed by end-to-end 
encryption [11]. Even insufficient protection mechanisms of 
cloud service providers have no negative effects in respect to 
data security as the data can only be decrypted by the owners 
themselves as long as they use state-of-the-art keys [14]. 

There are numerous existing solutions for data 
encryption. For instance the first version of Pretty Good 
Privacy (PGP) was released in 1991 and is nowadays, beside 
S/MIME, an established standard of e-mail encryption. 
Although several implementations are available, PGP or 
S/MIME are not commonly used, despite the high need of e-
mail encryption. A case study pointed out that it is hardly 
possible to set up or use PGP without specialized knowledge 
[15]. Lack of knowledge and inconvenience are the main 
reasons for not using encryption [16]. 

III. APPROACH 

The challenge in developing a suitable method for 
encryption is security and also usability. To achieve high 
acceptance it is necessary to design the application for 
encryption as transparent and as user friendly as possible. 
Furthermore, compatibility with third party applications must 
be ensured. In conclusion, we claim that there are three 
primary “quality” criteria which must be fulfilled by our 
solution: 

 Comfort 

 Transparency 

 Security 
Comfort means that the use of cloud services is still 

possible even when the data is stored in encrypted form. That 
must be possible without or rather with little migration effort. 
In addition to this, the user should be able to use encrypted 
data like unencrypted data. A password recovery concept is 
also important. Another aspect is multi-platform support. 
The user should not be limited, and therefore, the encryption 
solution should work on the most common platforms. 

Third party applications must still be able to access 
contact data if this is allowed by the user. Hence, the 
encryption mechanisms must be implemented transparently 
so that there is no need to adapt these third party 
applications. They should be able to access data when 
needed in the same way even though the data is stored in 
encrypted and decrypted form. This is important for software 
components providing contact data synchronization. 

Of course, data must be encrypted securely. That means 
an up-to-date algorithm for encryption must be used. Fig. 3 
outlines the common data flow of contact data in 
combination with cloud services for synchronization. 

 

 
Figure 3. General contact data flow 

Data is used and managed by the client application, 
which usually provides a GUI enabling the user to read or 
change contact data. These applications retrieve data from a 
(central) interface, where sometimes data persistence is also 
implemented. To synchronize data with cloud services a 
communication module is necessary. 

Depending on the platform some of the described 
modules are possibly bundled in one component. However, 
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as a general rule data is processed according to the following 
steps: 

 Representation and user access (application) 

 Data management (interface and persistence layer) 

 Server communication (through a communication 
module) 

These steps are potential levels where en- or decryption 
can take place. According to the three mentioned quality 
criteria, it is inappropriate to implement encryption at the 
application level because that would require adaptations of 
every used application.  

Fig. 4 shows the discussed data flow specifically for 
Android. There are three applications (People, Facebook and 
Email) that are able to access contact data. The central 
Android interface for accessing contacts is called “Contacts 
Provider”. All requests are handled by this interface, which 
also implements data persistence. “Sync Adapters” are 
responsible for synchronizing data with cloud services and 
resolving conflicts. 

 

 
Figure 4. Android contact data flow 

Further, it is also improper to implement encryption at 
the level of the communication module. This would also 
require adapting every used Sync Adapter in the case of 
Android. Therefore, we chose the central access interface 
(Contacts Provider) for our proof-of-concept to implement 
encryption. This ensures that all quality criteria are fulfilled, 
which is further discussed in Section V. 

For this implementation to work seamlessly the internal 
data structure of the contacts has to remain unchanged and 
only the value of the individual fields can be encrypted so 
applications and backend services can still process the data. 
The central data interface (Contacts Provider) provides three 
methods with the following functionalities: 

 “query”: Retrieve one or more contacts 

 “update”: Modify or delete an existing contact 

 “insert”: Create a new contact 
A hook on every one of the three mentioned methods is 

an easy and effective way to intercept all requests according 
to contact data operations. 

IV. IMPLEMENTATION 

Before implementing the proposed architecture for 
Android, it was necessary to determine if it is possible to set 
hooks on method calls of other processes and applications. 
Our research shows that there is no official interface for this 
purpose due to Android’s security concepts, but as Android 

is an open source platform, this functionality has been added 
by external developers. One such implementation is provided 
by the “Xposed Framework” which we used to implement a 
module according to the proposed architecture. 

Installing this framework requires so-called “root access” 
as it needs privileged access rights. The process of attaining 
this privileged access varies from device to device and can 
lead to a partial or complete loss of warranty. We are aware 
that this can pose a significant obstacle, especially in regards 
to ease of use, but at the time of writing we are not aware of 
any alternative. This is a direct result of Android’s security 
concepts not providing access control mechanisms for third 
party applications. Conventional server and desktop 
platforms provide various ways of managing permissions, 
while on Android the user typically has no way of gaining 
privileged access rights. The idea behind this limited 
privileges concept is to prevent applications from damaging 
the system. This concept, however, neglects the need for 
privileged access for security applications like anti-virus 
software or firewalls. 

Android applications are executed in a virtual machine, 
called Dalvik, which is a specialized implementation of the 
Java VM. The Xposed Framework loads additional classes to 
every instance of a Dalvik-VM allowing the implementation 
of hooks for every method call inside such an instance. A 
hook is a method that is called before or after a specified 
method and allows modifications to a method’s parameters 
or its return value. 

The prototype that was developed to prove the viability 
of the proposed architecture was implemented as a module 
for the Xposed Framework. This module defines hooks on 
the query, insert and update methods to Android’s internal 
Contacts Manager to implement encryption and decryption 
of all contacts handled by this central manager. 

Fig. 5 shows a schematic representation of a query 
method call to obtain contact details from the Contacts 
Provider. The highlighted modules have been implemented 
by us. 

 

 
Figure 5. Sequence of a query action 

A. XContact Hook 

The module “XContact Hook” provides the necessary 
hooks on the three methods specified before to intercept calls 
of all applications to the Contacts Provider. It defines hooks 
that are executed before calls to the insert and update 
methods of the Contacts Provider. The new or updated 
contact data is encrypted in these hooks and then passed to 
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the insert or update methods. It also defines a hook that is 
executed after the query method collected the contacts 
specified by its parameters. These are then decrypted and 
passed to the calling methods if the application has the 
permissions to get the decrypted contacts. In both cases, the 
data structure of the contact data is kept intact, and internal 
ID fields are not encrypted to keep compatibility with 
applications and sync adapters. 

B. Permission Manager 

This module provides an interface for managing the 
permission on an application level. It enables the user to 
enable or disable the cryptographic module for specific 
applications, therefore granting only trusted applications 
access to unencrypted contact data. 

C. Crypto Module 

The cryptographic module provides routines for 
encrypting and decrypting contact data while maintaining 
interface compatibility by preserving the structure of the 
encrypted data. For encryption the Advanced Encryption 
Standard (AES) [17] algorithm is used as it is implemented 
on Android and at the time of writing is sufficiently secure 
[18]. Initially, a key length of 256 bit was used but with a 
large number of contacts the additional processing required 
for encryption and decryption was perceptible by the user. 

Since only field data is encrypted, a new random 
initialization vector is used for each field to mitigate 
frequency analysis and known plaintext attacks. 

V. RESULTS 

The major result of our investigations is an architecture 
concept for end-to-end encryption and a proof-of-concept for 
Android. Furthermore, we analyzed the performance impact 
of encryption key lengths and discussed how the proposed 
architecture could be applied on other platforms. The defined 
three quality criteria are fulfilled by the proof-of-concept. 

Comfort: Although the contact data is encrypted the user 
is able to use it as usual. The only difference is that users are 
able to manage permissions with the “XContact Permission 
Manager” (see Fig. 6). We also discussed potential ways for 
recovering the password. Furthermore, the user is not forced 
to use a specific platform because the concept is multi-
platform capable. 

Transparency: All cloud services for remote data storage 
can be used with our proof-of-concept because the structure 
of the data is not changed. Only the data fields are encrypted. 
Also third party applications (apps) are able to access contact 
data as usual. There are no specific changes for them. 

Security: AES, which was published by the National 
Institute of Standards and Technology as a standard for data 
encryption in 2000, is a secure encryption algorithm. There 
are no known relevant attacks and even a successful brute-
force attack is hardly possible [19]. The private key for 
encryption is only stored on the user’s device. So, the cloud 
service provider is unable to decrypt the users’ data. In case 
of any errors, the calling action is not executed. So, there is 
no chance of an unencrypted data leak. 

A. Proof-of-concept (prototype) 

In this section, we present our proof-of-concept for end-
to-end contact data encryption on Android. The main 
components of “XContact” are: 

 Xposed Hook 

 XContact Permission Manager 
Xposed Hook works completely in background and is 

used to hook every relevant method call on the Android 
Contacts Provider. XContact Permission Manager is an app 
that allows the user to control which applications are able to 
access unencrypted contact data. 

For installation it is necessary to install the Xposed 
Framework. This is done in four steps, and, as already 
mentioned, requires root-permissions. After that our 
prototype can be installed with an APK file. To use the 
described features it is necessary to active the XContact 
module (see Fig. 6). So, users can select those applications 
they would like to grant access to unencrypted contact data. 

 

 
Figure 6. XContact Permission Manager GUI 

The XContact Permission Manager shows all installed 
applications that have requested permission to access contact 
data at installation time. If the checkbox is not ticked, the 
application will receive an empty list when it calls the 
“query” method, and new contacts will not be encrypted. 
Since XContact encrypts data transparently, the procedures 
to retrieve, modify or delete contact data are not affected. 
Therefore, encrypted data can be automatically synchronized 
with cloud services like Google Contacts. 

B. Performance impact measurements 

In this section we discuss the performance impact of 
encryption. Our test device is a Nexus 7 (2013) tablet 
running Android 4.3.1 and Xposed 2.4.1. For our 
measurements the time at the beginning and the end of an en- 
or decryption hook have been monitored. The difference of 
these values is the additional amount of time consumed by 
the encryption algorithms. 

For every test we used the same contact with three fields 
(name, phone number and e-mail). Fig. 7 describes the 
arithmetic mean of 30 measurements. 

171Copyright (c) IARIA, 2014.     ISBN:  978-1-61208-347-6

ICWMC 2014 : The Tenth International Conference on Wireless and Mobile Communications

                         184 / 218



 
Figure 7. Performance Measurements 

The comparison of AES-128 and AES-256 shows that 
the latter encryption algorithm is about 25% slower. AES-
128 is state-of-the-art and generally considered as secure 
[19]. A key length of 128 bit for symmetric encryption is 
recommended for long-term data protection [18]. 

The general performance impact depends on many 
different factors (e.g., used CPU, other running processes, 
number of different address books, number of contact groups 
and single contacts). With our test device and one contacts 
application we were not able to visually perceive or 
recognize any delays for different use cases. 

VI. PASSWORD AND SYNCHRONIZATION 

The nature of the proposed architecture requires a different 
approach to certain basic features. These features are 
typically implemented server-side, however, our approach is 
located only on the client. It, therefore, is essential to 
minimize the risk for the users losing access to their data due 
to a forgotten password. Typically, services provide 
mechanisms for resetting passwords or asking secret 
questions, but this would require storing the users’ password 
on the device or a server-side implementation.  

An alternative method for solving the password problem 
is to securely store passwords with a password manager, so 
the user only has to remember one password to access all 
other passwords. The passwords for multiple services are 
stored in an encrypted container that can be backed up using 
cloud services or other backup solutions as it follows the 
same end-to-end encryption principles as our approach. 

While this method cannot strictly be labeled, we believe 
that password recovery offers the best trade-off between 
comfort and security. Furthermore, it can be implemented 
without the need for a server or service provider and, 
therefore, is best suited for the proposed architecture. 

A stated goal of this paper is to utilize data encryption as 
user-friendly as possible. The platform independent aspect 
suggests that users may use the application on multiple 
devices and, therefore, have to enter the password more than 
once. Also, in the event of changing the password, the new 
password has to be propagated to all devices using the 
encryption module requiring a synchronization mechanism. 
The client-side implementation requires alternatives to usual 
cloud-based synchronization methods. 

We propose the use of a peer-to-peer approach for 
synchronizing the password across multiple devices and 

platforms. A discovery protocol identifies relevant nodes on 
a local network, while a specification of the transmission 
protocol is needed for transmitting the data. 

Based on such a protocol it is possible to synchronize 
passwords across multiple devices on a local network. If the 
user installs the encryption module on a new device, it can 
detect already configured devices on the same network and 
request the password from them. The user is notified about 
this request and can either permit or deny it. It is also 
possible to propagate password changes to all relevant 
devices on a local network. 

VII. CONCEPTS FOR ALTERNATIVE PLATFORMS 

Enabling transparent end-to-end encryption for platforms 
other than Android-based operating systems means 
implementing an application for each targeted platform. 
While the proposed architecture was designed with minimal 
implementation overhead in mind, the nature of end-to-end 
encryption makes this impossible to avoid. 

Platforms can be divided into two main categories with 
different requirements for implementation. 

A. Desktop Platforms 

A variety of operating systems and applications exist for 
desktop computers and workstations that require contact 
data. Therefore, we focus our research on web-browsers as 
they are available on multiple platforms and are a common 
way to access and manage contact data, largely because 
service providers often provide web applications for doing 
so. The authors of [12] show that there are no technical 
restrictions for implementing the cryptographic module as an 
extension for common web-browsers. 

Contact data is an essential part of e-mail applications. At 
the time of writing the most commonly used e-mail 
application on desktop platforms is Microsoft Outlook with a 
market share of 20.14% [20]. This application can be 
extended with so-called Add-Ins similar to browser 
extensions, thus facilitating the implementation of an 
XContact extension for this application. 

B. Mobile Platforms 

The mobile operating system iOS by Apple is similar to 
Android as it has a UNIX core and therefore similar 
(unofficial) methods to acquire privileged access. A 
framework similar to the Xposed Framework on Android is 
called “Cydia Substrate” and provides the APIs for defining 
hooks on methods of other applications. Installing Cydia 
Substrate on an Apple iOS device requires superuser 
privileges that can be acquired by “jailbreaking” the device. 
On Apple iOS contacts are managed by a central address 
book, providing the basic prerequisites for implementing the 
XContact module for iOS. 

For “Windows Phone” there is no official way of 
acquiring privileged access and at the time of writing also no 
unofficial way similar to iOS or Android. It is possible to 
register a Windows Phone device as a developer device but 
this is not feasible for end-users and the acquired privileges 
are insufficient for implementing applications with the 
proposed functionality. 
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VIII. CONCLUSION 

Privacy and information security in respect to distributed 
data management and mobile data availability are on the rise 
and are not solely discussed in scientific communities but 
have also drawn public interest.  

One effective measure for protecting user data is end-to-
end encryption, a well-established security paradigm already 
applied to a series of scenarios concerning remote data 
management, but especially for exchanging sensitive data 
between two or more participants. The major drawback of 
this technique is the administrative effort for creating and 
securely exchanging keys, thus preventing it from being 
widely used, e.g., for secure mail transfer. 

In terms of synchronizing one’s own contact data through 
cloud services, exchanging keys is irrelevant, for one user is 
administering one key to be used for various clients. A 
prototype implementation for end-to-end encryption of 
contact data for the Android platform has proven the 
applicability of such a security feature for mobile devices 
with minimal impact in terms of convenient, transparent and 
seamless usage. However, (still) off-the-record techniques 
had to be applied (the device had to be rooted) in order to 
practically implement this encryption model. 

Nevertheless, we are convinced that developers will be 
able to access critical system functions of mobile platforms 
needed for special security operations in the near future, as 
there are upcoming issues concerning malware that need to 
be counteracted [21]. Appropriate third party partner 
programs, for example, might be a way to enable only 
licensed vendors in developing security-related software. 

Independent from this vision, security issues for mobile 
platforms will increasingly become a topic of research [22]. 
The security concept presented in this paper is an attempt to 
protect personal contact data stored on cloud servers, the 
architecture of which is adequately applicable for encrypting 
calendar dates or private photos, and all this for various 
platforms. 
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Abstract—In mobile ad hoc networks, achieving good QoS is a
critical issue and is very difficult to guarantee due to rapidly
changing of network topology and the lossy nature of wireless
links. In this context, routing protocols must be smart enough to
select better paths for data transmissions. In this paper, we focus
on the well-known Ad-hoc On-demand Distance Vector (AODV)
protocol. Standard route discovery approach used in AODV is
expected to obtain the best path in term of delay. However, in
lossy-links context, multimedia data packet transmission success,
on path established thanks to control packets, may require several
attempts. These retransmissions increase delay and overhead.
Many QoS-based methods failed to make a meaningful im-
provement due to added complexity and additional delay and
overhead. In this paper, we use a metric based on number of
Packet Retransmissions to show that improving performance of
on-demand routing protocols, in the mobility context, lies on
effective control of node neighborhood.

Keywords-mobility; reliability; wireless networks; quality
of service; on-demand routing.

I. INTRODUCTION

Mobile Ad hoc NETworks (MANET) are characterized by
instability of their topology. This is mainly due to node mo-
bility and the lossy nature of wireless links. Selecting reliable
paths for data transmission in this context is a challenge. In
order to guarantee Quality of Service (QoS), routing protocols
should be smart enough to choose a reliable route in order to
avoid packet loss. To deal with the problem, Qos-based routing
protocols are proposed. Route selection process should take
into account link quality. However, most methods proposed
for link quality estimation and best path selection are not
appropriate for this rapid topology change. They require a long
period to find QoS path and the obtained path is, very often,
longer than the shortest path (in terms of number of hops).
Long paths are more vulnerable to breakage than shortest
paths.

The main contributions of this paper include:

• Use of a convenient and pratical way to evaluate
quality of links in mobile context,

• Design of QoS-based Ad-hoc On-demand Distance
Vector (AODV) protocol [1]. The QoS metric used

(called PR-metric) is based on the number of retrans-
missions. It takes into account accurately the propor-
tion of retransmission time with respect to time of
first issue. We use this metric to compare effectiveness
of different QoS-based methods used to improve on-
demand routing protocols performance,

• A detailed analysis of differend QoS-based AODV
protocol performance. For our tests, we used realistic
wave propagation model and realistic mobility model.

The remainder of the paper is organized as follows: In
Section II, we present and analyze related work. In Section III,
we present our QoS-based routing protocols. Performance eval-
uation and discussions are made in Section IV. We conclude
in Section V.

II. RELATED WORK

In recent years, much effort has been made to improve the
standard AODV protocol [1]. In this section, after presenting
the critical behaviors of the protocol, we review various
proposed improvements.

A. AODV protocol

On-demand routing approaches are source-initiated reactive
mechanisms. When a node desires to sent a packet to an other
node and does not have a valid route, it intiates a path discovery
process in order to locate the destination node [1]. Then, a
route request (RREQ) packet is issued and flooded in the
network. Once the first RREQ packet reaches the destination
node or an intermediate node with a fresh route toward the
destination, a route reply (RREP) packet is sent back to the
source node. The source node rebroadcasts the RREQ if it
does not receive a RREP during a Route Reply Wait Time
(RREP WAIT TIME). It tries discovery of path up to a given
maximum number of attempts and aborts the session if it fails.
As the RREP packet is routed back along the reverse path,
the intermediate nodes along the path record a tuple for the
destination in their routing tables which point to the node from
which the RREP is received. This tuple indicates the active
forward route.

AODV uses a timer-based technique to remove stale routes
promptly. Each routing entry is associated with a route expira-
tion timeout. This timer is refreshed whenever a route is used.
Periodically, newly expired routes are invalidated.
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Route maintenance is done using route error (RERR) pack-
ets. When a link breakage is detected, routes to destinations
that become unreachable are invalidated. RERR propagation
mechanism ensures that all sources using the failed link receive
the RERR packet. RERR packet is also generated when a node
is unable to forward a data packet for route unavailability.

The first RREQ consideration approach means the selected
path is the one with the better Round Trip Time (RTT) and the
sorthest path in term of hops count if all links are considered
as similar. Contrary to proactive routing approaches, in on-
demand routing methods, nodes maintain information only for
active routes. But, route request and route error broadcasted
may be important if established routes are much bits error-
prone. This can be demonstrated by simulation with the use
of a realistic physical layer and a realistic wave propagation
model.

B. Enhanced AODV

One of the well-known problem of AODV protocol is
the long end-to-end delay due to overtime induced by route
discovery process. Also, when the frequency of link failures
is high, routing load and jitter become important. Since the
publication of standardized version of AODV, many efforts
have been made to improve it. The major challenge is to
limit the frequency of route discovery process. Thus, several
optimizations have been proposed in the literature. Among
them, we note taking into account link quality in the route
selection process and adapting timers to the network dynamics.

1) Tacking into account link quality: To take into account
link quality in the route selection process, several methods
are proposed with different QoS metrics including bandwidth,
delay, packet delivery ratio, Bit Error Rate (BER).

Khaled et al. [2] propose a path robusteness-based quality
of service routing for MANET. They proposed that before
processing RREQ packet, an intermediate node must assure
that its lifetime and the delay toward the neighbor from which
it receives the RREQ packet are above given delay-threshold
and lifetime-threshold. At each hop, at least five checks are
made and RREQ packet size increased with a node address.
Destination node and source node must wait for copies (that
have followed different paths) of RREQ and RREP packets
until a timeout. The overhead (additionnal delay and routing
load) and the complexity of this approach hypothecate protocol
effectiveness.

Some works, such as [3], use optimal link metric value in
the path choice. Path selection choice based on optimal link
metric value may not allow to get the best path. For example,
for number of hops or retransmissions count-based metric, a
path with minimum link metric value m (the minimal metric
value amoung other feasible paths), is prefered than anyone
with just one link with metric value upper than m even if the
other links are better.

Some authors use additive and multiplicative metric to
enhance AODV route discovery process. To find the optimal
path in wireless mesh networks, Kim et al. [4] modify the
standard AODV RREQ process. They propose that duplicate
RREQs with better cumulative link metric value be forwarded,
so that all the possible routes are considered. As link quality

metric, they use an improved Expected Transmission Time
(ETT) [5]. Their RREQ packet carries the cumulative link
ETT value. They estimate the archievable throughput of their
approach more than twice compared to standard AODV. We
presume it is not necessary to re-broadcast duplicate RREQ
packets. The intermediate node may note all possible reverse
paths and retain as active reverse path to the source the better
one according to the considered QoS metric. Their approach
needs to be tested in MANET context with realistic simulation
assumptions.

2) Taking into account network dynamics: Mobility of
nodes is one of the essential issue of MANET. Taking into
account the mobility of nodes is countered, first, by difficulties
to adequately measure the mobility degree of a node. Many
papers [6][7] propose to privilege nodes with low speed but
network topology change is not local problem. A node may be
fixed but if its neighborhood moves a lot, integrating this node
into transmission path will not allow efficient communication.

Some authors propose to use link breakage prediction
for packet loss avoidance. In fact, when intermediate node
detects degradation of neighbor link quality on active route,
it may anticipate route maintenance process. Then, source
node is advertized to the probable path failure and anticipates
route recovery process. This avoids transmission interruption.
QoS metrics used in this method include received signal
strength [8], packet delivery ratio of control packets [9]. Very
often, the power of modeled signal depends only on the
distance to the concerned neighbor node. It is known that
obstacles in wave progation environment has an impact on
signal strength [10][11]. Even if these metrics are accurately
measured, the approach only anticipate the break of the link.
The source must initiate a new route recovery process. The
impact on delay improvement is not significant.

Amruta et al. [8] and Naif et al. [12] focused on accessi-
bility prediction to restric route discovery for future commu-
nications. Indeed, during the usual routing operations, a node
can collect significant information enabling it to predict the
accessibility and the relative mobility of the other nodes in the
network. However, due to rapid change of network topology
and since they are not actively maintained, these routes become
obsolete.

III. QOS-BASED ON-DEMAND ROUTING PROTOCOLS

In this section, we present the PR-metric and three variants
of AODV based on this metric. However, comprehensive
presentation of this metric is beyond the scope of this paper.

A. QoS metric

To quantify link quality, we focus on metrics based on link
reliability. Very often, criteria like as BER, Packet Delivery
Ratio (PDR, e.g., Expected Number of Transmissions, ETX)
are used. For this study, we use a new metric based on the
expected number of retransmissions required to communicate
successful data packet on this link. Let us call it PR-metric.
With PR-metric, distance between a node and its neighbor will
not be 1 but 1 + a ∗ (n − 1), where n represents the average
number of transmissions required to make a data transmission
successful and a is a parameter to weigh retransmission cost.
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For retransmission, we want to design a transmission made
after the first issue (after the first transmission attempt). The
coefficient a is the ratio between the average time required
for a retransmission over the time necessary for an initial
successful transmission. Statistical analysis and results permit
us to estimate a to 0.65 with 0.03 as standard deviation.

The number of retransmissions can be obtained from net-
work interface statistics (MAC level). This metric has a direct
impact on delay and throughput. Contrary to the well-known
metrics like BER or Expected Transmission Count (ETX) [13],
it takes into account real time network load. Its estimation
is local. It does not induce a significant routing load or a
large computation time. It is a good compromise between the
number of hops criterion and the BER or ETX criterion which
induces selection of long route [14].

B. AODV-BL-PR

AODV-BL-PR picks out AODV where we apply black-
listing approach to route recovery process. With AODV-BL-
PR, when an intermediate node receives a RREQ packet, it
compares the PR-metric value of link on which this packet
is received to a predetermined threshold. If this PR-metric
value is higher than this treshold, the packet is discarded,
otherwise it is managed as in standard AODV. We set this
threshold to 2. We estimate that, in mobility context, after 2
attempts to transmit data, the path used is no longer valid. Note
that maximum number of retransmissions at MAC layer is 4
for our test. We note that a control message (usually lighter)
can be successfully transmitted on a poor quality link when a
normal payload message can not be transmitted. With this route
selection approach, paths containing bad links are disregarded.
This will also limit the dissemination of RREQ messages and
then reduces routing overhead.

C. AODV-sum-PR

To design AODV-sum-PR, two main modifications are
made to standard AODV, namely QoS-information dissemi-
nation and duplicate RREQ packets process by intermediate
node.

• QoS-information dissemination: for AODV-sum-PR,
RREQ and RREP packets are extended with the cu-
mulative PR-metric (C-PR-metric) field. Source node
initializes this metric to 0.0. An intermediate node
increases the value of C-PR-metric by the PR-metric
of the link on which it received the packet. The
intermediate node also integrates reverse path into its
routing tables. Each entry is improved with the C-PR-
metric as QoS-metric. The RREP packet also carries
the C-PR-metric. The field is, this time, initialized to
0.0 by the destination node or to the current value of
entry related to this destination by intermediate node
which initiates the RREP packet.

• Duplicate RREQ packet process: contrary to stan-
dard AODV, an intermediate node manages duplicate
RREQ packet. Indeed, if the C-PR-metric of a dupli-
cated RREQ packet is lower than the recorded one,
the entry for source node (reverse path) is updated:
the previous hop to the source node will be the new

transmitter. Finally, the source node obtains a path to
the destination with the lowest C-PR-metric value.

Note that intermediate node does not need to re-broadcast
the duplicate RREQ packet and does not need to integrate the
PR-metric value of all its neighbors as control packets header
information, as widely done.

In Table I, we summarized the duplicate packet processing.

TABLE I. SAMPLE OF DUPLICATED PACKET PROCESSING ALGORITHM

f o r t h e c o n c e r n e d r e v e r s e p a t h
i f new C−PR−m e t r i c < c u r r e n t C−PR−m e t r i c

u p d a t e nex t−hop
u p d a t e C−PR−m e t r i c

e l s e
drop t h e p a c k e t

D. AODV-Timer

In AODV-Timer, we reduce the timers associated to the
various recorded routes, established links with neighbors and
waiting for a response (hello timer, route validity timer, waiting
RREP packet timer, etc.). These timers are used to manage
routes and links validation or recovery processes. The new pa-
rameters are presented in Table II. This coordinated reduction
globally means that a node more frequently inventories its links
and routes.

With this approach, we want to know the determining
factor between taking into account link quality or a convenient
control of neighborhood information for better performance in
mobility context.

TABLE II. DEFAULT (AT LEFT) AND MODIFIED (AT RIGHT) AODV
PARAMETERS FOR OUR TESTS

Timer Parameter AODV-st AODV-Timer
MY ROUTE TIMEOUT 10s 5s

ACTIVE ROUTE TIMEOUT 10s 5s
REV ROUTE LIFE 6s 3s
BCAST ID SAVE 6s 3s

MAX RREQ TIMEOUT 10s 5s
NETWORK DIAMETER 30 hops 10hops

RREP WAIT TIME 1.0s 0.7s
HELLO INTERVAL 1s 0.5s

BAD LINK LIFETIME 3s 1.5s

In summary, the reduction of route timeout value to 5s
means that a path that is not used 5s ago is considered obsolete.
The default value in standard AODV is 10s. The source waits
less time (0.7 instead of 1.0) to restart a new request if it
receives no response to a previous query. The network diameter
is reduced to 10 instead of 30. We estimate that over 10 hops
it is impossible to communicate in node mobility context. A
HELLO INTERVAL timer set to 0.5s instead of 1.0s, means
that nodes should test their neighborhood more frequently.

IV. PERFORMANCE EVALUATION

In this section, we first present our simulation environment,
we then present the results of simulation tests and analyze the
performance of different protocols.
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A. Experimental setup

To compute more real simulations, we use a realistic wave
propagation model taking into account environment charac-
teristics. Therefore, we enhanced NS2 [15] with a ray-tracer
simulator, Communication Ray Tracer (CRT) [16], that has
been developed at the XLIM-SIC laboratory. CRT simulator
provides a 3D ray-tracer wave propagation model. It takes
into account the geographical data, electrical properties of
materials, the polarization of the antennas, the position of the
transmitters and receivers, the carrier frequency and the max-
imum number of interactions with the surrounding obstacles.

To realistically model the movement of the node, we use
the VANET-Mobisim [17] software. Node speed is computed
by this software. The mobility model implemented is more
realistic than widely used ones [18][19][20]. Paths are defined
in correlation and consistency with our environment model.
VANET-Mobisim is also easily interfaced with NS2. Specifi-
cally, VANET-Mobisim uses a mobility file in XML format,
which contains all the detailed informations of the microscopic
and macroscopic models that govern mobility of nodes. The
mobility model used in this software takes into account the
environmental parameters of the mobile nodes (traffic lights,
speed limits, etc.) and possible interactions between mobile
nodes. A node may thereby accelerate, decelerate according
to environment constraints.

The global parameters for the simulations are given in
Table III.

TABLE III. SIMULATION PARAMETERS.

Parameters Values
Network simulator ns-2
Simulation time 180s
Simulation area 1000m*1000m
Maximum number of transmissions 4
Transmission power 0.1w
Data types CBR
Data packet size 512 bytes
MAC layer IEEE 802.11a

We also use a realistic model of the Munich town (urban
outdoor environment, see Figure 1), obstacles (building, etc.)
are printed red. Dots represent nodes. Other real environments
could be used in a more comprehensive study.

As routing protocols, we compare AODV-st, the standard
AODV protocol [1], to the three PR-metric based ones pre-
sented in Section III.

B. Simulation results

In this section, we study the impact of mobility on
performance of the four protocols. 60 mobile nodes move
in the Munich town environment (Figure 1). Their average
speeds range from 4m/s to 20m/s. 10 simultaneous end-to-
end transmissions are initiated during 165s. As performance
parameters we rely primarily on average end-to-end delay of
data packets, PDR and Routing Overhead (RO). End-to-End
Delay concerns only successfully delivered packets. PDR is
the ratio of the number of successfully delivered data packets
over the number of sent data packets. Routing overhead is
the number of routing protocol control packets. It permits

Figure 1. Simulation environment when number of nodes=60. Obstacles are
printed red.

to evaluate the effective use of the wireless medium by data
traffic.

Figure 2 and Figure 3 show that AODV-new-timer is better
in delay and PDR. It reduces unnecessary waiting time and
the knowledge of neighborhood, in real time, avoids node to
process obsolete paths. The node implementing AODV-new-
Timer detects links breakage quickly. For QoS-based AODV
(AODV-BL-PR and AODV-sum-PR), determining QoS routes
requires substantial time and with node mobility, established
routes become obsolete quickly. These show that better neigh-
borhood information control is more important than taking into
account link quality for AODV efficiency.

A thorough analysis of the simulation shows that the
majority of communications where source and destination
are far apart from each other have failed. Established routes
become obsolete even before the first data packets arrive at the
destination.

Figure 2. Delay evolution when speed increases.

Protocol’s performance in RO parameter is presented in
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Figure 3. PDR evolution when speed increases.

Figure 4. The high cost of AODV-new-Timer is expected
since Hello and RREQ messages emiting frequency increased.
The better performance of QoS-based AODV compared to
standard one can be explained by better paths selection. In
addition, blacklisting approach of AODV-BL-PR limits the
dissemination of RREQ messages.

Figure 4. RO evolution when speed increases.

V. CONCLUSION AND FUTURE WORK

We tested the effectiveness of different QoS-based methods
under realistic wave propagation model and realistic mobility
model. For QoS metric, we use number of retransmissions
count-based metric. Although we used a simple and effective
method for link quality estimation, the results show that taking
into account the quality of links is not effective for the MANET
performances improvement. The additional complexity, in-
duced by QoS management, increases delay and precipitated
the obsolescence of the links.

To achieve better performance in high speed MANET
context, the real challenge is the effective control of node
neighborhood and accurate established routes lifetime and
waiting RREP packet timeout.

A solution where the inventory frequency of the neigh-
borhood depends on the network dynamics might improve
the performance of on-demand routing approach in mobility
contexts.

A more comprehensive study of the problematic of on-
demand routing protocol performance could concern other real
environments (than Munich town one) and a refinement of the
penalty coefficient due to retransmissions.
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Abstract- There has been a rapid growth of new Internet 

services, such as video conferences, online video games, and 

multimedia applications, offered to end users. These services 

need to satisfy their quality requirements, and thus an efficient 

scheduling algorithm is needed. In the literature, the interest is 

focused on throughput and delay as inputs to the scheduler in 

its bandwidth allocation decision. Jitter, though of great 

significance, did not receive considerable attention, yet. 

Researchers, in the area of WiMAX networks, often 

recommend weighted scheduling algorithms with dynamic 

weight functions. The channel quality is particularly important 

as well in scheduler decision in wireless networks for the 

determination of channel strength. In this paper, we develop 

an uplink channel-aware scheduling algorithm for mobile 

WiMAX networks. Use is made of a weight function with four 

terms: throughput, delay, jitter, and channel quality. A 

comparison is made between the proposed algorithm and two 

famous channel-aware algorithms, namely, proportional fair 

scheme (PFS) and maximum carrier-to-interference ratio (Max 

C/I). Simulation results, obtained by an OPNET simulator, 

reveal that our algorithm outperforms both PFS and Max C/I 

with respect to WiMAX delay and jitter, as functions of the 

number of mobile stations. However, the WiMAX throughput 

takes on a slightly lower value. For real-time applications, the 

algorithm is applied to a video conference and high quality 

video applications, and better values for both delay and jitter 

are attained in both application types. 

  Keywords: WiMAX Networks; IEEE 802.16e; channel-

aware algorithms; scheduling schemes; QoS  

I.INTRODUCTION 

Worldwide interoperability for microwave access 
(WiMAX) [1] is one of the emerging broadband wireless 
access networks. It is designed according to IEEE 802.16 
standard [2]. The rapid growth of new services, such as 
online video games, video conferences, and multimedia 
services demands a reliable and efficient Internet access. 
WiMAX is an efficient solution to provide last-mile access 
to the Internet. It is suitable for real-time applications since 
WiMAX has a multitude of advantages features in this 
respect [1][3]; these are (1) use of orthogonal frequency 
division multiple access (OFDMA) in the physical layer, 
which allows WiMAX to operate in Non-Line of sight 
(NLoS) by using multiaccess scheme for broadband wireless 
access; (2) having a high data rate, capable of using 74Mbps 
on 20MHz wide spectrum; (3) supporting adaptive 
modulation and coding rate technology (AMC); (4) being 
suitable for both time division duplexing (TDD) and 

frequency division duplexing (FDD); (5) enjoying strong and 
robust security; and (6) allowing Quality of Service (QoS), 
which is responsible for serving different applications with 
dissimilar requirements.  

QoS is the main feature of WiMAX networks [3][4], 
used to manage the available resources in such a way as to 
enhance the performance of the network. It has three main 
parameters, namely, throughput, delay, and jitter. QoS in 
broadband wireless access is highly important. Yet its 
achievement is sophisticated since the performance of the 
radio link channel is unpredictable. The channel status 
indicating parameter is the carrier-to-interface-plus-noise 
ratio (CINR) [1][2]. 

A scheduling algorithm is part of the QoS architecture. 
Its function is the division of bandwidth among subscriber 
stations (SSs) in order to maximize throughput and minimize 
both delay and jitter. The scheduler should be simple, fair, 
and efficient [3][4]. The wireless channel is influenced by 
many factors such as: signal attenuation, fading, interference, 
and noise ratio. So, it is preferred to use a scheduling 
algorithm which can take the channel status in its bandwidth 
allocation decision [1][3]. 

 A comprehensive survey on scheduling algorithms in 
WiMAX networks is given in [3]. In [5], a detailed 
performance study of uplink scheduling algorithms in point-
to-multipoint WiMAX networks is made, where simulation 
analysis is carried out using average delay, average 
throughput, fairness and frame utilization and the simulation 
results indicate that none of the algorithms considered is 
capable of effectively supporting all WiMAX classes of 
service. Recently, in [6], a comparative descriptive analysis 
for various scheduling algorithms in WiMAX networks is 
presented. 

The work in [7] is focused on the importance of the 
scheduling algorithm in WiMAX networks to ensure the 
usefulness of delay, jitter and throughput. Also, it explains 
deficit round robin (DRR) and weighted deficit round robin 
(WDRR), but no analysis study is given. In [8], a new packet 
scheduling and bandwidth allocation algorithm is developed. 
This scheduling algorithm is divided into two tiers. In tier 1, 
four queues are used by the service classes and each service 
class uses an intra-class scheduling algorithm to decide 
which packet will be served. In tier 2, the chosen packets are 
arranged in a matrix and an inter-class scheduling algorithm 
is used to move packets to the frame. Two inter-class 
scheduling algorithms, dynamically allocating priority queue 
(DAPQ) and dynamically allocating weighted fair queue 
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(DAWFQ) are used. A simulation analysis using OPNET is 
presented. A new strategy about scheduling algorithms based 
on intelligent systems is suggested in [9]. The suggested 
algorithm is based on fuzzy systems and neural networks. 
This algorithm is divided into two stages: Priority stage 
using fuzzy systems and the allocation of bandwidth stage 
using neural networks. A performance comparison between 
the suggested algorithm and some scheduling algorithms are 
presented using OPNET and Matlab. All these algorithms 
belong to the channel-unaware category. 

Weighted scheduling algorithms are preferred for the 
satisfaction of QoS requirements [10]. The reason is that the 
weight corresponds to the number of time slots to be 
allocated to the service class. This number of slots is fixed 
for each WiMAX frame; hence the weight representing the 
number of slots is preferably to be an integer. This means 
that we do not actually need algorithms such as DRR [7] 
[10], in which floating point numbers are used. Further, the 
resulting algorithm will be much less sophisticated. In [11], a 
study of the performance of four scheduling algorithms: 
round robin (RR), MAX CINR, fair throughput (FT), and 
proportional fair scheme (PFS) is presented. The results 
reveal that MC has the highest throughput but with lowest 
fairness, but the converse happens for FT scheduling. PFS 
has the ability of adjusting the throughput and fairness with 
application requirements. In [12], three channel-aware 
scheduling algorithms in mobile WiMAX networks: PFS, 
modified longest weighted delay first (MLEDF), and 
exponential rule are studied and compared with a suggested  
algorithm using a queue length and waiting time of the 
packet in a weight equation. The results indicate that the 
suggested algorithm outperforms the other algorithms in 
throughput and delay. 

It is known that channel-aware schedulers are more 
suitable than channel-unaware schedulers in ensuring QoS 
requirements for wireless networks [1][3]. Also, the 
weighted scheduling algorithms are preferred to use in 
WiMAX networks [10]. The present paper develops a 
channel-aware uplink scheduling algorithm for mobile 
WiMAX networks. Its bandwidth allocation decision is taken 
based on throughput, delay, jitter, and channel quality. The 
proposed algorithm is compared with PFS, and MAX CINR 
with performance metrics: WiMAX throughput, delay, jitter, 
real-time application delay, and real-time application jitter. 
The results reveal that the proposed algorithm outperforms 
the other algorithms, with respect to WiMAX delay, and 
jitter as functions of the number of mobile stations, but the 
proposed algorithm gives a lower throughput than both 
algorithms PFS and Max C/I. Results of the proposed 
algorithm demonstrate that delay and jitter in real-time 
applications evidence that our algorithm transcends the other 
algorithms. 

The rest of this paper is organized as follows. In Section 
II, an overview of WiMAX networks is given. Scheduling 
algorithms are reviewed in Section III. Section IV presents 
the details of the proposed approach. Simulation results are 
introduced in Section V. Finally, conclusions and trends for 
future work are reported in Section VI.  

 

II.WIMAX FRAMEWORK 

WiMAX is the most efficient technique of broadband 
wireless access networks [1][3]. It is used as a last-mile 

network to introduce the Internet for end users in an efficient 
and reliable way. WiMAX networks based on IEEE 802.16 
standard are divided into two main layers: the physical layer 
(PHY) and the medium access control layer (MAC).  

The PHY layer is defined on IEEE 802.16 standard [2] 
using four physical layer types: wireless MAN-OFDM 
(orthogonal frequency division multiplexing), wireless 
MAN-SC (single carrier), wireless MAN-SCa, and wireless 
MAN-OFDMA (orthogonal frequency division multiple 
access).  

WiMAX uses two types of duplexing [1][2][3]: 
frequency division duplexing (FDD) and time division 
duplexing (TDD) in the frame structure. In our work, we use 
TDD. In TDD, the frame structure consists of two 
subframes: downlink subframe and uplink subframe. 
Downlink subframe sends data from the base station (BS) to 
subscriber stations (SSs) together with some control 
information such as: preamble, downlink and uplink maps. 
Uplink subframe implies uplink bursts in addition to control 
information, such as channel quality information, which is 
sent from SSs to BS. Downlink and uplink subframes are 
separated by a transmit-receive transition gap (TTG) and a 
receive-transmit transition gap (RTG).  

The MAC layer [1][3][4] is the intermediate layer 
between the PHY layer and higher layers. It is responsible 
for many important jobs such as header suppression, packet 
scheduling, bandwidth allocation, QoS management, and 
security and authentication issues. 

To facilitate MAC layer work, the MAC layer is divided 
into three sub-layers. Each sub-layer is responsible for doing 
some of MAC functions. The three sub-layers are: 
convergence sub-layer, common-part sub-layer, and security 
sub-layer. First, a convergence sub-layer is designed as a link 
between higher layers and WiMAX MAC layer. This is done 
by mapping data from the upper layers to the appropriate 
MAC layer. Second, a common part sub-layer is responsible 
for bandwidth allocation, connection establishment and 
maintenance for all QoS requirements. Third, a security sub-
layer is developed for authentication, security key exchange, 
and encryption. 

WiMAX supports two types of operation modes [5]: 
Point-to-multipoint (PMP) mode and mesh mode. In PMP 
mode, the communications between all SSs are organized 
and passed through the BS. But in mesh mode, the 
communications can be achieved directly between SSs.  

WiMAX supports QoS by defining five different service 
classes for constant and variable bit rate applications. These 
service classes are [3][5]: unsolicited grant service (UGS), 
used to support constant data rate real-time applications such 
as VoIP without silence suppression; real-time polling 
service (rtPS), defined to support real-time applications with 
variable data rate such as a MPEG compressed video; 
extended real-time polling service (ertPS), used to support 
real-time applications with variable data rate such as VoIP 
with silence suppression; non-real-time polling service 
(nrtPS), defined for variable bit rate non-real-time 
applications; and the best effort (BE) service class, 
responsible for non-real-time applications with no need of 
any special requirements. 

To ensure a good performance of WiMAX networks for 
the different requirements of QoS in real-time applications, a 
suitable bandwidth allocation algorithm is needed [3][4]. In 
the beginning of each WiMAX frame, the scheduling 
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algorithm computes the allocated bandwidth for each SS to 
send this information in UL-MAP to SSs.  

 
III. EARLIER SCHEDULERS 

 
A powerful scheduling algorithm is essential in WiMAX 

networks to satisfy the growth of end user requirements for 
different applications [4]. There is no specific scheduling 
algorithm stated in IEEE 802.16 standard to use. The 
selection of the algorithm is left for service providers to pick 
a suitable one, which satisfies network application 
requirements. 

Scheduling algorithms are classified into two main 
classes: channel-aware and channel-unaware scheduling 
algorithms, outlined in what follows.  

 
A. Channel-unaware algorithms 
 
In channel-unaware algorithms, the bandwidth allocation 

is done without any use of information about the channel 
status. These algorithms include: the round robin (RR) 
algorithm [3] is simple and fair in assigning one allocation 
for each connection in each serving cycle. The weighted 
round robin (WRR) [3][5][6] assigns a weight to each 
connection; then the connections are served according to 
their weights. The main problem of WRR is that it provides 
incorrect percentage of bandwidth allocation when the traffic 
has a variable packet size. The deficit round robin (DRR) 
[7][10] solves this problem of WRR. DRR defines two 
variables for each queue, deficit counter (DC) and quantum 
(Q). Q is set to a constant value equal to the maximum traffic 
packet of the queue, and DC is initialized by a zero value 
when the queue is created. When the queue is visited to 
serve, the value of Q is added to DC and the queue is still 
served until the head packet size is greater than DC. For each 
packet served, the value of DC decreases by the value of 
packet size. When the queue is empty, DC returns to zero.  
The deficit weighted round robin (DWRR) [13] is the same 
as DRR; it adds a weight variable for each queue and the Q 
value depends on the weight value. Another modification on 
DRR, named modified deficit round robin (MDRR) [13], 
works in the same way as DRR but a queue priority 
parameter is added to each queue to contribute to queue 
selection. 

 
B.  Channel-aware algorithms 
 
These algorithms use channel state information from the 

channel quality indicator (CQI) to make the bandwidth 
allocation decision. Channel-aware algorithms include 
modified largest weighted delay first (MLWDF), 
proportional fairness schema (PFS), and maximum carrier to 
interference ratio (MAX C/I). MLWDF [14] is one of QoS- 
guaranteed algorithms which support minimum throughput 
and minimum delay. In this algorithm, for each queue j the 
scheduler computes a function "ρi*Wj(t)* rj(t)", where ρi is a 
constant which should take a different value for each service 
class, Wj(t) can be either the delay of the head of line packet 
or the queue length, and rj(t) is the channel capacity for 
traffic i. The queue selection occurs on the basis of the 
function value starting from the largest value. There are 
many modifications of MLWDF. PFS [15] belongs to a 
fairness scheduler family which works based on maximizing 

the long-term fairness. PFS uses a ratio of channel capacity 
Wi(t) to the long-term throughput Ri(t) to select the queue 
which will be served. The queue selection occurs based on 
the ratio value starting from the largest value. The main 
disadvantage of PFS is that delay is not taken into account 
when defining the weight function. MAX C/I [11] is used to 
maximize the throughput. In MAX C/I, the queue is selected 
based on the best channel conditions. In WiMAX, the most 
used channel quality indicator is CINR. This algorithm 
checks the value of CINR for each queue and the queue with 
the largest CINR is served first. The movement between the 
queues occurs based on the CINR value in descending order.  

All the above-mentioned scheduling algorithms, channel-
aware and channel-unaware, have the following drawbacks. 
In weighted scheduling algorithms, the bandwidths are 
assigned statically and do not vary with the burst changes; no 
enough attention is given to jitter, causing problems in real-
time applications; priority scheduling algorithms caused 
starvation in low priority classes; and finally, the use of 
channel-aware scheduling algorithms are preferred because 
of the nature of wireless communications . According to [3], 
and to the best of our knowledge, no channel-aware 
scheduling algorithms using jitter delay in its weight function 
are available in the literature.  

 
IV. THE PROPOSED ALGORITHM 

 

In WiMAX networks, the BS is responsible for 
scheduling service classes in both uplink and downlink 
directions. Any scheduling algorithm works on the basis of 
the bandwidth requests of SSs in the uplink direction 
[2][3][4]. 

The proposed approach is a type of channel-aware 
weighted scheduling algorithms with a weight equation 
defined in terms of: throughput, delay, jitter, and channel 
quality. These parameters characterize the QoS and the 
wireless communication of the application at hand. 

For each type of applications, the importance of these 
parameters is varying. In real-time applications which belong 
to rtPS service class in WiMAX, the QoS parameters are all 
important and none of them can be dispensed with. But, in 
non-real-time applications, which belong to nrtPS class in 
WiMAX, throughput is the only important parameter, since 
non-real-time applications are insensitive to delay and jitter. 
The channel quality is important to be considered for both 
real- and non-real- time applications. 

The problem under consideration is concerned with the 
development of a dynamic uplink scheduling algorithm for 
mobile WiMAX networks. The bandwidth is to be allocated 
among n queues; that is, n subscriber stations. The proposed 
method depends on the formulation of a weight function in 
terms of the parameters: throughput, delay, jitter, and 
channel quality. To this end, a weight Wi(t) is assigned to 
queue i as a positive factor of the form: 

 

  ( )  
  ( )

∑   ( )
 
   

                                                                    (  ) 

In (2),   ( ) is expressed as the sum of four terms 
corresponding to contributions of throughput, delay, jitter, 
and channel quality, respectively. Specifically, we propose 
the following formula for a weight function   ( ): 

  
  ( )           ( )       ( )      ( )                                  ( ) 
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The first term      in (3), is the fractional throughput 
contribution to   ( ), defined as: 

 

    
  

∑   
 
   

                                                                                   ( ) 

 
where Xi is the minimum reserved traffic rate for queue i. 
The second term     ( ) is the fractional delay contribution 

    ( )  

    ( )
  
⁄

∑
    ( )

  
⁄ 

   

                                                                ( ) 

where   ( ) is a time-varying average delay, Li is the given 
maximum latency, and αi is a positive delay weighting 
factor. In (4), the ratio   ( )/Li (less than unity) expresses the 
proportion of the delay of a particular queue relative to the 
maximum acceptable delay of the network. Further, the ratio 
  ( )/Li is weighted by a factor αi, whose value varies 
according to the subscriber station (value of i). This is 
justifiable since each subscriber station is devoted to a 
particular application. The third term     ( ) is the fractional 
jitter contribution,  

    ( )  

    ( )
  
⁄

∑
    ( )

  
⁄ 

   

                                                                   ( ) 

where   ( )is a time-varying average jitter, Ki is the given 
maximum jitter and βi is a positive jitter weighting factor. 
The terms in (5) can be interpreted in the same way as in (4). 
The fourth term    ( )is the fraction channel quality 
indicator 

   ( )      
     ( ) 

∑      ( ) 
 
   

                                                            ( ) 

 
where    ( )is the carrier-to-interface-plus-noise ratio of the 
channel between BS and the MS, Ωi is the CINR status 
which indicates that CINR increases or decreases. Ωi takes 
on a value of +1 when CINR increases and the value -1 when 
CINR decreases.  Then the bandwidth is divided among the n 
queues using the form given in (7): 
 
   ( )    ( )                                                                 ( ) 
 
 
where BWi(t)  is the bandwidth reserved to queue i and 
ULBW   is the total bandwidth of the uplink subframe. 

Equation 2 is valid for both real- and non-real time 
applications; this implies that the weighting factors αi and βi 
should take on different values of the two types of 
applications. The values of αi and βi for real-time 
applications should be greater than those for non-real-time 
applications. The reason is the fact that real-time applications 
are more sensitive to delay and jitter. The criterion for the 
choice of the values of αi and βi depends on a developed 
algorithm which is introduced in [16] on the basis of the 
importance of delay for real- and non-real-time applications. 
We use the ratio 1:10 for αi to βi . 

The computational scheme of the proposed algorithm is 
itemized in the following consecutive steps: 

1) For each queue, get the values of   ( ) and Zi(t). 

2) Calculate the values of THi (in (3)), DLYi (in (4)), JTRi 

(in (5)), and    ( ) (in (6)). 

3) Calculate the four-term weight function Si(t) according 

to (2). 

4) Calculate the weight Wi(t) by virtue of (1) 

5) Divide the bandwidth of the uplink subframe among the 

n queues based on (7). 

6) The value of the bandwidth of each queue is sent to 

MS. 

7) The service for the queue is continued until the 

assigned division of the bandwidth is used up.  

8) The service is moved between the queues using round 

robin mechanism. 

 

V. EXPERIMENTAL SCENARIOS AND 

SIMULATION ANALYSIS 

The network used consists of four WiMAX service 
classes: ertPS, rtPS, nrtPS and BE with applications: VoIP, 
video conference, FTP and HTTP, respectively. The traffic 
parameters for each service class are taken as those used in 
[5], listed in table I. Simulation in this paper is performed by 
the OPNET simulator [17]. 

 

TABLE I. TRAFFIC PARAMETERS 
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ertPS 25000 64000 20 150 

rtPS 64000 500000 30 160 

nrtPS 45000 500000 100 300 

BE 1000 64000 N/A N/A 

 
The simulation results are obtained using several 

experimental scenarios by varying the number of mobile 
stations (MSs). Each scenario consists of one BS serving a 
number of MSs in PMP mode of operation. The frame 
duration is 5 msec, with the uplink and downlink subframes 
having 50% of this duration each. A random topology in 
1000 x 1000 m square space is used. The number of MSs 
varies from 6 to 36 with ratio 1:2:2:1 MSs for service classes 
ERTPS:RTPS:NRTPS:BE, respectively. The proposed 
weighted scheduling algorithm is compared with PFS and 
Max C/I. The WiMAX throughput, delay, jitter, real-time 
application delay, and real-time application jitter are 
considered as performance metrics. Simulation time is 10 
minutes.  

The results of the overall WiMAX throughput, delay, and 
jitter are shown in Figures 1, 2, and 3, respectively. The 
performance of the real time applications delay and jitter are 
shown in Figures 4, 5, 6, and 7, respectively. 

  As shown in Figure 1, the proposed algorithm has a 
lower throughput than PFS and Max C/I, and a higher 
throughput varying between PFS and MAX C/I.  As 
mentioned in [14][15], PFS and Max C/I are designed to 
maximize throughput with no delay guarantee in PFS, but 
Max C/I supports delay minimization.   
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Figure 1: Average WiMAX Throughput in bps vs. number of mobile 

stations 
 

As shown in Figure 2, it is clear that the proposed 
algorithm has a lower delay than PFS and MAX C/I for 
increasing the number of SSs. PFS has a higher delay since it 
does not support any delay guarantee [14]. Max C/I has a 
delay less than PFS since Max C/I supports delay 
minimization [15].  

 

 
Figure 2: Average WiMAX delay in sec. vs. number of mobile stations 

 
From Figure 3, we can conclude that the proposed 

algorithm has a lower jitter than PFS and MAX C/I for 
increasing the number of SSs. 

 

Figure 3: Average WiMAX jitter in sec. vs. number of mobile stations 

 
In Figure 4, the results of the video conference delay are 

presented, and we can see that the proposed algorithm 

presents the best video conference delay value when the 
number of MSs changed. 

 

 

Figure 4: Video Conference delay in sec. vs. number of mobile stations 

 
In Figure 5, the results of the video conference jitter are 

displayed, and we can see that the proposed algorithm has a 
lowest jitter value than PFS and Max C/I when the number 
of MSs changed. 

 

 
Figure 5: Video Conference jitter in sec. vs. number of mobile stations 

 
High quality video performance delay and jitter are 

shown in Figures 6 and 7. From Figures, we conclude that 
the proposed algorithm has better values for both delay and 
jitter than the others algorithms. 

  

 
Figure 6: High Quality Video delay in sec. vs. number of mobile 

stations 
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Figure 7: High Quality Video jitter in sec. vs. number of mobile stations 

 

The best performance of our algorithm is caused by the 
using of delay and jitter contribution terms in the weight 
function with high importance for real-time applications. But 
the other algorithms (PFS and MAX C/I weight functions 
focused on the throughput contribution only. 

 

VI. CONCLUSIONS  
 An uplink channel-aware weighted scheduling algorithm 

for mobile WiMAX networks has been proposed. This 
algorithm has advantages: it is weighted scheduling 
algorithm with the use of jitter and channel quality as 
parameters in its weight function. A comparison is made 
with two powerful algorithms: PFS and Max C/I. The 
proposed algorithm is simulated using OPNET. 

The results demonstrate that the proposed algorithm 
outperforms the other algorithms with respect to WiMAX 
delay, and jitter as functions of the number of mobile 
stations; also, the proposed algorithm gives a lower 
throughput and higher load than both algorithms PFS and 
Max C/I. The algorithm is applied to a video conference and 
high quality video applications. The results of the real-time 
applications delay and jitter show that our algorithm 
transcends the others. The performance evaluation of the 
proposed algorithm in Long-Term Evolution (LTE) networks 
[18] will be considered as a future work.  
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Abstract—In the next-generation cellular networks, Machine-to-
Machine (M2M) communications, in which machine-type devices
communicate with each other without user’s control, is considered
to create new services. In M2M communications, a large number
of M2M devices distributed in a cell area may exist. So, the
random access congestion problem caused by massive and simul-
taneous random access trials of user equipments (UEs) is one of
the most important issues to be addressed. For next-generation
cellular networks, an efficient random access control scheme is
required to decentralize random access trials from a macro-
cell to small-cells in a heterogeneous network (HetNet). So, we
consider a new random access control scheme by adjusting pico-
cell’s coverage dynamically to improve the performance of the
random access procedure in HetNets. In this paper, we propose
a new Pico-Cell Range Expansion (PCRE) scheme with dynamic
Random Access CHannel (RACH) resource allocation. We show
that the random access efficiency and random access delay of
UEs can be improved.

Keywords–HetNets; M2M communications; random access con-
trol; cell range expansion.

I. INTRODUCTION

In the next-generation cellular networks, Machine-to-
Machine (M2M) communications, which is also known as
Machine-Type Communications (MTC) in the Third Gener-
ation Partnership Project (3GPP) specifications [1], is con-
sidered as a new key technology to create new services. In
M2M communications, MTC Devices (MTCDs), i.e., different
type of User Equipments (UEs) compared to legacy UEs
for Human-to-Human (H2H) communications, communicate
with each other anytime and anywhere without user’s control.
Because of various applications for M2M communications,
e.g., metering the usage of water, electricity, and gas and
road security for announcing the emergency message, a very
large number of MTCDs can spread in a cell area and work
simultaneously. So, one of the main issues for M2M commu-
nications is a random access congestion problem caused by
the concurrent and massive random access trials of MTCDs.

In order to reduce the congestion problem, some ap-
proaches on random access controls in a Long Term Evolution
(LTE) system have been discussed [2]. In [3], a preamble
separation scheme which splits a set of available preambles
and allocates them to MTCDs separately is introduced. A
part of preambles for MTCDs are shared by M2M and H2H
UEs, but the dedicated preambles are always provided to
H2H UEs. And a dynamic Random Access CHannel (RACH)
resource allocation scheme for dynamic traffic is proposed by

Yilmaz et al. [4]. Amirijoo et al. [5] present an adaptive power
control mechanism for preamble transmission according to the
variation of random access loads.

However, conventional random access control schemes tend
to focus on dealing with random access trials in a single cell.
For the next-generation cellular network, a new random access
control scheme considering the features of Heterogeneous
Networks (HetNets) is required. HetNet is introduced by 3GPP
to handle the growth of mobile data traffic load due to the wide
spread of smart phones and tablet PCs. In a HetNet, various
small-cells formed by low power network entities, such as
pico-eNodeB, femto-eNodeB, and relay-eNodeB, can coexist
and operate along with the conventional macro-eNodeB [6].
So, the random access loads can be spread from a macro-
cell to small-cells. In particular, pico-cells can take over the
random access loads of a macro-cell efficiently since they can
be deployed by the operator’s cell planning [7]. For an efficient
random access congestion control in a HetNet, balancing
random access loads between a macro-cell and small-cells is
important.

As an approach for balancing random access loads in Het-
Nets, we consider controlling the coverage area of pico-cells
dynamically by utilizing Cell Rage Expansion (CRE), which
has been introduced initially and discussed by 3GPP [8]. If
the CRE scheme is properly applied to pico-cells, the random
access congestion problem can be relieved by decentralizing
the random access load of a macro-cell to pico-cells. In [9],
they introduce a simple CRE scheme and show simulation
results when the random access loads are offloaded from
macro-cells to pico-cells depending on different bias values.
Guvenc [10] analyzes the impact of capacity and fairness by
applying the CRE scheme to HetNets. The CRE scheme can
be realized by the power control of eNodeB. Morimoto et al.
[11] proposed a power control mechanism for the CRE. The
simulation results show that the throughput of the edge cell
area is improved although the entire cell throughput slightly
decreases. Liu et al. [12] proposed an adaptive uplink power
control of pico-eNodeB to decrease the inter-cell interference
where power control parameters of each pico-eNodeB can be
configured according to the interference level from adjacent
eNodeBs. However, their study mainly focuses on improving
the cell area capacity rather than addressing the random access
and the congestion problem.

In this paper, we propose a new Pico-CRE (PCRE) scheme
with dynamic RACH resource allocation to improve the aver-
age random access efficiency and the average access delay of
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M2M and H2H UEs. Each pico-eNodeB measures the number
of accessed UEs, and compares it with the estimated number
of UEs. After the comparison, the pico-eNodeB adjusts its
cell range to reduce the gap between the measured number
of UEs trying to access and the estimated number of UEs
tying to access, and allocates the RACH resource to cover
the expected number of UEs trying to access in the expanded
cell range appropriately. By the proposed scheme, the random
access congestion problem can be addressed in HetNets. We
show the performance improvement by our proposed scheme
through simulations.

This paper is organized as follows. We describe the
proposed PCRE with dynamic RACH resource allocation in
Section II. In Section III, we evaluate the performance of
the proposed scheme via simulations. Finally, conclusion is
presented in Section IV.

II. PROPOSED PICO-CELL RANGE EXPANSION WITH
DYNAMIC RACH RESOURCE ALLOCATION

The congestion problem may occur when massive UEs
try random access simultaneously in a network. Especially,
in HetNets, the macro-eNodeB and pico-eNodeBs may utilize
the same Physical Random Access CHannel (PRACH) in the
same time since the macro-eNodeB and pico-eNodeBs work
independently for communication services. When macro UEs
are near a pico-cell and they transmit their preambles to the
macro-eNodeB on the same PRACH with pico UEs, the pico-
eNodeB can overhear the preambles. Although the preambles
are not for the pico-eNodeB, the pico-eNodeB misunderstands
that the preambles are transmitted by their pico UEs, and thus
allocates unnecessary RACH resource, i.e., Random Access
Opportunities (RAOs). Therefore, the performance of random
access is degraded in pico-cells. So, we aim to solve the
random access congestion problem by adjusting the pico-cell’s
range and diverting random access trials of macro UEs to pico-
cells.

In a HetNet, UEs generally try to establish a Radio
Resource Control (RRC) connection with the eNodeB sup-
porting the largest Reference Signal Received Power (RSRP).
The number of UEs served by a pico-cell can be limited
by the relatively low transmission power of a pico-eNodeB.
The adoption of an efficient CRE scheme can increase the
number of UEs served by pico-cells. Fig. 1 represents an
example of our proposed scheme. Since pico-eNodeBs PeNB1,
PeNB3, and PeNB4 suffer from interference by macro UEs
near their cells due to the shared preamble set in Fig. 1 (a), the
proposed CRE scheme is applied according to the number of
UEs. In order to accommodate more UEs to a pico-eNodeB,
the pico-eNodeB expands the cell range by controlling the
transmission power. Then pico-eNodeBs also allocate RACH
resource dynamically. As shown in Fig. 1 (b), PeNB1, PeNB3,
and PeNB4 allocate more RACH resource because the number
of UEs, which migrate from the macro-cell to the pico-cell, is
increased. For the macro-cell, less RACH resource is needed
due to the reduced number of macro UEs by the proposed
scheme. The proposed scheme can efficiently distribute more
macro UEs near a pico-cell to the pico-cell and allocate RACH
resource appropriately. The dispersion of UEs from a macro-
cell to a pico-cell can solve the congestion problem in a macro-
cell due to the reduction of the number of access UEs.

Now, we describe the proposed PCRE with the dynamic

Pico cell coverage

Macro cell coverage

PeNB2
PeNB3

PeNB1
PeNB4

Pico cell coverage

PRACH subframe for macro- cell PRACH subframe for pico - cell

Random access to their eNodeB Random access influence to pico- eNodeB

Macro cell coverage

PeNB2
PeNB3

PeNB1
PeNB4

Expanded pico 
cell coverage

Additional RACH resource

Reduced RACH 
resource

Diverted random access from a macro- eNodeB to a pico- eNodeB

(a) Conventional scheme

(b) Proposed scheme

Figure 1. Random access in macro- and pico-cell networks
(a) conventional scheme (b) proposed scheme.

RACH resource allocation algorithm. In our algorithm, a pico-
eNodeB measures the idle RAOs in the current frame to
estimate the number of UEs trying to access in the pico-
cell area. Then, the pico-eNodeB calculates the estimated
number of successfully accessed UEs and compares it with
the measured number of successfully accessed UEs in the
frame. If its gap is greater than a threshold, i.e., there are
a number of macro UEs around the cell boundary, the pico-
eNodeB expands its cell range to cover the macro UEs and to
allocate an appropriate number of RAOs for the UEs in the
expanded region.

At the ith frame, to estimate the number of UEs trying to
access, the pico-eNodeB measures the number of idle RAOs
(L̃idle pico,i). The probability of idle RAOs (P̂idle pico,i) in the
ith frame can be estimated as

P̂idle pico,i =
L̃idle pico,i

Lpico,i
, (1)

where Lpico,i is the number of allocated RAOs in the ith frame.
Since the probability of idle RAOs can be computed as

Pidle pico,i =

(
1− 1

Lpico,i

)NPUE,i

, (2)

where NPUE,i is the number of UEs, we can get the estimated
number of UEs N̂PUE,i by letting (1) to be equal to (2) such
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that

N̂PUE,i =
log P̂idle pico,i

log
(

1− 1
Lpico,i

) . (3)

From N̂PUE,i, the probability of successful RAOs P̂succ,i in
the ith frame is estimated as

P̂succ,i = N̂PUE,i
1

Lpico,i

(
1− 1

Lpico,i

)N̂PUE,i−1

. (4)

Then, the pico-eNodeB estimates the number of successfully
accessed UEs N̂succ pico,i in the ith frame as

N̂succ pico,i = P̂succ,i × Lpico,i. (5)

In fact, the pico-eNodeB can know the actual number of
successfully accessed UEs Ñsucc pico,i in the ith frame. So,
by comparing N̂succ pico,i with Ñsucc pico,i, the pico-eNodeB
recognizes the existence of macro UEs adjacent to its service
coverage.

If the gap of the estimated number of successfully accessed
UEs and that of the actual UEs is larger than the threshold
Nthr, it conducts its cell range expansion to include the
neighboring macro UEs. To expand its cell coverage, the
pico-eNodeB should decide the amount of transmission power
increment. First, the path-loss in the macro-cell PLmacro,i and
the path-loss in the pico-cell PLpico,i can be defined by the
case model 1 in [13].

PLmacro,i = 128.1 + 37.6 log (dmacro,i[km]) , (6)

PLpico,i = 140.7 + 36.7 log (dpico,i[km]) , (7)

where dmacro,i and dpico,i are the distance between the macro-
eNodeB and a virtual UE, and the distance between the pico-
eNodeB and a virtual UE, respectively. We define the RSRP
(from the macro-eNodeB) at a UE as RSRPmacro,i and the
RSRP (from the pico-eNodeB) at a UE as RSRPpico,i.

RSRPmacro,i = 10 log (Ptx macro,i)− PLmacro,i, (8)

RSRPpico,i = 10 log (Ptx pico,i)− PLpico,i, (9)

where Ptx macro,i and Ptx pico,i are the transmission powers
of the macro- and of the pico-eNodeB, respectively.

To expand its cell range, the pico-eNodeB needs to find
its current cell coverage distance D∗pico,i. When RSRPmacro,i

and RSRPpico,i are equal, the pico-cell coverage distance can
be obtained.

RSRPmacro,i = RSRPpico,i. (10)

However, there may be many solutions for the coverage
distance. To find the shortest one, the distance Dmtop,i between
the macro-eNodeB and the pico-eNodeB is used.

Dmtop,i =
√

x2
macro,i + y2macro,i, (11)

where (xmacro,i, ymacro,i) is the position of the macro-eNodeB
assuming the pico-eNodeB is at (0, 0). When a virtual UE is
in a straight line from the macro-eNodeB to the pico-eNodeB,
Dmtop,i can be

Dmtop,i = dmacro,i + dpico,i. (12)

From (10) and (12), the solution D∗pico,i for dpico,i can be
obtained.

Macro-eNodeB

Expanded pico-cell 

coverage

picoD
*

d∆

mtopD Pico-eNodeB

macrod
picod

uppicotx pP ∆+
_

macroD

Macro-cell coverage

Figure 2. An example of pico-cell range expansion.

Once the pico-eNodeB obtains the its current radius
D∗pico,i, it calculates the amount of the transmission power
increment ∆pup,i to expand the cell range. Let NTOTAL,i be
the maximum number of UEs served in a cell and Dmacro,i

be the radius of the macro-cell. From N̂PUE,i, NTOTAL,i,
Dmacro,i, D∗pico,i, and the assumption that UEs are uniformly
distributed in a cell, the additionally required pico-cell range
expansion ∆di can be calculated as

N̂PUE,i :
(
D∗pico,i + ∆di

)2
= NTOTAL,i : Dmacro,i

2. (13)

After the cell range expansion, the new RSRP of a virtual
pico UE at the edge area of the pico-cell on a straight line
from the macro-eNodeB to the pico-eNodeB is

RSRP ′pico,i = 10 log (Ptx pico,i + ∆pup,i)− PL′pico,i, (14)

where

PL′pico,i = 140.7 + 36.7 log
(
D∗pico,i + ∆di

)
. (15)

The new RSRP of the virtual pico UE (from the macro-
eNodeB) is

RSRP ′macro,i = 10 log (Ptx macro,i)− PL′macro,i, (16)

where

PL′macro,i = 128.1 + 37.6 log
(
Dmtop,i −

(
D∗pico,i + ∆di

))
.

(17)
For the new RSRP ′pico,i to be the same as the new
RSRP ′macro,i, the amount of transmission power increment
∆pup,i can be obtained. Fig. 2 shows an example of pico-cell
range expansion.

RSRP ′pico,i = RSRP ′macro,i. (18)

The pico-eNodeB determines the transmission power no
more than the maximum transmission power Pmax and no
less than the minimum transmission power Pmin. So, the
transmission power in the next frame for the pico-cell is
updated as

Ptx pico,i+1 = max (min (Ptx pico,i + ∆pup,i, Pmax) , Pmin) .
(19)

On the other hand, if the difference between the estimated
number of accessed UEs and that of the measured UEs is
lower than the threshold Nthr, it indicates that there are not
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many macro UEs contending in the pico-eNodeB. Thus, the
transmission power for the next frame in the pico-cell is not
updated.

In order to get the optimal number of RACH resource for
dynamic RACH resource allocation of pico-cells, we use the
random access efficiency of the system. We define the random
access efficiency RAeff,i as

RAeff,i = N̂PUE,i
1

Lpico,i

(
1− 1

Lpico,i

)N̂PUE,i−1

. (20)

The random access efficiency indicates the average success
rate of UEs trials in a frame. The maximum random access
efficiency is obtained by differentiation of (20). Then, we can
get

Lpico,i+1 = N̂PUE,i. (21)

The dynamic RACH resource allocation phase is performed by
updating the number of RAOs for the pico-cell as the estimated
number of pico UEs N̂PUE,i. The number of RAOs is limited
to the maximum RAOs Lmax. Then the number of RAOs in
the next frame for the pico-cell is

Lpico,i+1 = min
(
N̂PUE,i, Lmax

)
. (22)

III. PERFORMANCE EVALUATION

In this section, we evaluate the performance of our pro-
posed PCRE with dynamic RACH resource allocation scheme
in HetNets. The parameters used in the simulations are shown
in Table I. We use the simulation parameters in [13]. We
consider four pico-eNodeBs and UEs are uniformly distributed
in a macro-cell. In the conventional scheme, UEs randomly
access to their eNodeBs with fixed RAOs. For the path-loss
model, all macro- and pico-eNodeBs are outdoor, and 3GPP
TR 36.814 urban macro and pico path-loss model is employed
[13].

Fig. 3 and Fig. 4 show the average random access efficiency
of a macro-cell and a pico-cell. In Fig. 3, as the arrival rate of
UEs trying to access becomes larger, the average random ac-
cess efficiency of the conventional scheme with fixed RAOs in
the macro-cell slowly increases and decreases after the certain
arrival rate. When the arrival rate is small, the number of RAOs
is more than the number of access trials since the arrival rate
is small. Then the random access efficiency increases as the
arrival rate increases. After that, the random access efficiency
decreases since users have insufficient number of RAOs at high
arrival rate. However, the average random access efficiency of
the proposed scheme in the macro-cell is almost 36%, i.e., the

TABLE I. SIMULATION PARAMETERS

Parameter Value

Radius of a macro cell (Dmacro) 288 m

Max. Macro-eNodeB Tx Power (Ptx macro) 20 W

Max. Pico-eNodeB Tx Power (Ptx pico) 1 W

Max. UE Tx. Power 200 mW

Arrival rate of UEs 1000 to 35000

Max. no. of preamble transmissions 10

Max. no. of HARQ transmissions 5

Max. no. of preambles 54
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Figure 3. Average random access efficiency in a macro-cell.
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Figure 4. Average random access efficiency in a pico-cell.

maximum efficiency, since the RACH resource in the cell is
allocated dynamically according to the number of UEs. After a
large arrival rate, collisions may occur and the average random
access efficiency decreases. When each pico-eNodeB employs
the CRE scheme with dynamic RAOs, some of macro UEs
near the pico-cell can access to the pico-eNodeB. Thus, when
the arrival rate of UEs trying to access is large, the macro-
eNodeB achieves better performance in terms of the average
random access efficiency. The simulation result shows that the
average random access efficiency of the proposed scheme with
CRE in the macro cell is improved by 50% over that of the
conventional scheme with fixed RAOs.

Fig. 4 shows the average random access efficiency of a
pico-cell. In the conventional scheme without CRE, the number
of UEs serviced by a pico-cell is relatively small. When many
PRACH subframes for the pico-cell are assigned in a frame,
there may be unused RAOs. So, the random access efficiency
increases as the arrival rate of UEs increases. In the proposed
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Figure 5. Average random access delay in a macro-cell.

scheme, the pico-eNodeB expands the cell range and allocates
the RACH resource dynamically depending on the number
of pico UEs. The average random access efficiency of the
proposed scheme in the pico-cell reaches to 36%, which is
similar to the average random access efficiency of a macro-cell.
However, for a large arrival rate, performance may degrade
since the number of macro UEs, which are allocated the same
preambles with pico UEs in the near pico-cell, increases for
massive UEs.

Fig. 5 and Fig. 6 show the average random access delay
of UEs in a macro-cell and a pico-cell, respectively. In Fig.
5, at low arrival rate, the number of available RAOs for users
may be sufficient in fixed RAOs. So, the random access delay
of the conventional scheme is lower than that of the proposed
scheme. As the arrival rate of UEs trying to access becomes
larger, the average random access delay of the conventional
scheme in the macro-cell dramatically increases. However,
when the proposed scheme is applied, the average random
access delay remains small for a wide range of arrival rates and
starts to increase at a large arrival rate of UEs compared to the
average random access delay of the conventional scheme. Col-
lisions may occur frequently due to insufficient RAOs in the
conventional scheme. However, the macro-eNodeB applying
the proposed scheme allocates RAOs appropriately according
to the number of macro UEs, and it results in high random
access efficiency. Thus, the proposed scheme achieves better
performance.

Fig. 6 shows the average random access delay of UEs
in a pico-cell. For fixed RAOs, there may be unused RAOs
at the low arrival rate. Then, the random access delay of the
conventional scheme is lower than that of the proposed scheme.
The simulation result shows that the proposed scheme with
CRE can tolerate the congestion problem of UEs compared to
the proposed scheme without CRE. When the arrival rate of
UEs trying to access is extremely high, the average random
access delay for the pico-cell may be degraded compared to
that of the conventional scheme with fixed RAOs. When there
are a number of UEs, PRACH subframes for the macro-cell
are allocated in many of the subframes. Then pico UEs, which
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Figure 6. Average random access delay in a pico-cell.

transmit preambles on a PRACH, can be influenced by adjacent
macro UEs, which transmit the same preambles on the same
PRACH as the pico UEs. Nevertheless, the average random
access delay of the proposed scheme is shown to be improved
in general.

IV. CONCLUSION

In this paper, we aimed at studying the performance
improvement of random access in HetNets. Especially, we
consider the feature of M2M communications in which a very
large number of MTCDs can exist in a cell and massive
MTCDs contend simultaneously. Then, the random access
congestion problem can occur due to the concurrent and
massive random access trials of MTCDs. To solve the problem,
we have proposed the PCRE with dynamic RACH resource
allocation. The proposed scheme can attract more MTCDs
from a macro-cell to pico-cells by controlling the pico-cell’s
coverage area. The pico-eNodeBs then allocate appropriate
RACH resource to cover the attracted MTCDs in the expanded
cell range. We have shown that the proposed scheme can
improve the average random access efficiency and the average
random access delay of UEs compared to the conventional
scheme with fixed random access resource via simulations.
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Abstract—Analysis of real telecommunication data can 
provide a fine grasp and good understanding of user 
behavior dynamics and can be used to improve network 
management strategies.  Following this approach, we analyze 
actual wireless traffic and provide basis for a suitable 
network model with a given network traffic profile.  Unlike 
previous approaches, we introduce criteria for intelligent 
network resources utilization and define metrics to discover 
optimization potential of wireless system architectures. Our 
traffic fluctuation analysis is of interest for traffic load 
prediction and can boost BS switching time strategies. Thus, 
this study provides hints into hardware realization of a 
future base station and basis for development of efficient 
network architectures. 
 

Keywords-base station; traffic profile; traffic fluctuation; 
cell categorization; effiiciency index. 

I. INTRODUCTION 

In the existing literature, traffic observation and 
resource utilization in real networks were analyzed in 
different context. Investigation how efficiently radio 
resources are used by different subscribers and 
applications in macro Base Stations (BS) were done by 
Paul et al. [1]. The observations are related to traffic 
spread, mobility and efficiency in connection to 
subscriber pricing, protocol design, spectrum allocation 
and energy savings. Gender-based traffic characterizations 
based on campus traffic data were done by Kumar and 
Helmy [2].  Much research has been devoted to traffic 
classification models and methods in context of network 
security and management. In this context, the analysis 
concerned different kind of traffic generated by single 
application flow and the real-time traffic data were used 
for verification of proposed methods by Khalife et al. and 
by Won et al. [3][4].   

In this paper, we agree with Jiang et al. [7] and are 
convinced that only the analysis of real traffic 
measurements give a deeper understanding into the 
network and thus provides a basis for a suitable network 
model with a given network traffic profile.  Unlike the 
mentioned approaches, we introduce criteria for intelligent 
network resources utilization and define metrics to 
discover optimization potential of wireless system 
architectures. 

A. Contributions  

Focusing on actual network data, we:   
• Introduce criteria of BSs capacity utilization in a 

capital city centre, so called Dense Urban 
Centre (DUC) and in an extended circle of the 
capital city centre, so called Greater Dense 
Urban (GDU) area. 

•  Define a metric to assess optimization potential 
for energy saving in the specific areas. 

• Define BS categories with regard to their traffic 
profiles.  

• Provide details of traffic fluctuation.  
• Contribute to better understanding of resource 

sharing. 
The results of this study give hints for hardware (HW) 

realization of future BS, contribute to resource 
optimization of the BS and provide basis for development 
of future efficient network architectures and adequate 
methods for resource management. 

B. Analysed data 

Data at our disposal have been provided by a single 
European operator in an European city. The analyzed 
traffic data cover BS of different power and capacity for 
dense urban centre und greater dense urban areas.  The 
traffic data has been sampled for down- (High Speed 
Downlink Packet Access) and for uplink (High Speed 
Uplink Packet Access) in 900 sec (15 min.) intervals over 
a period of a week.  

Given intervals of 15 min. make traffic fluctuation of 
shorter time invisible. Due to the fact that our analysis is 
oriented toward system utilization, this represents no real 
disadvantage and does not reduce the quality of the data. 
Furthermore, short fluctuations are typically resolved with 
the help of store and forward technology and are not 
relevant for analyzed mechanisms.   

 The analyzed system covers about 400 pico, micro 
and macro UMTS-cells in dense urban area, as well as 
over 900 pico, micro and macro UMTS-cells in greater 
dense urban area. In the analyzed area, macro-cells were 
deployed with high mounted antenna at ca. 24 – 44 m and 
with 15 – 20 W transmission power. Micro-cells were 
deployed with ca. 0.85W and with low mounted antennas 
at ca. 5 - 6 m. In addition, some pico-cells were deployed.  
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C. Structure of the paper 

This paper is organized as follows. Section II presents 
load dynamics in analyzed network in opposite to load 
dynamics in single cells presented in Section III. Section 
IV gives a general look at cell load, especially in DUC. 
Section V shows cells utilization in relation to their 
capacity and proposes metric discovering potential for 
energy efficiency in the cells. Based on the study, cells are 
characterized regarding their traffic profiles in Section VI. 
Section VII deals with traffic fluctuation and contributes to 
understanding of its basic structural elements. Hints for BS 
architecture and its possible advantage for energy saving in 
the network are presented in Section VIII. Finally, the 
paper is concluded in Section IX. 

 

II.  GLOBAL TRAFFIC PROFILE 

Global traffic of the analyzed cell population was 
calculated as shown in (1). 

                                )()( tftF
i

i∑=         (1) 

with fi(t) being the cells individual relative traffic data. 
Diagrams of F(t) for DUC and GDU areas show sinusoid 
like shape and periodicity over a week (see Figure 1 and 
Figure 2). The fluctuation dynamic is within the range of 
about 13 dB. In the case of a DUC area, highest traffic 
load appears between 10:00 a.m. to 05:00 p.m., while in 
the GDU area the high traffic is by about 02:00 p.m. and 
decreases up to 10:00 p.m. 
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Figure 1.  DUC weekly traffic profile. 
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Figure 2. GDU traffic profile over a week. 

 
Also, there is a difference on weekends between traffic 

density in the DUC and GDU areas. The hypothesis can 
be made that this difference results from population 
movement. Where the population in the GDU is 
dominated by inhabitants and therefore steady, the DUC 
has more office buildings and therefore its population 
drops on evenings and on weekends.  

III.  LOCAL TRAFFIC PROFILE 

In some cases, an aggregated traffic profile is used  by 
Gonzales et al. and Ambrosy et al. [5][6], but the load 
profiles of individual cells turn out to behave very 
differently from  shown global profiles, as presented in 
the Figure 3. 
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Figure 3. Traffic examples of cells in different areas.  
 

Cell load profiles are different, even in cells of the same 
BS. They are extremely volatile and aperiodic. Depending 
on the BS location and served cell, load profiles can have 
very different utilization.  Also, they can show some 
periodicity or be unpredictable. Summing up, elaboration 
and assessment of optimization measures for cells must be 
based on well understanding of a cell behavior and its 
traffic profile.  

The considerable load dynamic justifies an 
optimization effort of BSs in analyzed areas. Some 
optimization examples can be: switching connections or 
hardware modules off, changing the transmission scheme, 
adapting the transmission speed of the backbone by 
slowing down clock frequency, selling released 
transmission resources to third party, while tuning off 
reserved resources can be controlled by actual time and 
date. The algorithms can be reinforced by self-learning 
procedures, to facilitate correct system reaction in case of 
nonstandard events and events not covered by a core 
algorithm. 

IV.  CELL LOAD 

A general look at the traffic profiles of individual cells 
lets expect low cell utilizations because there are a few 
traffic peaks and the traffic load is low (see Figure 3). The 
Cumulated Density Function (CDF) calculated for all cells 
in DUC over the analyzed time period confirms this 
thought. Figure 4 shows high probability for low traffic in 
all analyzed DUC cells. 
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Figure 4. CDF of cells load in DUC. 

 
According to this and to the fact that cell load profiles 

are greatly different, a closer look at their distribution, 
utilization, traffic oscillation and dynamics is essential for 
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support decisions on design, deployment and operation of 
single BS, as well as of a whole wireless network.      

V. UTILIZATION OF BS CAPACITY  

First, we define what the BS capacity and the BS 
utilization is. The BS capacity is defined as the max. data 
traffic the BS can handle at once, which is, based on data 
we have, the highest absolute data rate of a particular BS in 
a week. Therefore, if we speak of 100% of BS capacity, it 
means its highest data rate in the measured time period. 
Furthermore, the resource utilization is the throughput the 
BS processes at a given time.   For example, following the 
green solid line in Figure 5, about 90% of analyzed BSs 
(on the Y axis) in the GDU  area  have 90% traffic load by 
only up to 25% of its capacity (X axis). Similar, according 
to the violet solid line 90% of BSs in the GDU and 
according to the violet dotted line 60% of BSs in the DUC 
area are utilized by less than 20% for 85% measured traffic 
load. Finally, it can be recognized that the processed traffic 
of BSs in both regions does not exceed 50% of their 
capacity.  
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Figure 5. BSs utilization in DUC and GDU areas. 

According Figure 5, it could be assert that the overall 
utilization of BS in the GDU is about 25% lower as those 
in the DUC area, and in both areas there is a big potential 
for improvements of the utilization factor. 

A. Load distribution 

Even though the load distribution in the time scale of a 
whole system is predictable, and has a shape with 24 h 
oscillation period influenced by a day of week as shown 
in Figure 1 and Figure 2, the load shapes of individual 
BSs are different and seem not to be bound to a periodic 
event. Figure 6 shows 5 different shapes for various cells 
in the GDU area between 07:00 a.m. and 06:00 p.m. on 
one day. We can see no similarity between them. 
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The CDF function of the traffic variance for all BSs in 

DUC area shows that more than 90% of evaluated BS 
population has a variance less than a half of the calculated 

variance max value (see Figure 7). It lets us assume that 
the spreading of values, i.e., the most oscillation of a load 
shape is low to middle. This in turn has an impact on BS 
construction and deployment planning.  
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Figure 7. CDF function of load variance in DUC. 
 

The above confirms also the Figure 8. It shows the view on 
the traffic load of a number of cells in the DUC area, 
where areas with low traffic at night and differences in the 
traffic of particular cells can be well recognized. Very 
interesting is also to see, that the traffic of a single cell is 
not steady but shaped by a short rising peaks which seems 
to be independent one from another. 

 
Figure 8. Traffic load over a week of exemplary BSs in DUC. 

 
The discrete cross correlation function allows a closer 
look at the traffic divergence. The cross correlation 
function for two cells is defined as follow and has been 
used correspondingly for all cell pairs: 
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The correlation value of compared traffic profiles of cell x 
and cell y is shown in relation to the autocorrelation 
function of the source cell x where τ is the correlation 
window time and T is the measured time period (one 
week). 
Figure 9 shows the R values for all BSs in the DUC area 
for τ in the range of ±1 hour.   
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Figure 9. Cross correlation of cells in DUC area. 
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It can be seen that the R values are low, so there is no 
significant correlation of BSs traffic in the region. 
However, the high peaks show that there is some 
correlation between BSs traffic in the neighborhood. 

B. Metric to assess the potential for energy saving 

Observed low BSs utilization and low correlation value 
of their traffic profiles let expect reasonable saving 
potential for energy and for HW costs. Therefore, some 
calculations have been made to identify the energy saving 
potential more exactly. For this reason, a metric was 
defined which express an Energy Saving Potential Index 
(ESPI) based on a histogram of load values between 0% - 
100% load with 5% steps (bins). 

The value of the ESPI is zero if there is no potential for 
energy saving and one if the energy saving potential is 
high.                                                                            

                                                                                    (3)                  

 

Here, n is the number of measures for a given load bin, α is 
the load fraction, e.g., 0% - 100%, and i the number of 
defined load bins.  

Applying the ESPI metric to the DUC area and by 
consideration of 20 bins, each every 5% traffic load (see 
Figure 10) it can be identified, that the lowest ESPI value 
is 0.70. In total, 92% cells have saving potential between 
0.81 – 0.95 and 60% cells had saving potential between 
0.90 – 0.95. 
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Figure 10. ESPI for DUC and GDU. 

 
For the GDU area, most cells have saving potential index 
between 0.76 – 0.95 whereby 71% cells have saving 
potential over 0.9. 

VI.  BASE STATION  CATEGORIES WITH REGARD TO 

THEIR TRAFFIC PROFILES 

It was expected that the best way to save energy is to 
design a base station optimized to its traffic profile and 
further to adopt the network architecture to recognized 
traffic categories. Therefore, we analyzed the individual 
BS traffic to categorize traffic profiles of individual cells.  
As shown later in this section recognized categories of 
traffic profiles have corresponding energy saving 
potential. The BSs were analyzed regarding their traffic 
load during working days, emerged peaks, traffic load on 

the weekend and ESPI. At last, the studied traffic profiles 
were categorized into three generic traffic profiles in the 
DUC and two generic traffic profiles in the GDU area 
what is presented in Table I. 

In the analysis, it was assumed that the highest 
throughput peak in the observed time embodies the 
maximum load or maximum resource utilization of the 
given BS, whereby that maximum resource utilization is 
typically in the range of 60% for macro BSs in dense 
urban areas as found in EARTH [10].  
 

TABLE I.      BS CATEGORIES 

Dense Urban Centre 
BS 
Ty
pe 

Traffic load Peaks Traffic on 
weekend 

ESPI 

1 Very low, 
Mostly < 5% of 
BS capacity 

Rando
m, 
sparse 

Almost 
never 

Typic
ally 
0.95 

2 Medium to high 
load between 
09:00a.m. – 
05:00 p.m. 
60% of the 
traffic load ≈ 
5% of the. BS 
capacity 

Less 
peaks 
up to 
max. 
load 

Lower than 
during the 
week 

Typic
ally 
0.85 
– 
0.89 

3 High load, 
during most of 
the 24 h; 95% 
of the traffic 
load ≈ 60% of 
BS capacity 

Many Lower or 
similar to 
traffic 
during the 
working 
days 

Typic
ally 
0.74 

Greater Dense Urban 
BS 
Ty
pe 

Traffic load Peaks Traffic on 
weekend 

ESPI 

1 Low; up to 10 
% of BS 
capacity 

Rando
m, few 
high 
peaks 

Yes Typic
ally 
0.92 

2 Mostly low 
traffic during a 
day and higher 
traffic in the 
night. The most 
traffic is up to 
35% - 40% of 
the BS capacity 

Many Similar to 
traffic 
during the 
working 
days 

Typic
ally 
0.70 
– 
0.80 
 

 
As shown in Table I, recognized traffic profiles 

categories have corresponding energy saving potential.  
 

VII.  FLUX  

The analysis of traffic profile requires understanding 
of its basic structural elements. These elements can be 
described by means of the term flux that corresponds to 
envelope of the traffic function with different levels of 
aggregation. The envelope of traffic function, i.e., a single 
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flux, is calculated as a linear approximation of 
consecutive growing and falling traffic profile sections 
with symmetry defined by constantρ . 

In the calculations, the ρ value was set to the level at 

which the fluctuation integrated down to the general shape 
can be simply compensated by hardware measures and 
would not influence traffic control algorithms. 
The formulas for flux calculation are defined below. 

a) Rising edge 

0)´(, ><< tfttt ki                         (4) 

b) Falling edge 

0)´(,1 <<<+ tfttt mk                       (5) 

c) Flux criterion 
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                  (8) 

 
where the ti, tk and tm are described as in Figure 11. 
 
 
 
 
 

 
Figure 11. Parameters for flux definition. 

 
An example for a traffic load fluctuation and the envelope 
for a given ρ  is shown in Figure 12. 
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Figure 12. Traffic example and Fluxes. 

 
The following flux parameters were calculated: flux 
duration, flux delta, i.e., the difference between the lowest 
and highest value of the flux, and slew rate. 
The CDF functions for calculated parameters for the GDU 
area are shown in Figures 14, 15 and 16. Please note that 
traffic data has been sampled with 900 sec intervals. The 
results of flux duration calculation (see Figure 13) shows 
that traffic changes are relatively slow. About 50% of 

analyzed fluxes last up to 1 hour and 90% last up to 2, 5 
hours. 
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Figure 13. CDF of flux duration. 

 
Figure 14 shows that the amplitude of 50% fluxes is up 

to 5% of max. load and 90% fluxes have the amplitude 
lower than 28% of max. load. It means that fluctuations 
with high amplitude are relatively seldom. 
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Slew rate of rising and falling edges for the almost all 
fluxes is nearly the same (see Figure 15). 
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Figure 15.  Flux edges. 

 
The slew rate of low dynamics fluxes (with delta up to  

50 % of max load) has the value of 0.5‰ of their peak 
value per second. This means that the slew time of the 
fluxes lasts about 30 minutes. 

The 90% high dynamic fluxes (with delta higher than 
50 % of the max load) have the slew rate of rising and 
falling edge by about 0.65‰ per second of the peak value.  

Analysis of findings concerning traffic fluctuation can 
be used to estimate a number of design parameters for 
improved BS’s local or network wide resource 
management, as, for example,  required  answer times, 
thresholds, safety margins for changes of system state and 
for short time traffic prediction. 
The above results show that network optimization 
measures by hardware, as well as by software are feasible. 
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VIII.  POSSIBLE SOLUTION ON BS ARCHITECTURE BASED 

ON THIS SURWEY 

The above analysis of load distribution and traffic 
profile characteristics provides basics for architecture of 
scalable BS hardware as proposed by Wajda [8]. The 
analysis shown that there are a number of traffic load 
ranges it can be optimally performed by specialized 
hardware modules with working characteristics adapted to 
supported traffic range. For example, assume BS 
consisting of two modules, where the first one supports the 
range up to 10% of max. traffic load and consumes 1 kW 
per hour  and the second module supports the traffic peaks 
up to max. load and consumes 10 kW per hour. If the 
second module, due to the traffic load characteristics, can 
be switched off during 80% of the BS working time than 
the energy consumption can be greatly reduced. To assess 
energy savings we estimated traffic ranges and 
corresponding processing modules as shown in Table  II 
and in Table III.  

 
TABLE  II.  RESULTS FOR THE ANALYZED DUC AREA 

Traffic 

profile

Number of BSs in 

the analysed 

population (DUC) 

[%]

Energy Saving 

factor

Proposition for HW 

modules

[% load]

Power 

consumption 

savings by 

modular HW

1 ca. 40 % 0.90 – 0.95 5%, 100% 70%

2 ca. 53 % 0.89 – 0.85 5%, 25%, 100% 58%

3 ca. 7 % 0.84 – 0.70 5%, 25%, 50%, 100% 55%

 
 

TABLE III.   RESULTS FOR THE ANALYZED GDU AREA 

Traffic profile Number of BSs in 

the analysed 

population 

(GDU) [%]

Energy Saving 

factor

Proposition for 

HW modules

[% load]

Power 

consumption 

savings by 

modular HW

1 ca. 90 % 0.81-0.95 5%, 25%, 100% 56%

2 ca. 10 % 0.70 – 0.80 25%, 50%, 100% 45%

 
 

The calculations are based on power model and simulator 
used in EARTH project and presented by Imran et al. and 
Desset et al. [9][10][11].  

IX.  CONCLUSION AND FUTURE WORK 

Against well predictable global traffic profiles for DUC 
und GDU, traffic profiles of single cells are extremely 
volatile and not predictable. Therefore, optimization 
measures addressed to single cell must be well balanced 
and done separately from system wide optimization 
algorithms.   

Traffic analysis of individual cells in DUC area had 
shown low utilization of cell resources and mostly low to 
middle oscillation of a load shape. 

 The developed metric, the Energy Saving Potential 
Index, confirmed the low utilization and, in consequence, 
a huge energy saving potential (over 0.9). Due to the 
estimated saving potential, it is worth to exploit low 
traffic utilization by BS architectural design. 

Sophisticated network management strategies, for 
example those concerning resource sharing can benefit 
from this research, for example, common traffic 

management can help to reduce traffic dynamic of 
particular BS and increase its resource utilization. 

Furthermore, the defined BSs categories provide basis 
for a suitable network model with a given network traffic 
profile and can be used for development of energy 
effective HW by means of configurable set of procedural 
and physical building blocks that can be assembled 
manually, as well as in an automated way.  

Flux details will help to boost BS switching time 
strategies and provide hints for hardware realization, as 
well as improve quality of traffic load prediction.  

In the next research work, based on above findings, 
different modular HW solutions, transceivers based on 
power amplifiers with optimized dynamics, and new 
network management strategies will be proposed.  
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Abstract—When, in cellular networks like Long Term Evolution
(LTE), there is a dense deployment of cells and/or users move at
high velocities, handovers will occur frequently. This will have a
severe impact on the Quality-of-Service (QoS) experienced by the
users as there will be frequent call drops and a low throughput
due to a service interruption time that is relatively long compared
to the cell stay time. In order to mitigate these problems, users
that experience a so called high mobility should be steered appro-
priately (e.g., to a cell on which they can be camped for a longer
time). The first prerequisite for steering users that experience
high mobility is identifying these users and predicting their future
behaviour. In this paper, we present an algorithm that identifies
users that follow similar trajectories through a cell. To perform
this identification, a modified version of the Dynamic Time Warp-
ing (DTW) algorithm is used. Results show that the developed
algorithm is able to detect users which follow similar trajectories
adequately and is also able to distinguish between users that follow
different trajectories through a cell.

Keywords–High Mobility; Dynamic Time Warping; Traffic Steer-
ing; Handover; LTE

I. INTRODUCTION

In this paper, we focus on high mobility users in LTE
networks, i.e., users that tend to make frequent handovers and
for which the average amount of time they stay in a cell (time-
of-stay) is low (order of magnitude of 10 seconds). For such
users there will be a noticeable impact on user and network
performance. This impact may be seen in a reduced QoS experi-
enced by the users with high mobility due to a long data outage
period relative to the cell stay time, an increased number of call
drops and an increased signalling overhead in the core network
due to handover signalling. The velocity of a user and the path it
follows through a cell are the key factors that determine whether
a user is subject to high mobility. Short time-of-stay can occur
in two real-life situations: (1) when cell sizes are so small that
even users with a low velocity perform frequent handovers and
(2) when users move at a high velocity. In both situations,
handovers will occur frequently and the time between entering
a cell and leaving it will be small. Situation 1 might occur
when there is a dense deployment of small cells, for instance
in a shopping street/mall where users move at a low pace (for
instance pedestrians). The cell inter-site distances in this case
will be rather low (10-30 m) as will be the speed at which the
users are travelling (2-3 km/h). Situation 2 might occur in macro
cells along a busy highway or high-speed railroad: although the
cells themselves are relatively large, the high pace of the users
will cause cell stay times to be low. There do not necessarily
have to be many cells involved, the aforementioned situations

might also occur in isolated cases with only a few cells that
have users with high mobility.

In this paper, a Self-Organising Network (SON) function [1]
that aims at optimising the handover behaviour of high mobility
users is presented, called the High Mobility SON function. The
goal of this SON function is to classify users according to their
mobility behaviour and, based on this classification, steer them
in an appropriate way such that the handover rate is reduced
while the QoS is maintained or possibly improved. The focus
of this paper is on the design and evaluation of a method to
classify users according to the trajectory they follow through a
cell. By assuming that users that follow similar trajectories (i.e.,
similar geographical paths at similar velocities) through a cell
will have similar behaviour regarding mobility and handovers,
the future behaviour of a user can be predicted based on ob-
servations made from past users that had similar trajectories.
These predictions can then at a later stage be used to decide
which handovers are useful and which are not and to decide
what the best destination cell for a handover is such that the
amount of handovers can be reduced by avoiding unnecessary
and suboptimal handovers.

The remainder of this paper is structured as follows: Sec-
tion II gives an overview of work that is related to the topic
of this paper. Section III describes the general architecture of
the SON function that we designed to find users that have high
mobility and to steer them such that the negative effects of the
frequent handovers are mitigated. The specific component of
the SON function that is the focus of this paper, the Trajec-
tory Classifier, will use standardised measurements; these are
explained in Section IV. Section V describes the classical DTW
algorithm and the modifications that were made to it in order
for it to be able to identify users that follow similar trajectory
through a cell. Section VI describes the simulation studies that
were performed in order to assess the ability of the algorithm
to classify users based on their trajectories. Finally, Section VII
concludes this paper and lists the future work.

II. RELATED WORK

Dynamic Time Warping is a well-known technique for
finding similarities in time-series. It finds the most optimal
alignment between two time series and is able to deal with
slight variations in time and speeds. It is often used in automatic
speech recognition for finding patterns, furthermore it is also
used in speaker recognition and signature recognition [2][3].
DTW is more robust than more simple techniques like the
Euclidean distance as DTW is able to deal with slight variations
in the input like accelerations and decelerations.
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Traffic steering is a technique whereby mobile users are
intelligently steered towards certain base stations. It can be
applied for various reasons like improving QoS, balancing the
load among different base stations, satisfying certain capability
needs, etc. Traffic steering can be performed between similar
cells, between different layers of the same technology [4] or
even between different technologies [5][6][7]. In this paper, we
will consider steering users between cells of the same technol-
ogy, namely LTE. The algorithms that are introduced in this
paper could however be extended to other cellular technologies
as well.

Also in [8][9][10], the problem of high mobility is consid-
ered. Fei and Fan [8] describe two position-assisted handover
schemes: one that aims to reduce the handover delay and
one that aims to reduce the handover frequency and improve
the handover success rate. Both schemes do however rely on
the geographical locations of the users, which are not always
known. The goal of the schemes is also not targeted at users with
high mobility, but instead to high velocity users. Papathanasiou
et al. [9], and Cheng and Fang [10] are concerned with apply-
ing scanning narrow beams to LTE networks that contain fast
moving mobiles.

III. GENERAL ARCHITECTURE

The general architecture of the proposed High Mobility
SON function is shown in Figure 1. It consists of a number
of components, which are described below. The Trajectory
Classifier is the core of the SON function. It is responsible
for classifying users according to the trajectory that they follow
through a cell. Users that follow similar trajectories than other
past users will be identified by it. This information can then be
used to predict the future behaviour of currently active users.
This component plays an important role in the SON function
and will be the focus of this paper.

The set of trajectories that are available to the Trajectory
Classifier to map an active user on is determined by the Trajec-
tory Identifier. This component decides which trajectories are
distinct and useful enough to be considered for matching users
to by the Trajectory Classifier.

The Mobility Classifier is responsible for determining the
mobility type of the users. The mobility type of a user can
for instance be vehicular user, pedestrian, stationary user, etc.
Knowing what the mobility type of the users is, is important
for knowing how they will behave in the future. Pedestrians
might for instance regularly stop or go slower or faster in an
unpredictable way while vehicular users will more likely move
at a predictable pace, only stopping at intersections and traffic
lights.

Finally, the Traffic Steerer is responsible for the actual
decision of when and to which target cell the user should be
handed over. Based on the trajectory on which an active user
has been mapped and its mobility type the Traffic Steerer will
estimate when certain events like call drops, the throughput or
some other QoS Key Performance Indicator (KPI) becoming
too low, etc. will occur; and which action should be taken and at
what time in order to steer the users as appropriate as possible.

The decisions that are taken by the Traffic Steerer are
communicated to the Handover algorithm. This algorithm is

SON Management Framework

High Mobility SON Function

Trajectory Identifier

Trajectory Classifier

Mobility Classifier

Traffic Steerer

Handover Algorithm

...

Measurements

Figure 1. The general architecture of the proposed High Mobility SON function

responsible for performing the actual handovers. Apart from
executing the commands coming from the Traffic Steerer, the
Handover (HO) algorithm is also is responsible for handing over
users for which the SON function did not provide instructions
as the SON function will only deal with these users for which it
sees an opportunity to optimise the handover behaviour.

Typically, a SON function will be part of a larger SON
management framework like for example the SEMAFOUR
integrated SON management framework [11]. This framework
integrates existing and future SON functions across several
radio access technologies and is in charge of functions like pol-
icy transformation/supervision and conflict detection/resolution
among multiple SON functions.

The High Mobility SON function will be placed at the
eNodeB and will operate on a per-cell level. This allows the
SON function to be gradually deployed in the network and
makes it scalable.

IV. MEASUREMENT REPORTS

As mentioned before, the Trajectory Classifier is the compo-
nent of the SON function that is responsible for classifying users
based on the trajectory they follow through a cell. It performs a
key role in the SON function as it provides information that
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serves as input for most of the other components. In order
to distinguish between users that follow similar trajectories
and other users we need some kind of measurements that are
made by the User Equipment (UE) and sent to its Serving
eNodeB (SeNB), which can then use them. It is important that
these measurements are sent sufficiently frequent in order for
the Trajectory Classifier to make actual decisions; furthermore
they must allow distinguishing between users that travel along
different trajectories through a cell. The measurement reports
that will be used by our algorithm are the measurement reports a
UE sends to its SeNB as part of the LTE handover process. Both
these measurement reports as well as the measurement report
triggering have been standardised [12]. Active users monitor
the Reference Signal Received Power (RSRP) and/or Reference
Signal Received Quality (RSRQ) of their SeNB and its sur-
rounding Neighbouring eNodeBs (NeNBs). Whenever a certain
condition involving the RSRP/RSRQ holds and sometimes also
when it no longer holds, the UE sends a measurement report to
its SeNB containing the list of NeNBs for which the condition
(still) holds at that time as well as the RSRP/RSRQ measured
for the SeNB and the NeNBs in the list. The triggering of mea-
surement reports at the UE is configured by the SeNB. There are
a number of possible event types that can be configured, named
event A1 through A6. All these events specify an entering and
leaving condition. These conditions are equations that involve
the RSRP/RSRQ of the SeNB and/or the NeNB; and/or event-
specific thresholds. In order to prevent measurement reports
from being triggered too often due to small fluctuations in
the RSRP/RSRQ measurements, the triggering conditions also
specify a hysteresis value that specifies an extra offset that is
added to the equation. Furthermore, the conditions also have to
hold for a certain amount of time called the Time-to-Trigger
(TTT) before the events are fired. The event-specific thresholds,
hysteresis and TTT of an event can all be specified for each
individual event that is configured at the UE. In this paper,
event A4 is exclusively used as it provides information about
the RSRPs of the NeNBs in comparison to a fixed threshold.
The other events provide information about the RSRPs relative
to the SeNB or about the SeNB itself, which is less usable
as the information is more volatile or less exhaustive. An A4
event is triggered when the RSRP/RSRQ of a user becomes
better than a certain threshold. By configuring a number of
these events the SeNB of a UE will at every point in time
know the signal levels of its NeNBs that are observed by the
UE within an upper and a lower bound, because whenever the
observed RSRP/RSRQ of a NeNB changes and crosses one of
the thresholds an update is sent to the SeNB. As multiple events
are often triggered at the same time, because of sudden changes
in the RSRP/RSRQ, events that occur within a short amount of
time (< 0.03 s) are aggregated into a single measurement. This
results in a time series where every element represents an update
of the RSRP/RSRQ level of the NeNBs. Using this information
users will be classified based on their trajectory. The rationale
behind this approach is that users that pass through the same
parts of a cell will measure similar signal strengths from the
same surrounding eNodeBs.

In the following section, the algorithm that matches users
that follow similar trajectories based on the collected measure-
ments is presented.

V. DYNAMIC TIME WARPING

The key to handing over users to the most suited target cell
is being able to identify users that follow similar trajectories and
to distinguish between users that follow different trajectories.

Measurements that are sent by users can slightly differ due
to slight deviations in the trajectory that is followed, slightly
different user velocities, time variations in fading, etc. Because
of this, it is not just possible to compare the measurements of
both the active and reference users by looking for, for instance,
the longest common sub-string. In order to make this matching
more resilient against slight variations in the measurement data,
a modified version of the DTW algorithm is used.

A. Classical Dynamic Time Warping

The DTW algorithm [2] is used in signal processing to find
an optimal alignment between two time series (like the measure-
ments coming from the users). Dynamic Time Warping deter-
mines the distance between two time series X = (x1, . . . , xM )
and Y = (y1, . . . , yN ) by determining the so called optimal
warping path through the cost matrix C ∈ RM×N whose
elements Cm,n express the distance c(xm, yn) between the
elements xm and yn of the respective series. A warping path
through this cost matrix is a series p = (p1, . . . , pL) with
pl = (ml, nl) ∈ {1, . . . ,M} × {1, . . . , N}, satisfying the
restrictions that p1 = (1, 1), pL = (M,N) and pl = (ml, nl)
for l ∈ {2, . . . , L} can only be reached from pl−1 ∈ {(ml −
1, nl), (ml, nl − 1), (ml − 1, nl − 1)}, i.e., a warping path is
a path through the cost matrix that starts at (1, 1) and goes
to (M,N) by either increasing the row index, increasing the
column index or increasing both at the same time. The cost
or distance of a warping path is given by the total cost of the
elements along the path:

L∑
l=1

c(xml
, ynl

) (1)

The optimal warping path is the warping path that has the lowest
total cost of all possible warping paths. The optimal warping
path can be efficiently determined by constructing an M × N
matrix D in which each element (m,n) contains the minimal
total cost to match the prefix of length m of X with the prefix of
length n of Y . Each element (m,n) of this matrix (except from
the ones on the first row and column) is calculated by adding
the cost c(xm, yn) to the minimum of D[m−1, n], D[m,n−1]
and D[m − 1, n − 1]. The values of the elements of the first
row and column are calculated by adding the cost to the value
of the elements to the left or above respectively. Pseudocode
for the dynamic time warping algorithm is given in Figure 2. In
this code, an additional row and column are added to the matrix
D. The elements in the first row and column of this matrix are
initialised to infinity, except for the element in the upper left
corner which is set to 0. By doing this, the elements in the
remainder of the matrix can all be treated the same.

B. Modified Dynamic Time Warping

The major shortcoming of the classical DTW algorithm for
our purpose is that it matches two time series entirely. This
is however not desirable. First, the more recent past of the
active user is more interesting as its behaviour in the future

200Copyright (c) IARIA, 2014.     ISBN:  978-1-61208-347-6

ICWMC 2014 : The Tenth International Conference on Wireless and Mobile Communications

                         213 / 218



1: D := array[0..M, 0..N ]
2: D[0, 0] := 0
3: for m := 1→M do
4: D[m, 0] :=∞
5: end for
6: for n := 1→ N do
7: D[0, n] :=∞
8: end for
9: for m := 1→M do

10: for n := 1→ N do
11: D[m,n] := c(X[m], Y [n]) + min(
12: D[m− 1, n],
13: D[m,n− 1],
14: D[m− 1, n− 1])
15: end for
16: end for

Figure 2. The classical Dynamic Time Warping algorithm.

will be influenced more by this than by its earlier behaviour.
Furthermore, it should be possible to match an active user with
a reference user without having to match the latest measurement
of the active user with the last reference measurement as this
usually is when the reference user left the cell and we want to
be able to proactively make decisions before the active user also
leaves the cell.

In order to do so, the DTW algorithm is adapted as follows:
the matrix that is used to calculate the intermediate distances
is filled backwards, i.e., the DTW algorithm is applied to the
reverse series. By doing this each element of the matrix contains
the minimal total cost, when only matching the suffixes of both
measurement series up to that point. During construction of the
matrix, a current best match is kept and updated each time the
value of an element is calculated. By doing this, by the time the
upper left corner of the matrix (the element that corresponds to
the first elements in both series) is reached the best matching
suffixes of the measurement series of the active and reference
user has been found.

In order to match a suffix of the measurement series of the
active user with any interval of the measurements of the refer-
ence user, the end of the measurement series of the active user
is shifted along the elements of the measurement series of the
reference user. The Modified Dynamic Time Warping (MDTW)
algorithm is applied to the entire active series and the sub-series
of the reference user starting from the first measurement up to
the measurement that is aligned with the end of the measure-
ment series of the active user, as is illustrated in Figure 3. As
the MDTW algorithm is able to find matches of sub-series of
different lengths, it is important that the length of the warping
path is taken into account when determining the optimal warp-
ing paths. In order to do this, costs will be represented using
tuples (v, w). The component v represents the value of the cost
and is a value between 0 and 1. When v has value 0 this means
that there is an exact match between two measurements. When
v has value 1 this means that two measurements are completely
different. The component w represents the importance or weight
of the value. The exact meaning of the importance depends on
how the cost between measurements is defined, but as a general
rule the weight should be higher when the cost is based on more
information, for instance a longer warping path. Two operations

Figure 3. A suffix of the active trace is matched with an interval of the reference
trace

are needed by the dynamic time warping algorithm: the addition
of costs and the comparison of costs. The addition of two costs
is defined as follows:

(v1, w1) + (v2, w2) =

(
v1w1 + v2w2

w1 + w2
, w1 + w2

)
(2)

As can be seen from (2), the value of the sum is equal to the
weighed average of both addends while the weight of the sum
is equal to the sum of the weights. Two costs are compared by
ignoring the weights and just comparing their values:

(v1, w1) < (v2, w2) ⇐⇒ v1 < v2 (3)

Due to the way that addition is implemented, tuples will be
compared based on the average cost of the elements along the
warping path.

Considering every possible suffix of both series has a disad-
vantage: shorter suffixes will be favoured over longer suffixes
as it is more likely to find a short perfect match than it is to find
a longer one. In order to mitigate this problem, the initial cost
is set to (1, x) with x ≥ 0. Since after a series of additions,
the resulting value of the tuple is the weighted mean of all
added values, the importance of this initial cost will become
less important as more values are added to it. By using a tuple
with non-zero weight as the initial cost, longer matches will be
favoured over shorter matches. Note that adding (v, w) to (1, 0),
i.e., x = 0, will result in (v, w) removing the influence of the
initial cost altogether.

Another problem that arises when allowing the algorithm to
match every combination of suffixes is that the cost matrix can
be traversed mainly horizontally or vertically, as this produces
warping paths of the same length as going diagonally. Going
mainly vertically or horizontally is however less favourable as
this will match shorter portions of either one of the compared
traces for the same length of warping path. This is not a problem
with the classical DTW algorithm as it matches the entire series.
In order to mitigate this problem an additional cost can be added
when traversing the cost matrix in the vertical or horizontal
directions, but not when going diagonally. This will ‘encourage’
the algorithm to match longer portions of both series. Like the
initial cost, this additional cost will have the form (1, x) with
x ≥ 0. Pseudocode for this is given in (4).

D[i, j] := c+min (D[i− 1, j] + extraCost,

D[i, j − 1] + extraCost,

D[i− 1, j − 1] ) (4)
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1: bestMatch := None
2: bestDistance :=∞
3: for start := 1→ m do
4: distances := array[1..start + 1, 1..n+ 1]
5: for i := 1→ start do
6: distances[i, n+ 1] :=∞
7: end for
8: for j := 1→ n do
9: distances[start + 1, j] :=∞

10: end for
11: distances[start + 1, n+ 1] := initialCost
12: for i := start→ 1 do
13: for j := n→ 1 do
14: cost := calculateDistance(
15: referenceMeasurements[i],
16: activeMeasurements[j])
17: distances[i, j] := cost + min(
18: distances[i+ 1, j] + extraCost,
19: distances[i, j + 1] + extraCost,
20: distances[i+ 1, j + 1])
21: if distances[i, j] < bestDistance then
22: bestMatch := (start, i, j)
23: bestDistance := distances[i, j]
24: end if
25: end for
26: end for
27: end for

Figure 4. The modified Dynamic Time Warping algorithm

The pseudocode for the MDTW algorithm is given in Fig-
ure 4. Note from this code that the MDTW algorithm will
always return a match, together with the distance of that match.

VI. EVALUATION

In order to assess the ability of the MDTW algorithm
to identify users that follow similar trajectories and to dis-
tinguish between users that follow different trajectories, sim-
ulations were performed using a simulator that is based on
the OMNeT++ simulation library [13]. In these simulations, a
user moves around producing reference traces. Afterwards, the
user starts to produce active traces, which are then matched
to the reference traces. Each active trace is compared to all
reference traces and the reference trace for which the MDTW
algorithm finds the match with the lowest ‘bestDistance’ is
considered as the reference trace to which the active trace is
matched. The accuracy of this match will be assessed using a
performance metric (explained in Section VI-B), which is based
on the geographical locations that are visited by the user. These
geographical locations are collected during the simulations
specifically for the purpose of being able to assess the accuracy
of the matches made. In reality these geographical locations
will not necessarily be available; therefore it is important that it
is possible to specify criteria based on known information that
determine whether a match made by the MDTW algorithm can
be trusted or not.

A. Simulation Setup

The simulation area is a rectangle measuring 1732 by 2000
metres featuring wrap-around. It contains 16 three-sectored

cells with directed antennas, placed at regular distances, as is
depicted in Figure 5. Pathloss calculations are performed using
the Okumura-Hata model for large urban areas. Furthermore,
shadow fading that is both auto-correlated in time and cross
correlated with the shadow fading of other antennas is consid-
ered [14]. Two different scenarios are considered. The goal of

Figure 5. Overview of the simulation area

the first scenario is to assess whether the MDTW algorithm
is actually able to find good matches in case it is a certainty
that good matches exist. In this scenario a single user follows a
rectangular path through the simulation area, passing through
the same locations multiple times. The path that is followed
by the user is the path between the points A, B, C and D in
Figure 5. The simulations consist of two phases: in the first
phase reference traces are collected and stored by the different
SeNBs the user is connected to. After a certain amount of time
(10000 s), the second phase starts. In this phase, the SeNBs start
to match the measurements that are generated by the active user
with reference traces from the past. These simulations are car-
ried out a number of times. Each time with a different interval
from which the user chooses its velocity. The user chooses a
different velocity at each corner of its rectangular path. These
intervals are [5 − i

2 m/s; 5 + i
2 m/s] with i ∈ {0, 1, 2, 3, 4, 5}.

By doing this, also the ability of the MDTW algorithm to deal
with slight variations in the velocity of the users can be assessed.

In the second scenario, the user no longer moves along a
fixed path. Instead, it moves from point to point (the black
points in Figure 5) in a rectangular grid of points that are equally
distributed across the simulation area, i.e., so-called Manhattan
mobility [15]. Each time a user reaches a point, it randomly
chooses to go either left, right or forward with the probability of
going forward being twice as large as the probability of going
either left or right. It then travels along the chosen direction
with a velocity that is chosen from a certain velocity interval.
Similar as in the first scenario this interval is different between
simulations. Furthermore, the user not just travels between the
the grid points, but instead the points it travels between are
chosen uniformly within a circle centred around the grid points.
The radius r of this circle is either 0 m, 1 m, 5 m or 10 m.
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When the radius is 0 m the user travels directly between the
grid points.

Nineteen different A4 events were configured. Their thresh-
olds range from -100 dBm to -10 dBm in steps of 5 dB. The
hysteresis of all these events is set to 2 dB and the TTT to
480 ms. The ‘initialCost’ and ‘extraCost’ parameters of the
MDTW algorithm are set to 0.1 and 0.01 respectively.

An overview of the simulation parameters is given in Table I.

Table I. OVERVIEW OF THE SIMULATION PARAMETERS

Parameter Value
Simulation area 1732 × 2000 m
Pathloss model Okumura-Hata (large urban)
User height 1.8 m
Base station height 30 m
Site-to-site distance 500 m
Carrier frequency 2.6 GHz
Antenna model NGMN [16]
Number of sectors 48
Mean user velocity 5 m/s
Event A4 hysteresis 2 dB
Event A4 time-to-trigger 480 ms
Simulation duration 20000 s
Initial cost (initialCost) 0.1
Extra cost (extraCost) 0.01

B. Performance Metric

In order to assess whether the matches that are made by
the MDTW algorithm are accurate, a metric is needed that
assigns an accuracy to the matches. The accuracy metric should
reflect how well the algorithm is able to identify the part of the
trajectory where the reference and active user followed a similar
geographical path at a similar velocity through the cell. It is
important that this metric takes into account both the part of the
trajectory that was matched by the algorithm, but that does not
overlap in reality and the part that does overlap in reality but was
not matched by the algorithm, as it is important that the MDTW
algorithm is able to identify the exact part of the trajectory that
overlaps.

As described in Section VI-A, the users move through the
simulation area along certain paths. For each match that is
made, the portion of the paths of the active and reference users
that overlap geographically is determined. In case there is no
geographical overlap, the accuracy metric will be set equal to 0.
From this overlapping part, the start and end times at which the
active user visited the overlapping part are determined. Suppose
os is the time on which the active user enters the overlapping
part and oe the time on which it leaves it. Similarly, ms and me

are the respective begin and end times of the match made by the
MDTW algorithm. The accuracy metric is then given by (5).

Accuracy =
max(0,min(oe,me)−max(os,ms))

max(oe,me)−min(os,ms)
(5)

This formula will yield 0 when the interval of which the MDTW
decided that the users followed the same trajectory and the
interval corresponding to the geographical overlapping parts
are completely disjoint and 1 when they are exactly the same,
i.e., there is a perfect match. An illustration of this is given in
Figure 6. In this figure, the accuracy metric is the ratio of the
common part of both intervals (the part between ms and oe)
and the width between the leftmost and rightmost ends of the
intervals (the part between os and me).

os oe

ms me

Figure 6. The accuracy metric is calculated as the ratio between the length of
the interval [ms; oe] and the length of the interval [os;me]

C. Results

Figure 7 shows the results obtained with the first scenario.
The x-axis contains the number of active measurements on
which the match is based. The y-axis contains the average
accuracy of all matches with the corresponding number of
measurements on the x-axis. The different curves are for the
different velocity intervals. As it can be seen in this figure, in
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Figure 7. The accuracy metric approaches 1 (perfect match) as the number of
measurements on which the match is based increases

case it should be possible to find accurate matches (i = 0,
velocity interval [5 m/s; 5 m/s]) the accuracy of the matches
becomes high (> 0.9) when the matches are based on 5 or
more measurements. These matches are not necessarily perfect,
which is due to small deviations on when measurements are
generated.

When the velocity interval becomes larger, the accuracy
of the MDTW algorithm becomes slightly worse. This is to
be expected as different velocities will cause measurements to
be triggered on different locations, which will make it more
difficult for the MDTW algorithm to make accurate matches.
The obtained results are, however, still very good and accurate
enough to make predictions. Note that when the differences in
velocity would become even more pronounced it is no longer
desired that good matches are made as users with pronounced
different velocities should be treated differently anyway.

The results of scenario 1 show that, in case it is certain that
good matches exist (because of how the scenario is constructed),
these are found by the algorithm, except if they are based on too
few measurements.

Figure 8 and Figure 9 show the results obtained with the
second scenario. Note that in this scenario good matches will
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not necessarily exist, because it is possible that the active
user follows a path that is different from all earlier collected
reference paths. On the y-axis of Figure 8 and Figure 9, again,
the accuracy of the matches is shown. The x-axis now contains
the score that is associated with the matches by the MDTW
algorithm (i.e., the value of the lowest ‘bestDistance’). In these
figures, results for matches based on less than 10 measurements
have been left out. Figure 8 shows the results obtained with
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Figure 8. The MDTW algorithm is able to assign low scores to accurate
matches and higher scores to inaccurate matches for different velocity intervals

r = 0 (i.e., the user travels directly between the grid points of
the scenario), for different velocity intervals. This figure shows
that there is a strong correspondence between the score that is
assigned to a match by the MDTW algorithm and the actual
accuracy. Furthermore, there is a clear drop of the match score
around 0.03. This drop occurs around the same value for all
curves, which means that it is independent from the velocity of
the users.

Figure 9 shows the results obtained with i = 0 (i.e., the
user always travels at a fixed velocity of 5 m/s) but for different
radiuses r around the grid points of the Manhattan mobility
model. The result is similar as for Figure 8; when the score
that is assigned by the MDTW algorithm is low, the accuracy
of the match is high and it decreases steeply around a match
score of about 0.03. From the results obtained with scenario 2
it is clear that the match score of the MDTW algorithm reflects
the accuracy of the matches made: if the accuracy of the match
is high (i.e., a match we want to trust) then the match score is
low (below 0.03). The match score together with the number
of measurements on which the match is based can thus be used
as criteria that determine whether a match made by the MDTW
algorithm can be trusted or not.

VII. CONCLUSIONS AND WAY FORWARD

In this paper, an algorithm that identifies users that follow
similar trajectories through a cell and distinguishes between
users that follow different trajectories was discussed. This al-
gorithm is based on the DTW algorithm that is used in signal
processing. The DTW algorithm was adapted such that it is
able to find the best match of any suffix of one time series
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Figure 9. The MDTW algorithm is able to assign low scores to accurate
matches and high scores to inaccurate matches for different deviations

(measurements from an active user) with any interval of another
series (measurements from a reference user).

The ability of the algorithm to match users that follow
similar trajectories was assessed by simulations. First a scenario
was considered in which it is certain that good matches should
exist and then a scenario was examined in which good matches
do not necessarily exist. The results show that the algorithm
is actually able to identify users that follow similar trajectories
through a cell except if there are too few measurements. The
algorithm is also able to deal with small variations in the
input. This is important as users will never behave exactly the
same: there will always be small differences in velocity and the
trajectory that the users follows. From the results, it became also
clear that the match score the MDTW algorithm assigns to a
match reflects the real accuracy of the match: when the accuracy
of the match is high the match score is very low. So, the match
score together with the number of measurements on which the
match is based can be used as criteria for determining whether
a match made by the MDTW algorithm can be trusted or not.

In the future, this algorithm will be used as part of a larger
SON function that aims at steering users that have a certain
mobility behaviour more appropriately in order to reduce the
number of call drops and improve the QoS of the users while
reducing the signalling overhead in the core network. The
applicability of the SON function in other cellular technologies
could also be tested as this paper only focused on LTE.
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