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Foreword

The Tenth International Conference on Wireless and Mobile Communications (ICWMC
2014), held between June 22-26, 2014 - Seville, Spain, followed on the previous events on
advanced wireless technologies, wireless networking, and wireless applications.

ICWMC 2014 addressed wireless related topics concerning integration of latest
technological advances to realize mobile and ubiquitous service environments for advanced
applications and services in wireless networks. Mobility and wireless, special services and
lessons learnt from particular deployment complemented the traditional wireless topics.

We take here the opportunity to warmly thank all the members of the ICWMC 2014
Technical Program Committee, as well as the numerous reviewers. The creation of such a high
quality conference program would not have been possible without their involvement. We also
kindly thank all the authors who dedicated much of their time and efforts to contribute to
ICWMC 2014. We truly believe that, thanks to all these efforts, the final conference program
consisted of top quality contributions.

Also, this event could not have been a reality without the support of many individuals,
organizations, and sponsors. We are grateful to the members of the ICWMC 2014 organizing
committee for their help in handling the logistics and for their work to make this professional
meeting a success.

We hope that ICWMC 2014 was a successful international forum for the exchange of
ideas and results between academia and industry and for the promotion of progress in the area
of wireless and mobile communications.

We are convinced that the participants found the event useful and communications very
open. We also hope the attendees enjoyed the charm of Seville, Spain.
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Multi-agent Topology Approach for Distributed Monitoring in Wireless Sensor
Networks

Bechar Rachid, Haffaf Hafid
Department of Computer Science, University of Oran
Oran, Algeria
E-mail: rachid_bec@yahoo.fr, haffaf.hafid@univ-oran.dz

Abstract — In this paper, the multi-agent technology is
applied in wireless sensor networks domain in order to adapt
software architecture, and to optimize its performance in
monitoring. We explore in particular the issues of topology
control, especially some related work using multi-agent
systems. In the third part, we will propose an agent-based
algorithm for fault tolerance and topology control in a wireless
sensor network. Our proposal consists of embedding an agent
at each node that is responsible for selecting its parent or the
next hop to the sink when transferring packets. The main
contribution is the proposal of a new process of changing
parent, which is based on the computation of a fault tolerance
degree, calculated each time by the agent in cooperation with
its neighboring nodes. Several parameters are exploited to
calculate this metric, such as the number of hops, the energy
and the quality of links. Simulation results show that this
method of changing parent allows an enhanced lifetime, as well
as network fault tolerance, when compared with the collection
tree protocol.

Key words: wireless sensor networks; multi-agent systems;
monitoring; topology control.

I. INTRODUCTION

Wireless sensor networks (WSN) [1] require large
amount of data to be transmitted with high reporting rates,
leading to consume specific resources, such as bandwidth,
storage, computation, and energy. Research in WSNs aims
to meet the above constraints by introducing new design
concepts, creating, improving existing protocols such that
optimization in this field has been a topical issue of many
works in the last decade.

Multi-agent systems (MAS) have a principle that can be
easily adapted and integrated in complex systems due to their
fully decentralized and “intelligent” approach [2]. They can
be used to model phenomena where global behavior emerges
from the local behavior of system entities and components.
These components have the ability to percept, process, act
and react in their environment.

The wireless sensor networks structure, distributed
processing ability and complexity considerations especially
when the number of nodes increases, conducts us to exploit
recent developments made in multi-agent systems field to
improve networks performances and simplify the design
process in order to have reliable and fault tolerant sensors.

Copyright (c) IARIA, 2014. ISBN: 978-1-61208-347-6
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The multi-agent approaches for WSN are introduced in
many levels and operating aspects. Some works propose
software architectures for applications and services [3][4].
Others are interested in network organization and
cooperation between nodes [5][6], clustering being the
dominant approach in this area. Furthermore, many agent-
based works treat routing problems in WSN with different
applications [7]. Finally, monitoring and mobility are also
subjects of several studies [7][8], where the use of bio-
inspired principles seems interesting with multi-agent
systems to solve mobility and scheduling tasks problems.

These works can be divided into two classes: the first
class considers the sensor network as a multi-agent system,
in this case, the application of agent technology consists of
deploying the same agent to all nodes in order to have
cooperation between them. This seems to be better adapted
to wireless sensor nodes, and it will be considered in our
approach. The second class provides multi-agent systems
adapted to the logical structure of a WSN where different
kinds of agent cooperate in the network.

Supervision or monitoring, which aims to avoid or detect
failures, is a set of techniques used to increase the
performance of a WSN, optimize its lifetime and ensure fault
tolerance using all network parameters.

The main approach for load balancing [9] and fault
tolerance in sensor networks is the maintenance of a
topology that guarantees good conditions of transfer. Indeed,
the use of multiple paths helps to balance the energy
consumption of nodes by distributing the flow of packets on
better possible paths [10]. This mechanism based on
topology control contributes to reducing the delay and packet
loss by reducing the number of hops between nodes and the
sink. Thus, the quality of service will be improved.

Topology control consists of the use of network
characteristics or parameters to generate and/or maintain a
topology. Despite the fact that MAS technology is the only
approach that allows nodes to take into account information
from their environment, only few works on WSNs topology
control include agent systems.

Our work targets to increase the lifetime of WSN nodes
by introducing a new topology control approach and then
compare it to the collection tree protocol (CTP). In our
work, the main contribution, which is introducing MAS in
WSN, is performed when using neighborhood information to
give a metric called tolerance degree for each node. This
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metric is calculated by the node itself in cooperation with its
neighbors. When transferring packets, this degree will be
used to choose qualified nodes for the transfer. We shall see
that this approach increases the fault tolerance lifetime of a
network, without affecting the quality of service. This
method is implemented as an embedded multi-agent system.

Section Il is devoted to a classification of the state of the
art that uses multi-agent systems in wireless sensor networks.
In Section Ill, a new proposal is introduced on distributed
agent based topology control in WSN. Performances of this
proposal will be studied in Section 1V, and finally, we will
give some concluding remarks and future work in the last
section.

I1. USING MAS IN WSN

Using agent technology in a WSN consists in associating
agents to nodes which cooperate between them in order to
calculate topology parameters. Each agent has a proper code
that can be executed by a node, with the ability for the agent
to move between nodes for processing or searching
information. According to Rijubrata [11], the multi-agent
approach in WSN has many advantages: the easy network
scalability, extensibility and adaptation tasks, energy
efficiency, and progressive system.

In recent years, several research works are interested in
the WSN distributed processing based on agent technology.
A classification of these contributions is given below,
according to their objectives and the level of integration in a
WSN.

A. Software architecture of applications and services

Biswas et al. [12] presents an interoperable multi-agent
architecture through layers. The authors demonstrate the
effectiveness of their method by comparing the client/server
approach and the multi-agent systems in terms of execution
time and energy consumption. The work is an extension of
an existing model called interoperable agent model: the
new MAS model includes eight agent types: Sensor Agent
(SA), agent management system (AMS), Directory
Facilitator (DF), which helps other agents to cooperation,
agent communication channel (ACC), Controller
synthesizer (CS), Data Manager (DM), Application Agent
(AA) and Agent Interface (Al). These agents are distributed
in a sensor network that may contain both wired and IP
nodes. The communication between agents is provided by
XML messages.

After their work on the MWAC model (Multi-Wireless-
Agent Communication) and DIAMOND method [3], which
is interested in embedded multi-agent systems, especially in
wireless infrastructure, the authors present in [2] a
discussion on embedded systems design specifics that use
multi-agent systems.

Smarsly et al. [4] proposes a system design-based on
migrant agents to define a dynamic operation in a WSN
according to nodes requirements, this system was really
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tested on a platform for thermal variations treatment in an
experimental environment.

Rahal et al. [13] propose a formal model based on real-
time temporal logic for multi-agent system specification and
evaluation when it is integrated into a WSN environment.
Reactive decisional agents are used to take advantage of
their ability to cooperation, reaction to events,
communication and concurrence.

B. Organization of the network, clustering and cooperation

In order to facilitate the design and implementation of
WSN, Wang et al. [5] propose a model as combination
between mobile agents and MAS. The proposed architecture
is hierarchically structured according to the roles played by
each sensor in the network. These roles are assigned to the
nodes using some elective algorithms, the MAS is used for
collaboration and mobile agents for data exchange purpose.
The objective is localization and classification of acoustic
targets.

In [6], the optimization of energy consumption and reply
time is based on MAS applied to a data collection algorithm
used for monitoring emergent events where the WSN is
divided into dynamic clusters. This is defined by the event
importance which determines the size and the lifetime of a
cluster. Mobile agents traverse the network through cluster
heads; itinerary planning is determined by the residual
energy and the packet loss degree in the path. Simulation
results show that the multi-agent model has better
performance in terms of energy consumption and replay
time.

Logical clustering model adapted to multi-agent
operation is presented by Jabeur et al.[7]. It divides the
nodes into a four levels hierarchy: atomic level which is the
node itself, micro level that represents a group of nodes
managed by a cluster head, meso level which is the upper
level grouping a number of clusters of the same area, and
finally, a virtual cluster representing the entire network.
This logical structure can change after an event. At each
level, is assigned a type of agent cooperating with the higher
level agent to accomplish the distributed network
operations.

C. Routing

Many works study the routing problem in WSN, the
classical problem consists in routing data from source node
to a destination node (sink). According to the application
goal, multipath routing may be used in order to increase the
reliability of data transmission i.e., fault tolerance. Liu et al.
[8] propose a new agent-based routing algorithm with
quality of service in WSN. By participating in routing and
maintenance of paths, agents are used to manage the
topology changes and communication flow. The method is
based on a Swarm Intelligence principle [33], which is
inspired from the collective intelligence system of insects.
In this case, latency, packet loss, and energy conservation
are considered in general as quality of service factors.
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The MAS has two agent types: Forward agent FA (to
establish a connection with a neighbor in searching path)
and Reverse agent RA (in response to build a path). As in
[8], Dario et al. [14] propose a model called MAM
(Markovian Agent Model) which is based on Swarm
intelligence, but using a Markov model. The operation of
agents is based not only on local transitions from a node
itself, but the probable transitions of other nodes too (local
transitions and induced transitions).

D. Monitoring and Mobility

A Bayesian model named BNGRAZ (Bayesian network
algorithm grazing) is proposed by Matthew et al. [15] for
managing mobility in WSNs. It is bio-inspired model that
emulates the behavior of herbivores grazing pastures. The
WSN in question contains some mobile nodes to adjust
coverage and connectivity. The choice of itinerary taken by
a mobile node is based on the probability of disconnection
or inaccessibility, this probability is calculated using
information provided by neighbors.

As in [15], Saamaja et al. [16] propose a similar
principle but with the aim of optimizing the lifetime and
satisfy requested quality of service using data collectors that
form clusters by changing position, the movements are
made according to objective rather than probability. A self-
adaptation strategy for scheduling tasks in a WSN is
presented in [17], where a mathematical model is proposed
for dynamic allocation tasks. The algorithm has a collective
intelligence functioning called PSO (Particle Swarm
Optimization algorithm).

In [3], Jamont proposes that each node plays a specific
role in its neighborhood. This role is determined by an
embedded agent in the node itself. If the node is in the area
of intersection of multiple clusters, it has the role of liaison
or gateway; else it has the simple data capture role. Finally a
representative node or a cluster head is elected in the cluster
to manage communications. Mobility and node failures are
well treated by this structure.

To optimize the task scheduling problem and data
transmission in video WSN, the work presented by Huang et
al. [18] is based on a set of intelligent procedures associated
with agents by using ant colony algorithms, genetic
algorithms, or mixed algorithms. Security problem is also
pointed out by this recent trend through bio-inspired
methods.

Video . o Target
SENSor ?', e
B/

Figure 1. MAS for tasks allocation [18].
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Each agent (representing a node) decides to participate
or not in target detection according to the following factors:

- S: denotes the status set {busy, free} of the current node;

- E: depicts whether or not the current node has enough
energy to accomplish the assignment;

- o angle of vision of the camera on the x-axis (right to
left);

- B: angle of vision on the y-axis (up and down);

- (: determines the required quality of picture by the
monitoring process.

The results show that the algorithms require less energy
than AODV protocol.

E. Topology control

Topology control consists of using different parameters
of the network in order to provide a well organization
achieving some important tasks. These parameters could be
radio range, state or role of the node, etc. The majority of
works that use multi-agent systems in topology control are
based on hierarchical structures with clusters, more adapted
for MAS running on multiple levels [6]. First of all, we
recall the principles and techniques used in this field and
related work. According to [19], there exist three main
techniques:

E.1. Power Adjustment Approach

The power adjustment approach allows nodes to vary
their transmission power in order to reduce energy incurred
in transmission. Rather than transmitting at maximum
transmission power, nodes collaborate to adjust and find the
appropriate transmission power, yielding to a connected
network. For example, in Figure 2, the links N1 - N4 and
N2 - N4 are unused by reducing the radio range of these
nodes.

Figure 2. Topology control by adjusting the radio range.

Protocols representing this technique are Minimum
Energy Communication Network (MECN) [34] where each
node uses the minimum power level to communicate, and
COMPOW [20] which uses a common minimum power
level for all nodes in order guarantee the connectivity of the
network.

E.2. Power Mode Approach

In addition to the techniques used by the MAC layer
protocols and when the number of deployed nodes is
sufficient, redundancy of nodes can be exploited to get a
better topology by changing the state of a node between
active and sleep. GAF (Geographical Adaptive Fidelity)
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[21] is an example of a protocol that uses a principle of
equivalent nodes, it allows a node to switch between sleep,
discovery and active states as shown in Figure 3.

Equivalent

After T, Eguivalent Active
nods found
L‘ Discovery

Figure 3. State Transitions in GAF.

After Ty

After T,

Also, in ASCENT (Adaptive Self-Configuring Sensor
Network Topologies) [22], a self-reconfigurable algorithm
that allows nodes to locally measure the operating
conditions is presented. Based on these conditions, nodes
then decide whether they need to participate in routing or
not.

E.3. Hierarchical structures

This technique is to find a structure with hierarchical
clusters for the network. Choosing cluster heads presents a
problem for this technique. Several contributions have tried
to propose approaches to obtain more efficient clustering.
Most algorithms construct a virtual backbone based on the
connected dominating set concept (CDS). From these
algorithms, we can talk about PACDS (Power Aware
Connected Dominating Set) [23], ECDS (Energy Efficient
Distributed Connecting Dominating Sets) [35], and TMPO
(Topology Management by Priority Ordering) [24].

E.4. Hybrid approaches

The hybrid approach for topology control uses in general
a combination between a clustering method and other
techniques, like CLUSTERPOW algorithm [25] (Figure 4).

o e
@
Cluster2

Figure 4. Principle of the CLUSTERPOW algorithm.

B3[100)

Clusterl

This algorithm defines several levels of clusters with
different radio powers for communication within and
between clusters.

1. PROPOSED METHOD

A. The problem

Our contribution consists of proposing a hybrid and
distributed method using MAS for wireless sensor network
topology control. This method bears on local decisions
taken by the node itself using a function of several
parameters: residual energy, number of neighbors, links
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quality, etc. The main objective is to have at any time a
connected, homogeneous and fault-tolerant network which
should be capable to predict and avoid as much failures as
possible. We have been inspired by influence systems [36]
which require strong cooperation between nodes.

When transmitting data, the principle consists of
selecting the most fault tolerant nodes that ensure safe
transfer. The use of MAS seems to be a suitable approach
according to the distributed, cooperative and emergent
principles that characterizes this operation.

The role of MAS here is to calculate for each node a
parameter determining its state and its capacity to go further
without energy depletion or congestion failure before the
end of data transfer. The calculated parameter is called the
degree of tolerance of a node.

Some works in this context have a similar principle
which is based on computing one or more metrics to control
the topology such as Rong-rong et al. [26] which calculates
the probability of node's failure, and Bo-Chao et al. [27]
based on the evaluation of the link quality between two
nodes to predict the lifetime of each node. So the main
difference between these works is the choice of network
parameters and how to calculate these parameters. In our
approach, we propose another method, where we will use
the link quality evaluation of [28] then we add the battery
status and the number of hops to the. This principle allows
us to express the lifetime and the fault tolerance ability. A
thresholding mechanism is implemented to avoid frequent
changes in the topology due to minor differences.

B. Related work

We are interested here in the works which are based on
local settings of network to predict or estimate other values
or states in order to optimize the process of topology
control.

We start with Yin et al. [26] which proposes an adaptive
method for fault tolerance topology control by calculating
the node failure probability FP based on the ratio of the
consumed energy E., the initial energy E;,;; and another fault

probability P associated to hardware and software
components. We have:
PD = P.—¢ 6

Einit
In [29], Dario Bruneo et al. show that the introduction of
Markov techniques allows estimating the lifetime of a node
by taking the active-sleep cycle as a model of transitions
with probabilities for each transition. But in reality, lifetime
also depends on the node activities when it is at active state.
Failures in a sensor network can be detected by
application of "fuzzy inference" according to Safdar Abbas
Khan et al. [30] where the sensor measures are compared
with expected values by a neural network; the differences in
behavior allow detecting anomalies.
The lifetime of a hierarchical network is studied by Bo-
Chao et al. in [27]. It proposes an algorithm for lifetime
prediction in better and worst cases in a WSN with one hop
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clusters where the cluster heads should communicate
directly with the sink. The objective of this work is to find
the best deployment for this type of topology. A cooperative
approach for topology control is proposed by Paolo Costa et
al. in [31]. The construction of the topology consists of
choosing nodes that guarantee a degree of k-connectivity by
using a minimum radio range. The stability of topology is
obtained by cooperation between nodes until obtaining the
optimal radio level under k-connectivity constraint.

C. Proposal details

C.1. The network model

Related to an application domain, the nodes of network
are deployed randomly in a known field to capture specific
types of information; the captured data are then transmitted
to a control station or sink. When transferring data, the
choice of path is based on the choice of the next hop or the
parent from the current node obeying to some routing
protocol. Here, the next hop is selected from the neighbors
using the degree of tolerance at the time of transfer, so the
node that has the highest degree of tolerance will be
qualified for this transfer. This task is performed by agents
implanted on nodes.

Candidate node fortransfar

o Chosennode for transfer (parent)
® | Criticalnode
. Agentin activity
—p Selectedlink
- - - Altemative link

___p Criticallink

Figure 5. Network model.

Figure 5 shows this principle where the agent is
responsible for selecting a parent among candidate
neighbors for the node that wants to transmit packets. Some
nodes may become critical, so they cannot be parents to
other nodes.

C.2. The topology construction

After deployment of nodes, the sink diffuses an
initialization message Init which is based on the HC (Hop
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Count) value. For the sink itself, the value is null. The
neighborhood discovery is included in this method.

Each node n which receives the Init message considers
the sender of the message as the next hop for the next
transmissions if the HC value of the latter, is less than the
HC value of the receiver node n. So, it does:

if HC (n) > HC (init) then HC (n) < HC (init)

Then, it rebroadcasts the Init message. At the beginning,
the HC values are set to infinity for all nodes except the sink
which is initialized to zero.

C.3. Topology control method

After the stability of the topology obtained by the
initialization process (there is no node which rebroadcasts
the Init message), the nodes calculate their degree of
tolerance as follows. Let us consider:

- Einie: initial energy of a node.

- E,: residual energy of the node v.

- N: set of neighbors of v, N; € N is a neighbor of v.

- Pin(N;j: number of received packets by v from N;
during a period t.

- Pout(N;j): number of broadcast packets by N; during
a period t.

- Poutc(N;): number of correctly received packets by
the neighbors of N; (with acknowledgment).

- HC(v): hop count from v to the sink;

- NH(v): the next hop from v to the sink also said
parent of v.

For the calculation of tolerance degree TD, we propose
to use the link quality and battery status of each node. The
calculation of the first parameter is inspired from the link
quality estimation proposed by Omprakash et al. [28], where
CTP (Collection Tree Protocol) is defined. It is a routing
protocol that computes unicast routes to a single route or a
small number of designated sinks in a wireless sensor
network basing only on the link quality estimation network
parameter. It uses periodic messages called beacons to
maintain topology. A beacon is a packet that contains the
link quality estimation between tow nodes.

In our case, for battery status, we consider the
relationship between the residual energy and the initial
energy.

We define the quality of outgoing links QS between
node v and its neighbor N; as follows:

QS,(N;) = Poutc(v)/Pout(v) 2

Similarly, the quality of incoming links QE between a
node v and its neighbor N;:

QE,(N;) = Pin(v)/Pout(N;) ®)

The node v calculates its TD (Tolerance Degree) in
function of its battery status and quality Q of an outgoing or
incoming link like it is shown in equation (4), where Q is
QS for outgoing links and Q is QE for incoming links as
follows:

TD(v) = (

Ey

). (@75-Q + (1= @7p. Q). TDyig) (4

Einit
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where o7p iS a weighting constant that can take values
between 0 and 1, it is 0.9 for our case.

The parent change procedure is based on the parameter
values of the previous parent and candidate neighbors.

We use mainly the energy E, the degree of tolerance TD
(old value) and the hops count HC. By cooperation, nodes
use a control message to inform neighbors when there is
change in values of energy, HC and TD. To avoid parent
change when small variations in these parameters happen, a
threshold principle is used for each one. So the node v
decides to choose a neighbor N; as its new parent NH if the
following conditions are satisfied:

HC (N;) <HC (v) + Threshold HC
E (N;) > E (NH (v)) + Threshold_E
TD (N;) > TD (NH (v)) + Threshold_TD

It is necessary to know that the verification order of
these conditions is very important; it also depends on the
nature of application using our approach. Here, we chose the
hops count in first with a threshold that depends on the
network size (number of nodes in the network) in order to
avoid long traffic paths. This may be not useful if the
application has no real time constraint. The algorithm below
shows the parent selection process according to the previous
conditions. Tg, Ttp and Tyc represent the threshold values
for the energy, degree of tolerance and the hops count
respectively. The function Change Parent represents a
switching tool between the active parent and the candidate
one. The TD function implements the estimation of the
tolerance degree.

Algorithm : Parent Selection

NH = Current Parent (Next Hop)

: N; = Candidate neighbor

o If HC(N;) < HC (NH) + Ty then

. if Energy(NH) = Energy (N;) then

:if TD (NH) > TD (N;) + Trp then

: Change_Parent(N;)

end if

:else if Energy (NH) < Energy (N;) then

:if TD (NH) > TD(N;) + Trp then

10: Change_Parent (N;)

11: end if

12: else if Energy (NH) > Energy (N;) and
Energy (NH) < Energy (Nj) + Te then

13:if TD (NH)> TD (N;) then

14: Change_Parent (N;)

15: end if

16: end if

CONDURWNRE

This algorithm allows the node to change its parent as
soon as finding a better one. Also, it is used for selecting a
new parent among candidate neighbors when detecting a
fault (e.g., the current parent dies or moves). A fault of
parent can be declared after failing in packets transfer.
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IV.IMPLEMENTATION AND RESULTS

A. Simulation

Actually, the MAS platforms are not used in practice to
implement WSN simulation because there are no network
properties integrated in these software tools.

In order to validate the proposed solution and study its
performances, as well as the adaptation of a multi-agent
model for this type of distributed algorithm, we have
implemented our approach using the Castalia simulator
which is based on the simulator Omnet++ [32]. CASTALIA
is a commonly used tool in recent years for WSNs
simulation due to its gratuity and easy integration of new
protocols in its software layer structure presenting a
configurable environment as needed. For our study, we used
version 3.2 of Castalia with OMNET++ 4.2 turning on an
UBUNTU machine. Our distributed algorithm consists of
implementing agent on each sensor node. It is the simple
manner to view a WSN as MAS where cooperation is
provided by exchanging messages at the moment of data
transfer to select at each hop, the most fault tolerant node. It
is clear that the principle of our algorithm implies that
agents must communicate the necessary information like the
latest values of TD, energy level and the number of hops.
The diagram in Figure 6 shows that the agent on node 3, for
example, has the choice to transfer its packets through nodes

2, 6 or 7 depending on the status of each one of these nodes.
9 10

6 2

X

1 5 2 4
Figure 6. Principle of our algorithm.

B. Hypothesis

To perform simulations, we consider the following
hypothesis: initially, each node has an initial energy. All
sensor nodes are battery powered with limited energy,
except the Sink. Network size is specified at the beginning
of each simulation, node 0 is chosen as Sink. Other
simulation parameters are shown in the following table:

TABLE I. SIMULATION PARAMETERS
Parameter Value
Number of nodes Up to 300
Field Deployment 250 x 250 meters
Deployment type Random
Radio model CC2420
Radio power 0dBm
Initial energy 18720 joules
Simulation time 100, 200, 300,. 1000 sec ..
Thresholds: Tyc, Te and | 20% of difference for each
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C. Results and analysis

To demonstrate the performance of our approach, we
make a comparison with CTP protocol. On figures, our
approach is noted ATC for agent topology control. Figure 7
illustrates the execution of our protocol and shows that
traffic is distributed across all nodes. This is assured by
changing the parents according to the parameters of each
node. Applying the algorithm gives the following:

(A) Construction of the initial tree

(B) Node 7 becomes a parent of 3

(C) Node 3 becomes a parent of 2

(D) Node 2 becomes a parent of 3 and 1 becomes a
parent of node 2

(E) Node 9 becomes a parent of node 5

5 @ . 9 10 <
8 8
5 7 5 | 1l
6 6
1 &) 3 4 1 2 3 4
(A) (B)
9 10
9 10 S
S
8 8 7
5 s i 5 5
1 2 S 4 1 2 3 4
©) (D)
9 10
S
8
5 7
6
&S 4

1 e (B)

Figure 7. Illustration.

Before giving some results on the performances of our
approach compared with CTP method, for the lifetime
definition, we consider the duration between the network
initialization time until the moment it becomes non convex
or disconnected.

The initialization begins by broadcasting the ‘init’
message, and then nodes start changing their parents basing
on hop count metric until the stabilization of the topology.
Time of this operation depends on density of network which
is defined by its size and the transmission ray of nodes. We
can express this density by using the average number of
node’s neighbors in the network like it is shown in Figure 8.
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Figure 8. Relationship between WSN density and initialization
process.

A proportional relationship is remarked between the
average number of neighbors in the entire network and the
average number of parent change at initialization. Having a
lot of neighbors implies frequent recursive parent changing.
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Figure 9. Impact on lifetime.

The curves in Figure 9 show a divergence in case of high
density networks because our approach tries to find other
paths to conserve energy of those used. However, in CTP,
congestion or over-use of a path leads to the premature
death of nodes. In case of low density, there is not a big
difference because the topology is almost fixed with a small
number of nodes.
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Figure 10. Parent change in the time.

We note from Figure 10 that the difference in the
number of parents change in both cases CTP and ATC are
not important at first, but, over time, a divergence becomes
more significant. This is explained by the diminution of the
degree of tolerance calculated by our protocol, which
requires change of parents in order to ensure load balancing.
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Figure 11. Change of parents with network size.

Figure 11 also shows the curves of parent change, but
this time based on the network size. By increasing the size,
we observe a difference in the number of parent changes for
both protocols CTP and ATC. It is higher for large-scale
networks that ensure the existence of other paths where the
best one will be selected. The use of several parameters by
our protocol gives more opportunities than CTP which uses
only the quality of links.

V. CONCLUSION AND FUTURE WORK

In this paper, we have presented a state of the art
concerning the use of MAS in wireless sensor networks. In
this context, we have proposed an agent-based topology
control method for WSNs. According to the state of node
and its neighbors, the main objective is to have a fault-
tolerant network with an extended lifetime by optimizing
the choice of paths from the nodes to the sink. This choice is
based on the changing parent method which uses the
concept of tolerance degree. Also, to respect the multi-agent
principles, the choice of parent node is achieved in a
cooperative and distributed manner. The design and
implementation using Omnet++/Castalia of our proposal
shows the relevance of multi-agent systems approach
compared to CTP method.

Indeed, the simulation results show that our solution
allows assessing at any time the fault tolerance level of each
node leading to a better path selection process, and
therefore, a longer lifetime of nodes. Limitations of the
proposed approach are related to the reliability of link
quality estimation mechanism which is best effort delivery.
So, it is well adapted for relatively low traffic rate
applications.

The performance of our approach can be enhanced by
providing a formula that uses other network parameters to
calculate the tolerance degree or even use a probabilistic
approach to predict the activities of a sensor node such as
packet traffic. In terms of implementation, it is interesting to
use a real agent based platform for WSN in order to study
performances of MAS and WSN when coupled. Other
perspective works could concern to embed security
parameters and develop more complex formulas.
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Abstract—This paper describes the mathematical formula
derivation method of the outage probability and compares the
mathematical formula with statistical Monte-Carlo (MC)
simulation results. The outage probability is the factor
considered in the adjacent channel interference (ACI) impact
between a victim terminal station and multiple interfering
terminal stations. For protection of a victim terminal station
from harmful interference, we would calculate the out of band
emission limit of an interfering terminal station, too. The
distribution of multiple interfering terminal stations within a
cell follows the Poisson point process. The propagation model is
a composite median pathloss and shadow fading with
Log-normal distribution. Outage probability is obtained and
evaluated with various parameters based on Long Term
Evolution (LTE) Time Division Duplex (TDD) terminal
stations.

Keywords—mask; interference; block; channel; adjacent

[. INTRODUCTION

Due to the increase of the rapid data transmission with
high capacity and the scarcity of available frequencies, the
capacity performance of a mobile communication system
may be reduced. When multiple terminal stations are located
within the close proximity and the frequency bands are
assigned in the adjacent bands like the reverse FDD
(Frequency Division Duplex) assignment, the harmful
interference among terminal stations may happen. Due to the
aggregate interference of interfering terminal stations, out of
band emission of an interfering terminal station should be
suppressed as lower level than the reference limit level of the
block edge mask of a terminal station for the protection of a
victim station. The calculation of the block edge mask is still
an open research issue. Both a deterministic minimum
coupling loss (MCL) and a stochastic approach based on the
Monte-Carlo (MC) simulation have been suggested in [1].
MC simulation is a computerized mathematical scheme and
provides the decision-maker with a range of possible
outcomes and the probabilities it will occur for any choice of
action. The result generated is a probability of the
interference or the outage. MC approach is a statistical
scheme, which is to distribute a victim terminal station
amongst a population of interferers. MC method is capable
of modeling highly complex systems including a cellular
system like LTE. MCL approach is relatively straight
forward. MCL method is capable of modeling only a single
interferer to a single victim station.

Statistical distribution of the aggregate ACI from multiple
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interferers has been studied in relation to dynamic spectrum
sharing on the legacy radio systems and the interference
protection [2]-[3]. Log-normal distribution is used to
approximate the probability distribution function (PDF) of
aggregate interfering signals received at the center from
multiple terminal stations distributed uniformly in an annual
region with inner radius and outer radius [2]. Log-normal
approximation does not match well due to a large difference
of the interference received both from near and far away
multiple terminal stations, when outer radius is several ten
times larger than inner radius. In the other hands, the
Log-normal approximation does work well for a system with
an exclusive region such as the cognitive radio [3].

In this paper, we derive the mathematical formula of the
outage probability optimized in the approximation for fitting
with the coexistence of terminal stations of a small radius
and in the LTE TDD system. This formula is capable of
calculating the block edge mask and out of band limit for the
adjacent channel sharing between operators or terminal
stations. The outage probability means the total outages
counted as the calculated signal reception level is lower than
the reference threshold of the signal reception level. To offer
practical protection limit from the aggregate interference, the
derived equation’s analytic results are in good agreement
with the Monte-Carlo simulation ones.

II. SCENARIO

Let us consider the scenario shown in Figure 1.

Two LTE systems use adjacent channel frequency bands

eNB;

eNB:

Hot .\'/')ul cell Micro .\'/)U[\ cell
Figure 1. Geometry for the scenario

and their cell areas are overlapped. LTE terminal stations

(UEs) are assumed to be spread homogeneously in the

coverage of each LTE base station (eNB). One of LTE base
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stations is a wanted transmitter (eNB:) and the other is an
interfering transmitter (eNB:). A terminal station of a wanted
transmitter is the victim station (UE,) and terminal stations of
an interfering transmitter are interfering stations (UEj). The
assumption is given that interfering stations (UE;) are
located around any victim station (UE,) and UE; cause the
potential ACI to a UE,. The distribution of the received
aggregate ACI to a UE, depends on random variable factors.
Radom variable factors are the transmission power of UEj,
the median pathloss, shadow fading, the adjacent channel
interference ratio (ACIR), and a number of UEj. It is
assumed that ACIR is a certain value fixed identically for all
interfering stations. The distribution and the concurrent
transmission number of terminal stations in the cell are
random variables. These random variables are used to
calculate the distribution of the aggregate ACIL.

The assumption of the geometry as shown in Figure 1 is as
follows. UE, is randomly distributed in the circle of the
radius d; of eNB,. UE;, are distributed uniformly within the
radius d, and an angular ring with both inner radius of € and
outer radius of J. The inner radius of € defines a minimum
distance among terminal stations of UE, and UE;,. The outer
radius of J is determined to become the maximum radius
where the distribution area of multiple interfering stations
becomes an effective interference region because the
interfering reception power to a victim station is within the
range of valid values. The propagation model is a composite
median pathloss and shadow fading with Log-normal
distribution. Shadow fading model is assumed to have the
path correlation among terminal stations.

IIT. ANALYTIC DERIVATION OF OUTAGE PROBABILITY

Considering ACI dominant environment in the
interference, the received signal to interfering power ratio
(SIR) to UE, is represented as follows.

SIR = PeNBPLeNB-UEv_ __ PeNBPLeNB-UEv

Iy Ei Y PyEg0uE PLUE-UE,
__ PenpCrdi V19 o, di V19 1)
Y Py g0y B C2d2” V295 Yd, V29

where:

Py is the transmit power of a wanted transmitter

2. Py, is the transmit power of interfering stations

PL oy p—uEy 1S the composite median pathloss and shadow
fading of a wanted transmitter to a victim station

PLyg,_yg, is the composite median pathloss and shadow
fading of an interfering station to a victim station

dyg, is ACIR, which means the adjacent channel
interference ratio

Adjacent channel interference gives rise to extraneous

Copyright (c) IARIA, 2014. ISBN: 978-1-61208-347-6

power of the received signal to a victim station. The adjacent
channel interference is the sum of the power both that
interfering stations emit into a victim station’s channel
known as the unwanted emission and that interfering stations
pick up from a victim station’s channel known as the
adjacent channel selectivity (ACS). ACS occurs and do not
completely eliminate an interfering signals because radio
frequency (RF) filters required a roll-off. Therefore, a victim
station emits some power in the adjacent channel picked up
by an interfering station. An interfering station receives some
emissions from a victim station’s channel due to the roll off
of the selectivity filters.

C;, d;, and y, are the parameters of the median pathloss
model between a victim station and a wanted transmitter, C,,
d,, and y, are the parameters of the median pathloss model
between a victim station and an interfering station. 9; and 9}
are the Log normal random variables having zero-means,
variances of 07, 62 between a victim station and a wanted
transmitter link and between a victim station and an
interfering station, respectively. K is a constant to substitute
all the constant values.

With the log-normal approximation in the denominator of
(1) PDF and cumulative distribution function (CDF) of SIR
can be derived. Firstly, we transform the SIR of (1) into a
SIR in the decibel scale for ease of the derivation.

d," V1.9 X
SIR (dB) = 10log;, (K - z;z——h;z) = 10logy ( TN—Il)

= 10logyo (K) + 10B(% + Ry — &) ()
where, X is defined as /n(x) and B is 1/In(10).

With a few mathematical manipulations the PDF of T is
obtained.

21

2 —-= .
PDF (8) = {We v, —y;In(D) <t < 3)
0, otherwise

Because, both R, and &, have a Gaussian distribution and
the submission of the Gaussian random variables is a
Gaussian random variable [4]. And, R; or &; has a Gaussian
distribution:

F® - e (-2 @

oV2n 202
where, i = —p, and 6> = of + of.

The PDF of SIR in dB is obtained through the convolution of
PDF (%) and £ (R) as follows.

fx(0) = 55 Q=x; +6) )
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1.Interfering transmit power is
set
I
2. User terminal stations are
randomly distributed
I
3.Calculating median pathloss
and shadow fading at each UE
I

4.  Calculating Signal to
interference ratio

ompare SIR with
Threshold

6. Counting Outage

END
Figure 2. Monte-Carlo Simulation
h =1 (L)_ _ 0 =2 and
where, x; = - 08 n{57 u ) _71’an QW)

t2
—?dt

is defined as f;%e

CDF of SIR in dB is derived using integration by parts and
results are as follows.

Fe) = [* f,(Ddt = Q(—x, — 6) — e 20%Q(—x, + 0)
(6)

where, x; and 0 are the same as those in (5)
Finally, we can have a formulation for the outage
probability defining A, which is the threshold of the outage

as follows.

Prob (SR < A)

E.(8)

Q(=4; = 6) — e72%Q(=4, + 8) (7)

2
where, A, = l(i— In (%) —u —:—1>, g=2

o \10P Y1

IV. SIMULATION

Figure 2 shows the flow diagram of the Monte-Carlo
simulation.

Step1: The emission power of UE; is set to 23dBm.
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Step2: All LTE terminal stations are randomly distributed
in the cell.

Step3: The median pathloss and shadow fading between a
wanted transmitter and a victim station is calculated. The
median pathloss and shadow fading between an interfering
station and a victim station is calculated.

Step4: The received signal to interfering power ratio (SIR)
to a victim station is calculated.

Step5: SIR value is compared with reference threshold
value of the predefined SIR. Reference threshold value of the
received signal to interfering power ratio is defined from the
quality of service of LTE terminal station. If a calculation
value in Step4 is smaller than a reference threshold, the
outage is happened and the outage means the blocking event.
If a calculation value in Step4 is larger than a reference
threshold, a call of a terminal station is not dropped, goes to
Step 3.

Step6: Total outage is counted.

V. RESULTS

Let us consider the validation of the derived equation
using the Monte-Carlo simulation.

We assumed the coexistence scenario of two E-UTRA
(LTE) systems, which have the bandwidth of 10MHz and
assign at adjacent channel bands without the guard band.

The base station of LTE system known as Evolved Node B
(eNB) has the transmit power (PeNB) of 46dBm and the
antenna gain with 12dBi including the feeder loss of -3dB.
The terminal station of LTE system (UE) has the transmit
power of 23dBm and the antenna gain of 0dBi. Cell radius (d)
of eNB is 500m. Inner radius (¢ ) is Im when MCL is about
30dB (including 2dB body loss). Outer radius (J) is 19m.
UEs are uniformly distributed within the cell. ACS of a UE is
33dB. For predicting the radio propagation characteristics,
both extended Hata model and Motley-Keenan formula are
used. The extended Hata model [1] applies for calculating to
the pathloss of the desired link between a wanted transmitter
(eNB) and a victim station (UE). The Motley-Keenan
formula [4] applies for the interfered link between interfering
stations and a victim station in the small cell environment.
Long term fading known as shadow fading is Log normal
random variable having zero-mean and variances. The
variance of o2 is 12dB for the desired link and the variance
of 62 is 4dB for the interfered link. Total pathloss value of
the communication link is the sum of the median pathloss
and long term fading value.

Attenuation factors and the constant of the applied median
pathloss model are used as follows: attenuation exponent (o)
3.52 and constant (C;) 107 in the extended Hata model and
(0) 2.0 or 3.5and constant (C,) 10" in the Motely-Keenan.
The used pathloss equations are shown in (8) and (9).

PLopue=Cp - "' =107 d;7 )

PLypue=GC; - dz'Y2 — 10315, d2'2 )
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Figure 3 shows CDF of the outage probabilities on both
pathloss attenuation (o) of 2.0 or 3.5 in the indoor interfered
links and interfering station densities A of 2 or 4. BEM OOB
limit is assumed as -10dBm/10MHz. ACIR is calculated as
1/((1/ACS)+(1/ACLR)), where, ACLR means the adjacent
channel leakage ratio. Normally, ACLR of LTE UE defines
as 30dB+X at the first adjacent channel. In Figure 3, the
analytic derivation results are in good agreement with the
Monte-Carlo simulation results. Also, we can find that both
larger number of interfering stations and lower pathloss
exponents enhance the accuracy of derivation. This
enhancement is the reason that large numbers of samples
make the approximation more precise by central limit
theorem, and large pathloss exponent does the deviation of
the interference levels to increase according to the distance
between interfering users and a victim station.

Figure 4 shows CDF of outage probabilities on both BEM
levels of 0dBm or -20dBm in the indoor interfered links.
Interfering station density () is 2 and the pathloss
attenuation (o) is 3.5. Outage probabilities are almost
consistent on analytical as well as simulation results. In
Figure 4, we can identify that as we allow more interference
into adjacent band by increasing BEM OOB limit, the outage
probability increases due to the increased interference. If we
set a minimum SIR of 0dB for 0.1 error rate (outage
probability) in the application, then, BEM OOB limit of
-20dBm should be selected. Finally, the approximation
equation of the derived outage probability can be used
instead of the simulation results and it can also be applied for
calculating BEM OOB limits that require the outage
probability of a victim system.

VI. CONCLUSIONS

In this paper, we derived an optimized probability formula
for outages due to the unwanted emission of the interfering
LTE stations in the adjacent channel bands. Analytic results
of the mathematical formula were compared with statistical
Monte-Carlo (MC) simulation results. For Monte-Carlo
simulation, it is assumed that terminal stations are uniformly
distributed around the hot spot cell area. For optimized
formulation derivation, the composite median pathloss and
long-term fading have log-normal approximation.

As a result, the Log-normal approximation performs well
in spite of a large deviation of interference received from
both near and far away terminals although there are some
mismatches in absolute values, when outer radius is 19m and
inner radius of 1m. Also, we can apply for calculating the out
of band emission limit of block edge mask. The analytic and
Monte-Carlo simulation results are useful for current and
future network system performance analysis.
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Abstract—This paper deals with an Orthogonal Frequency Di-
vision Multiplexing (OFDM)-based uplink within a Multi User
(MU)-Multi-Input Multi-Output (MIMO) system where a mas-
sive MIMO” approach” is adopted. In this context, either
an optimum Minimum Mean-Squared Error (MMSE) linear
detection or a reduced-complexity Matched Filter (MF) linear
detection are considered. Regarding performance evaluation by
simulation, several semi-analytical methods are proposed: one
performance evaluation method in the optimum (MMSE) case;
two performance evaluation methods in the MF case. This
paper includes performance results for uncoded 4-Quadrature
Amplitude Modulation (QAM)/OFDM transmission and a MU-
MIMO channel with uncorrelated Rayleigh fading, under the
assumptions of perfect power control and perfect channel esti-
mation. The accuracy of performance results obtained through
the semi-analytical simulation methods is assessed by means
of parallel conventional Monte Carlo simulations [10]. The
performance results are discussed in detail and we also emphasize
the achievable “massive MIMO” effects, even for the reduced-
complexity detection techniques, provided that the number of BS
antennas is much higher than the number of antennas which are
jointly employed in the terminals of the multiple autonomous
users.

Keywords- Broadband Wireless Communications; MU-MIMO
Systems; Massive MIMO; Performance Evaluation; OFDM.

I. INTRODUCTION

The development of MIMO technologies has been crucial
for the “’success story” of broadband wireless communications
in the last two decades [1]. Through spatial multiplexing
schemes, following and extending ideas early presented in [2],
MIMO systems are currently able to provide very high band-
width efficiencies and a reliable radiotransmission at data rates
beyond 1 Gigabit/s. Appropriate MIMO detection schemes,
offering a range of performance/complexity tradeoffs, have
been essential for the technological improvements in this area
[11[3]1[4]. In the last decade, MU-MIMO systems have been
successfully implemented and introduced in several broadband
communication standards [5]; in such ”space division mutiple
access” systems, the more antennas the Base Station (BS) is
equipped with, the more users can simultaneously communi-
cate in the same time-frequency resource.

In recent years, the adoption of MU-MIMO systems with
a very large number of antennas in the BS, much larger than
the number of Mobile Terminal (MT) antennas in its cell, was
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proposed by Marzetta [6]. This “massive MIMO” approach
has been shown to be recommendable for several reasons
[6][71[81[9]: simple linear processing for MIMO detection
becomes nearly optimal; both MultiUser Interference (MUI)
effects and fast fading effects of multipath propagation tend
to disappear; both power efficiency and bandwidth efficiency
become substantially increased.

This paper deals with an OFDM-based uplink within a
MU-MIMO system where the BS is constrained to adopt
simple, linear detection techniques but can be equipped with
a large number of receiver antennas. In this context, either an
optimum (MMSE) linear detection or a reduced-complexity
MF linear detection are considered in Section II. Regarding
performance evaluation by simulation, several semi-analytical
methods are proposed in Section III, all of them combining
simulated channel realizations and analytical computations of
BER performance which are conditional on those channel re-
alizations: one performance evaluation method in the optimum
(MMSE) case; two performance evaluation methods in the MF
case.

In Section IV, this paper includes performance results
for uncoded 4-QAM/OFDM transmission and a MU-MIMO
channel with uncorrelated Rayleigh fading effects regarding
the several transmitter/receiver (TX/RX) antenna pairs, under
the assumptions of perfect power control and perfect channel
estimation. The accuracy of performance results obtained
through the semi-analytical simulation methods is assessed
by means of parallel conventional Monte Carlo simulations
(involving an error counting procedure). The performance
results are discussed in detail and we also emphasize the
achievable “massive MIMO” effects, even for the reduced-
complexity detection techniques, provided that the number of
BS antennas is much higher than the number of antennas
which are jointly employed in the terminals of the multiple
autonomous users. Section V includes the main conclusions
of the paper.

II. SYSTEM MODEL

A. OFDM-based Radiotransmission

We consider here a Cyclic Prefix (CP)-assisted, OFDM-
based, block transmission, within a MU-MIMO system with
Np TX antennas and Np RX antennas - for example (but not
necessarily) one antenna per MT, as depicted in Figure 1(a).
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We assume, in the jth TX antenna (j = 1, 2, ..., N), a length-
_ } . 9T

N block SU¢) = {S(()]),Sij), ...,S](\?)_l} of frequency-domain

data symbols in accordance with the corresponding binary data

block. The insertion of a length-L; CP, long enough to cope

with the time-dispersive effects of multipath propagation, is

also assumed after the IDFT that is required to bring the data
block information to the time domain.

MT —IT 1
aki TT i T_
' BS

NiT _NTT NRT—

(a)
MT TT H, L BS
(b)
Figure 1. Uplink of an Ny x Nr MU-MIMO system (a) and channel

characterization, at subcarrier k, concerning the antenna pair (¢, j) (b).

The frequency-domain data symbols S ,(cj )
(k =0,1,---N —1;j = 1,2,---, Nr) are randomly and

independently selected from a QAM alphabet (E [S ,(Cj )} =0
L2
and E “S,(j)‘ } = 0% for any (j, k))

For any subcarrier, the frequency domain transmission rule
can be described as follows:

Y = H;S; + N, M

where Sy = [S,EI),S,SQ),~--,S,ENT) ! is the “input” vec-
is the Gaussian noise
2} = 0]2\, = N0N>, H,

denotes the Nr x Np channel matrix with entries H ,g” ),
concerning a given channel realization (RX antenna ¢ and TX
antenna j, for each subcarrier, asTshown in Figure 1(b)) and
Y, = {Yk(l), Y,C(Q),---, Y,C(NH)} is the resulting “output”
vector.

tor, N = [N, N N

vector (E {N,gi)} =0 and F [’N,Ei)

By assuming E {H,g”)} = 0 and a constant
2
E UH;?’”\ } = Py, @)
for any (¢, j, k), and a 4-QAM/OFDM block transmission, the

average bit energy at each BS antenna is given by
2

g
E, = —5_P, 3
b QT]N >y ( )
where 1 = %Ls’ with Lg denoting the CP length.
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B. Optimum (MMSE) and MF Linear Detection Techniques

With regard to subcarrier &, two linear detection techniques
are considered, as shown in Figure 2, both directly provid-
ing frequency-domain decisions S, based on the frequency-
domain detector output Yi(k =0,1,...,N —1).

A
iy H
Y Y i =H Yy Sy
::3‘ H : A :>'
' H ' Dec. '
Y 4 14 H
NR N NT
(a)
Y Vk=A-1kHHk Y g K
. H v A 1 : A 7
::_ > H'y — A : A Dec. :: )
I\'IR N'{ NT NT
(b)
Figure 2. Reduced-complexity (MF) (a) and optimum (MMSE) (b) linear

detection techniques, regarding subcarrier k.

As Figure 2(a) indicates,

Y, = HIY, )
for the reduced-complexity linear detection
technique. The Yk(J ) components of Yy

k=0,1,2,--- N—1;7=1,2,---, Np) are given b
g y
YO =S HI YD, (5)
i=1

which clearly means, for any (j, k) pair, a Maximal Ratio
Combining (MRC) procedure, involving MF for each com-
ponent of the length- Ny received vector Y.

For the optimum (MMSE) linear detection technique, it can
be shown that [4]

Y, = A 'HI Y, (6)
where
A, =HIH, +aly,, (7)

2
with a = Z—%’ = No%.

III. SEMY-ANALYTICAL METHODS FOR PERFORMANCE
EVALUATION

A. Performance Evaluation Method in the Optimum (MMSE)
Case

The frequency-domain output Y, of the MMSE detector in
Figure 2 (b) includes Gaussian noise and residual MUI terms in
its N components. Regarding the jth component of Yy, the
resulting Signal-to-Interference-plus-Noise-Ratio (SINR) can
be derived by resorting to well-known "MMSE estimation”
principles. It can be written as

I‘g’j)
SINRJ‘)]C == Tr‘](cj@’ (8)
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where Fgf’j) is the (j,7) entry of
—1
T, = [H{H; +oly, ]  HH,, )

E[Sl(c])*f/k(j)]

2
93

F,ij’j) _ , since
}N/k(j) = F,(Cj’j)S](gj) + 'uncorrelated noise — like term’).

For 4-QAM/OFDM, the resulting BER; . - conditional on
the channel realization Hy, (kK =0,1,---, N —1) - is given by

BER;x ~Q (\/m) :

with SINR; ) according to (8). The average BER for the

(10)

overall channel realization Hy (kK = 0,1,---, N — 1) can be
computed as follows:
1 &
BER = N—TZBERJ», (11)
Jj=1
where
| Nl
BER; = ;;) BER;y, (12)

B. Performance Evaluation Methods in the MF Case

The N7 components of the frequency domain output Yy,
in the MF detector of Figure 2 (a), can be decomposed - into
“useful signal”, MUI and ”Gaussian noise” - as follows:

s Nr T I N
Yk(” _ Z ’H’gm S}(@a) 4 ZZHS )H]gz,g)*sl(c) +
i=1 1#£j i=1

> HE N,
i=1

13)

( =1,2,---, Np). Regarding the jth component of ?k, the
resulting SINR can be given by

SINR; ) =
Nr a2\ 2
o3 (35 )

s |8 pren | SE | gl |
o2y |2 BHIVHIDY 4 NNy Y B ‘
1#j li=1 i=1
Nr
_ 1 (i.9)|?
_WZ H ’ , (14)
k =1
where
P =a+Y al?, (15)
1]
with o = Nogﬂ2 and
S
Ngr .. . 2
0,7)% 4,0
) Z:lHli ) Hli )
5 1=
o = 1= e (16)
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For 4-QAM/OFDM, the BER computation for the overall
channel realization Hy, (k =0, 1,---, N—1) can be performed
in accordance with eqns. (10), (11) and (12), through the use
of SINR;, given by eqns. (14), (15) and (16).

The second semi-analytical method for performance eval-
uation considers the MUI as it is, and does not necessarily
regard it as a “quasi-Gaussian interference”. By assuming

os =2 (e., S,(Cj) = +1+ j), it is easy to derive

1
BERj. = sy
Nr ) . N
Hs + Re { ) (z H,ﬁ“”H,ﬁ“”*) Sfj)}
1£5 \i=1
> @ — 2 +
= R P
{87314} \/Nf\éo ; H)
Nr ) o .
Hs +Sm { » (Z H,S*”H,i“”*) S,(j)}
l#5 \i=1
+Q - a7

v o
i=1

N
with Hy = Zf\g{l ‘H,gl’])‘ ; then, by resorting to eqns. (11)
and (12), we can get the average BER for the “overall channel”
realization H, (k =0,1,---,N —1).

IV. NUMERICAL PERFORMANCE RESULTS AND
DISCUSSION OF MASSIVE MIMO EFFECTS

In the following, we present a set of performance results
for uncoded 4-QAM/OFDM uplink block transmission, with
N = 256 and Ls = 64, within a MU-MIMO Np x Ng
Rayleigh fading channel. The fading effects regarding the sev-
eral TX/RX antenna pairs are assumed to be uncorrelated, with
all zero-mean complex Gaussian H ,E” ) channel coefficients
having the same variance Ps; (see Section II-A).

Figure 5 and Figure 6 involve subsets of BER performance
curves taken from Figure 3 and Figure 4, respectively: in
both cases, we selected the N7 x Ng MU-MIMO MF linear
detection and the SIMO 1 x Np (single-path) performance,
for several values of Np. Figure 7 shows BER performance
results, under MF linear detection, for Nr = 100 and several
values of N7 [SIMO 1x Npg (single-path) case also included.].

With regard to both linear detection techniques of Section
II-B, the several performance results concerning the MU-
MIMO system have been obtained by random generation
of a large number of channel realizations, analytical BER
computation - according to the methods of Section III - for
each channel realization, and an averaging operation over
the set of channel realizations. The accuracy of performance
results obtained through these semi-analytical simulation meth-
ods was assessed by means of parallel conventional Monte
Carlo simulations (involving an error counting procedure). As
expected, having in mind the subcarrier-by-subcarrier detection
procedure in the uncoded QAM/OFDM block transmission
context, the achieved performances turned out to be the same
for frequency-flat and frequency-selective fading conditions
(under the assumption of a CP long enough to cope with the
channel time dispersion).
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Figure 3.

BER performances for OFDM-based MU-MIMO with N7 = 2, and N = 10 (a), 50 (b) or 100 (c), under linear (MF, MMSE) and ML detection

[SIMO 1 x Ng (singe-path, multipath) reference BER performances are also included, and the five BER performances are ordered, from the worst to the best,

as explained in section IV].
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Figure 4. BER performances for OFDM-based MU-MIMO with N7 = 10, and Nr = 50 (a), 100 (b) or 250 (c), under linear (MF, MMSE) and ML detection
[SIMO 1 x Npg (singe-path, multipath) reference BER performances are also included, and the five BER performances are ordered, from the worst to the best,

as explained in section IV].

When Np > Nr, both the MUI effects and the fading
effects of multipath propagation tend to disappear: conse-
quently, the BER performances for the MU-MIMO Np x Ng
Rayleigh fading channel become very close to those concern-
ing a SIMO 1 x Np channel with single-path propagation for
all Np TX/RX antenna pairs. The achievable performances
under a “truly massive” MU-MIMO implementation can be
analytically derived as explained in the following.

Entries of Hj, are i.i.d. Gaussian-distributed random vari-
ables with zero mean and variance Px. According to the law
of large numbers [10],

L QA | 2 (i) |2
: i\ _ % _
NAZ, NRZi_l ’Hk ‘ EUHk ” Ps (8)
and
R - BT
(1)
E (i,5)% (v@l)} _
2 [ H ] = 0.
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Therefore, having in mind (14), (15), (16) and (3),

Ngr ( ]) 2
7% ‘
o (SINR;. o2 & |
im [ ———2= = i
Npr—ro0 Ng NgN Nr—co Ngp
2
Og Eb
= Py =2n— 20
NN T® 77N0 (20)

When Ni >> Np (which also implies N >> 1)

) SINR;,| E,
leading to
E
BER~Q | /2nNg—2 (22)
No

Figures 3 and 4 show the simulated BER performances
for an OFDM-based MU-MIMO uplink and several possibil-
ities regarding N7 and Np, when using the linear (MF and
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MMSE) detection techniques of Section II. In both figures,
for the sake of comparisons, we include Maximum Likelihood
(ML) detection results concerning the Np x Np system;
we also include SIMO 1 x Np reference performances, for
both the multipath propagation channel - which implies a
Rayleigh fading concerning each TX/RX antenna pair - and an
ideal single-path propagation channel. For the linear detection
techniques, the semi-analytical methods of Section III have
been adopted; the complementary conventional Monte Carlo
simulation (involving error counting) results correspond to the
superposed circles in the solid lines.

Bit Error Rate
=

10° ; ; : ; : i
14 12 10 -8 6 4 -2 0 2
E,/N, (dB)
Figure 5. BER performances for OFDM-based MU-MIMO with N7 = 2,

and Nr = 10, 50 or 100, under MF linear detection [SIMO 1 X N (single-
path) reference performances are also included].

In all figures, where the 1 x N (single-path case) SIMO
detection performance was analytically computed according to
(22) - an excellent agreement of the semi-analytical simulation
results with conventional Monte Carlo simulation results can
be observed.

In the simulation results concerning all subfigures of both
Figure 3 and Figure 4, the five BER performance curves
have been shown to be ordered, from the worst to the best,
as follows: Ny x Ng MU-MIMO with MF linear detection;
Nt x Ng MU-MIMO with MMSE linear detection; N7 X N
MU-MIMO with ML detection; 1 x Nr (multipath case) SIMO
detection; 1 X Np (single-path case) SIMO detection. These
figures clearly show that the performance penalty which is
inherent to the reduced-complexity (MF) linear detection -
as compared with the optimum (MMSE) linear detection and
even the optimum (ML) detection - can be made quite small,
by increasing Np significantly; they also show that, under
highly increased Ny values, the "MUI-free” SIMO (multipath)
performance and the ultimate bound - the "MUI-free and
fading-free” SIMO (single-path) performance - can be closely
approximated, even when adopting the reduced-complexity
(MF) linear detection. Figure 5 and Figure 6 emphasize the
performance benefits of an increased Ny , for a given N, and
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Bit Error Rate

-6 14 12 410 -8 -6 4
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Figure 6. BER performances for OFDM-based MU-MIMO with Ny = 10,

and Ng = 50, 100 or 250, under MF linear detection [SIMO 1 x Npgr
(single-path) reference performances are also included].
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Figure 7. BER performances for OFDM-based MU-MIMO with Nr = 100,
and N = 2,4, 6, 8 or 10, under MF linear detection [SIMO 1 X Np (single-
path) reference performance is also included].

Figure 7 emphasizes the more or less acceptable performance
degradation levels which are unavoidable when Npy is kept
fixed and N7 increases (under the reduced-complexity detec-
tion in all cases). This set of figures emphasizes a “massive
MIMO?” effect when Ny >> 1, especially when N > Nr too,
which leads to BER performances very close to the ultimate
"MUI-free and fading-free” SIMO (single-path) performance
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bound.

V. CONCLUSIONS

This paper was dedicated to the uplink performance evalu-
ation of a MU-MIMO system with OFDM transmission, when
adopting a large number of antennas and linear detection
techniques at the BS. The accuracy of performance results
obtained by semi-analytical means, as proposed in Section III,
was demonstrated.

The numerical performance results, discussed in detail in
Section IV, show the “massive MIMO” effects provided by
a number of BS antennas much higher than the number of
antennas which are jointly employed in the terminals of the
multiple autonomous users, even when a reduced-complexity
(MF) linear detection technique is adopted.
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Abstract—Virtual multi-input multi-output (vMIMO) schemes in
wireless communication systems improve coverage, throughput,
capacity, and quality of service. In this paper, we propose
two uplink vMIMO relaying schemes based on detect-split-and-
forward (DSF). In addition, we investigate the effect of several
physical parameters on the performance of the relaying systems,
such as distance, modulation type and number of relays. In
addition, we provide analytical tools to evaluate the performance
of the proposed vMIMO relaying schemes.

Keywords—Virtual MIMO, distributed antenna, relaying, detect-
split-and-forward, STBC, V-BLAST.

I. INTRODUCTION

Since the introduction of the multiple-input-multiple-output
(MIMO) technology, there have been great advancements in
data rate speeds and wireless network efficiency. The main
purpose of MIMO implementation is to boost the transmission
rate by exploiting the randomness of parallel channels. Using
MIMO technology, the capacity of a propagation environ-
ment decreases with increasing the correlation of the channel
coefficients. Practically, for none-line-of-sight (NLOS) and
omni-directional wireless mobile communications, there are
restrictions on handset manufacturing caused by wavelegths.
Hence, the designers should select applicable wavelengths
to realize the full potential of MIMO receivers. Obviously,
large antenna arrays of different sizes are not always practical
for handsets mobile. Furthermore, the developers of the next
generation wireless systems are investing in virtual MIMO
(vMIMO) [1]. Virtual MIMO (vMIMO) is a recent model
adapted from the broadcasting model of wireless channels
where all communication nodes (relays) support each other.
The goal of VMIMO is to provide better quality-of-service
(QoS) at higher data rates, especially for users who are at the
cell edge. This technique acts in a way similar to multi-user
(MU-MIMO) technique in the uplink side, also called network
MIMO [1]. vMIMO is based on the concept of relaying over
virtual antenna arrays. with results in enhancing the end-to-
end link performance, offering good QoS and extending cov-
erage range in NLOS environment. vVMIMO systems execute
the communication process in a distributed manner to take
advantages of the MIMO system while reducing consumption
of battery, improving capacity and expanding network lifetime

[2].

Relay structures have evolved by the introduction of virtual
antenna arrays and MIMO relays [3] and [4]. The relaying
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technique, as introduced by Van der Meulen [5], has transpired
through the years as the most well-known approach to improve
the reliability and performance of wireless networks. It makes
use of node cooperation and it allows a network to extend
its coverage without exhausting its power resources. The two
well-known relaying protocols, are: amplify-and forward (AF)
and decode-and forward (DF) [6]. AF is the simplest as it
only amplifies the received signal then forwards it. However,
its drawback is that it amplifies the noise in addition to the
signal. This technique, as described in the IEEE802.16j [7]
standard, does not require the mobile station (MS) to be aware
of intermediate relays. On the other hand, DF is a protocol that
uses error detection and correction as it decodes data once
received and confirms its correctness then forwards the data.
This technique is generally used with hybrid automatic repeat
request (HARQ) to ensure that correct data was decoded and
intact [6].

The authors of [8] and [9] extended relaying concepts to
MIMO by considering several relay transmission and topology
schemes (e.g., parallel, serial and hybrid) and taking into
consideration practical MIMO systems. The authors of [10]
and [11] investigated the performance of space-time block
coding (STBC) with MIMO relaying using AF as an effective
way to introduce spatial diversity. Virtual spatial multiplexing
with AF relaying was investigated in [12] and closed-form
expressions were derived at high-SNRs. In [13], [EEE802.16e
described the uplink virtual MIMO (UL-vMIMO) as follows:
each user is equipped with a single antenna and shares the same
channel resources with other users. By utilizing simultaneous
transmissions over a common burst, vMIMO increases the
peak transmission rate and improves the system performance.
In addition, DF virtual relaying scheme for MIMO systems
was analyzed in [14].

In [15], an AF virtual spatial multiplexing scheme is
proposed in which each transmitter is equipped with a single
antenna. The transmitters form a virtual antenna array and send
identical signals to relays that amplify-and-forward different
portions of the signal at a reduced data rate to the destination.
The receiver is equipped with multiple antennas in order to
null and cancel the interference from the different relays and
detect the original signal transmitted from the source. Another
approach proposed by [16] is to let the relays detect a sub-
stream from the original stream. Then, all relays forward their
low rate sub-streams simultaneously over the same physical
channel. This scheme has the advantage of controlling noise, as
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in digital systems, so that it is not amplified. Another advantage
is that the vMIMO relay can send data with lower modulation
rates which improves the bit error rate (BER). Because of the
practical difficulty associated with antenna coupling, another
alternative technique is proposed in [16]. In this paper we
refer to the scheme of [16] as detect-split-forward (DSF) using
vertical-bell laboratories layered space-time (VBLAST).

Up to the authors knowledge, there is no analysis for
the error probability of DSF schemes over vMIMO channels.
Thus, in this paper we provide analytical tools to evaluate the
performance of DSF-vMIMO schemes, for both VBLAST and
STBC. Both simulations and analysis are conducted to evaluate
the system performance in terms of several physical parameters
such as distance, modulation type, and number of relays.

The remainder of this paper is organized as follows. Section
II introduces the system and channel models. The analysis of
system performance and the average capacity are conducted
in Section III and Section IV. In Section V, some simulation
and numerical results are presented and discussed. Finally,
conclusions are given in Section VL.

II. SYSTEM MODEL

We consider a 1 x Nr x Np uplink system, where 1
indicates a source with a single antenna, Ny is number of
relays, each equipped with a single antenna. Np is number of
receiving antennas at the destination. The source modulates a
block of k information bits and transmits an 2¥-ary modulated
symbol x, which is received by all relays. Then, each relay
detects the information bits and splits them into N blocks of
length m bits, where mNg = k. At each relay, m-bit block
is modulated using lower level modulation schemes (2™ -ary
symbol) and will be transmitted through Npg relays, which
creates a VMIMO system. At the relays, two vMIMO schemes
are considered for relaying the Ny symbols. The first scheme
uses spatial multiplexing based on VBLAST and the second
scheme uses STBC.

A. DSF-vMIMO Schemes

To illustrate DSF vMIMO schemes, consider a 1 x 2 x 2
system with 2 bps/Hz efficiency. The relays receive the fol-
lowing signals from the source:

Yr, = hsr,x +ng, (D
Yr, = hsr,x + nR,, ()

where z is the transmitted symbol, Yp, is the received
signal at relay 4, and hgp, is the complex Gaussian fading
coefficient, with zero mean and variance of one, from the
source to relay ¢. In addition, npg, is the additive white
Gaussian noise at relay ¢ with zero-mean and variance N,,
where N, is the noise power spectral density. Each relay
detects the transmitted symbol x. The detection, splitting and
forwarding of each vMIMO scheme is explained next.

1) DSF-VBLAST Scheme: The DSF-VBLAST scheme de-
tects the 2F-ary symbol, splits it into Ny parallel symbols,
where each symbol carries m bits and then forwards the signals
simultaneously to the destination as shown in Figure 1. As
an example, for a 2 bps/Hz efficiency, the source modulates
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4 bits using 16-QAM and sends it to the relays. Each relay
detects the 16-QAM symbol and demodulates the 4 bits. Then,
these 4 bits will be splitted into two blocks, each consisting of
two bits. These two bits will be modulated using QPSK and
then spatially multiplexed and forwarded to the destination.
Since 4 bits have been transmitted using two hops, the system
efficiency is 2 bps/Hz.

The destination receives the following vMIMO signals:

Yp, Y\ _ ([ hripy hr.p, 1 +( "o
Yp, hr,p, hR,D, 2o np, )’
3

where Yp, is the received signal at antenna j at the
destination, &; is the transmitted signal from relay ¢, and hp, D;
is the complex Gaussian fading coefficient, with zero mean and
unit variance, between relay ¢ and antenna j at the destination.
In addition, n D; is the additive white Gaussian noise at antenna
j at the destination.

The destination applies the VBLAST detection algorithm
with successive interference cancellation (SIC) and it performs
nulling, based on zero-forcing (ZF), cancelation and ordering.

2) DSF-STBC Scheme: To improve the diversity order and
provide more link reliability, STBC is used in the second hop.
At the relays, the 2F-ary symbol is detected and split into
Npg symbols, each carries k/Ng bits. After that, the splitted
symbols are mapped to an STBC as shown in Figure 2. As
an example, for a 2 bps/Hz, the source sends 6 bits using a
64-QAM symbol to the two relays. Then, each relay detects
the 64-QAM symbol and demodulates the 6 bits and split them
into two blocks, each consists of 3 bits. Each block of 3 bits is
modulated using 8PSK and then mapped to Alamouti STBC
code. The STBC codes will be forwarded to the destination
over two time slots. Since 6 bits have been transmitted during
three time slots, the system efficiency is 2 bps/Hz. The signals
received by the destination could be expressed as:

2 2 2 2
YD1 th D1 th D2 ’nlDl
Y72 h2 h2 T n?
Do _ RoDy RoDs 1) 4 Dy
Y3* - hd* 7h‘ * T nd* )
Dy R1D; R1 D> 2 D
Y3* h3* —p3F n3*
D2 R2 D1 R2D2 D1 (4)

where Yf)j is the received signal at time slot ¢ and antenna
7 h’}%i p. 1s the channel from relay j to antenna j at the
destination at time slot £. The MIMO channel from the relay to
the destination is assumed to be quasi-static complex Gaussian
channel, where each cofficient has a zero mean and unit
variance.

III. PERFORMANCE ANALYSIS

A. DSF-VBLAST Scheme

To calculate the block error rate (BLER) for the DSF V-
BLAST scheme, we analyze the detection process at each hop.
Assume that Pp g, is the BLER of the first hop and Pg g,
is the BLER of the second hop. Then the total BLER at the
destination will be:

Pgp=1—(1-Ppu,)(1—Ppn,), ®

21



ICWMC 2014 : The Tenth International Conference on Wireless and Mobile Communications

Since in the first hop, the source transmit the modulated
symbol to Ny single antenna relays, the BLER at the first hop
is

Pgw, =1—(1— P,z (6)

Where P, g is the symbol error rate (SER) at each relay
for M-ary modulation over fading channels [17], taking into
account the appropriate signal set levels and energy after
splitting. Thus SER at each relay is:

(M -1 1.57r
rn= (%) (i ) @

where M = 2™ is the new cardinality of the signal set
after splitting and yr denotes the average received SNR at
each relay.

Since VBLAST detection is used in the second hop, each
layer of the V-BLAST scheme has a different error probability
depending on its diversity order [18].

Assume that P, ; is the SER for layer i over Rayleigh
fading channels, then the BLER of the second hop is:

Nr

Pom, =1-]](1—- P, ®)
i=1

For M-QAM signals, P, ; is [19]:

1y 1=Gyp, (O Di—
Pe,i:4(1*ﬁ)( ) ) (

—A( = - G -
Di—1 j
+sin(tan=1¢;) >

j=1 r=1

(€))
where the diversity order of layer 7 is:
D; = Np — Np + 1, (10)

and Np is the total number of receiver antenna at the destina-
tion. Let d be the distance between the relays and the source,
and v be the path loss, then the parameters in (9) are defined

as
B
G=173 (11)
__3d"w
b= Nl =T (12)
27
Trj = G (13)

(CU=)4i(2(j — ) + 1)

(G-7)

where vp denotes the average received SNR at each receive
antenna at the destination.

For M-PSK case, P, ; is [19]:

D;—1
M -1 Lt 1 w 2T 9 _
P.;,= — —+ = 4 =7
S Ry res (EAE DD (%7 iz + 20
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Di—1 7

pe 1. Jir 2r—i)+1
————sin(wy) —5———[cos(w;)] ,
pi+ 11 e A
(14)
where I
Mt = \/KTtSiH(M) s)
pr=d""-p (16)
1L
Wy :tan_l(m). (17)

Vi +1

B. DSF-STBC Scheme

For M-QAM STBC, the SEP at the second hop could
be calculated using (9) with a diversity order Np - Ni and
with one layer (L = 1). Therefore, the second hop BLER is
Pp g, = P, 1 with a diversity D = Np - Ngr. Then the total
BLER Pg is calculated using (5).

IV. CAPACITY ANALYSIS

The DSF-vMIMO capacity is presented in this section. The
analysis of the capacity of DSF-vMIMO for V-BLAST and
STBC is based on the fact that the instantaneous capacity of
the two hop relay system is determined by the weakest link.
The first hop consists of two SISO channels and the second
hop consists of a MIMO channel. The second MIMO hop
can be either V-BLAST or STBC. Therefore, the instantaneous
capacity of DSF-VBLAST can be calculated as:

: ZF
min{Csrso1,Cs1s02: CyBrast}

O _ =
DSF-VBLAST Ni )
(18)
and the capacity of DSF STBC is:
Cosesrne = min{Csrso1, Csrso2, Csrec} (19)

Ny ’
where Ny is the total number of hops.

In the above equations, C'syso is the instantaneous capac-
ity of single-input single-output flat Rayleigh fading channels
[18] at the first hop, which is expressed as:

Csrso = logy (1 + 'yR|h|2) bps/Hz, 20)

where the channel coefficient h is a complex Gaussian random
variable with zero mean and unit variance, and ~yp is the
average SNR at each relay. For a given h, there is only one
way to increase the capacity of the SISO channel and that is by
increasing SNR. Also, the capacity increases logarithmically
with increasing SNR.

The second hop is either a VBLAST or an STBC. For
VBLAST, the instantaneous capacity with Ny relays and with
ZF interference nulling and serial cancelation is given by [20]:

7713)}
Nr|Wzrjl%
21)

where Wz ; is the ZF projection vector of the §t" relay, vp
is the SNR per receive antenna at the destination, and ||(-)||%
is the squared Frobenius norm.

Clhrast = Nrminj—1 ... ry{logy(1+
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For STBC, the instantaneous capacity rate r. code and Np
relays is [21]

Csroc =rflogy(L+ 22 [HIR)}) @)
R

V. NUMERICAL RESULTS

In this section, the performance of DSF V-BLAST and
DSF-STBC schemes are evaluated using the analytical results
and verified by Monte-Carlo simulations. The channel models
used in the simulation are Rayleigh flat-fading channels char-
acterized by complex Gaussian random variables with zero-
mean and 0.5 variance per dimension. In addition additive
white Gaussian noise is added at each receive antenna. Both
BLER performance and average capacity are evaluated The
spectral efficiency is computed as the total number of bits
received at the destination divided by the total number of
transmission time slots.

The BLER performance of 1 x 2 x 2 DSF-VBLAST and
DSF-STBC are shown in Fig. 3 and 4, respectively. The
performance is examined at several spectral efficiencies as
shown in Tables I and II. The relays are placed at a normalized
distance of 0.3 from the source. The results in this figure
illustrate the accuracy of our analysis.

BLER comparison between DSF-VBLAST and DSF-
STBC schemes is shown in Fig. 5 The result shows the
effect of relay location on the performance of both systems
and the inherent tradeoffs. The performance is examined at
low, medium, and high SNRs and the normalized distance is
changed from zero to one. The result shows that when the
relays are closer to the source, the DSF-STBC performs better
than DSF-V-BLAST. However, when the relays are placed
further than 0.4, the performance of DSF-VBLAST becomes
better. From this result, we propose to design a hybrid system
where the relays use adaptive techniques to determine the best
scheme to be used based on the distance from the source.

The average capacities of DSF-VBALST and DSF-STBC
schemes are shown in Fig. 6. At a certain distance and since
both systems consist of SISO and MIMO hops, the SISO
channel will dominate the overall channel capacity. The result
in Fig. 6 shows that at distances greater than d = 0.5, the
DSF-VBLAST channel capacity will perform the same as the
DSF-STBC since both systems are dominated by the weakest
channel, which is the SISO channel at the first hop.

VI. CONCLUSION

In this paper, we analyzed detect-split-forward uplink vir-
tual MIMO relying schemes based on VBLAST and STBC.
The relays split the incoming source signal into lower mod-
ulation levels. This will enhance the energy efficiency of
the relaying system. Block error rate expressions and outage
capacity rates were presented. The analysis presented in this
paper matched the simulation results and it showed the effect of
several physical parameters such as distance, modulation type
and number of relays. For future work, there exists a tradeoff
between VBLAST and STBC which leads to designing an
adaptive relaying system that can adapt the MIMO scheme
based on the location of the relay to satisfy a certain quality
of service.
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TABLE 1. 1 x 2 x 2DSF-VBLAST
Time Slots 1°* Hop ond Hop bps/Hz
p) QPSK BPSK I
2 16-QAM  QPSK 2
2 64-QAM  8PSK 3
2 256-QAM  16-QAM 4
TABLE II. 1 x 2 x 2DSF-STBC
Time Slots 15 Hop 2" Hop  bps/Hz
3 QPSK BPSK 0.66
3 16-QAM QPSK 1.33
3 64-QAM 8PSK 2
3 256-QAM  16-QAM 2.66
XRl
. Tz, o ’ Yo,
N D, .
‘&\j_ VBLAST ZF
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Figure 1. System model of 1 X 2 x 2 DSF-VBLAST relaying scheme.
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Figure 2. System model of 1 x 2 x 2 DSF-STBC relaying scheme.
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Figure 3. BLER performance comparison of DSF-VBLAST relaying schemes
for 1 x 2 x 2 vMIMO system.
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Figure 4.  BLER performance of DSF-STBC relaying schemes at 0.3
normalized distance from the source.
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Figure 5. Effect of the source-relay distance on the BLER performance of

DSF-vMIMO relaying schemes.
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On the SC/FDE Uplink Alternative to OFDM in a Massive MU-MIMO Context
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Abstract—This paper deals with Single Carrier (SC)/Frequency
Domain Equalization (FDE) as an uplink alternative to Or-
thogonal Frequency Division Multiplexing (OFDM) for a Multi
User (MU)-Multi-Input Multi-Output (MIMO) system where a
”massive MIMO” approach is adopted. In this context, either an
optimum Minimum Mean-Squared Error (MMSE) linear detec-
tor or appropriate reduced-complexity linear detection techniques
are considered. Regarding performance evaluation by simulation,
two semi-analytical methods are proposed - one method in the op-
timum (MMSE) case and the other one in the reduced-complexity
cases. This paper includes performance results for uncoded 4-
Quadrature Amplitude Modulation (QAM) SC/FDE transmission
and a MU-MIMO channel with uncorrelated Rayleigh fading,
under the assumptions of perfect power control and perfect
channel estimation. The accuracy of performance results obtained
through the semi-analytical simulation methods is assessed by
means of parallel conventional Monte Carlo simulations. The
performance results are discussed in detail and we also emphasize
the achievable “massive MIMO” effects, even for the reduced-
complexity detection techniques, provided that the number of BS
antennas is much higher than the number of antennas which are
jointly employed in the terminals of the multiple autonomous
users. Appropriate ”SC/FDE vs OFDM” comparisons are also
included in this discussion of performance results.

Keywords-Broadband Wireless Communications; MU-MIMO
Systems; Massive MIMO; Performance Evaluation; SC/FDE.

I. INTRODUCTION

Cyclic Prefix (CP)-assisted block transmission schemes
were proposed and developed, in the last two decades, for
broadband wireless systems, which have to deal with strongly
frequency-selective fading channel conditions. These schemes
take advantage of current low-cost, flexible, Fast Fourier Trans-
form (FFT)-based signal processing technology, with both
OFDM and SC/FDE alternative choices [1][2][3]. Mixed air
interface solutions, with OFDM for the downlink and SC/FDE
for the uplink, as proposed in [2], are now widely accepted;
the main reason for replacing OFDM by SC/FDE, with regard
to uplink transmission, is the lower envelope fluctuation of
the transmitted signals when data symbols are directly defined
in the time domain, leading to reduced power amplification
problems at the mobile terminals.

Also in the last two decades, the development of MIMO
technologies has been crucial for the “success story” of broad-
band wireless communications. Through spatial multiplexing
schemes, early introduced by Foschini [4], and appropriate
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MIMO detection schemes [5][6] - offering a range of per-
formance/complexity tradeoffs -, MIMO systems are currently
able to provide very high bandwidth efficiencies and a reliable
radiotransmission at very high data rates. In the last decade,
MU-MIMO systems [7] - able to serve multiple autonomous
users in the same time-frequency resource, thereby providing
a true “space division multiple access” - also have been
successfully implemented and introduced in several broadband
communication standards.

In recent years, the adoption of a very large number
of antennas in the BS, much larger than the number of
Mobile Terminal (MT) antennas in its cell, was proposed in
[81[9]. This massive MIMO” approach has been shown to
be recommendable for several reasons [8][9]: simple linear
processing for MIMO detection becomes nearly optimal; both
MultiUser Interference (MUI) effects and fast fading effects of
multipath propagation tend to disappear; both power efficiency
and bandwidth efficiency become substantially increased.

This paper deals with SC/FDE as an uplink alternative
to OFDM [10] for a MU-MIMO system where the BS is
constrained to adopt simple, linear detection techniques, but
can be equipped with a large number of receiver antennas.
In this context, either an optimum (MMSE) linear detec-
tor or appropriate reduced-complexity, Matched Filter (MF)-
based, linear detection techniques are considered in Section II.
Regarding performance evaluation by simulation, two semi-
analytical methods are proposed in Section III - one method
in the optimum (MMSE) case and the other one in the
reduced-complexity cases -, both combining simulated channel
realizations and analytical computations of BER performance
which are conditional on those channel realizations.

In Section IV, this paper includes performance results
for uncoded 4-QAM SC/FDE transmission and a MU-MIMO
channel with uncorrelated Rayleigh fading effects regarding
the several transmitter/receiver (TX/RX) antenna pairs, under
the assumptions of perfect power control and perfect channel
estimation. The accuracy of performance results obtained
through the semi-analytical simulation methods is assessed
by means of parallel conventional Monte Carlo simulations
(involving an error counting procedure). The performance
results are discussed in detail and we also emphasize the
achievable “massive MIMO” effects, even for the reduced-
complexity detection techniques, provided that the number of
BS antennas is much higher than the number of antennas
which are jointly employed in the terminals of the multiple
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autonomous users. Appropriate "SC/FDE vs OFDM” com-
parisons are also included in this discussion of performance
results. Section V includes the main conclusions of the paper.

II. SYSTEM MODEL
A. SC/FDE-based Radiotransmission

We consider here a CP-assisted, SC/FDE-based, block
transmission, within a MU-MIMO system with Ny TX anten-
nas and Ny RX antennas - for example (but not necessarily)
one antenna per MT. We assume, in the jth TX antenna (j =
1,2, ..., N7), a length-N block s() = [s(gj), sgj), e s%ll]T of
time-domain data symbols in accordance with the correspond-
ing binary data block. The insertion of a length-Ls CP, long
enough to cope with the time-dispersive effects of multipath
propagation, is also assumed.

The time-domain data symbols sgj) (n =0,1,---,N —
1;5=1,2,---, Np) are randomly and independently selected

from a QAM alphabet (E [sg)} =0and F Usﬁlj)ﬂ = Jf)
for any (j,n).

By using the frequency-domain version of the time-domain
data blocks s) = {sgj),sgj),-~-,s%ll}T, given by SU) =
[Séj),Sfj),"'vS%)_l]T = DFT (s¥)) (j = 1,2,---, Ng),

we can describe the frequency-domain transmission rule as
follows, for any subchannel k:

Y = Hy Sy + Ny, (D

T
where S, = [S,(Cl),S,gQ),---,S,(cNT) is the “input vec-

tor”, N = [Nél),N,gQ), . -7N,§NR) is the Gaussian noise

. 12
vector (E {Nél)} =0 and F UN,S) =ox = NoN |,

H? denotes the N x Np channel matrix with entries
H kz’] ), concerning a given channel realization, and Y, =

T

[Yk(l), Yk@), Sy Y,C(NR)} is the resulting, frequency-domain,
“output” vector.

As to a given MIMO channel realization, it should be
noted that the Channel Frequency Response (CFR) H(7) =

o o o qT
HéZ’J),Hl(Z’j),...,H%ﬂ)I} , concerning the antenna pair
i,7), is the DFT of the Channel Impulse Response (CIR)
h(-9) R R B | where hiPP = 0 for
n> Ls (n=0,1,...,N — 1). Regarding a statistical channel
model - which encompasses all possible channel realizations

-, let us assume that £ {hﬁf’j)*hff,’j)} =0 for n’ #n.

By assuming, for any (i, j, k), a constant
21 N 2
pllufo ] = X B[] - 2 @
n=0

(of course, with th’” =0for Ly <n < N-—-1)and a 4-
QAM SC/FDE block transmission, the average bit energy at
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each Base Station (BS) antenna is given by

E,= 2P, 3

N

where 1 = 57—

B. Optimum (MMSE) Linear Detection Techniques

Linear detection techniques are considered in this paper
for dealing with both MUI and Inter Symbol Interference
(ISI). An appropriate linear detector can be implemented by
resorting to frequency-domain processing, so as to jointly
perform frequency-domain MultiUser Detection (MUD) and
FDE procedures. After CP removal, a DFT operation leads
to the required set {Yy; k=0,1,---,N —1} of length-
Np inputs to the frequency-domain detector (Y given by
(1)); it works, for each k, as shown in Fig. 1(a), leading
{?k; k:O,l,-~-,N—1}

to a set of length- N7 outputs

- . . . T
Y. = [Yé1)7Yé2)’.._7Y]§Nt)} (k=0,1,---,N —1).

For the optimum (MMSE) linear detection technique, in
the frequency-domain, it can be shown that

Y, = A 'HE Y, 4)
(see Fig. 1(a)), where
A, =HIH, + oly,, )
12
with o = 2—12;’ = {‘VS (0% =F USIEJ)‘ } = Naf).
&l s

For each user j, the required time-domain decisions are
then based on the IDFT of the length-N block Y() =

~ (7 ~ (7 ~ . T
[YO(J),Yl(])w-,YN _ 1(])} (j = 1,2,---,Np), as shown
in Fig. 1(c).

Yy ?FA_lkHHka
L] [} A M
= i = da
Ne r‘]T N;
(a)
o —
i ¢
H ——P?——I— =
HkYk ) ckl2l . Yk
gl
(b)
y® ;(il ;{j]
[] ] A [
C—_J)] IDFT : / Dec. : )
N N N
(c)

Figure 1. Linear, frequency-domain detection procedure (k = 0,1, ..., N—1)
(a), reduced-complexity implementation regarding Ay ~! (b) and time-domain
decision procedure for user j (j = 1,2, ..., N7) (¢).
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C. Reduced-complexity Linear Detection Techniques

Instead of the optimum (MMSE) linear detector, a reduced-
complexity linear detection technique can be implemented by
replacing the Ay matrix in (4) by a diagonal A matrix sharing
the same entries

A (s J) H(’L:J , (6)

in the main diagonal. Therefore, the required matrix inversion
in (4) becomes a very easy task, and the corresponding
reduced-complexity implementation of the second block in Fig.
1 (a) can be done according to Fig. 1 (b), with

j 1
) = —r—3 )

Ngr (i.7) 2
a+ Y, ‘Hk J ’
i=1

Consequently, the N7 components of ?k can be decom-
posed - into “useful signal”, MUI and “Gaussian noise” - as
follows:

. AL RN N
AL :CJEJ)Z’H;EZ’J)‘ SY 4+
=1

Ngr
LOO S HED D 50 4
l;éj i=1

C(J) Z H(Z’j)*N(Z 8)

..’NT)_

As an alternative to the C,(cj ) coefficients given by (7) -
in the context of a simplified signal processing structure as
Jomtly depicted in Fig. 1(a) and Fig. 1(b) - one can adopt

C (7) coefficients so as to meet the MMSE criterion.

It can be shown that, under the reduced-complexity con-
straint, the resulting MMSE coefficients can be written as

i 1
o) = )

o Ng PUNE
ak(J)-i-;‘H,g J)‘

where
a;(j) a4+ Zaél,j)’ (10)
l#]j

Ng

with o = ~2 and

-

;Hk: Hk:

) %‘H(U)‘Q (11)
k

o)
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III. SEMI-ANALYTICAL METHODS FOR PERFORMANCE
EVALUATION

A. Performance Evaluation Method in the Optimum (MMSE)
Case

The frequency-domain output Y, of the MMSE detector
in Fig. 1(a) can be written as

Y, = I';Si + ' Noise — like term’ (12)
where

Ty, = [HIH, + oly, | HIH, (13)

For 4-QAM SC/FDE transmission and optimum (MMSE)
detection, the resulting BER; (j = 1,2, --, Nt) - conditional
on the channel realization {Hy; k = 0,1,---, N—1} - is given
by

BER; ~ Q (\/SITR]) (14)

where SINR,; denotes the signal-to-"Interference plus
Noise” Ratio regarding the components of the jth, time-

T
(j)a:’lj£ )7 agg\J[) 1:| =

domain, output block yV) =

0 v g 1"
IDFT([YO] Y ,-~-,YN{1} ) It can be shown that

,y(j)
SINR; = . (15)
—7(])
in eqn. (14), with
N—
Z (J;] (16)
k=0
where F,(Cj’j) denotes the (j,j) entry of T defined
. (3)* 5(3) . .
in (13) %”zM, since 3 AP+

ai

"uncorrelated noise — like term’).

Of course,the average BER for the channel realization
{Hy; k=0,1,---,N — 1} can be easily derived from (14):

Nt
BER = NT Z BER;, a7

B. Performance Evaluation Method in the Reduced-complexity
Cases

When using the MMSE criterion under the constraint of a
simplified detection structure, based on Fig. 1(a) and Fig. 1(b),

the C,ij ) coefficients are given by (9). In this case, we can still
write (12), but now with

T, = A, 'HIH,, (18)

where A’} is a diagonal matrix with entries

(J)+Z‘HH)

given by (10) and (11)).

A;g(j’j) — , (19)

C(J)

which replaces Ay (ozkj
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Therefore, eqns. (15) and (16), for the SINR; are still
valid; however, due to the different I';, matrix,

1N1
N 2

Y
=0 ak(J) i Z ’H]Em)‘

Z H J)‘

(20)

in (15), in this case. Of course, the resulting BER (conditional
on the channel realization {Hy; k = 0,1,---,N — 1}) can
then be computed according to eqns. (14) and (17).

Wlth regard to the reduced-complexity technique which
uses C} ) coefficients according to (7) (not accordlng to (9)),
it should be noted that it cannot be regarded, in general, as a
true "MMSE techmque” The only exception is the case where
Nt =1, leading to «, '@ = 4 in this special, Single User (SU)
case - with ISI but not MUI- we still could adopt (15), with

Ngr (z ) 2
1 Z Hk 3J

1 V=
YW =% 1)
k=0 o + Z H(w)‘
consequently, for N7 = 1, we should get
N L.
o mlnf
| k=0 a+I_Vf|H,§“”)2
SINR; sy = =1 (22)

o N—1
@ 1

Np 2
F=0 a+ 3 |HE|
i=1

For Ny > 1, an appropriate MU term should be added
to the ”1.ST +noise term”. The resulting SIN R; is given by

SINR; s

SINR; = S (23)
1+ SINR; sy Zptd)
where
2
Ng
i =T zz S0 e
N(’Y(”) 17 k= Z’ vﬂ‘

with () obtained from (21), concerns the MUI when Ny > 1.

IV. NUMERICAL PERFORMANCE RESULTS, DISCUSSION
OF MASSIVE MIMO EFFECTS AND SC/FDE vs OFDM
COMPARISONS

The set of performance results which are presented here
are concerned to 4-QAM SC/FDE uplink block transmission,
with N = 256 and Ls = 64, in a MU-MIMO N x Ng
Rayleigh fading channel. The fading effects regarding the
several TX/RX antenna pairs are assumed to be uncorrelated,
and two possibilities are considered for the CIRs of the channel
realizations (the first possibility only for some performances
of Fig. 4):
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e A zero-mean, complex Gaussian h(() 4 with variance

Ps,, and hgf’j) =0forn =1,...,255 (i.e. a frequency-
flat Rayleigh fading);
e Independent zero-mean complex Gaussian h(i’j )
efficients, all of them with variance 64, for n =

0,1,...,63, and A = 0 for n = 64,65, ..., 255 (i.c.
a strongly frequency-selective Rayleigh fadlng).

With regard to the linear detection techniques of Sections
II-B and II-C, the several performance results concerning the
MU-MIMO system have been obtained by random generation
of a large number of channel realizations, analytical BER com-
putation - according to the methods of Section III - for each
channel realization, and an averaging operation over the set
of channel realizations. The accuracy of performance results
obtained through these semi-analytical simulation methods
was assessed by means of parallel conventional Monte Carlo
simulations (involving an error counting procedure).

When Ni > Nrp, both the MUI effects and the effects of
multipath propagation (fading, ISI) tend to disappear: conse-
quently, the BER performances for the MU-MIMO Nr x Ng
Rayleigh fading channel become very close to those concern-
ing a Single-Input Multi-Output (SIMO) 1 x Ng channel with
single-path propagation for all Ny TX/RX antenna pairs. The
achievable performances under a “truly massive” MU-MIMO
implementation can be analytically derived as shown below.

Entries of H;, are i.i.d. Gaussian-distributed random vari-
ables with zero mean and variance Ps. According to the law
of large numbers,

- L i ok
o [ ole]  o

and
Nr
; 1 @G*x @G| _ F (6,3)* 77 (3,0 | _
NEDeo | (;1) B I [Hk A, }_0‘
l#j

Consequently, when Np >> Nr, f/k(j) ~ [S,(cj)NRPE +

'Gaussian noise with variance NNoNgPs '] x C,E,j), with

; 1
Clij )

~ m (f07” any (.%k‘))

(26)

Therefore, practically there is neither MUI nor ISI and
3 ~ [ngj)NRPE +
'Gaussian noise with variance NoNgPs '] x C.

fading at the time-domain outputs:

The resulting BER performance becomes as follows:

NRP20'2

) —of . Janna Lt
N —Q( 2nNRNO>, @n

Figures 2 and 3 show the simulated BER performances for
an SC/FDE-based MU-MIMO uplink and several possibilities
regarding Nr and Npg, when using the linear detection tech-
niques of Section II: optlmum (MMSE) detection; reduced-

complexity detection, under C}; ) coefficients given by eq. (7)

BER~Q
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Figure 2. BER performances for SC/FDE-based MU-MIMO, with Nt = 2, and N = 10 (a), 50 (b) or 100 (c), under reduced-complexity (I, II) and MMSE
linear detection [SIMO 1 X Npg (singe-path, multipath) reference BER performances are also included, and the five BER performances are ordered, from the

worst to the best, as explained in section IV].
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(b)
BER performances for SC/FDE-based MU-MIMO, with N7 = 10, and Nr = 10 (a), 50 (b) or 100 (c), under reduced-complexity (I, II) and

MMSE linear detection [SIMO 1 X Npg (singe-path, multipath) reference BER performances are also included, and the five BER performances are ordered,

from the worst to the best, as explained in section IV]].

(D or eq. (9) (I). In both figures, for the sake of comparisons,
we also include SIMO 1 x Np reference performances, for
both the multipath propagation channel - which implies a
Rayleigh fading concerning each TX/RX antenna pair - and an
ideal single-path propagation channel. For the linear detection
techniques, the semi-analytical methods of Section III have
been adopted; the complementary conventional Monte Carlo
simulation (involving error counting) results correspond to the
superposed circles in the solid lines.

Fig. 4 is dedicated to an *SC/FDE vs OFDM’ comparison
of BER performances, for the strongly frequency-selective
fading channel case and the MMSE linear detection. In fact,
the "OFDM results” shown here could have been obtained
by resorting to the SC/FDE simulation software, by replacing
the strongly frequency-selective fading by a frequency-flat
fading. This is due to the following reasons: under frequency-
flat fading, uncoded SC/FDE and OFDM provide identical
performances; uncoded OFDM performance does not depend
on the frequency-selectivity of the fading effects.

In all figures, where the SIMO detection performance
was analytically computed according to (22), an excellent
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agreement of the semi-analytical simulation results with con-
ventional Monte Carlo simulation results can be observed.

In the simulation results concerning all subfigures of both
Fig. 2 and Fig. 3, the five BER performance curves have been
shown to be ordered, from the worst to the best, as follows:
Nr x Np MU-MIMO with reduced-complexity (I) linear
detection; Np x Ngp MU-MIMO with reduced-complexity (II)
linear detection; Nt x Ngr MU-MIMO with MMSE detection;
1 x Np (multipath case) SIMO detection; 1 x Np (single-
path case) SIMO detection. These figures clearly show that
the performance degradation which is inherent to the reduced-
complexity linear detection techniques (I and II) - as compared
with the optimum (MMSE) linear detection - can be made
quite small, by increasing Ng significantly; they also show
that, under highly increased Np values, the "MUI-free” SIMO
(multipath) performance and the ultimate bound - the "MUI-
free and ISI & fading-free” SIMO (single-path) performance -
can be closely approximated, even when adopting the reduced-
complexity (I) linear detection. These two figures emphasize
a “massive MIMO” effect when Nr > 1, especially when
Ngr > Nr too, which leads to BER performances very
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SC/FDE (dashed lines) vs OFDM (solid lines) BER performances, for 2 x 10 (a) and 10 x 50 (b), under strongly frequency-selective Rayleigh
fading [SIMO 1 X Ny (multipath, single-path) reference performances are also included].

Figure 4.

close to the ultimate "MUI-free and ISI & fading-free” SIMO
(single-path) performance bound.

With regard to *SC/FDE vs OFDM’ (uncoded) BER per-
formance comparisons, we can remember the significant per-
formance advantage of SC/FDE when the Rayleigh fading is
frequency-selective and Nr = 1 or 2 [2][3]. However, Fig. 4
clearly shows that - in spite of the strongly frequency-selective
fading considered here - the performance advantage of SC/FDE
practically vanishes when Ny >> 1, even for a moderate %—g

(e.g., equal to 5).

Not surprisingly - having in mind the comparison depicted
in Fig. 4 - Fig. 2 and Fig. 3 of this paper are very similar,
respectively, to Fig. 3 and Fig. 4 of [10] (where the OFDM-
based MU-MIMO alternative is considered).

V. CONCLUSIONS

This paper was dedicated to the uplink performance eval-
uation of a MU-MIMO system with SC/FDE transmission,
when adopting a large number of antennas and linear detection
techniques at the BS. The numerical performance results,
discussed in detail in Section IV, show the “massive MIMO”
effects provided by a number of BS antennas much higher
than the number of antennas which are jointly employed in
the terminals of the multiple autonomous users, even when
reduced-complexity linear detection techniques are adopted.

The accuracy of performance results obtained by semi-
analytical means, much less time-consuming than conven-
tional, ’error counting’-based, Monte Carlo simulations -
was also demonstrated. The proposed performance evaluation
method can be very useful for rapidly knowing “how many
antennas do we need in the BS?”, so that a "massive MIMO”
effect can be achievable, for a given number of antennas jointly
employed in the user terminals.

The performance results of this paper also clearly show that
the SC/FDE detection performance, in a MU-MIMO context
with a large number of BS antennas, cannot be significantly
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better than that of OFDM: in fact, the SC/FDE performance
advantage practically vanishes when Nr > Nr, even for a
strongly frequency-selective fading channel. Nevertheless, we
can say that SC/FDE is a better choice than OFDM for up-
link transmission, due to its well-known “power amplification
advantage” [2] and to the fact that it does not suffer from a
detection performance disadvantage.
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Abstract—In the context of an integrated water management
project, we derive an analysis based on numerical modelling
for throughput estimation in an IEEE 802.15.4 wireless sensor
network (WSN). It takes into account the number of nodes in a
cluster network, as well as transmitted packet size. We focus on
the IEEE 802.15.4 compliant slotted Carrier Sense Multiple Ac-
cess with Collision Avoidance (CSMA/CA) algorithm. Theoretical
estimations are verified using the ns-2 network simulator. The
configuration examined is a chain network formed by wireless
sensor nodes where the first node is the source of data packets
and the last is the traffic sink. Simulation results show that there is
a satisfactory approximation between the theoretically estimated
and the simulated values.

Keywords—Performance Evaluation; Wireless Sensor Networks;
Analytical Model; Personal Area Network.

I. INTRODUCTION

Wireless sensor networks are widely deployed in a variety
of applications, including home monitoring and automation
[1]-[3], environmental monitoring [4] [5] and health mon-
itoring [6]-[8]. Depending on system requirements and the
type of application, sensor nodes are usually deployed in three
different topologies, i.e., peer-to-peer (also called point to
point), star and mesh. In the peer-to-peer network, nodes can
directly communicate with each other, without the mediation of
a Personal Area Network (PAN) Coordinator. All sensor nodes
in a star topology are connected to a PAN coordinator. Node
communications are routed through the coordinator. A tree
topology is considered a hybrid of both the peer to peer and
star configurations. It consists of different hierarchical levels,
the lowest of which forms one or more star networks.

An environmental monitoring system is proposed in the
context of the CYBERSENSORS project [9]. The system
architecture under consideration employs two distinct sub-
systems: a physical /chemical parameters monitoring subsys-
tem and a visual monitoring subsystem, as shown in Fig.
1. Regarding the first, it consists of wireless sensor probes
communicating with a PAN coordinator, forming an IEEE
802.15.4-compliant WSN [10]. In the second subsystem, Vi-
sual Sensor Nodes communicate with an IEEE 802.11n router
(forming a Wireless Local Area Network (WLAN)) [11]. Data
collected from both networks are forwarded to a remote server
through a 3G/HSPA broadband link [12]. Using a peer-to-peer
setup can extend WSN range, especially when efficient self -
configurability and large area coverage are important [13].
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Figure 1. System architecture for integrated water management.

In this paper, we look into performance issues associated
with the sensors subsystem responsible for sampling and
storing of physical (i.e., suspended particles, temperature) and
chemical (i.e., conductivity, dissolved oxygen, nitrate, pH,
heavy metals) quality metrics [4]. Sensor nodes operate in
an IEEE 802.15.4/Zigbee framework for the wireless data
transmission of the collected measurements. Within this high
frequency monitoring platform, sensor nodes will be deployed
along a river bank.

In [14], authors proposed an analytical performance model
for a sensor network with specific delay and packet delivery
ratio requirements. Their model is validated using the ns-2
simulator [15] for a star-topology sensor network. A Markov
renewal process [16] is embedded for the calculation of
saturation throughput. Authors in [17] developed an analytical
model using Markov chains, for both a one-hop star topology,
as well as a multi-hop sensor network. They examine the
unslotted IEEE 802.15.4 CSMA/CA algorithm, validated by
Monte Carlo simulations. A worst-case modeling methodology
based on Network Calculus [18] [19] is described in [20].
Sensor nodes forming a cluster-tree network compete for
channel access following the slotted CSMA/CA algorithm.

In the following sections, we propose a method for cal-
culating network capacity when a number of remote sensor
nodes are employed for data acquisition and the rest for packet
forwarding to the PAN coordinator. Throughput is derived as
a function of the number of relay nodes in the network and
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packet size. These results will be used for the deployment of
an operational sensor network.

The rest of the paper is organized as follows: the analytical
model is described in Section II. Model evaluation is presented
in Section III, while conclusions are drawn in the last section.

II. NUMERICAL ANALYSIS

Two distinct data transfer modes are supported by an IEEE
802.15.4 network, i.e., beacon enabled and non - beacon
enabled. In the beacon enabled mode, the PAN coordina-
tor transmits periodic beacons, allowing node synchroniza-
tion. This scheme employs the superframe structure. The
macBeaconOrder (BO) attribute describes the interval at
which the coordinator shall transmit beacon frames. The Bea-
con Interval (BI) is related to the macBeaconOrder as follows:

BI = aBaseSuper frameDuration* 289
for 0 < BO < 14,
where,

aBaseSuper frameDuration=
aNumSuper frameSlots*aBaseSlot Duration

The length of the active portion of the superframe is
described by the macSuper frameOrder (SO) attribute. The
Superframe Duration (SD) is related to the SO attribute as
follows:

SD = aBaseSuper frameDuration* 25¢

for 0 < SO < BO

The active portion of each superframe is divided into
aNumSuper frameSlots = 16 equally spaced slots and is
composed of three parts: a beacon, a Contention Access Period
(CAP) and a Contention Free Period (CFP). If SO < BO,
the active superframe portion is shorter compared to the BI,
allowing nodes to enter sleep mode.

A numerical analysis model for throughput estimation is
developed in this paper. As stated in the previous paragraph,
we assume there is no CFP period.

A. Two nodes transmission

Our analysis begins with the simplest scenario, where a
node transmits its data directly to the PAN coordinator. We
also assume equal BO and SO values greater than 4. In this
case, a node transmits its packets during a single time slot of
a superframe. If BO (and consequently SO) < 4, a node will
not complete its transmission during the current time slot and
should wait for the next superframe to complete transmission,
as indicated by the Medium Access Control (MAC) mech-
anism. Also in this analysis, there are no Guaranteed Time
Slots (GTS) during a superframe.

We assume that there are no other contending nodes to
gain channel access within the range of the sensor nodes.
The Backoff Exponent (BE) parameter is related to how many
backoff periods a device shall wait before attempting to assess
a channel. In the case of two transmitting nodes, it is limited to
its lowest value BE=3, due to low contention levels. Based on
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the slotted CSMA/CA algorithm, the total duration of a frame
transmission is calculated as:

Ttot = (dBE+dfr +dLIFS+dtrn +dCW +dack) X Ts (1)

where

e dpg : backoff period duration, in symbols
e  dy, : the duration of a frame transmission, in symbols

e dprrs : Interframe Spacing Time, the number of
symbols separating two successive frames,

®  dyy @ turnaround time, the number of symbols re-
quired to switch the RF transceiver from receive to
transmit mode in order to transmit an acknowledge-
ment,

e dow : time required for the necessary clear back-
off periods prior to the transmission. There are two
Contention Window (CW) slots, each of 20 symbols
length,

®  dgyk : transmission time required for an acknowledge-
ment frame, in symbols.

The 250 kbps data rate supported by the IEEE 802.15.4
standard are equivalent to 62.5 % The duration of a

symbOL Ts Cquals to = 0'0]‘6.@3;:1201

1
62500 2ymbols
sec

The maximum frame size is 133 bytes (102 bytes applica-
tion data + 25 bytes PHY overhead + 6 bytes MAC overhead).
dy, expressed in symbols is equal to:

bytes bits
o 133frame X 8byte — 9266
fr= bits -
symbol

symbols

2

frame

As the number of symbols forming the basic time period
used by the CSMA/CA algorithm is 20 symbols, each time pe-
riod described below must be expressed as an integer multiple
of 20 symbols. dyrrs, dirn, dow and dgex values are defined
by the IEEE 802.15.4 standard.

Therefore,

o dprp = @BP-)*aUnitBackoffPeriod, where
aUnitBackof f Period is equal to 20 symbols

®  ducr = 10 symbols. A total of 20 symbols are reserved
e drrrps = 40 symbols

®  dyp = 12 symbols. As in ¢, 20 symbols occupied

o dow = 2*%20=40 symbols

Based on the above estimations and (1), T}, is equal to:

Tiot = (dpe +dfr + dack + drirs + dipn + dow) x T
symbols ms sec 3)

.016 = 0.008416
frame % symbol frame

= 526

Subsequently, the chain throughput approximation is equal
to:
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= ; _ 118frame
0.008416 =3¢ sec

frame

bytes bits
x 133 x 8

“)

frame byte

Taking into account only the application payload, applica-
tion throughput is equal to:

Sap = 118 x 102 x 8 ~ 96.29kbps 5)

B. N-nodes chain analysis

When increasing chain size to three nodes, the second node
forwards packets received from the last (third), to the coordina-
tor. The absence of collisions maintains node contention low,
so the BE parameter is still limited to its lowest value BE =
3 for the first two nodes of the chain. The PAN coordinator
is not involved in contention, as it only receives packets. The
number of symbols now required for a packet transmission is
twice the number of those involved in the two-node analysis,
i.e., 1052 symbols.

The successive packets of a single connection interfere with
each other as they move down the chain, forcing contention
in the MAC protocol. As node contention increases with
network size, the BE index increases as well. Contention
reaches maximum level when the chain consists of more than
3 sensor nodes. According to the slotted CSMA/CA algorithm
(shown in Fig. 2 [10]), the BE index reaches its maximum
value macMaxBE = 5.

CSMA/CA

NB=0, CW=CWo,
BE=macMinBE

Locate backoff
period boundary|

Delay for randon
(2"BE-1) unit
backoff periods

[

!

Perform CCA
on backoff
period boundary|

Channel Idle

N

MNB=NB+1, CW=CWa,
BE=min (BE+1,macMaxBE)

MNB=NB+1, CW=CWa,
BE=min(BE+1,macMaxBE)

NB>
macMaxC5MABackoffs

Channel Idle

Figure 2. Slotted IEEE 802.15.4 CSMA/CA algorithm (from [10]).
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An 802.15.4 node’s ability to send is affected by the
amount of competition it experiences. For example, node 3 in
a 7-node chain experiences interference from 4 other nodes,
while node 1 is interfered with by two other nodes. This means
that node 1 could actually inject more packets into the chain
than the subsequent nodes can forward. In the n-nodes chain
illustrated in Fig. 3, the last is the source and the first is the
data sink. Packets travel along a chain of n-1 intermediate hops
until they reach their destination. For the first transmission
between nodes n-1 and n-2 contention is low, thereby the BE
value is kept at its lowest value, i.e., 3. For the subsequent n-2
hops contention levels are higher since three or more nodes
potentially attempt to gain access to the channel at the same
time. Due to the increased contention levels, the BE index
maintains the macMaxBE value.

Subsequently, we proceed to the calculation of the through-
put equation. We assume a Constant Bit Rate (CBR) applica-
tion (to model the periodical sensor sampling) which transmits
packets of size k bytes (data payload). The frame size (send
by the PHY layer) is k + 33 (PHY + MAC overhead) bytes,
which is equal to:

bits

bytes Bpiie symbols
k Y =2x(k —— (6
(k + 33) Frame 435 i x (k + 33) Frame (6)

The maximum backoff duration, dpg, depends on the
number of nodes forming the network. The remaining terms in
(D), i.e., dgck»> dr1Fs, diry are constant. Based on the above
estimation and (4), data throughput can be approximated by
the following equation:

1 bytes bits k
S= T, symbols X 8b =500 x kaps (7
_tot frame frame yte tot
symbols
62500 =2
<
'f ’/ . \\ ’t\‘ ’r . \\ F[\‘ ’/ ' \\ \\ ‘f F/ \\ r/ \\ f/ \‘ 'f \\’/ . \\ \‘
A VA A VAN I B S B AN AN ;)
0 1 2 n-3 n-2 n-1
Figure 3. Chain consisting of n sensor nodes.

In order to verify the accuracy of (7), we conduct a
number of simulations. Details on the simulated topologies and
corresponding results are presented in the following section.

III. MODEL EVALUATION

Here, the ns-2 simulator is used to verify the accuracy and
scaling of the model already discussed. Nodes are configured
according to the IEEE 802.15.4 standard, operating at 2.4 GHz
with a maximum transmission rate of 250 kbps. The simulation
parameters are listed in Table 1.
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TABLE 1. SIMULATION PARAMETERS

IEEE Standard 1EEE 802.15.4

MAC Protocol Beacon Enabled CSMA - IEEE 802.15.4
Transmission range 20 m

Beacon Order - BO 7

Superframe Order - SO | 7

Number of nodes 2 to 100

Application Type Constant Bit Rate

Offered Traffic Load 10 to 250 kbps

Packet Size 25, 50, 75, 100 bytes
Simulation time 200 sec
Application duration 50 sec

Bit Error Rate (BER) perfect channel conditions (0)

The WSN topology consists of a sensor nodes chain of
increasing length from 2 to 10 nodes, forming a cluster net-
work of static nodes. Each node has an effective transmission
range of 20 meters (an interference range of 35 meters) and
is located 15 meters away from its immediate neighbors. All
nodes operate as Full Function Devices (FFDs), with the first
one being the PAN coordinator and the last one serving as
the application client. The rest are relay nodes, forwarding
received packets from the client to the coordinator.

A CBR flow is applied, running for 50 seconds, four
times for each topology, each time sending packets of different
size, i.e., 25, 50, 75 and 100 bytes. In the CYBERSENSORS
project, data wil be collected and forwarded periodically,
which makes the choise of CBR data model appropriate.
For each configuration, the transmission data rate increases
from 10 to 250 kbps with steps of 10 kbps each. Prior to
the initiation of the CBR flow and data collection, network
simulation runs for a time period of 150 seconds, necessary
to reach a stable state in terms of node synchronization and
association. Average throughput values are simulated for four
different packet sizes in Fig. 4.

@
&
@
4
=
=
i
=
[}
=
o
4
=
=

3 : "' PACKET sIZE

CHAIN SIZE

Figure 4. Average throughput (simulated) for a maximum chain length of 8
nodes.

Average throughput for the case of a three-nodes-chain
with payload 100 bytes per packet is 49.6 kbps. For the same
network size, when packet size is reduced to 25 bytes, the
corresponding value degrades to 21.46 kbps. Packet loss levels
not explicitly shown here follow the reverse gradient of the
curves in Fig. 4, since high throughput values correspond to
low packet losses.

Figures 5 and 6 present a comparison between throughput
calculated by the numerical analysis model in the previous
section and that obtained through simulations for different
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network sizes and offered traffic load. In both figures, the
deviation between corresponding lines varies from 0.023 to
3.179 kbps (minimum and maximum values, respectively),
with an average deviation value of 1.008 kbps.

T T
—=—Theoretical — 100 bytes|
90 ~—— Simulation - 100 bytes [
- x-Theoretical - 75 bytes
- - -Simulation - 75 bytes

Chain Throughput (Kbps)

5 6 7
Chain size (nodes)

Figure 5.  Theoretical vs simulated throughput achieved along a chain
of nodes, as a function of the chain length and packet sizes (100 and 75
bytes/packet) and a maximum chain size of 10 nodes.

—*-Theoretical - 50 bytes
——Simulation - 50 bytes
-x-Theoretical - 25 bytes
- - -Simulation - 25 bytes

Chain Throughput (Kbps)

5 6 7
Chain size (nodes)

Figure 6. Theoretical vs simulated throughput for 50, 25 bytes/packet.

To evaluate the validity of (7) we also conduct simulations
on larger chains of nodes, consisting of up to 100 nodes.
Results are shown in Fig. 7 and 8.

—%—Theoretical - 100 bytes
7 —— Simulation — 100 bytes ||
-%-Theoretical - 75 bytes
- - -Simulation - 75 bytes ||

Chain Throughput (Kbps)

50 60 70 80 90 100
Chain size (nodes)

Figure 7. Theoretical vs simulated throughput for 100, 75 bytes/packet for
chains of up to 100 nodes.

As the number of nodes increases, the achieved throughput
tends to reach very low values. Packet size has a minimum
effect to the chain throughput. The proposed model provides
a close approximate to the simulated throughput.

To further examine the impact of configuration parameters,
we conducted simulations for different BO=SO values, i.e.,
5, 6, 8 and 9. Results not presented here, show that there
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Figure 8. Theoretical vs simulated throughput for 50, 25 bytes/packet.

are no significant differences compared to those presented in
this paper. These conclusions further support the validity of
our model, since our analysis does not take into account the
duration of the active period of a superframe, declared by the
SO attribute. Simulation results match with theoretical values
even when SO < BO.

IV. CONCLUSION

A key component of the integrated water management
system is the chemical sensors subsystem and its monitor-
ing capabilities. In this framework, we present a numerical
model for throughput estimation on a chain of IEEE 802.15.4-
compliant sensor nodes forming a cluster network. It provides a
useful tool within the scope of an integrated water management
project. The proposed numerical analysis and corresponding
results will be used for the design, deployment and manage-
ment of the chemical sensors module.

We evaluate our model through a series of simulations
in order to check its accuracy and scalability under differ-
ent packet and network sizes. The comparison between the
numerically estimated and simulation values shows that there
is a close match in the majority of the examined cases. This
approach scales well with respect to network and packet size.
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Abstract—Heterogeneous Networks are introduced in LTE-
Advanced in order to fulfill the demanding necessity for more
network capacity by the deployment of small cell nodes. In this
paper, we study the dense deployment of small cells in hotspot
to cover the users’ data requests. The aim is to determine the
optimum number of outdoor nodes per hotspot to achieve
highest average user throughput. The results indicate that
there is a range of optimum number of small cell nodes
depending on the density of data traffic and the trade-off
between available capacity and inter small cell interference.
Introducing the small cells layer results in better channel
conditions for some users that are close to small cells nodes.
Thus, this encourages the usage of higher order modulation
schemes like 256QAM. Adopting 256QAM infers that
impairments caused by transmitter and receiver circuitry
should be considered while evaluating the feasibility of
256QAM for outdoor small cells in heterogeneous networks.
Results show that impairments have considerable negative
effect on 256QAM throughput gains compared impairments-
free system.

Keywords—Heterogeneous  Networks;  Higher  Order
Modulation; Qutdoor Small Cells; 256QAM; Transmitter &
Receiver Impairments.

. INTRODUCTION

Small Cells (SCs) and Heterogeneous Networks
(HetNets) are considered one of the LTE-Advanced research
topics that grasped interest in the recent time [1]. It is
expected that the data rates requested by mobile subscribers
will increase significantly in the coming years [2]. In
addition to that, LTE-Advanced will need to satisfy new
usage models that involve a giant hump in some services
especially mobile data and video streaming. HetNets appears
as a promising solution for LTE-Advanced to provide higher
data rates and quality of service in the areas of high density
of users.

HetNets are access networks consisting of multiple
operating layers with different characteristics. The main
layer is the Macro-layer that consists of Macrocell Nodes
(MCNs) with high transmission power; and it is responsible
for the coverage in an entire site. While the SCs layer, which
is based on low-power nodes, is deployed in areas of high
throughput requirements known as Hotspots.

The SCs layer nodes can be categorized based on density
of deployment to sparsely dropped SCs or densely dropped
SCs in hotspot areas [1]. SCs nodes also differ in range of
coverage ranging from small apartments /offices (Femto
Cells) supporting Closed Subscriber Group (CSG)
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functionality [3][4] to larger areas like halls and airports
(Pico Cells). Another dimension of classification is the
deployment environment; since SC nodes can be deployed
indoors or outdoors at lower heights compared to MCN:Ss.

The deployment of SCs results in interference problems
for User Equipment (UEs) in both layers [4][5] that should
be suppressed by different interference mitigation
algorithms, such as, ICIC, elCIC and FelCIC [6][7] and
power control techniques [3][4].

In this paper, we focus on boosting UE throughput by
enhancing the performance of HetNets with outdoor SCs.
The enhancement is achieved using two aspects. The first
aspect is increasing the density of clusterization of SCs in
hotspots. The second aspect is the application of higher order
modulations schemes like 256QAM for higher data rates at
user terminals.

Dense clusterization of SCs is used at hotspots to provide
closer serving nodes, i.e., better channel conditions, to more
UEs for better network capacity and reducing traffic load on
Macro layer. The disadvantage of the high density
deployment of SCs is the non-negligible inter-SC
interference. This harms Signal to Interference and Noise
Ratio (SINR) between UEs and SC nodes resulting in
throttled UE throughput. Thus, maintaining an optimum
density of SC deployment is required to taper interference
and to maximize throughput for UEs.

Being closer to UEs, less propagation losses to be
suffered and better channel conditions and SINR are
maintained between UEs and SCs nodes. Thus, higher
performance could be achieved by introducing higher order
modulation schemes like 256QAM to be an available option
on the SC layer for UEs served by SCs. We study the gain
achieved by 256QAM scheme in an outdoor HetNet
environment and the negative effect of transmitter and
receiver impairments on these gains.

The rest of the paper is organized as follows: Section 11
presents simulation environment and parameters. In Section
I, the effect of the SCs density on user throughput is
discussed. We introduce 256QAM modulation scheme and
transmitter and receiver impairments modeling in Section
IV. Section V provides the results of performance evaluation
of supporting higher order modulation in the existence of
transmitter and receiver impairments. Finally, Section VI
concludes the paper.
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Il.  SIMULATION PARAMETERS

The simulated network layout is based on 7 hexagonal
sites where each site is divided into three sectors as shown in
Figure 1. Each sector has one hotspot area of 70m radius
called cluster with 67% of UEs dropped in it and the rest of
UEs are uniformly dropped in sector. The cluster has (N) SC
nodes dropped uniformly within a radius of 50m from cluster
center [8]. To model real cases, 80% of UEs are assumed to
be indoor UEs suffering outdoor to indoor losses [8].

The Macro layer and SC layer operate in non-co-channel
mode (no inter-layer interference). MCNs operate at center
frequency of 2GHz. While on the other side, SCs operate at
center frequency of 3.5 GHz. Bandwidth of 10 MHz is
available at both center frequencies. Communication is fully
downlink and stochastic channel models were used for
macro layer and SCs layer [9].

Data traffic is modeled using bursty FTP traffic model 1
[10] as a closer traffic model to real traffic. In this model,
one or more UEs are assumed to request data download of
size 0.5 MB from the serving node at random time instants
of a Poisson distribution (Exponential inter-request time
periods). Simulation parameters are described in Tables I, 11,
Il

Simulations were held on a MATLAB-based System
Level Simulator (SLS). The SLS models the propagation
losses and the fast fading channel for the urban macrocell
(UMa) and urban microcell (UMi) environments. Then, UES
are associated with the serving nodes based on Reference
Signal Received Quality (RSRQ) which is calculated by

RSRQ = (Nre* RSRP) / (RSSI) (1)

where RSRP stands for Reference Signal Received Power,
Nrg is the number of resource blocks and RSSI is the
Received Signal Strength Indicator including received power
from serving and interfering nodes and noise power [11].

RSRQ is wused since it takes interference into
consideration which is a decisive factor when HetNet layers
operate at different frequencies and the interference profile
differs between the macro layer and SC layer. RSRP
(received power) as a basis for UE association is deceiving in
the case of non-co-channel mode operation since you may
get high received power from a serving node but at the same
time suffer strong interference and deteriorated SINR. UE
association process starts when UE request data download. It
is worth noting that SC nodes that do not send data to any
UEs, at association instant, are not considered when
calculating interference part in RSRQ. This makes
association decision depending on instantaneous interference
profile derived from the instantaneous traffic in the network
instead of assuming worst case one in which all nodes are
assumed sending data and causing interference. Interference
caused due to CRS signaling is also taken into consideration.

Then, SLS generates the channel matrices and the
interference covariance matrices used in modeling received
signal. The received signal by k™ UE (yx) is given by

Copyright (c) IARIA, 2014. ISBN: 978-1-61208-347-6

R1 (fnner) = 50m
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Figure 1. Network Layout for a Hexagonal Site

TABLE I. LAYOUT PARAMETERS
Parameter Value

Deployment Grid Hexagonal
Number of Sites / Cells 7 Sites / 21 Cells
Number of Clusters per Cell 1
Number of SCs per Cluster N =[1:10]
Number of UEs per Cell 60
Percentage of UEs in Cluster 67%
Percentage of Indoor UEs 80%

TABLE II. SYSTEM PARAMETERS
Parameter Value
Bandwidth (Macro/SCs) 10 MHz / 10 MHz
Carrier Frequency (Macro/SCs) 2GHz/3.5GHz
Modulation Up to 64QAM
Traffic Modeling Non Full Buffer (A=6,10)
File Size 0.5 MB
Scheduling Proport_ional Fair w_ith Outer-
Loop Link Adaptation 0.15 dB
. Interference Aware Receiver
Receiver (MMSE-IRC)
Cell Association RSRQ

TABLE IlI. LINK & CHANNEL PARAMETERS
Parameter Value
Macro Channel Model ITU-UMa [9]
SCs Channel Model ITU-UMi [9]

2Tx X 2Rx , Cross Polarized
SU-MIMO with Adaptive Rank
Perfect

Modeled — Alternative 2 [12]
Code Book Based

Antenna Configuration
MIMO Mode

Channel Estimation
CRS Interference

UE Feedback

I
Vie = S Hy Wi 2 + Z(ﬁ H:'W’:‘xi)"‘n 2
i=1

where (Hx, Hi) represent the channel between ki UE and the
serving node and any of the (I) interfering nodes,
respectively. (W) is the precoding matrix by the serving
node for the k™ UE. (W) is the precoding matrix by the
interfering nodes for other UEs. (xx) is the transmitted
signals for ki UE. On the other hand, (x;) is the transmitted
signals for other UEs by interfering nodes. (ax) represents the
received power from the serving node and (o) represents the
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received power from the i interfering node. Finally, n is the
zero mean additive white Gaussian noise of the channel.

Then modulation order is chosen based on the
instantaneous SINR (y) calculated by

2
o ||E£i1 Hy IV;((:,R}”
- 2
Y C IR TA D] T
Afterwards, throughput is calculated by summing Transport
Block Sizes (TBSs) (The higher the modulation order, the

bigger the TBS sent to the UE) transferred on the downlink
excluding dropped blocks to consider block error rate.

@)

I11.  DENSE CLUSTERIZATION OF SMALL CELLS

Hotspot areas of the macrocell are congested with high
density of UEs of huge request of data. Such requests are
satisfied by deploying a cluster of SCs to provide an
acceptable quality of service for these UEs.

The tradeoff appears upon the decision of the density of
SCs deployed per hotspot. Increasing the SCs will provide
more resources for UEs. The advantages of this approach are
the decrease in the waiting or blocking probability and the
system will usually not suffer resources starvation or high
latency. On the other hand, increasing the number of SCs in
hotspot leads to high interference among SC (inter-SC
interference) and a reduction in the received power at UEs.

The resources needed to keep the system functional
under given traffic conditions enforce a lower bound on the
number of SCs to be deployed. While, the inter-SC
interference caused by dense deployment of SCs enforces an
upper bound constraint on the number of SCs to be deployed
in a hotspot area. In addition to that, other factors may play a
role in the tradeoff like the cost and the power consumption.

In this section, our target is to define an optimum density
of SCs in a hotspot between the two bounds. At this
optimum point, highest UE throughput is achieved due to
tolerable inter-SC interference and the existence of enough
resources to fulfill UEs requests.

We held system level simulations and set the
environment as described in Section Il. The number of SCs
per cluster is varied in the range from 1 to 10 in order to find
the optimum density of SCs per cluster to serve hotspot UEs.
The optimum density of SC nodes in a cluster is achieved
when all UEs (MCN UEs and SC UEs) have their average
throughput maximized considering different traffic loads. All
UEs are considered since the ratio of association is not
constant when the numbers of SCs per cluster is changed due
to the change in interference profile considered in RSRQ
association.

To achieve this target, average UE throughput is
measured for all UEs at different number of SCs per cluster
and at different non full buffer traffic loads (A = 6, 10, 16
user requests for file download per second per geographical
cell).

By applying this criterion of throughput maximization,
the number of SCs for good performance depends on traffic
load. For low traffic load (A = 6), the maximum throughput
occurs when hotspot has 4 SCs as shown in Table IV.
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Figure 2. Mean UE Throughput for all UEs vs. Number of SCs

TABLE IV. DENSE CLUSTERIZATION OF SMALL CELLS RESULTS
All UEs All UEs All UEs
N SCs Throughput | Throughput | Throughput
(Mbps) (Mbps) (Mbps)
A=6 A =10 A =16
1 22.87 11.74 N/A
2 26.74 19.90 9.56
3 26.96 20.70 12.62
4 26.98 21.13 14.17
5 26.31 20.85 14.45
6 26.67 22.10 15.26
7 24.48 20.23 14.18
10 23.41 18.93 13.51
Mean Resource 8.58% 15.6% 22.5%
Utilization (%)

The throughput provided by 2 or 3 SCs is also close to the
maximum so it may be a good option of cutting cost without
big loss in performance (< 1%). At medium traffic load (A =
10), we can notice the traverse in the peak throughput to 6
SCs per hotspot. This is expected with the increase of traffic
where the need of resources becomes more urgent than need
for a good SINR. This conclusion is confirmed for heavy
traffic (A = 16) with 6 SCs per hotpot is the optimum choice
for SC density in this case. For heavy traffic, low number of
SCs provide very low throughput like the case of 2 SCs or
cannot handle the UE requests like the case of 1 SC.

Looking at the extremes, with only 1SC per hotspot,
system cannot handle heavy traffic and it suffers lack of
resources at low and medium traffic cases. While with 10
SCs per hotspot, the inter-SC interference increases and
becomes very dominant and outweighs the capacity added
to the network by adding SCs.

Figure 2 presents the average UE throughput at
different number of SCs per cluster at different traffic loads.
The optimum number of deployed SC per hotspot varies
with the traffic load. With the increase in traffic load, we
can note that there is a need for more SCs to provide more
resources to serve UEs while the overall performance of the
network decreases. At low traffic loads, resources of small
number of SCs are enough to fulfill UEs demands and the
dominant factor of performance is the inter-SC interference
that needs to be reduced. At a given constant traffic load, the
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optimum density is the one that achieves a balance between
inter-SC interference and available resources for serving
UEs. When performance is very close for a range of SC
densities, like the case of low traffic where 2-6 SCs can
provide almost same performance, the choice becomes
mainly dependent on cost and the least density is the most
attractive choice.

V. HIGHER ORDER MODULATION & TRANSCIEVER
IMPAIRMENTS

A. 256QAM

In LTE and LTE-Advanced releases (Rel.8-11), QPSK,
16QAM and 64QAM have been the main Modulation and
Coding Schemes (MCSs) [13]. With the introduction of
HetNets and SCs, UEs associated with SC nodes were shown
to have better channel characteristics and lower propagation
losses. Hence, higher order modulations schemes like
256QAM can be utilized to improve performance [14][15].
256 QAM constellation points can be defined as:

; 1
Sxy = m(ax + Tby)

~15,15

(4)

Where

~13,15 15,15

by} = | 7
~15,-15 —13,-15 15,15

We used link level simulations to produce an LTE
physical layer abstraction table with 10 additional MCSs of
multiple coding rates and their corresponding TBSs to be
inserted in the SLS. These MCSs are being picked when
reported SINR in feedback exceeds 20 dB [15]. Figure 3
shows the spectral efficiencies of the added MCSs to support
256QAM in the SLS which is higher compared to all MCSs
of lower modulation order [15].

®)

B. Transmitter Impairments

Transmitter includes many circuit parts that cause
imperfections in the transmitted symbols. The main sources
of these imperfections are the transmitter filter and the
clipping and non-linearities of the power amplifier [16].
Thus, there is a deviation of the real transmitted symbol
compared to ideal transmitted symbol. The percentage of this
deviation with respect to transmission power is known as the
Transmitter Error Vector Magnitude (TX-EVM). These
imperfections are usually modeled as a zero mean additive
white Gaussian noise at the transmitter with variance o%x
[16].

2
ox = €x* Py

(6)
where, Py is the average transmitted power and e is (TX-
EVM%)?

Since TX-EVM noise is applied at the transmitter side, it

experiences the fast fading channel like the transmitted
signals.
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Figure 3. Spectral Efficiency of 256QAM MCS

C. Receiver Impairments

Receiver circuitry causes imperfections in symbols
decoding as well. The receiver impairments causing factors
are mainly the receiver local oscillator phase noise, receiver
dynamic range, 1/Q imbalance, carrier leakage and carrier
frequency offset [16]. The receiver impairments are
expressed in the value of Receiver Error Vector Magnitude
(RX-EVM). RX-EVM is the percentage of deviation of the
real received symbols compared to the ideal received symbol
assuming perfect receiver. It is a noise that does not carry
channel fading characteristics but it is proportional to the
average received power. RX-EVM is modeled similar to TX-
EVM as a zero mean additive white Gaussian noise at the
receiver with variance ¢« [16]

Gzrx =ex* Py

()

where, P, is the average received power and ey is (RX-
EVM%)?

Both TX-EVM and RX-EVM have their negative effect
on the final received signal (y? at a given UE:

Vi = /% Hy Wy (xtng) + Z(\/El H W, x)) +n+ [ npy (8)
=1

The SINR (y) is reduced by adding to the interference and
noise part in the denominator as shown

i || Ty Hi Wk(:,n)||2

a Zfﬂ( o [|ENE, B W (:,n)||2)+ oi+ad, ||ENE, by IVk(:,n)||2+ock %,

N and niy are the noise modeling transceiver impairments.

Utilizing higher order modulations such as 256QAM,
tolerable imperfections at the transmitter and receiver are
reduced since the distance between constellation points are
shorter. For example, in 64QAM modulation, TX-EVM is
assumed to be 8% [8]. While for 256QAM modulation, TX-
EVM is assumed in the range (3% - 6%) [8]. There is no
determined value for RX-EVM but in most of research they
are assumed in the same range of values of TX-EVM or less
(1.5% - 4%) [8].

Transceiver impairments limit the performance of the
system so they should be considered while evaluating the
throughput gains due to enabling higher order modulation
schemes such as 256QAM.

)
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V. PERFORMANCE EVALUATION RESULTS

To evaluate the performance enhancement due to the
application of 256QAM, a HetNet with one cluster of 4
outdoor SC nodes is simulated in the SLS with the same
simulation parameters described in section 1l. 256QAM
modulation is provided by SCs only. MCNs do not need to
support 256QAM since macro channel conditions do not
allow notable utilization of higher order modulation and
64QAM is sufficient.

The downlink data traffic is modeled using a bursty FTP
traffic model 1. The performance metric for evaluation is the
average per user throughput for SC associated UEs (Two
thirds of UEs in most cases) who are candidates to utilize
256QAM and the average per user throughput for all UEs.
The throughput was calculated in two cases, Case 1 with no
impairments at transmitter and receiver. In Case 2, both
transmitter and receiver impairments are taken into
consideration. EVM percentages and traffic parameters are
described in Table V. The throughput with 256QAM
supported is compared against the throughput with only up to
64QAM supported to quantify the enhancement in all cases
in terms of percentage gain at given utilization of resources
(Amount of exploited Resource Blocks (RBs) out of all
available RBs over the whole simulation time).

Instantaneous SINR CDFs for Cases 1, 2 are shown in
Figure 4 and Figure 5, respectively. There is a good potential
for 256QAM in Case 1 since about 22-27% of file transfers
have enough SINR (SINR > 20dB [15]) and can utilize
256QAM at all simulated traffic rates. It also indicates that
with the increase of traffic, SINR decreases and hence less
file transfers can occur with 256QAM. For Case 2, the
percentage of UEs who have promising channel conditions
for file transfer using 256 QAM decreases to about 21-23%.

In Case 1 (with no impairments), support of 256QAM by
the SCs layer nodes results in average per user throughput
gains for UEs served by SCs ranging from 6% to 9% at SC
resource utilizations in the range from 6% to 11%. It is worth
noting that, as traffic load decreases, throughput and gains
tend to increase as shown in Table VI by comparing gains
for (A = 14) to lower values.

In Case 2 (with both transmitter and receiver
impairments), the gains due to the support of 256QAM are
reduced. They are ranging from 2% to 3% for SC associated
UEs as shown in Table VII. This is expected due to the
increase of the modeled deviation in transmitted and received
symbols by having impairments at both transmitter and
receiver. This is reflected in terms of more noise impacting
the system as can be found in (8). So, SINR y decreases and
throughput degrades as can be deduced from (9). Effect of
impairments can be seen in Figure 5 where instantaneous
SINR is capped at 30 dB [8].

This degradation can also be noticed from comparing
absolute values of throughput at different traffic load levels.
The absolute throughput at any given traffic load decreases
when TX, RX impairments are added. Simulations also
shown that impairments also decreases the chances of using
256QAM (256QAM Utilization Ratio) compared to no
impairments case as shown in Table VIII
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Figure 5. Instantaneous SINR for SCs UEs in Case 2
TABLE V. PERFORMANCE EVALUATION PARAMETERS
Parameter Value
Traffic Modeling FTP Traffic Model 1 (A= 6,10,14)
8% for Macrocell
TXEWM 3% for SCs
RX-EVM 1.5%
Number of SCs 4 SCs/Cluster (1 Cluster/Cell)
TABLE VI. 256QAM PERFORMANCE EVALUATION RESULTS
(No IMPAIRMENTS)
User Small Cell UEs All UEs
Arrival Average User % Average User %
Rate () | Throughput in Resource Throughput in Resource
(Sec™) | Mbps (Gain %) | Utilization | Mbps (Gain %) | Utilization
6 27.45 (5.56%) 5.95% 28.17 (4.39%) 7.43%
10 22.61 (8.75%) 10.86% 22.75 (7.67%) 13.10%
14 18.02 (7.24%) 17.05% 17.43 (5.50%) 20.08%
TABLE VII. 256QAM PERFORMANCE EVALUATION RESULTS
(TX-EVM = 3% & RX-EVM = 1.5%)
User Small Cell UEs All UEs
Arrival Average User % Average User %
Rate () | Throughput in Resource Throughput in Resource
(Sec™) Mbps (Gain %) | Utilization | Mbps (Gain %) | Utilization
6 26.58 (2.79%) 6.12% 26.42 (1.60%) 7.63%
10 21.51 (3.02%) 11.20% 21.37 (3.78%) 13.62%
14 16.90 (2.67%) 17.46% 16.22 (1.77%) 20.67%
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TABLE VIII.  256QAM UTILIZATION RATIO
L (Sec?) Case 1 Case 2
No Impairments With Tx & Rx Impairments
6 15.19% 12.62%
10 15.08% 12.05%
14 13.60% 10.67%

From a practical point of view, 256 QAM as a higher order
modulation technique is promising for SCs with low density
of users (especially indoor femtocells). With moving
outdoors and increasing UE density, the gains decrease.

VI. CONCLUSION

In this paper, a HetNet with outdoor SCs layer was
simulated to study two main aspects. The first aspect is the
effect of the dense clusterization of SCs in a hotspot of 70m
radius on throughput and performance. We found that the
optimum number of SCs for deployment for tolerable level
of inter-SC interference and maximized performance
depends on traffic. For low traffic, it is 2-4 SCs while we
need 6 SCs for medium and high traffic. It was found that
with the increase in traffic rate, more SCs are needed to
provide more resources and handle UEs requests. On the
other hand, at low traffic rates, inter-SC interference is
dominant and the needed number of SC decreases. Another
factor affects decision when the performance is constant over
a range of cluster densities which is cost and least density in
the range is preferred.

The second aspect was to evaluate the performance gains
resulting from supporting 256QAM for outdoor SC layer in
HetNets. It was found that about 6%-9% average throughput
gains per UE could be achieved for SC UEs. While,
introducing imperfections at the transmitter and receiver
sides leads to a decrease in throughput and performance
gains of 256QAM compared to traditional 64QAM. Only
2%-3% increase in throughput occur in this case.
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Abstract—This paper deals with retrial systems where
servers are subject to random vacations. So far, these systems
were analyzed only by queueing theory and almost works
assuming that the service station consists of one server and the
customers source is infinite. In this paper, we give a detailed
performance analysis of finite-source multiserver networks with
repeated calls of blocked customers and multiple or single
vacations of servers or all station, using Generalized Stochastic
Petri nets. We show how this high level stochastic model allows
us to cope with the complexity of such networks involving
the simultaneous presence of retrials and vacations, and how
stationary performance indices can be expressed as a function
of Petri net elements.

Keywords-Repeated calls; Finite-source; Vacation policies;
Generalized Stochastic Petri nets; Modeling and Performance
measures.

I. INTRODUCTION

Models with repeated calls describe operation of many
computer networks and telecommunication systems, e.g.,
call centers, cellular mobile networks [1][2][3][4] and wire-
less sensor networks [5]. Systems with repeated attempts are
characterized by the following feature: When an arriving
customer finds all servers (resources) busy or unavailable,
is not put in a queue, but joins a virtual pool of blocked
customers called orbit, and will repeat the request to try
again to reach the servers after a random delay. Significant
references reveal the non-negligible impact of repeated calls,
which arise due to a blocking in a system with limited
capacity resources or due to impatience of users. There has
been a rapid growth in the literature on the queueing systems
with repeated attempts (also called retrial queues). For a
recent summary of the fundamental methods, results and
applications on this topic, the reader is referred to [6][7]
and [8].

In this paper, we consider multiserver retrial systems in
which each server sometimes takes a vacation, i.e., becomes
unavailable to the primary and repeated calls for a random
period of time. These vacation periods are usually introduced
in order to exploit the idle time of the servers for other
secondary jobs as: servicing customers of another system,
inspection tasks and preventive maintenance actions which
are mainly doing to prevent the risk of failure, to preserve
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the sanity of the system, to provide a high reliability and
to improve the quality of service. Similarly, the servers
breakdowns which may occur randomly, and the repair
periods, may be regarded as servers vacations.

A wide class of policies for governing the vacation
mechanism, have been discussed in the literature, namely
the multiple vacation policy and the single vacation policy.
Other studies have considered synchronous vacations of
some servers or all the station servers (station vacation). On
the other hand, multi-server vacation models were mainly
studied in the past decade. Zhang et al. [9][10] studied the
multi-server models with either single vacation or multiple
vacations. Later, Lin et al. [11] analyzed the multi-server
model with working vacations. Ke et al. [12] studied the
optimal threshold policies in a finite buffer multi-server
vacation model with unreliable servers. Recently, Ke et al.
[13] consider a multi-server queueing system with multi-
threshold vacation policy and servers breakdowns. Excellent
surveys on the vacation models have been reported by Doshi
[14], Takagi [15], Tian et al. [16], and recently, by Ke et al.
[17].

The main reason for the growing interests in multiple-
server vacation models is because they can realistically
represent some service/manufacturing systems and com-
puter/telecommunication networks. However, all these works
on multi-server vacation queueing models, assume that the
customers source is infinite and do not take into account the
repeated calls of blocked customers.

In retrial systems with vacations, customers who arrive
while all servers are busy or on vacation, have to join the
orbit to repeat their call after a random period. Thus, there
is a natural interest in the study of this class of models,
which has been used in concrete applications as digital
cellular mobile networks [18], local area networks with
nonpersistent CSMA/CD protocols [19], with star topology
[20] and so on. However, almost works combining retrial
and vacation phenomenon, assume that the service station
consists of one single server and the customers source is
infinite [20][21][22]. On the other hand, in all the works
cited above, the retrial systems with vacations are analyzed
only by the queueing theory.
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In this paper, we propose the applicability of Generalized
Stochastic Petri nets formalism (GSPNs) for modeling and
performance evaluation of networks with repeated calls of
blocked customers and servers vacations. To this end, we
consider different vacation policies, namely the single and
multiple vacations of servers or all the service station.

The paper is organized as follows: First, we describe the
systems under study. In Section 3, we present the GSPN
models describing multiserver retrial systems with station
and server vacations mechanisms and under multiple and
single vacation policy. Performance indices are given in
Section 4. Next, several numerical examples are presented
with some comments and discussions. Finally, we give a
conclusion.

IT. DESCRIPTION OF RETRIAL NETWORKS WITH
DIFFERENT VACATION POLICIES

In the analysis of retrial systems with vacations, it is usu-
ally assumed that the customers source is infinite. However,
in many practical situations, it is very important to take into
account the fact that the rate of generation of new primary
calls decreases as the number of customers in the system
increases. This can be done with the help of finite-source
retrial models where each customer generates its own flow
of primary demands.

In this paper, we consider retrial systems with finite source
(population), that is, we assume that a finite number K
of potential customers generate the so called quasi-random
input of primary calls with rate A. Each customer can be
in three states: generating a primary call (free), sending
repeated calls (in orbit) or under service by one of the
Servers.

If a customer is free at time ¢, it can generate a primary
request for service in any interval (¢, ¢+ dt) with probability
(K —n)Adt + o(dt) as dt — 0, where n is the number of
customers in the system. Each customer requires to be served
by one and only one server.

The service station consists of ¢ (¢ > 1) homogeneous and
parallel servers. Each server can be idle, busy or on vacation.
If one of the servers is idle at the moment of the arrival
of a call, then the service starts. The requests are assigned
to the free servers randomly and without any priority order.
The service times are independent, identic and exponentially
distributed with rate u. After service, the customer becomes
free, so it can generate a new primary call, and the server
becomes idle.

We consider the two vacation mechanisms: server va-
cation and station vacation. For the first one, which is
encountered even more often in practice, each server is an
independent working unit, and it can take its own vacation
independently of other servers states. In the model with
station vacation mechanism, ALL the servers take vacations
simultaneously. That is, whenever the system is empty, all
the station leaves the system for a vacation, and returns
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when the vacation is completed. So, station vacation is group
vacation for all servers. This occurs in practice, for example,
when a system consists of several interconnected machines
that are inseparable, or when all the machines are run by
a single operator. In such situations, the whole station has
to be treated as a single entity for vacation. Hence, if the
system (or the operator who runs the system) is used for
a secondary task when it becomes empty (or available), all
the servers (the operator) will then be utilized to perform a
secondary task. During this amount of time, the servers are
unavailable to serve any primary or repeated call and this is
equivalent to taking a station vacation.

The exhaustive service discipline is considered here. That
is, each free server (or all station) can take a vacation only
if the system is empty at either a service completion or at
the end of a vacation, and only at these epochs. On the
other hand, upon completing a vacation, the server returns
to the idle state and starts to serve customers, if any, till
the system becomes empty. Otherwise, if the server (or the
station) at the moment of returning from vacation, finds the
system empty, it takes one of the two actions:

o Under the multiple vacation policy, the server (station)
shall leave immediately for another vacation and con-
tinues in this manner until he finds at least one customer
(not being served) in the system upon returning from a
vacation.

o Under the single vacation policy, the server (station)
should wait until serving one call at least before com-
mencing another vacation.

The vacation times of all servers (or station) are assumed

to be independent and exponentially distributed with rate 6.

At the moment of the arrival of a call, if all the servers are
busy or on vacation, the customer joins the orbit to repeat
his demand after an exponential time with parameter v.

As usual, we assume that the interarrival periods, service
times, vacation times and retrial times are mutually indepen-
dent.

III. GSPN MODELS OF MULTISERVER RETRIAL SYSTEMS
WITH VACATIONS

In this section, we present our approach for modeling
finite-source multiserver retrial systems with station and
server vacations, under multiple and single vacation policies
using the generalized stochastic Petri nets model.

A GSPN is a directed graph that consists of places (drawn
as circles), timed transitions (drawn as rectangles) which
describe the execution of time consuming activities and
immediate transitions (drawn as thin bars) that model actions
whose duration is negligible, with respect to the time scale of
the problem. This class of transitions has priority over timed
transitions and fire in zero time once they are enabled.

Formallyy, a GSPN [24] is an eight-tuple
(P, T,W—, W+ W m M,,0) where :

o P={P,Ps,...,P,} is the set of places;
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Figure 1. GSPN model of retrial systems with multiple vacations of servers

o T ={ty,to,...
transitions;

o« W=, W, Wh:PxT — IN are the input, output and
inhibitor functions respectively;

e m:T — IN is the priority function;

e My : P — IN is the initial marking which describes
the initial state of the system;

e O : T — IRT is a function that associates rates of
negative exponential distribution to timed transitions
and weights to immediate transitions.

,tm } is the set of timed and immediate

A. Retrial systems with multiple vacations of servers

This model is used for describing many practical prob-
lems where servers take individual vacations. This means,
whenever a server completes servicing and there are no more
requests in the system, it takes a vacation independently of
other servers states. On the other hand, multiple vacations
policy means that at the end of a vacation period, if the
orbit is empty and there is no primary or repeated arrival,
the server takes immediately another vacation. The process
continues until the server upon returning finds any customer
in the system.

Fig. 1 shows the GSPN model describing the above
system.

o The place P, contains the free customers;

o The place P. contains the primary or repeated (return-

ing) calls ready for service;

o The place P, contains the free (available) servers;

o The place P, represents the orbit;

o The place P, contains customers in service (or busy

servers);

o The place P, contains the servers that are on vacation.

The initial marking of the net is:

My = {M(Pa)a M(Pe)a M(Pd)7 M(Po)a M(R@)a M(R))} =
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{K,0,¢,0,0,0}, which represents the fact that all customers
are initially free, the c servers are available, no server is
on vacation and the orbit is empty. Hence, at time ¢ = 0,
all servers take a vacation simultaneously. So, this initial
state is vanishing and equivalent to the tangible state
(K,0,0,0,0,c).

o The firing of transition ¢, indicates the arrival of a
primary request generated by a free customer. It has
an infinite servers semantics, which is represented by
the symbol # placed next to transition. This means
that the firing rate of ¢, is marking dependent and
equals \.ED(t,, m) where ED(t,, m) is the enabling
degree of the transition ¢, in the marking m. Hence,
all potential customers are able to generate requests for
service.

e At the arrival of a primary or repeated request to
the place P., if P; contains at least one available
server, the immediate transition X fires and one token
is deposited in P,, which represents the begin of the
service. Otherwise, if all servers are busy or on vacation
(ie. no token in Py), the immediate transition Y fires
and a token will be deposited in the place P,. So, the
customer joins the orbit.

e When the transition ¢, fires, the customer in orbit tries
again for service, so the system receives a repeated
request.

o The firing of the immediate transition Z represents the
event that an idle server is commencing a vacation since
there is no call left to be served. This represents the
exhaustive service discipline.

o The firing of transition ¢, represents the end of the
vacation time. Hence, the server is returned to the
available state.

o« When the timed transition ¢, fires, the customer under
service returns to the idle state and the server becomes
ready to serve another customer.

e The service semantics of the timed transitions ¢; and
t, are infinite servers semantics, because the c servers
are parallel. So, several servers can be in service or
on vacation at the same time. Similarly, the transition
t, is marking dependent because the customers in
orbit are independent and can generate repeated calls
simultaneously.

B. Retrial systems with multiple vacations of the station

In this model, as soon as the system is empty, all the
servers become idle, and consequently the station takes a
vacation. As one may expect, this situation appears to be
more complicated that the previous one. In fact, it is more
simple, because all servers take a vacation simultaneously
and return to the system at the same time also. Hence, the
GSPN modeling this system with multiple vacations of the
station, is the same model as the one given in Fig. 1, in
which the multiplicity of the arc connecting the place Py to
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Figure 2.  GSPN model of retrial systems with single vacations of servers

transition Z and transition ¢, to place P, equals c (rather
than 1), because the c¢ servers of the station take a vacation
together. So, if the place P, contains c idle servers, the orbit
(P,) is empty and there is no arrival to the place P., the
immediate transition Z fires, which represents the begin of
the station vacation time. At the end of this period (after
a mean delay equals 1/6), ¢ tokens corresponding to the ¢
servers of the station will be deposited in F;.

C. Retrial systems with single vacations of servers

This model corresponds to systems where each server
is an independent working unit. The single vacation policy
means that at the end of a vacation period, even if the system
is empty, the server is obliged to wait until serving one call
at least, before commencing another vacation.

Fig. 2 shows the GSPN model describing the above
system.

In the previous models with multiple vacations, the place
P, contains all the free servers. Hence, at the end of a
service or vacation period, the server returns to the idle state
represented by the place P;. However, in the model with
single vacations given in Fig. 2, at a service completion, the
server joins the place P; which contains the servers having
served at least one call since the last vacation period. So,
they can serve other calls if any (firing of transition X).
Otherwise, they can take a vacation after the firing of the
immediate transition Z. However, at the end of a vacation
period, the server joins the place P, which represents the
servers having just finished a vacation. Hence, the servers
of P, are obliged to serve at least one call after the firing
of the immediate transition W to join the place P, where
they can commence another single vacation.

Initially, all customers are free, the orbit is empty and the
¢ servers are available to serve the calls or to take a vacation.
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At the arrival of a primary or repeated request to the place
P,, several alternatives are possible:

o If the place P, of servers just returning from vacation,
contains at least one server, the immediate transition
W fires and the service of the arriving call starts.

o If the place P, is empty and the place P, contains at
least one free server, the immediate transition X fires
and the service period starts.

« If the two places P; and P, are empty which represents
the fact that all the servers are busy or on vacation,
the immediate transition Y fires and a token will be
deposited in the place P,. So, the customer joins the
orbit.

D. Retrial systems with single vacations of the station

The GSPN modeling systems with single vacations of the
station is the same as the model given in Fig. 2, in which the
multiplicity of the arc connecting the place Py to transition
Z and transition t, to place P, equals c (rather than 1),
because the c servers of the station take a vacation together.
At the end of this period, c tokens corresponding to the ¢
servers of the station will be deposited in P,. Hence, the
station can’t take another vacation until each server serves
at least one call.

IV. PERFORMANCE MEASURES

The aim of this section is to derive the formulas of the
most important stationary performance indices. As, all the
proposed models are bounded and the initial marking is a
home state, the underlying continuous time Markov chains
are ergodic for the different vacation policies. Hence, the
steady-state probability distribution vector 7 exists and can
be obtained as the solution of the linear system of equations
7.Q = 0 with the normalization condition , T = 1, where
m; denotes the steady-state probability that the process is in
state M; and @ is the transition rates matrix. Having the
probabilities vector 7, several stationary performance indices
of small cell wireless networks with different vacation
policies can be derived as follows. In these formulas, M;(p)
denotes the number of tokens in place p in marking M;, A
the set of reachable tangible markings, and A(t) is the set
of tangible markings reachable by transition ¢ and E(t) is
the set of markings where the transition ¢ is enabled.

¢ The mean number of customers in orbit

(no):
no= Y M(P,)m (1)
i :M;ERS
e The mean number of busy servers (ng):
ns= Y M(P).m )
i:M;ERS
¢ The mean number of customers in the
system (n) :
n=ns+n, 3)
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e The mean number of servers on

vacation (ny) :
ne= Y Mi(P,).m 4)
i:M;ERS
e The mean number of idle servers (ny):
nyg = c¢—(ns+ny) 5)
Zi:MieRS M;(Py).m;,
in multiple vacations,
= (6)
> inters [Mi(Pa) + Mi(Pr)].mi,
in single vacations.
e The mean rate of generation of
primary calls (A):
A= > M(P.)A\m (7)
i:MiGE(ta)
e The mean rate of generation of
repeated calls (7):
v= Y M(P)wv.m (8)
M, EE(t,)
e The mean rate of service (f):
i= > M(P).pm 9
i:MiGE(tS)
e The mean rate of vacation (7):
7= Z M;(P,).0.7; (10)

i:M;€E(ty)

e The blocking probability of a primary
call (B,):

K . .
Zi;M,- €RS Zj:l J-A-Prob[M;(Pa)=78M;(Pa)=0]
X b
in multiple vacations,

B =
D K .
Zq‘,:]\/]iERS 2_7‘:1 J-APi,5)
. . X . ’
in single vacations.
(11)
where:

Pli.jy = Prob[M;(P,) = j&M;(Py) = 0&M;(P,) = 0].

e The blocking probability of a
repeated call (B,):

K . .
Zi:MieA ZFI j.v.Prob[M;(P,)=j&M;(P4)=0]

9

v
in multiple vacations,

ZizluieA Zf:l J-v-Pij)

v
in single vacations.

B,,. =

i

12)
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where:

Py jy = Prob|[M;(P,) = j&M;(Py) = 0&M;(P,) = 0].

e The blocking probability (B):
B = B, + B, (13)
e The admission probability (A):
A=1-B (14)
e Utilization of s servers (Ug): (1<s<
c)
U= Y, (15)
i:M; (Ps)>s
e Vacation of s servers (Vy): (1<s<¢)
Vo= > o (16)
©:M;(Py)>s
e Availability of s servers (As): (1 <
s<c)
Ay =1-— Z m (17)
i:M; (Ps)+M;(P,)>s
e The mean waiting time (W) :
W = o/ (18)
e The mean response time (R) :
R=(no,+ns)/\ (19)

V. VALIDATION OF RESULTS

In this section, we consider some numerical results to
validate the proposed models and also to show the influ-
ence of system parameters and vacation policies on the
performance measures of multiserver retrial systems. The
numerical results were established using the GreatSPN tool.

In Table 1, some experimental results are collected when
the servers vacation rate and the station vacation rate are very
large. The results were validated by the Pascal program given
in the book of Falin and Templeton [25] for the analysis of
multiserver retrial queues without vacations. From this table,
we can see that the corresponding performance measures are
very close to the case without vacation and to each other with
server or station vacation policy with very high vacation rate.

Define the parameter p = N)/u, which is the largest
offered load in the system. Table 2 shows the variation of
the mean response time with p, for the single and multiple
vacation policies, when the service station consists of one
server and the retrial rate is very high. From this table, we
can see that the numerical results are very close to those
obtained by Trivedi [23] for single server queueing systems
with vacations and without retrials, since the retrial rate is
very large.
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Table T
VALIDATION OF RESULTS IN MULTISERVER RETRIAL CASE WITHOUT VACATIONS
Model without Model with Model with
vacation [25] servers vacation | station vacation
Number of servers 4 4 4
Size of source 20 20 20
Primary call generation rate 0.1 0.1 0.1
Service rate 1 1 1
Retrial rate 1.2 1.2 1.2
Vacation rate - le+25 le+25
Mean number of busy servers 1.800 748 1.800 768 1.800 758
Mean number of customers of 0.191 771 0.191 788 0.191 786
repeated calls
Mean rate of generation of 1.800 748 1.800 744 1.800 746
primary calls
Mean waiting time 1.106 495 1.106 518 1.106 510
Table II

MEAN RESPONSE TIME WITH N =50, u =1, =0.5,c=1

p Models without retrials [23]
Multiple vacations | Single vacations

0.1 3.107 1.494

0.3 3.391 2.370

0.5 3.834 3.172

0.7 4.592 4.152

0.9 6.000 5.718

Models with v = 1le + 25
Multiple vacations | Single vacations
3.106 810 1.493 581
3.390 962 2.370 404
3.833 990 3.172 221
4.592 591 4.152 760
6.000 657 5.719 090

VI. CONCLUSION

In this paper, we proposed a technique that allows mod-
eling and analyzing finite-source multiserver retrial systems
with different vacation policies using GSPNs. The nov-
elty of the investigation is essentially the combination of
multiplicity of servers with the simultaneous presence of
repeated calls and vacations, which make the system rather
complicated.

The flexibility of GSPNs modeling approach allowed
us a simple construction of detailed and compact models
for these systems. Moreover, it made it possible to verify
many qualitative properties of interest by inspection of
the reachability graph. From a performance point of view,
the proposed approach offers a rich means of expressing
interesting performance indices as a function of the Petri
net elements.

Finally, many retrial and vacation systems problems and
their solutions can be simplified using the stochastic Petri
nets modeling approach with all the methods and tools
developed within this framework.
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Abstract—In this paper, the wireless system with maximal ratio
combining (MRC) diversity receiver operating over
independent identical k-p multipath fading environment is
analyzed. The closed form expression for average level crossing
rate of MRC receiver output signal is delivered. The average
level crossing rate is calculated as value of the first derivative
of MRC receiver output signal envelope. The obtained
expression can be used for evaluation of average fade duration
of proposed wireless system. Numerical results are presented
graphically to show influence of k-p multipath fading
parameters on average level crossing rate (LCR) of considered
MRC receiver output signal.

Keywords- average level crossing rate; MRC receiver; k-u
fading.

. INTRODUCTION

Multipath fading degrades the system performance and it
limits the system capacity. Received signal experiences
fading resulting in signal envelope variation. There are more
distributions that can be used to describe signal envelope
variation in fading channels, which are dependent on
propagation environment and communication scenario. The
most frequently used statistical models for description of
signal envelope variation are Rayleigh, Rician, Nakagami-m,
a-u and k-u [1] [2].

Rayleigh distribution can be used to describe small scale
signal envelope variation in linear non line-of-sight
multipath fading channels. In linear line-of-sight multipath
fading environments, signal envelope variation can be
described with Rician distribution. Rician distribution has
Rice factor k. The Rice factor k is related to the ratio of
dominant component’s power and scattering component’s
power. In multipath fading environments with two or more
clusters signal envelope variation can be analyzed with
Nakagami-m distribution. Nakagami-m distribution has
parameter m. The parameter m is related to the fading
severity and to the number of clusters in multipath fading
propagation environment.

By setting m=1, Nakagami-m distribution reduces to
Rayleigh distribution. The one sided Gaussian distribution is
obtained from Nakagami-m distribution for m=0,5. When
parameter m goes to infinite, Nakagami-m fading reduces to
no fading case. As parameter m decreases, the fading
severity increases.
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The a-¢ fading can be applied for analyzing small scale
signal envelope variation in nonlinear multipath fading
environment [3]. The a-u fading is general fading model.
The Rayleigh, Weibull and Nakagami-m distributions can be
derived from a-u distribution [4].

The Weibull distribution can be obtained from the a-u
distribution by setting u = 1. From the Weibull distribution,
by setting o = 2, the Rayleigh distribution is obtained; (then
the Rayleigh distribution can be obtained from a-u
distribution by setting =2 and u=1).

For o = 2, the a-u distribution reduces to Nakagami-m
distribution.

Now, from the Nakagami-m distribution, by setting u= 1,
the Rayleigh distribution is obtained.

Still from the Nakagami-m distribution, the one-sided
Gaussian distribution is obtained using as parameter p = 1/ 2.

The k-u distribution can be used to describe small scale
signal envelope variation in linear line-of-sight multipath
fading propagation environments [5]. The k-u distribution
has two parameters. The parameter k is related to ratio of
dominant component’s power and scattering component’s
power. The parameter u is related to the number of clusters
in propagation environments.

The k-u distribution is also general distribution. From k-u
distribution the Rayleigh, Rician and Nakagami-m
distributions can be derived as special cases.

By setting for k=0, k-uz distribution approximates
Nakagami-m distribution. For =1, from k- distribution can
be derived Rician distribution and for x=1 and k=0, k-u
distribution reduces to Rayleigh distribution [6].

There are several combining techniques which can be
used to reduce k-u multipath fading effects on level crossing
rate of wireless system depend on complexity restriction put
on communication system and quality of service required
from communication system [7].

The most frequently applied combining techniques are
maximal ratio combining (MRC), equal gain combining
(EGC) and selection combining (SC). The MRC diversity
technique provides the best performance and it is the most
complex for practical implementation [1].

In telecommunications, maximal-ratio combining (MRC)
is a method of diversity combining in which the signals from
each channel are added together, the gain of each channel is
made proportional to the root mean square (rms) signal
level and inversely proportional to the mean square noise
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level in that channel. The different proportionality constants
are used for each channel. It is also known as ratio-squared
combining and predetection combining.  Actually, with
Maximal-ratio combining, the diversity branches are
weighted by their respective complex fading gains and
combined. The MRC is the optimum combiner for
independent AWGN channels. MRC can restore a signal to
its original shape [8].

The first and second order performance measure can be
evaluated for wireless communication system. The first order
performance measures are: the outage probability, the bit
error probability and the system capacity. The second order
performance measures are: the average level crossing rate of
output signal envelope and the average fade duration of
wireless communication system [9]. The average level
crossing rate can be calculated as average value of the first
derivative of received output signal and the average fade
duration can be obtained as ratio of outage probability and
average level crossing rate.

The rest of this paper is organized as follows. In section
Il, it will be spoken about related works. Section Il
describes the derivation of level crossing rate of MRC output
signal. Numerical results are presented in Section V. Section
V gives last details and concludes the paper.

Il.  RELATED WORKS

There are more works in open technical literature
considering the second order performance measures of
wireless communication system operating over multipath
fading channels. In [10], wireless communication system
with SIR based dual branches SC receiver operating over
Rician multipath fading environment in the presence of
cochannel interference subjected to Rayleigh multipath
fading is considered. The average level crossing rate and the
average fade duration are derived for proposed system. The
average level crossing rate and average fade duration of SC
receiver operating over multipath fading channel are
evaluated in [11] and [12] respectively. The performance
analysis of selection diversity over exponentially correlated
a- p fading environment is done in [13].

In [6], an exact closed-form expression for the phase-
envelope joint distribution of the k-p fading environment, a
general fading model that includes the Rice and the
Nakagami-m models as special cases is derived. The derived
joint statistics are obtained for both, Rice and Nakagami-m
cases.

In paper [14], the ratio of product of two random
variables and random variable is considered. The product of
two random variables in the numerator of the ratio can
represent desired signal envelope subjected to two multipath
fading. The random variable in denominator of the ratio can
represent cochannel interference signal envelope affected to
multipath fading. The results obtained in the paper can be
used in performance analysis of wireless communication
system operating over multipath fading channels in the
presence of cochannel interference which suffer to multipath
fading.

The outage performance and symbol error rate analysis
of L-Branch MRC for k-p and n-p fading are given in [15].
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The first order system performance analysis of L-branch
MRC for k-p fading is done by Milisi¢, Hamza and
Hadziali¢. They made outage performance, outage and
Symbol Error Probability performance and BEP/SEP and
outage performance analysis in [16], [17] and [18],
respectively.

Analysis of channel capacity per unit bandwidth of L -
branch MRC receiver operating over k-u fading channels for
two adaptive transmission schemes is presented in [19].
Using proposed system model, the optimal power, rate
adaptation and constant transmit power policies are analyzed.
The expressions for capacity evaluation are derived in the
terms of finite sums and the effects of diversity order and
fading parameters on the channel capacity for given
techniques are considered and numerically presented.

The closed-form expressions for the level crossing rate
and average fade duration of k-p distributed fading signal
envelope is presented in [20]. The proposed equations are
validated by reduction to known Rice, Rayleigh and
Nakagami-m distributions as special cases. They are also
compared with measured data and shown that provide good
agreement.

There are many new studies in the area such as [21]. In
this report, a dual-hop decode-amplify-forward (DAF)
transmission system over Nakagami-m fading channel is
studied. The DAF relay system is a hybrid of decode-and-
forward and amplify-and-forward relay systems that show
the benefits of both decode-and-forward and amplify-and-
forward relay systems and is also called hybrid relay system
or hybrid DAF relay system. Signal-to-noise ratios and BERS
for various system models with varying number of transmit
and receive antennas have been discussed.

In this paper, the wireless communication system with
MRC diversity receiver operating over multipath fading
channel will be analyzed. The received signal is subjected to
k-u multipath fading. MRC diversity receiver is used to
reduce multipath fading effects to outage probability and
average level crossing rate of proposed system. The closed
form expressions for average level crossing rate and average
fade duration will be derived. The probability density
function and cumulative distribution function of MRC output
signal envelope will also be calculated as expressions in
closed form. To the best author knowledge the average level
crossing rate of MRC output signal envelope in the presence
of k-u multipath fading is not reported in open technical
literature. The results obtained in this paper can be used in
designing and analyzing of wireless communication system
operating over k-u multipath fading environments.

IIl.  LEVEL CROSSING RATE oF MRC OUTPUT SIGNAL

The wireless communication system with MRC receiver
operating over k-u multipath fading environments is
considered. The k-u multipath fading is presented at the
inputs of MRC receiver. The MRC is applied to reduce k-u
fading effects on system performance. The k-u multipath
fading is identical and independent.

Assuming that thermal noise power is equal among
branches, the squared MRC receiver signal envelope can be
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obtained as sum of squared signal envelopes of inputs of
MRC:
L
=Dy @
i-1

where y; is k-u distributed signal envelope which can be
given as

2 2 2 2
Yi =YutVYiot -+ Vi 2
where yix, k=1, 2,...,2u, are Gaussian random variables with

average Ai and varlance o%. The probability density function
of yi is

1 (yk—Ax )i
)= e 2 3
pyik (ylk) \/ZU ( )
The first derivative of MRC output signal z is:
ol
zZ= —Z YiYi )
z i-1
where
YiVi = YV + YioYizo ++ YizuYizu ©)

After substituting expression (5) into (4), the Z can be
written in the form:

:_Z( |1y|1 + y|2y|2

i-1

ot yi2;t YiZ,u) (6)

The first derivative of Gaussian random variable is
Gaussian random variable. The linear transformation of
Gaussian random variable is also Gaussian random variable.
Therefore, random variable 7 has conditional distribution:

1 e 20‘22 (7)

N2ro,

where 7 and o, are average value and variance of z ,

respectively.
The average value of 7 is

pz(ZIZ’yik):

- 1<
z :EZ(yilyil +VYiaVio o+ Yios yi2,u):0 8)
i1

since

Vi =Vio =

The variance of 7 is

= Yioy =0 9)

z :_Z( |1O-y|1 + y|2 Y.z oot yi22;lo-§i2,u) (10)
Q
O-)fil :O-;Z :.‘.:O-;Z :27[20-2 fn? :7[2 fn?_
g %

(11)

where f, is maximal Dopler frequency, Q is power of k-u
random variable and p is severity of k-u fading.
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The variance of the first derivative of z becomes

1 Q¢
Gz2=—271'2fn$_2(yi21+yi22+ "+yi22ﬂ):
z Mia
_Lgege Ry g2 @ (12)

z? 1
The joint probability density function of zand z is

P.(z22)=p,(2/2)-p,(2)= p,(2)- p.(z) (13)
where random variable z follows k- distribution
Ll 7|-ﬂ(k+1)zz
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T

The level crossing rate of MRC output signal can be
evaluated as the average value of the first derivative of MRC
output signal:
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IV. NUMERICAL RESULTS

In Fig. 1, the level crossing rate of MRC output signal
versus MRC output signal envelope is presented for different
values of Rice factor k, the number of clusters in propagation
environment m, power of MRC output signal and the number
of inputs of MRC combiner.

The level crossing rate of MRC output signal increases as
envelope z increases for lower values of envelope z and the
level crossing rate decreases as envelope z increases for
higher values of z. The average level crossing rate decreases
as MRC output signal envelope power increases. The power
of MRC output signal z has greater influence on average
level crossing rate for lower values. The influence of
parameters on average level crossing rate decreases as signal
envelope increases.

—a— K=1m=1r=1L1=2

—o—K=1m=1r=1.21=2
K=1m=1r=141=2

—v—K=1m=1r=1.6L=2

0,04

LCR

0,02

0,00 ==
0,0 0,5 1,0 15

Figure 1. The level crossing rate (LCR) of MRC output signal versus MRC
output signal envelope z

T T T
1
—a— K=1m=0.6 r=1L=2
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0,10 - -
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Figure 2. The level crossing rate (LCR) versus MRC output signal
envelope z
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Figure 3. The level crossing rate (LCR) of MRC output signal versus
number of clusters in propagation environment, m

In Fig. 2, the level crossing rate of MRC output signal
versus MRC output signal envelope is presented for different
values of parameter m. The average level crossing rate
decreases as parameter m increases. The system
performances are better for greater values of parameter m.

The level crossing rate of MRC output signal versus
number of clusters in propagation environment, m, is shown
in Fig. 3, for different values of MRC output signal envelope
and number of inputs of MRC combiner, power of MRC
output signal and Rice factor k. The average level crossing
rate decreases as parameter m increases. The average LCR of
MRC output signal envelope also decreases with increasing
of MRC output signal envelope z. The system performances
are hetter for greater values of parameter m and MRC output
signal envelope.

The outage probability of wireless system increases as
average level crossing rate increases.

V. CONCLUSION

The wireless communication system with MRC diversity
receiver operating over multipath fading channel is
considered in this paper. Received signal is subjected to k-u
multipath fading environments. The k-u distribution can be
used to describe small scale signal envelope variation in
linear non line-of-sight multipath fading environment with
two or more clusters. The MRC diversity receiver is used to
mitigate k-u multipath fading effects on system performance.
The MRC receiver provides the best performance and has the
highest implementation complexity. The closed form
expressions for average level crossing rate of MRC receiver
output signal and average fade duration of proposed system
are evaluated. The average level crossing rate is calculated as
the average value of the first derivative of MRC output
signal and average fade duration is calculated as the ratio of
outage probability and average level crossing rate.

The outage probability and the bit error probability are
the first order performance measures and the average level
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crossing rate of output signal envelope and the average fade
duration are the second order performance measures.

Numerical results are presented graphically to show the
influence of k- multipath fading parameters on level
crossing rate. The expression for average level crossing rate
of MRC receiver output signal has four parameters. The
parameter u is fading severity. The average level crossing
rate decreases as the parameter y increases. The parameter u
has greater influence on average level crossing rate for lower
values of parameter . The parameter K is defined as a ratio
of dominant components power and scattering components
power. The average level crossing rate decreases as the
parameter k increases. The influence of parameter k on
average level crossing rate is bigger for lower values of
parameter .

L is the number of branches of MRC receiver. The
average level crossing rate decreases as parameter L (number
of branches) increases. The parameter Q is average squared
value of signal envelope at the input of the receiver. The
average fade duration increases as parameter Q increases.

The obtained results in this paper can be used for
analyzing and designing of wireless communication system
with MRC receiver operating over k-u multipath fading
environments.
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Abstract—A re-generation method of radiated disturbances
from multiple noise sources using statistical approach is
suggested. The radiated disturbances from multiple noise
sources consisting of an electric board and a Plasma Display
Panel (PDP) TV are investigated. The frequency spectrum and
the Amplitude Probability Distribution (APD) of radiated
noises are measured. The radiated magnetic field from each
noise source is measured below 30MHz, and then APD
measurement is progressed at the frequencies where the noise
sources radiate high disturbances in common. A sequence of
noise pulses is observed from PDP TV, and the behavior of the
APD of the electric board noise is similar to the Gaussian noise.
The parameters of the disturbances are extracted using the
Middleton’s class 4 noise model and approximate empirical
method. From the extracted parameters, random noise data is
re-generated and radiated using a signal generator and
antenna. APD Comparison of the measured multiple noises
and re-generated noises is performed. The results show that
the re-generation noises are well matched to measured noises.
The re-generated noise can be applied to the performance
evaluation of communication systems against non-Gaussian
multiple noises circumstances.

Keywords-multiple noise sources; radiated disturbance;
amplitude probability distributio;, electric boar; plasma display
panel.

L. INTRODUCTION

As the number of electric devices used in real situation is
increased, problems of radiated interferences from multiple
noise sources are more serious. In general, the multiple
noises are assumed as Additive White Gaussian Noise
(AWGN) [1] environments and most communication
systems are designed to achieve optimal performance in
AWGN environment. However, there are some applications
where non-Gaussian noise or impulsive noise is dominant.
Therefore, the performance evaluations of communications
systems against the real multiple noise circumstance are
necessary.

Since applying the performance evaluation in real
situation has many difficulties, it is importance to re-generate
the multiple noises in laboratory circumstance. The statistical
analysis of multiple noises is required because the noise
condition is not constant but various according to the time in
real circumstance. Amplitude Probability Distribution (APD)
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Figure 1. Measurement set-up

measurement gives probabilistic information about the
disturbances, which has higher sensitivity and repeatability
than existing methods, such as peak or quasi-peak
measurements [2]-[4].

In this paper, a re-generation method of radiated
disturbances from multiple noise sources using statistical
approach is suggested. An electric board and a PDP TV are
selected as noise sources for realizing an example of a real
multiple noise circumstance. The spectra and APDs of
radiated noises are measured according to the measurement
methods from international standards of the special
international committee on radio interference (CISPR) [5].
The statistical characteristics are analyzed using the
Middleton’s Class A noise model [6], which has been widely
adopted due to the excellent agreement with measurement
data. The parameters of the radiated noises are extracted
using the approximate empirical method [7]-[8]. Using the
extracted parameters, random noise data which has the
statistically identical characteristics with the multiple noises
is generated via a simulator. Then, the generated random
noise is radiated in the air using a signal generator and an
antenna.

Applying the suggested noise re-generation approach,
radio noises which are statistically identical to the measured
multiple noises can be radiated. Therefore, the performance
evaluation of devices against the multiple noises in real
circumstance can be performed easily in laboratory
circumstance.
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II.  MEASUREMENT

A. Measurement set-up

The special international committee on radio interference
(CISPR) regulates the measurement methods of radiated
disturbance. CISPR11[9] and CISPR16-1-4 [10] provide the
measurement method of the magnetic field below 30MHz
using an Open Area Test Site (OATS) method, and CISPR15
[11] provides another measurement method below 30MHz
using a loop antenna system .

We performed the measurements of the radiated noises
from multiple sources in an anechoic chamber according to
the measurement method of OATS. As shown in Fig. 1, the
antenna is a loop with 0.6m diameter, and the separation
distance between the antenna and multiple sources is 3m.
The electric board and PDP TV composing the multiple
noise sources are placed side by side. The radiated noises are
measured in terms of magnetic field strength in dB (uA/m).

B. Radiatedmagnetic field from 150k to 30MHz

Measurements of radiated magnetic fields of a multiple
noises are performed in the peak mode with 9 kHz resolution
bandwidth (RBW). The radiated disturbance is entirely
measured from 150 kHz to 30 MHz, when each of the
electric board and PDP TV is operated and then both of them
are activated simultaneously. As presented in fig. 2, high
radiated disturbance from electric board is shown at the
fundamental frequency of 1.71MHz and the harmonic
frequencies. Several high disturbances shown between
5MHz and 8MHz is supposed to come from inside circuits
composing the electric board. The PDP TV shows more
dense disturbances at the fundamental frequency of 240kHz
and the harmonic frequencies. The disturbances from
multiple noise sources show the combined shape of the two
noises.

To investigate the fluctuation of noises according to the
time, the radiated noise is measured with zero frequency
range. Fig. 3 shows an example of each noise fluctuation
from the electric board and PDP TV measured at 5.15MHz.
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The disturbances from electric board show relatively slight
variation according to the time, whereas the noise from PDP
TV shows high fluctuation periodically.

C. APD measurement at the common frequencies

APD  measurement method gives probabilistic
information about the disturbance. The ordinate axis of the
APD curve displays the probability that the disturbance
envelope exceeds the abscissa level. When there is no
impulsive input, the APD curve is gradually declined from
the left top to the right side of bottom. When impulses are
received, the APD shows drastic extension to the right side
in the middle of the curve and the peak value of impulse
appears on the abscissa of APD.

To investigate the effect of radiated disturbance from
multiple noise sources, APD measurement is made at
frequencies where both of the electric board and the PDP TV
generate high disturbances. From the disturbance spectra of
fig. 2, frequencies of 3.43, 5.15, 6.13 and 7.11MHz are
selected. At each frequency, APD measurements are

performed for 120 second using R&S ESU EMI receiver. Fig.

4 shows the APD measurement results of radiated noises
from each of the electric board and PDP TV and both noise
sources.
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At all the measured frequencies, the APD graphs of
electric board show gradual decrease. On the other hand, the
APDs of PDP TV are gradually decreased and extended in
the middle of curve. The APD shapes of multiple noises are
similar to those of the PDP TV; however, the levels in the
left side are higher than those of PDP TV due to the effects
of noise from electric board. Uniquely, the APD of multiple
noises at 5.15MHz is less than that of electric board in some
range. It is considered that the noises from electric board and
PDP TV are cancelled out by the each other.

II1.

The characteristics of multiple noises can be investigated
by applying Middleton’s Class A noise model. The model is
appropriate to describe a highly impulsive interference and

EXTRACTION OF NOISE PARAMETERS

TABLE 1. PARAMETERS OF THE MULTIPLE NOISES

Electric Electric Board

Frequency Board PDPTV +PDP TV

[MHz]

A r A r A r
3.43 0 0.007 0.22 0.0048 0.23 | 0.0125
5.15 0 0.01 0.195 | 0.0028 0.2 0.011
6.13 0 0.038 0.19 0.0014 0.19 0.006
7.11 0 0.0063 | 0.215 | 0.0013 0.21 0.007
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show good agreement with measurement data. It is defined
by two parameters of A and . A is the impulsive index
which is the product of the mean number of disturbance
events per second and the mean length of a disturbance. T is

the Gaussian factor, as the ratio of mean power of the
Gaussian component and that of impulsive non-Gaussian
component.

Approximate empirical method is applied to estimate
noise parameters. A4 is approximately extracted at the point
where the sharp rise in disturbance versus probability occurs.
1" is extracted at the point where the straight-line starts to
bend in probability versus disturbance. The smaller is A4, the
properties of the disturbance are dominated by the
characteristic of typical, individual impulses and the
disturbance shows the non-Gaussian properties. However, as
A is close to zero, the noise exhibits a Gaussian property.
The smaller is /7, the intensity of non-Gaussian component
is stronger related to the Gaussian component of the
disturbance.

Table I shows the noise parameters extracted from the
APD measurement, when each of the electric board and PDP
TV is operated and then both of them are activated
simultaneously. At all frequencies, the values of 4 parameter
of electric board are nearly 0. This means the disturbances
from the electric board are non-impulsive Gaussian noises.
When investigating the 4 parameters extracted from the PDP
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Figure 5. APD Comparison of measured multiple noises and re-generated noises (a) At 3.43MHz (b) At 5.15MHz (c¢) At 6.13MHz (d) At 7.11MHz

TV and multiple noise sources, they show similar values at
each frequency. It means the impulsive components of
multiple noise sources mostly come from the PDP TV,

whereas, / parameters of the PDP TV and multiple sources

have different values at each frequency. The / values of

multiple noise sources are higher than those of PDP TV. It is
because the non-impulsive noises from electric board are
applied to the multiple noises.

IV. NOISE RE-GENERATION

Using the extracted noise parameters, multiple noises are
re-generated. The statistical functions are determined by the

parameter values of 4 and /, and the random noise data

following the determined statistical functions are generated
using a simulator tool. For each measured frequency, one
million points of random data are generated. The data is
downloaded fo a signal generator and radiated through an
antenna. The re-generated noise is measured by another
antenna. Fig. 5 shows the comparisons of APD graphs of
measured multiple noises and re-generated noises at each
frequency. Even though there is slight difference between
two APD graphs at the left side at 7.1 1MHz, the APD shapes
of re-generated noises are generally well matched to that of
measured noises.
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V. CONCLUSIONS

The re-generation method of radiated disturbances from
multiple noise sources using statistical approach was
suggested. The statistical characteristics of radiated
disturbance from multiple noise sources are analyzed
through the APD measurement. The radiated noises from
electric board and PDP TV are measured from 150 kHz to 30
MHz, and then frequencies where both noise sources radiate
disturbances in common are selected. At each frequency, the
APD is measured and then the characteristic parameters of
the noises are extracted using the Middleton’s class 4 noise
model and approximate empirical method. Random noise
data is re-generated from the extracted parameters and
radiated using a signal generator and antenna. APD
Comparison of the measure multiple noises and re-generated
noises shows that re-generated noises reproduce the
measured multiple noises with the similar statistical
characteristics. The re-generated noise can be applied to the
performance evaluation of electric devices against the
multiple noises.
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Abstract— Long Term Evolution is standardized by the 3rd
Generation Partnership Project to have wider channels up to
20MHz, with low latency and packet optimized radio access
technology. The peak data rate envisaged for LTE is 100 Mbps
in downlink and 50 Mbps in the uplink. The 3GPP has chosen
the OFDMA as the radio access technology due to his simple
implementation in receiver and spectral efficiency. To enhance
system’s data rate and ensure quality of service, the Radio
Resource Management Scheduling Mechanisms plays a very
crucial components to guarantee the Quality of Service
performance for different services. In this paper we modeled
and evaluated the performance of Round Robin, Proportional
Fairness and Max Rate scheduling algorithms. The
performances are compared in term in throughput and
fairness index for this scheduler.

Keywords- Scheduling; Fairness; Max Rate; Ressource
Block.

L INTRODUCTION

The Long Term Evolution (LTE) is standardized by the
3GPP in Release 8, as the successor of the Universal Mobile
Telecommunication System (UMTS), in order to ensure a
high speed data transmission with mobility for mobile
communication. The radio access technology chosen for
LTE system is the Orthogonal Frequency Division Multiple
Access (OFDMA), in both Time Division Duplexing (TDD)
and Frequency Division Duplexing (FDD), because of the
high degree of flexibility in the allocation of radio resources
to the Users Equipments (UEs) and his robustness to the
selectivity of multipath channels [1][2]. LTE is capable of
supporting different transmission band of spectrum
allocation (Multiple Channel Bandwidth), ranging from 1.4
Mhz to 20 Mhz, for both paired and unpaired bands. The
high peak transmission rate reaches the LTE system is 100
Mbps in downlink (DL) and 50 Mbps in uplink (UL). To
achieve the performance objectives, LTE employs the
several enabling technologies which include Hybrid
Automatic Repeat Request (HARQ) technical and different
MIMO transmission methods are deployed [3] [4].

LTE technology presents a very challenging multiuser
problem: Several User Equipments (UEs) in the same
geographic area require high data rates in a finite bandwidth
with low latency. Multiple access techniques allow UEs to
share the available bandwidth by allocating to each UE a
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fraction of the total system resources. The strong motivation
beyond the resource allocation algorithms for scheduling is
the improvement of system performance by increasing the
spectral efficiency at the wireless interface and consequently
enhancing the system capacity. Other constraints such as
fairness must also be improved. Hence, it is important to find
away to performance effective trade-off between efficiency
and fairness. To develop an efficient scheduler to reach this
trade-off, several factors must be taken into account such as:
Signal-to-Interference-plus-Noise Ratio (SINR), packet
delays, buffer status (queues length and packet delays), and
type of service, fairness, channel conditions and complexity
(time and computing).

In this paper, we study and compare the different
scheduling algorithms for downlink LTE system and we
discuss the factors which mentioned earlier for several
proposed resources allocation schemes. This paper is
organized as follow: in Section II, we describe the LTE
downlink scheduling mechanism and in Section III, we
evaluate and compare the algorithms performance.

II. LTE DOWNLINK SCHEDULING

The air interface of LTE technology is based on OFDMA
and SC-FDMA in the downlink and Uplink respectively to
deliver the flexibility and increase data rate without
additional bandwidth or increase transmit power. The base
station (eNodeB) is the entity responsible for controlling the
air interface between the network and user equipments. The
data transmission in LTE system is organized as physical
resources which are represented by a time-frequency
resource grid consisting of Resources Blocks (RBs) which
has a duration of 0.5 ms and a bandwidth of 180 KHz (12
subcarriers spaced with 15 KHz). It is a straight forward to
see that each RB has 12x7 = 84 resource elements in the case
of normal cyclic prefix and 12x6 = 72 resource elements in
the case of extended cyclic prefix.

The scheduler entity have a role to assigns resources
blocks every TTI, based on the channel condition feedback
received from User Equipment in the form of Channel
Quality Indicator (CQI) send by the UEs to the eNodeB, to
indicate the data rate supported by the downlink channel.
Every value of CQ]I, index in the range 1 to 15, corresponds
to the highest Modulation and Coding Scheme (MCS) and
the amount of redundancy included [12]. The corresponding
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bit rate per bandwidth is standardized by 3GPP and is shown
in TABLE L.

TABLE 1. CQITABLE
IE((ileIx Modulation C())(dle();:te Efficiency
0 No
transmission

1 QPSK 78 0.1523
2 QPSK 120 0.2344
3 QPSK 193 0.3770
4 QPSK 308 0.6016
5 QPSK 449 0.8770
6 QPSK 602 1.1758
7 16QAM 378 1.4766
8 16QAM 490 1.9141
9 16QAM 616 2.4063
10 64QAM 466 2.7305
11 64QAM 567 3.3223
12 64QAM 666 3.9023
13 64QAM 772 4.5234
14 64QAM 873 5.1152
15 64QAM 948 5.5547

In LTE system, the resource allocation is done in time
and frequency domain. In time domain, the downlink
channel is divided into frame of 10ms each consists of 10
subframes of 1 ms each referred to as Transmission Time
Interval (TTI). In frequency domain, the available system
bandwidth is divided into sub-channels of 180 KHz,
comprising of 12 consecutive equally spaced OFDM sub-
carriers of 15 KHz each. A time-frequency radio resource
spanning over 0.5 ms slots in the time domain and over 180
KHz sub-channel in the frequency domain is called Resource
Block (RB) [5]. The number of resource blocks in the
available bandwidth is called Resource grid. Resource
Element (RE) represents one OFDM subcarrier during one
OFDM symbol interval. The number of RBs in a resource
grid depends on the size of the bandwidth. The LTE operates
in the bandwidth of 1.4 MHz up to 20 MHz, with number of
RBs ranging from 6 to 100 respectively [5] [6].

A. LTE scheduling Mechanisms

In wireless communications, specifically in LTE system,
each user return a value of CQI to eNodeB every TTI
corresponding to the channel state of the user i and the mean
data rate supported by the channel at the time slit t. The
scheduler is responsible for assigning the RBs in time and
frequency domain resources to the different UEs under the
CQI-received as a feedback from the UE by the BS. Every
Ims the assignment of resources could change depending
upon various factors including CQI for each user. In order to
perform channel-aware packet scheduling, each eNodeB
need to have the knowledge of Channel State Information
(CSI) for each user, for all the RBs in the available
bandwidth. The CSIs are derived based on channel gain,
interference conditions and SINR estimation errors. In this
paper, we discuss the major scheduling algorithms that are
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used by the LTE downlink schedulers, they are, Round
Robin (RR), Proportional Fairness (PFS) and Max-Rate
algorithms. These scheduling algorithms are described in
the next section [7]. The Figure 1 describes the packet
scheduling strategies.

Base Station
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Scheduler +—  Quality | 1
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Figure 1. LTE Scheduling Scenario.

The LTE downlink scheduler is designed to ensure high
Quality of service (QOS), maximization of system capacity,
reducing complexity and ensures fairness between all active
users. Then, scheduling algorithms should be capable to
exploit the channel variation condition with maintaining
fairness between the users flows.

B. LTE scheduling Algorithms

In LTE system, the scheduling algorithms assume that
the eNodeB would receive the CQI feedback, every TTI, as a
matrix with dimensions Number UEs x RB_grid size. The
value of each field in the matrix is the CQI feedback of each
user for each RB [6]. The different scheduling algorithms are
describes as follow:

e Round Robin (RR) is the simplest scheduling
algorithm which assigns time interval to each mobile
station in equal portion and in order with the same
priority. This algorithm is very simple and easy to
implement [14].

e Proportional Fairness Algorithm (PFS) work as
follow. The CQI feedback of user k in time TTI i is
in term of a requested data rate Ry, (¢), which design
the k" user’s sub-carrier can currently supported.
The PFS algorithm keep track of the average
throughput 7, (2) of each user on every sub-carrier
in a past window of length #. The #. parameters
means the trade-off between fairness and throughput.
The larger value of 7. is 7. =oo, in this situation the
allocation resources according to PFS algorithm is
decided solely by instantaneous SNR, leading to
maximum system throughput and poor fairness
characteristics. On the other hand, the lower value of
t. parameter is f. =1 in this situation scheduling
becomes fair [8] [9]. In the time slot ¢, the PFS
algorithm transmits at each sub-carrier to the user K
with the largest value of J calculated as follow:

Mobile Terminals

i Carror J 4 user |
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- Rk,n(t)
) Ten®

M

The average throughput T, (#) can be updated using an
exponentially weighted low-pass filter [13] :

(1= DTin® +Ria® k=K'

T (t+1) = 2
RS [T kel

e  Max-Rate scheduler transmit, every TTIL, to the user
having the largest SNR, so users that have the fading
peak are likely to be scheduled all the time, while
other that experience deep fades are not scheduler at
all. Max Rate scheduler has to maximize system
throughput but it totally ignores fairness. The
received SNR of the n” RB signal of the k" user at
the #"TTI can be expressed by[8]:

Sk,n (t) Hk,n (t)

SNRk’n(t) = N B/N
0

3)

Where S, ,, (t) , Hy, (t) are the allocated transmission
power and channel gain on n” sub-carrier at ¢" TTI
respectively, Ny is the power spectral density of AWGN, B is
the bandwidth and N is the number of sub-carriers.

The instant data rate of each user is determined and the
BS serves each user at this rate. The instant service rate on
the n™ sub-carrier at # TTI is got by:

Rin(t) = B/N Log,(1 + SNR) 4)
Where, Ry, (t) is the K" user transmission rate at £ time
slot, B is the total bandwidth and N is the number of sub-
carriers [10] [11].
PFS algorithm transmits for each user when its channel is
good and at the same time the scheduling algorithm is
perfectly fair on the long term. We plot in Fig. 2 the
frequency response of three users. Thus, the PFS algorithm
schedules a user when its instantaneous channel quality is
high relative to its own average channel condition over the
time scale ¢,.
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Figure 2. Frequency Channel Response for Three users.

III.  SIMULATION RESULTS AND DISCUSS

A. Simulation Parameters

In this section, we will simulate and discuss the
performance of the three scheduling algorithms, such as RR,
PFS and Max-Rate, over LTE system. The simulations are
carried out for frequency-selective channels modeled by ITU
for Pedestrian-B (Ped-B) channels. Our simulations are
performed for users ranging from 5 to 25, choosing the
bandwidth of 5SMHz containing 25 RBs and 300 occupied
sub-carriers. The simulations parameters used are listed in
the TABLE I

TABLE II. SIMULATION PARAMETERS
Parameters Value
Channel type ITU-Pedestrian B
Number of Base station 1
Number of users 5,10, 20, 30, 40
Round Robin
Scheduling Algorithms Max-Rate
Proportional Fairness
Bandwidth (MHz) 5
Transmission mode SISO
Numbers of subframes 140
Tc parameter 1

B. Simulation Results and Discuss

In this section, we present the simulation evaluation of
scheduling algorithms. In order to evaluate and find the
scheduler disciplines, the performance is measured in term
of overall system capacity and fairness index using the three
scheduling algorithms. First, we plot the number of
allocated RBs for every user over time using each
scheduling algorithm.
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Figure 3. Number of allocated RBs for each user vs. TTI index using RR,
PFS and Max Rate schedulers.
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Figure 4. Means allocated RBs per frame for each user using RR, PFS
and Max Rate schedulers.

Figures 3 and 4 show the evolution of allocated RBs
versus time and means number of RBs per frame,
respectively, allocated for each user using RR, PFS and
Max-Rate algorithms. From the simulation results, we can
see that the RR scheduler delivers fairness for all users with
allocates the same number of RBs for each user which have
50 Resources Block each frame. But, Max-Rate scheduler
allocates a different number for each user derived from
channel quality SNR to maximize average system
throughput. The PFS scheduler tries to strike a balance
between fairness and achieving the Maximum throughput by
allocation almost equal means RBs for each user every TTI.
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The system fairness for scheduling algorithms versus
users ranging from 5 to 25 is investigated in Fig. 5. It is also
observed that Max rate is the unfairness algorithm and the
index fairness not exceed 0.6. This is because the Max rate
algorithm allocates the system resources to users who have a
strongest channel and serve the users who are demanding
service in system. But as we can see, the PFS scheduler has a
constant fairness index almost equal to 1 because as we saw
in section II, with a low ¢, parameter this algorithm

maintenance index fairness without involving system
throughput.
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Figure 7. System Throughput versus user using RR, PFS and Max Rate
schedulers

In order to compare the different scheduling algorithms,
we simulate and plot the average throughput for each user
and system throughput versus users ranging from 5 to 25.
We can see that the system throughput achieved by RR
algorithm reaches the lowest value because this algorithm
allocates all sub-carriers to one user at each time slot
independently of wusers’ channel response and rate
requirements. But Max Rate algorithm, according to system
throughput, reaches the best result because this algorithm
allocates system resources to users with the strongest channel
and it maximizes the system throughput. PFS algorithm
exploits the propagation channel condition in order to
maximize system capacity without comprising fairness. As
we can see in Figs. 6 and 7, PFS algorithm has a good
behavior because it reaches a good level of system
throughput.

IV. CONCLUSION

In this paper, we present the performances of three
scheduling algorithms such as Round Robin, Proportional
Fairness and Max Throughput in term of fairness and system
capacity. We can see that the RR scheduler promotes priority
to fairness between all users regardless of system throughput.
On the other hand, Max throughput is used to maximize the
system capacity without considering the fairness among
users. But, from the results obtained, it is also observed that
the proportional fairness algorithm performs a compromise
between system fairness and throughput. From this result, we
can use a mixed between PFS and Max Throughput
scheduler to maximize system throughput with guaranteed
fairness between users.
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Abstract—Long Term Evolution (LTE) wuses different
techniques to achieve high throughput required, such as the
HARQ techniques, Multiple-Input Multiple-Output (MIMO)
transmission schemes and estimation techniques. In the
present paper, research focuses on Downlink LTE channel
estimation which is based on the interpolation to estimate
channel coefficients. Thus, we propose an adaptive method for
polynomial interpolation based on Lagrange polynomial. We
perform the Downlink LTE system for Single-Input Single-
Output (SISO) and MIMO transmission then compare the
obtained results with linear and Sinus Cardinal Interpolations.
The simulation results show that the Lagrange method
outperforms the linear interpolation in term of Block Error
Rate (BLER) and throughput vs. Signal to Noise Ratio (SNR).

Keywords-LTE; MIMO; SISO; Interpolation; Lagrange

L INTRODUCTION

In modern world, requirement of high data rate
communication has become inevitable. Applications such
as streaming transmission, video images, and World Wide
Web browsing require high speed data transmission with
mobility. In order to fulfill these data requirements, the 3rd
Generation Partnership Project (3GPP) [1][2] introduced
Long Term Evolution (LTE), to provide high speed data rate
for mobile communication. The LTE system affords an
important effective bit rate and allows increasing system
capacity in terms of numbers of simultaneous calls per cell.
In addition, it has a low latency compared to 3G/3G +
networks. It offers a theoretical speed of 100 Mbits/ s in the
Downlink and 50Mbits/s in the Uplink transmission. The
LTE uses Orthogonal Frequency Division Modulation
(OFDM) and Orthogonal Frequency Division Modulation
multiple access technique (OFDMA) in the downlink
transmission [3]. The OFDM provides the signal transmitted
robustness against the multipath effect and can improve the
spectral efficiency of the system [4][5]. On the other hand,
the implementation of MIMO system increases channel
capacity and decreases the signal fading by sending the
same information at the same time through multiple
antennas[5]. The combination of these two powerful
technologies (MIMO-OFDM) in the LTE system improving
thus the spectral efficiency and throughput offered without
increasing resources for base bands and power output. To
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best exploit the power of MIMO-OFDM technology, it is
imperative to manage at best the estimation of the channel
coefficients; this operation is ensured by the interpolation of
pilots.

In this paper, we represent a polynomial interpolation
algorithm using the method of Lagrange [10] which greatly
reduces the complexity of the transceiver. The simulation is
made on a “Vehicular A’ (Veh A) [11][12] channel through
SISO and MIMO system using Least Square equalizer (LS).
Section II of this paper give an over view of MIMO-OFDM
transmission. In Section III, we present Lagrange
interpolation algorithm. Finally, Section IV provides the
numerical results.

II. MIMO-OFDM TRANSMISSION

A. MIMO OFDM transmissions schemes

In this section, we are going to describe the MIMO
OFDM transmission scheme. A modulation block is used to
modulate the original binary data symbol using the complex
constellation QPSK, 16 QAM or 64 QAM according to the
LTE standard [6][7]. Pilot insertion is generated according
to the LTE standards, followed by Inverse Fast Fourier
Transform operation (IFFT); at the end, a cyclical prefix is
inserted to remedy the phenomenon of the Inter Symbol
Interference (ISI) and the Inter Sub carriers Interference.
Transmission is made through a multipath Fast Fading
channel over a multiple antenna system. Multiple antennas
can be wused in the transmitter and the receiver;
consequently, MIMO encoders are needed to increase the
spatial diversity or the channel capacity. Applying MIMO
allows us to get a diversity gain to remove signal fading or
getting a gain in terms of capacity. Generally, there are three
types of MIMO receivers, as presented in [1]. At the
reception, the cyclical prefix is firstly removed, followed by
the Fast Fourier Transform operation (FFT); after the
extraction of pilots, parameters of channel is estimated
through the block interpolation followed by equalization.
The method of interpolation chosen is essential to make the
estimation more efficient and to reduce the equalizer
complexity.
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Fig. 1. MIMO-OFDM transmission.

B. Aanalysis of standard LTE pilot scattering

In the LTE standards, pilots are placed in a well-defined
ways to cover up the frequency and time domain. The
location of pilots for 2x2 MIMO transmissions scheme in
LTE system is shown in the following figures.
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Fig. 2. Pilot structure of Transmit
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Fig. 3. Pilot structure of Transmitter 2.

It can be seen that, through the first antenna, pilots are
disposed in OFDM symbols numbers 1, 5, 8 and 12 while
for the second antenna, they are placed in the same OFDM
symbols, but in different subcarriers index.

Those positions allow a better coverage of the frequency
and time and reduce the risk of interference in reception [3].

III. DESCRIPTION OF THE INTERPOLATION ALGORITHM

A. Linear Interpolation

In linear polynomial interpolation, the channel
coefficients are estimated using the linear relationship
between two successive pilots.

Linear interpolation is given by the following
expression:

HY) = i/d « H)

. ®
WL = 1/d) * Hiyg, ) )

where H E%is the channel coefficient to estimate, H Sc))(p)

and H 83)@ +1) two successive pilots, i is the subcarriers
index, k is the OFDM symbol index, p is the pilot index and
d is the distance between two pilots [8].

B. Sinus Cardinal Interpolation

Sinus Cardinal (SinC) interpolation is given by the
following expression [7]:

S () =XL,S (k)siNc(x —k)(2)

where § (k) is the pilots, k is the position of y,§ (x)is
the SinC interpolation function.

In this work, we use 2 pilots to estimate channel

coefficients using SinC interpolation.
The interpolation is represented as follow:

1-Extract received y((,?)(l,) pilots from received signal y((,?)
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2-Calculate the channel coefficients of pilots symbols with
Least Square estimator

o _ O 0
Hiow) = Yaow/* e (3)

3- Estimate H((,?) with SinC interpolation:

® ; ®
Hp = sinc(x — xp) * H,

(k)(pO)Jrsinc(x - xpl)(4)

C. Lagrange polynomial Interpolation

Lagrange polynomials allow interpolating a set of
points by a polynomial which goes exactly through these
points. The Lagrange polynomial is given by the following
expression [10]

P(x) = XitoyiLi(x)(5)

L(x) = [Tj=oCx — )/ (x; — x,)(6)

JE

Wherey,the pilots, x is the position of y, L is the
coefficients of Lagrange and n is the Lagrange polynomial
order.

D. Algorithm description

The received signal for MIMO system model consisting

of Nr transmits antennas and Ngreceives antennas can be
represented by the following Equation:

@ _ y@ @
Y(k) = X(k)H(k) + N(7)

WhereY((kl)) = [y(()) e .. ..... yo ......... yIIvVS(‘)CFDM SYM NR] IS
the received vector, H(%) is the channel coefficient matrix of
the dimensions Nrx/Vg express the channel gain and N= [n],

n2 ... nNg J'is the noise vector.
The matrix H(gg is written as follow [11]:
(O] ® @
Hoy  hoore  houwy
. @ ()] ®
H (%) =| hwa1r Mw2e . h(k)'Z,NT )
O 0 CR
htowea  Mowgz " RowgNy

For each reception antennas, after eliminating Cyclical
Prefix and Fast Fourier Transform operation, pilots are
extracted and then interpolation block is attacked to

estimate the parameter H(g)) of the channel. The
interpolation operation is necessary for both frequency and
time domain.

In the present work, we use a Lagrange polynomial
interpolation for frequency domain and linear interpolation
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for temporary. The interpolation algorithm is represented as
follow:
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Fig. 4. Algorithm of Interpolation.
@ : : ; @
1-Extract ypy pilots from received signal y )

2-Calculate the channel coefficients of pilots symbols with
Least Square estimator

o _,0 ®
Haow) = Yaow/*wow ©)
3-Calculate Lg..........c...... L, Coefficients of Lagrange

with n order of Lagrange polynomial and p index of pilots,
we start with n=2. For example for 12 first coefficients to
estimate we use 3 first pilots placed respectively at Xp,= 0,

Xp, = 6 and xp2=12 frequency index
LOZ((xi - xpl)*(xi - xpz))/ ((xpo - xpl)*(xpo - xpz)) (10)
Ly=((x; — xpo)*(xi - sz))/ ((xp1 - xpo)*(xpl - xpz)) (11)

L2:((xi - xpo)*(xi - xpl))/ ((xpz - xpo)*(xpz - xpl)) (12)
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where L, , L; and L, are the coefficients of Lagrange
polynomial of order n=3,x;is the frequency index of H((,?) to
estimate and XpysX
tree pilots.

4-Estimate H, ((,?) with Lagrange polynomial:

p,Xp,aIC the frequency index of first

© _ o ® ®
Hoy = Lo * H gy Lo * HgygprnyTLa * Hgy a2y (13)

®
W_here Hopy »
pilots.
5-Testing the estimation operation performance by
incrementing the polynomial of order # until having optimal

performance. For our simulation, the optimal performance
was noticed at a value of n=5.

® ® :
H 541 and H (k) (p+2)are three successive

IV. SIMULATIONS RESULTS

Our simulation was performed for LTE downlink
transmission through a channel which uses the profile of
ITU-Veh A for SISO and MIMO system with use of 16
QAM (CQI=7) constellation. We show simulation results for
known channel, Lagrange polynomial interpolation
algorithm, SinC interpolation and linear interpolation. All
simulations are used over a Least Square equalizer.
Simulation results are compared in term of Block Error Rate
(BLER) and Throughput vs. SNR. Both Systems are
simulated using the parameters shown in TABLE I [11][12].

TABLE L PARAMETERS SIMULATION
Transmission Bandwidth 1.4 MHz
Carrier Frequency 2.1 GHz
Data Modulation 16QAM (CQI7)
Channel ITU-Veh A
Interpolation Polynomial interpolation OF LAGRANGE

A. Simulation results and discussion

To observe the effect of the Lagrange polynomial
interpolation compared with linear and SinC interpolation
techniques, we simulate and trace the performance of LTE
Downlink system in SISO and MIMO transmission over
multipath channel (ITU-Veh A) using an LS equalizer . The
simulations have been carried out for the 16-QAM (CQI=7).
The Block Error Rate (BLER) and throughput vs. SNR
results were study. Figures 5 and 6 show Block Error Rate
vs. SNR for known channel, Lagrange polynomial, Sinus
Cardinal and linear interpolations for both SISO and MIMO
transmission.
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The BLER results of LTE downlink transmission for
SISO and MIMO transmission scheme is shown in Fig. 5
and Fig. 6. We can see that the Lagrange polynomial
interpolation enhances the performance of downlink LTE
system by almost than 2 dB for BLER =10".
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As shown in Figures 7 and 8 the throughput of SISO and
MIMO transmission for CQI=7 over Vehicular A channel
can be compared. We can note that the suggested algorithm
of interpolation improve throughput compared to the linear
and Sinus Cardinal interpolation. For example, with
throughput=1 MHz we have a gain almost than 1dB for
SISO and MIMO systems.

After studying performance, we find that the Lagrange
polynomial interpolation offers a significant improvement
compared to the linear and Sinus Cardinal Interpolation, as a
result of the precision given by using n pilots to estimate
each parameter channel. In fact, the use of n pilots in
estimation of the channel coefficients takes into account the
correlation between the pilot subcarriers; which makes this
calculation more accurate and thus enhances the system
efficiency.

It is obvious that this polynomial interpolation algorithm
is more complex than the linear and Sinus Cardinal
Interpolation,  however it significantly improves system
performance especially in the case of a fast fading channel
(our case).

On the other hand, this algorithm has the advantage of
having an adaptable order of polynomial interpolation n
according to transmission condition. For example, in our
case, we use a channel ITU-Veh A in the Bandwidth of 1.4
MHz where we have n = 5 for same Bandwidth but for ITU-
PEDISTRIAN-B channel n =4.

V. CONCLUSION

In the present work , adaptive polynomial interpolation
algorithm was described in relation with the method of
Lagrange for Downlink LTE system. Simulation is achieved
through an ITU-Veh A channel with CQI = 7 and for SISO
and MIMO systems .We conclude that, despite the
complexity of this algorithm (compared to the linear and
Sinus Cardinal Interpolation), it offers a considerable
improvement of the performance of Downlink LTE system.
In effect, using a maximum number of pilots to estimate the
parameters of the channel (5 in our case) against two for a
linear interpolation optimize considerably the estimation of
these parameters.
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Abstract—In this paper, reception for multi-stream
Orthogonal Frequency Division Multiplexing (OFDM)
transmission is analyzed. The system architecture employs
Linear Dispersion Space-Time Block Codes (LD-STBC). In the
transmitter, a part of spatial streams is Space Time Block
Coded (STBC). The LD-STBC-VBLAST OFDM receiver is
described and analyzed. The quality of reception for Wireless-
LAN (WLAN) transmission with channel type E is investigated
using a computer simulation. We present the simulation results
for two models of OFDM receivers. Performance of VBLAST
and LD-STBC-VBLAST receivers has been compared. The Bit
Error Rate (BER) and Packet Error Rate (PER) have been
determined for different numbers of spatial streams in use.
The results illustrate that the LD-STBC-VBLAST OFDM
receiver improves the transmission quality in WLAN scenario.

Keywords-multi-antenna transmission; receiver; space time
block coding; wireless networks.

L. INTRODUCTION

In recent years, WLANSs have gained on popularity. This
is due to the fact that thanks to the advanced technologies
they already offer high quality (with low error rate) and high
speed transmissions. Simultaneously, constant grow of
demand in even higher network throughput and quality
transmission are observed. Therefore, insightful research on
WLANSs is necessary to change the existing standards [1].
As theoretical and practical research carried out lately [2-4]
has shown, transmission through multi-path wireless
channels may improve the system’s capacity if used
adequately. According to Biolcskei and Paulraj [3] a
Multiple Input Multiple Output (MIMO) system enables
increasing of a wireless channel’s capacity proportionally to
the growing number of transmit and receive antennae. A
practical implementation of a MIMO system is shown by
Wolniansky et al. [5]. It is the so-called Vertical Bell
Laboratories Layered Space Time (VBLAST) system,
which has a simple structure, yet it offers high spectral
efficiency. In VBLAST, a single data stream is divided into
several sub-streams transmitted simultaneously by several
antennae as a result of which transmission speed may be
improved.

Literature suggests many options to form receivers that
would receive signals transmitted in MIMO system [2-5].
One of the methods is Maximum Likelihood (ML). This
detection method offers the lowest error rate but is rather
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difficult to implement. Wolniansky et al. [S] propose MIMO
signal detection based on the Zero-Forcing (ZF) criterion.
The ZF method is characterized by relatively low
computational requirements. However, its weakness is
certainly the so-called noise enhancement occurring in the
case of minor SNR values. Considerably effective detection
algorithms that use the so-called QR decomposition of
channel matrix have been proposed in [6] [7]. Another
advantage of MIMO transmission is quality improvement
with reference to drop in error rate. This is obtained by
using Space Time Block Codes (STBC) [8].

The superior purpose of spatial multiplexing is to
maximize data transmission speed while the essence of
space-time coding is to ensure high quality resulting from
maximizing the diversification. These two advantages
offered by MIMOs exclude each other. The so-called Linear
Dispersion (LD) method was proposed by Hassibi and
Hochwald [9]. The method attempts to use both the
aforesaid advantages of MIMO transmission: spatial
multiplexing and diversification gain. As test results show
[9-11], owing to the method high transmission speed may be
obtained with any configuration of antenna systems on both
sides of the radio connection with simultaneous code gain.
Solutions known for the MIMO transmission, such as the
VBLAST [5] algorithm or ZF, may be applied for receiving
[4-7].

The LD-STBC-VBLAST method was used by the
authors for OFDM transmission in a WLAN system.
Simulation results for selected receive algorithms that may
be used for WLAN 802.11n MIMO/OFDM system are
presented. Performance, in the terms of BER, LD-STBC-
VBLAST and VBLAST receivers has been compared. The
analyzed system uses a multi-stream transmission in which
a part of spatial streams is STBC-coded and a part is
transmitted without coding. It was assumed that individual
subcarriers are modulated with 2-PSK, 4-PSK or 16-QAM
signal. The purpose hereof is to compare the operation of
the aforesaid system for two different receivers: LD-STBC-
VBLAST, using the LD (Linear Dispersion) algorithm [9]
and VBLAST [5] and to check the suitability of the
abovementioned receivers for the improvement of data
transmission quality in WLAN 802.11n.

The BER and PER were determined for the E type
transmission channel model [12]. The simulation referred to
transmission through E type WLAN channel because, as test
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Figure 1. Scheme of the transmit part of analyzed system.

results shown by Kotrys et al. in e.g. [4], the lowest error
rate has been obtained in a MIMO transmission using the
channel. It was also assumed that the Channel State
Information (CSI) is known in the receiver.

This paper is organized as follows: Section 2 describes
the simulation model. Section 3 presents the receptions
algorithms used in researches. Section 4 contains simulation
results that have been carried out, and, finally, Section 5
includes a summary and conclusions.

II.  SYSTEM MODEL

In order to assess the quality of operation of the LD-
STBC-VBLAST receiver in WLAN, many simulation
experiments have been made. We used to the simulation the
MATLAB environment. The model of the simulated system
enables BER and PER determination. A block diagram of
the transmitting part of the simulated system is presented in
Fig. 1.

In the transmitter, the information sequence d is coded
by a convolutional encoder [171 133] with rate R=/2, used
in the 802.11n standard [1]. The coded u sequence
generated by the encoder is divided into N spatial streams
u', ... .u™. Three different variants of MIMO transmissions
are possible: a non-coded multistream transmission, an
STBC-coded stream transmission, a transmission where a
part of streams is non-coded and a part is STBC-coded.

Each of the spatial streams is subject to interleaving in
blocks reflecting the successively assigned OFDM symbols
as per the 802.11n recommendation [1]. Depending on the
valence of the applied modulation, the bits of the interleaved
sequence v are adequately grouped and mapped into the
elements of 2-PSK, 4-PSK or 16-QAM constellations.
Signals X,(k) represent the signals transmitted on the k-
subcarrier of the OFDM symbol. Signals that modulate
subcarriers within the ~-symbol OFDM form a vector of X|
signals. Samples of the OFDM symbol in time domain are
formed using the Inverse Fast Fourier Transform (IFFT)
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algorithm. They make up the x, vector. Then, samples of the
OFDM symbol are supplemented with a Cyclic Prefix (CP)
and transformed from Digital to Analogue (D/A).

To adhere to the 802.11n standard [1], in the tested
system, each OFDM symbol uses the 52 sub-carriers to
transmit data, 4 subcarriers are used to transmit the so-called
pilot signals. OFDM is performed with the use of the 64-
point Fourier transform. The duration time of a single
OFDM symbol is 4ps with the sampling frequency of
20MHz. To avoid the intersymbol interference, the 0.8us
cyclic prefix is added. The transmission throughput of the
analyzed system depends on the number of spatial streams
that were used and valence of modulation applied to each
subcarrier of the OFDM signal. A specification of the
analyzed system variants is shown in Table I.

TABLE L. ANALYZED SYSTEM VARIANTS
Number of
. . Throughput
Modulation spatial [Mb/s]
streams
2-PSK 2 13
2-PSK 3 19,5
4-PSK 2 26
4-PSK 3 39
16-QAM 2 52
16-QAM 3 78
III. RECEPTION ALGORITHMS
In the analyzed system, data transmission is performed
using two, three or four spatial streams. Correct

synchronization and estimation of the channel state in the
receiver was assumed. A total of signals transmitted by all
transmit antennae (modified as a result of channel passing)
reaches each receive antenna. The signal from receive
antenna after sampling is transformed, with the Fast Fourier
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Transform (FFT), from time domain to frequency domain
and subsequently demodulated. Two receiving methods
have been analyzed in the paper, VBLAST and LD-STBC-
VBLAST receivers.

The VBLAST receive algorithm consists in iterative
reduction of the intersymbol interference between signals
transmitted by different transmit antennas and may be
illustrated as follows [5]:

Initialization:
(D
W, =H*
i=1 @)
Successive iterations:
3)
k: = i 1TAP
i argje{krlr}_{}}q_l}ll( D5
Vig = Wi 4
dki = Q()’ki) (©))
Tigr = 1y — Ay, (H)y, (6)
Wi+1 = H%L (7)
i=i+1, )

where: r is received signal vector, H' is matrix of Moore-
Penrose pseudo-inversion of the channel matrix H [1],(W;);
is its j-row of matrix W;,Q(-) is the function of decision that
selects the closest, in terms of Euclid’s distance, point from
the constellation of signals modulating individual
subcarriers, (H)y, is the k-column of matrix H,H,, is the
matrix obtained through clearing columns k1’ ...,k, of matrix
H [4][5].

The receive method based on the LD-STBC-VBLAST
algorithm has been adopted by Longoria-Gandara et al. [10]
to OFDM WLAN transmission. The method is applied in
the case where in the MIMO system non-coded streams are
transmitted by selected antennae and simultaneously STBC
coded streams are transmitted by other antennae.

The transmit part of the LD-STBC-VBLAST system is
presented in Fig. 1. The basic idea of the systems is
concurrent transmission of spatial streams both non-coded
and space-time block coded. Then, is was assumed to denote
the system having ng of non-coded spatial streams and 7y of
STBC coded spatial streams as (ng,n3)-LD-STBC-VBLAST,
for example the description (0,2) denotes the system which
use two STBC encoded streams.

In the LD-STBC-VBLAST receiver, the theory of linear
dispersion described by Hassibi and Hochwald [9] was used
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to demodulate. Therefore, during modulation signals
received from both non-coded and STBC coded streams
may be treated the same.
Further on, the following designations have been assumed:
n4— number of antennae in a single STBC stream;
Nr— number of transmit antennae;
Ny —number of receive antennae;
ng — number of STBC coded streams;
ng— number of streams not coded with STBC

Table II below shows which signals are transmitted by
two individual antennae in subsequent time intervals [11].
This constitutes a description of the time and space coding
performed for a given antenna configuration [9].

TABLE II. TRANSMITTED SIGNALS

Non-coded streams STBC coded streams
STBC block: B=1,...,ng
Time Antenna i=1,...,ng Antenna 1 Antenna 2
T S Snal Sna2
t+T Sz —Spaz Snp1

The signal reaching the receiver is presented as follows
[10]:

1 2
[Y1() yl( )] [ hi1  hyz thT
3’2(1) 3’2(2) _ | har hy hany |[S"C]
: : | & i |Lse
lyl&) yISi)J thR1 hNRZ hNRNT
|'n(1) n(z)‘l ©)
| 1 1 I
(€3] @)
+|M2 0 T2 |
) £2>J
nNR nNR

In the above, as well as in the formulas that follow, the

below notation has been applied:

e the subscripts signify numbers of relevant antennae;

e the superscripts signify the number of modulation
interspace in a given time interval

S
The transmitted signal is specified as "C]. It is

Sc
composed of two separate matrixes of which each describes
symbols transmitted in relevant streams: nC — non-coded
and C — STBC-coded.

)
e
Snc = |SZ SZ. I (10)
® EZ>J
Sns  Sng
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S%‘ S(l)c S(Z)C
1 1

Sc = [ : ] = [ : : an

Sip] IS0 sQ¢
And where each matrix element (13) is given as [10]:
s -5,
(1c 2)c] _ |°nat na,2
S S = . , 12
[se s =[] 12

where B=1, ...,np.
By applying the LD theory [9] equation (11) may be
noted as follows [10]:

%] [n"]
| | | @]
[P | [ |
I (E)|=[HnC HC]SLD+I ()l (13)
1 1
Yng Mg
2)* 2)*
Ly | lng |

In the matrix notation, equation (15) may be noted like this:

Yp =H;pS;p+ Npp, (14)
where all matrixes are called LD matrixes.

The matrix of the transmitted signal may also have the form
of the LD matrix:

S =
N

In the receiver, similarly to [10], the so-called QR
decomposition of the channel matrix H is used.
This decomposition consists in splitting the channel matrix
into two matrixes whose product equals the channel matrix:
Hyp =QpRyp (16)
Matrix Q is a rectangular matrix 2Ny X ngy,. Whereas
matrix R is a square, upper triangular matrix rgp, X Hsyy,
where ngy,=2(ngtng). A detailed description of the QR
decomposition algorithm may be found in [6].
After determining the Q and R matrix for the H channel
matrix, linear detection of the received signal takes place in
the receiver. The detection algorithm [7] is as follows:

Initialization:
()
(18)

Copyright (c) IARIA, 2014. ISBN: 978-1-61208-347-6

§5=Q%y=Rs+w (19)

Successive iterations (1):
360 =" O 20)
k=k-1 21)

If k equals 0 — end of algorithm operation

i=k+1 (22)
interf(k) =0 (23)

Successive iterations (2):
interf (k) = interf (k) + R(k, i) - §(i) 24)
i=i+1 (25)

End of loop (2)
$=Rs+ w—interf (26)
or

5 = Qy — interf 27

End of loop (1).

where, y is received signal vector, s is transmit signal vector,
$ decision statistic for transmit signal, § estimate for
transmit signal, Q* the hermitian transpose of Q, n
represents the white gaussian noise of variance 6;2 observed
at the Nyreceive antennae while the average transmit power
of each antenna is normalized to one.

The presented detection algorithm is based on successive
interference reduction. The decisions on transmitted signals
§ are determined allowing for the calculated information on
interfering signals (inferf) coming from other transmit
antennae.

IV.

By means of the computer simulation, we have
determined the BER and PER depending on the SNR value.
An assumption has been made that transmission takes place
in E type WLAN channel [12]. A comparison of the quality
of MIMO systems operation using the following two types
of receivers has been presented: LD-STBC-VBLAST and
VBLAST depending on the number of spatial streams and
selected modulations: 2-PSK, 4-PSK, 16-QAM. In the
simulations, ideal synchronization has been assumed as well

SIMULATION RESULTS
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as that the receiver knows the CSI. The transmitted packets
were 1000-byte long. OFDM technique has been applied.
The 64-point IFFT/FFT has been implemented, where data
is transmitted on 52 subcarriers. Additionally, four
subcarriers have been used to transmit pilot signals and 8
subcarriers constituted a protection interval. To assess
correctness of operation of the proposed simulation model, a
series of tests confirming the results taken from literature
[41[51[7] have been performed. Different combinations of
parameter setups for the investigated MIMO systems have
been simulated. The most representative results have been
selected for the presentation.

In Figures 2 and 3, PER and BER curves are illustrated
for the VBLAST and LD-STBC-VBLAST receive systems
including two and three spatial streams for different number
of transmit N, and receive N, antennae. Transmission in
these systems takes place at the speed of 52 and 78Mb/s
respectively with the WLAN channel type E [12].

Considering the transmission with two spatial streams
(Fig. 2), with PER at 107, (0,2) LD-STBC-VBLAST system
proved the best properties. Here, transmission takes place
using four transmit and receive antennae. The (0,2) LD-
STBC-VBLAST system offers 1% PER with about 17 dB.
The (1,1) LD-STBC-VBLAST system including three
transmit and receive antennae is by approximately 6 dB
inferior. The system employing VBLAST receiver, where
the number of antennae equals the number of spatial streams
for the same level of PER (at 107), is inferior to (1,1) LD-
STBC-VBLAST system by 0.2 dB. The (0,2) LD-STBC-
VBLAST system offers approximately 7 dB gain comparing
to the (1,1) LD-STBC-VBLAST and VBLAST systems
with the BER of about 10, respectively The throughput for
these systems is equal 52Mb/s.

BER (0,2) LD-STBC-VBLAST Nt=Nr=4
PER (0,2) LD-STBC-VBLAST Nt=Nr=4
— @ — BER(1,1) LD-STBC-VBLAST Nt=Nr=3
PER (1,1) LD-STBC-VBLAST Nt=Nr=3

‘*\‘ — =% = BERVBLAST Nt=Nr=2

1,00E+00 [y

1,00E-01 }

1,00802 | . —&— PER VBLAST Nt=Nr=2

1,00E-03
\

1,00E-04 N

1,00E-05

1,00E-06

1,00E-07 -
8 10 12 14 16 18

SNR  [dB)

20 22

Figure 2. PER and BER for two-spatial-stream-systems, modulation
16QAM, 52Mb/s.

Fig. 3 represents the simulation results for systems with
three spatial streams and obtained throughput 78Mb/s. For
1% PER the best results have been noted in the case of (1,2)
LD-STBC-VBLAST system including five transmit and
receive antennae. This level is obtained when SNR equals
19 dB. The (2,1) LD-STBC-VBLAST systems is inferior by
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BER, PER

3.5 dB. It has four transmit and receive antennae. The
number of antennae in the system employing VBLAST
receiver equals the number of spatial streams and is equal 3.
This has proven to perform (PER at 10™*) poorer than the
best presented (1,2) LD-STBC-VBLAST system by 6 dB.
The (1,2) LD-STBC-VBLAST system offers approximately
3 dB gain comparing to the (2,1) LD-STBC-VBLAST and
BLAST systems with the BER of about 10™, respectively

BER (1,2) LD-STBC-VBLAST Nt:

1.00E+00 Wi e il PER (1,2) LD-STBC-VBLAST Nt:
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Figure 3. PER and BER for three-spatial-stream-systems, modulation
16QAM, 78Mb/s.

A system that uses LD-STBC-VBLAST receive enables
enhancement of transmission speed with coincident quality
improvement through application of an additional spatial
stream. To improve quality, an STBC coding on additional
spatial stream must be used. If the number of spatial streams
grows from one to two, a 100% increment of speed is
obtained with simultaneous minor improvement in PER for
2-PSK, 4-PSK and 16-QAM modulation. If the number of
spatial streams grows from two to three, the speed increment
is 50% with 1% improvement in PER by 3 dB for 2-PSK
modulation and by 4 dB for modulations 4-PSK and 16-
QAM.

V.

This paper presented a proposal of use LD-STBC-
VBLAST reception for WLAN systems with a hybrid
transmission. A multistream transmission was suggested
where a part of spatial streams was STBC coded and a part
was transmitted without any codes. The impact of transmit
diversification on the quality of transmission has been
analyzed. Based on the simulation results it may be clearly
observed that the transmit diversification offers better
properties of the transmission system. The LD-STBC-
VBLAST receiver proves the best results in BER and PER
when compared to the system with a VBLAST receiver at
the cost of increased number of antennae.

As it results from the performed tests, the method that
has been applied (LD-STBC-VBLAST) allows increasing of
the transmission speed with no deterioration of the error rate
through suitable selection of the transmitted spatial streams.

CONCLUSION AND FUTURE WORK

=Nr=5
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=Nr=4
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The system with LD-STBC-VBLAST receiver allows
iterative reduction of interference. Therefore, the BER and
PER results are considerably better than in the case of the
VBLAST receiver system. Given the presented simulation
results, we can suppose that the investigated LD-STBC-
VBLAST receiver could be successfully used in next
wireless networks which are currently being developed.

As a future research task, another reception methods
should be examined and complexity evaluation of
investigated reception algorithms should be perform.
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Abstract — This work presents a design example of a wideband
envelope modulator (EM) that can effectively modulate the
instantaneous supply voltage for a monolithic SiGe power
amplifier to form a highly efficient envelope-tracking power
amplifier (ET-PA) system for potential broadband wireless
applications. Trade-offs between linearity, switching noise,
efficiency and bandwidth have been examined carefully with
both experimental data and RF/analog/digital co-simulations.
The SiGe ET-PA using our wideband EM was characterized
by the WiMAX 64QAM 8.75 MHz signal, showing an overall
PAE of 30.5% at output power of 17 dBm with an error vector
magnitude (EVM) of 4.4%, while successfully passing the
stringent WiMAX spectral mask.

Keywords: Broadband wireless; envelope modulator; envelope-
tracking (ET); LTE; SiGe; power amplifier (PA); WiMAX

l. INTRODUCTION

Recently, envelope-tracking (ET) has become a very
popular efficiency enhancement technique for RF power
amplifiers (PAs) design [1]-[5]. Split-band design concept
has been applied to the envelope modulator (EM) for
wideband applications [1] [4] [5]. However, compared with
narrowband cellular applications (e.g., EDGE), the high
peak-to-average power ratio (PAPR or PAR) of the
broadband signals (e.g., LTE/WiMAX) require the EM to
have wider bandwidth and lower distortion, while still
maintaining excellent efficiency. Therefore, careful
investigations of the design trade-offs for the wideband EM
are still required. In this paper, we will report a design
example for a wideband EM paired with a SiGe monolithic
PA to form an effective ET-PA system for potential
broadband wireless applications. A discrete linear-assisted
switching EM is designed to investigate the overall ET-PA
system performances by experimental data and
RF/analog/digital co-simulation. The effects of bandwidth
and switching frequency as two major factors on linearity
and efficiency will be studied carefully to make this EM
applicable for high PAR wideband applications.

This paper is organized as follows. Section Il presents
the designs of the common-emitter SiGe PA and linear-
assisted switching EM. In Section 111, we demonstrate the
effective of our designed EM by applying it to the SiGe PA
to form an ET-PA system. A WiMAX 64QAM 8.75 MHz
signal (PAR of 10.5 dB) will be applied to the ET-PA to
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showcase the efficiency and linearity enhancements of the
ET technique over traditional fixed-supply PAs.

II.  CIrRcuITS DESIGN

A. Design of Common-Emitter SiGe Power Amplifier

A monolithic 1-stage common-emitter SiGe PA is used
here as an example to form an ET-PA system to study the
trade-offs for wideband EM design. This PA was designed
and fabricated in IBM 7HP 0.18um SiGe BiCMOS
technology [1]-[3]. The simplified schematic and die picture
of the PA are shown in Fig. 1. The high-breakdown
heterojunction bipolar transistor (HBT) option is used for
the PA design with a total emitter-area of 220 pm? (typical
BVceo=4.2 V; BVcpo=12.5 V). This monolithic SiGe PA
was tested on a FR4 PCB. The RF Choke (RFC) inductor
was left off-chip to achieve high Q at 2.4 GHz for better
power-added-efficiency (PAE). A high-Q bondwire is used
as the output tank inductor design, together with more than
4 downbonds (i.e., bondwires at the emitter node) to reduce
the ground parasitic inductance for high PAE [3]. No other
off-chip elements are needed nor used for the PA input and
output matching.

It is important to characterize the PA thoroughly before
designing the EM for optimal ET-PA performances, as the
collector impedance presented by the PA (Rjqaq) Will affect
the efficiency and linearity performance of the EM. Fig. 2
shows the measured PAE vs. output power (P,) at different
supply voltage V¢ in the continuous wave (CW) mode. For
the fixed-supply PA, its PAE reduces rapidly when Py
drops, but the PAE at low P can be greatly enhanced by
varying V¢c as shown by the dash curve, which shows the
idea for an ET-PA operation. The dash curve is obtained at
each peak PAE point of different Vcc levels. This
characteristic of PAE enhancement indicates that the ET
technique can improve the average efficiency of the PA
compared with the case of a fixed-supply PA. Fig. 2 also
plots the collector impedance presented by the PA to the
EM (i.e., Ryag), Which is calculated from the DC supply
voltage and the measured DC supply current of the PA at
each peak PAE point (please refer to Fig. 4 for the definition
of Rigad [4]). The Ryoqq presented by the PA varies, dependent
on the operating regions of the PA [1]. According to the
measurement data shown in Fig. 2, R, €an change roughly
from 70 Q to 10 Q when Py, increases from 8 dBm to 20
dBm.
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Fig. 1 Simplified schematic and die picture of the 1-stage PA designed and
fabricated in IBM 7HP 0.18 um SiGe BiCMOS technology
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Fig. 2 Measured PAE vs. P, of the SiGe PA, and the impedance seen by
the EM by changing the PA supply voltage (Vcc) biasing in the CW mode

B. Linear-Assisted Switching Envelope Modulator

A proper EM design is critical to achieve the best overall
efficiency and linearity performances for an ET-PA. As
reported in [1]-[4], the finite bandwidth and the associated
group delay of the EM are large contributors of nonlinearity
in an ET-PA. In addition, to take advantage of the efficiency
enhancement provided by the ET technique, the EM needs
to maintain high efficiency throughout the ET-PA operation.
The overall power efficiency of an ET-PA system is the
product of the EM efficiency and the PA collector efficiency
(CE), which is expressed as:

TTer—pa = Menv—mod. " TTpace 1)

Therefore, the EM design targets are high efficiency and
wide bandwidth to track the instantaneous input envelope.

1) Split-Band Design of the Envelope Modulator

The envelope signal is extracted from the modulated 1/Q
(i.e., in-phase/quad-phase) signals from the LTE/WiMAX
baseband and then feed into the EM. Such nonlinear
transformation will expand the bandwidth of the envelope
by a factor of 5-10 compared with the original signal
bandwidth [4] [5]. Conventionally, the EM can be
implemented in the form of a linear regulator (e.g., a low
dropout regulator (LDO) as in [6]), as the linear topology
offers wide bandwidth and can be with almost no output
ripple. Nonetheless, the power efficiency of linear regulator
is very poor when the output voltage level is low [6],
making it unsuitable for high PAR signals for 3G/4G
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applications. On the other hand, a switching regulator has
high power efficiency across a broad range of output
voltage, but it produces significant output ripples and its
bandwidth is constrained to be a fraction of the switching
frequency [7], making it suitable only for narrowband
applications such as the North American Digital Cellular
(NADC) in [7]. Switching regulators can also be applied to
high data-rate systems when a rather high switching
frequency is employed [8], but the high switching frequency
inevitably causes high switching loss that limits the power
efficiency (e.g., ~76% maximum for WCDMA in [8]) and
also can degrade ET-PA linearity considerably, which can
often defeat the purpose of using switching regulators.

0

-10

20 T >80% power @ 0~500kHz

=
m
=
£ 3
[$]
S i
& -40
v i
o -50—
[ m
2
& 60
.707
] BW=8.75MHz
'80 T T T T ‘ T T T T ‘ T T T T ‘ T T T T ‘ T T T T ‘
0 8 16 24 32 40

Frequency (MHz)
Fig. 3 Simulated envelope spectra of WiMAX 8.75/20 MHz signals.

Many recent reports on the wideband EM design for ET-
PA have combined the advantages of a wideband linear
regulator and a high efficiency switching regulator in
various ways [9]-[11]. Fig. 3 shows the simulated envelope
spectra of WiMAX 8.75 MHz and 20 MHz signals (PAR of
~10.2 dB). An important characteristic of the envelope
spectrum is that ~80% of envelope power resides from DC
to several kHz, while over 99% of the envelope power
resides within DC to 8MHz for the 8.75 MHz signal, and
within DC to 20 MHz for the 20 MHz signal, respectively.
Such a characteristic of the envelope spectrum implies that a
“split-band” EM design (or often called “linear-assisted
switching” structure) can achieve a high efficiency over a
wide bandwidth [4]. The split-band EM consists of a
wideband linear stage (therefore of low efficiency) and a
high efficiency narrowband switching stage. This split-band
design lessens the requirements of the switching stage, since
the fast transients of the envelope signal will be taken care
of by the wideband linear stage, while the switching stage
will handle DC and the slow moving signals with high
efficiency. The efficiency of the entire EM (7env.-mod.) IS @
combination of the switching stage efficiency (nsw) and the
linear stage efficiency (i), as expressed by:

1  a l-a )

Nsw  Mhin

, Where « is the ratio of the output power from the switching
stage to the total output power of the EM [4] [12].

nenv—mod.
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2) Discrete Envelope Modulator Design

The linear-assisted switching EM is designed by using
commercial-of-the-shelf (COTS) components to investigate
the overall efficiency and linearity trade-off in an ET-PA
system. Fig. 4 shows the circuit implementation of the
discrete EM using an operational amplifier (Op-Amp) as the
linear stage and a buck converter as the switching stage. The
buck converter supplies the slow slew-rate load current (Isw)
that contributes to the majority of the load current (l,5,9) to
ensure high efficiency, while the wideband linear Op-Amp
stage operates in a feedback mode to track the high slew-
rate current (l;,). Additionally, the ripples caused by the
buck converter will be attenuated and/or filtered by the
linear Op-Amp. The smooth transition between the
switching stage and the linear stage is realized by a
hysteretic current feedback control. The hysteretic current
feedback control consists of a current sensing resistor Rgense
that senses the output current of the linear stage and a
hysteresis comparator to control the buck converter. The
value of the sensing resistor Rgese is chosen to be 1 Q in this
case, as it needs to be much smaller than Ry, (i.€., the load
impedance presented by the PA) to achieve high efficiency.
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Fig. 4 Schematic of the linear-assisted switching envelope modulator (EM)
designed by using COTS components

C. Efficiency and Nonlinearities of Envelope Modulator

Although many reported on the efficiency of the EM
design in the literature [1] [2] [4] [13], its linearity and
switching noise trade-offs vs. efficiency have not been
studied as rigorously, which are especially critical for
wideband signals. In this section, the nonlinearities of the
discrete linear-assisted switching EM will be characterized.
The switching noise and the bandwidth of the EM are two
major factors that cause distortions to the output envelope
signal. Understanding the effects of the switching frequency
and bandwidth limitation of the EM helps to optimize both
efficiency and linearity of the overall ET-PA.

1) Bandwidth of the Envelope Modulator

Previous works suggest that for a good linearity
performance, the linear stage (i.e., the Op-Amp) should
have sufficient bandwidth to track the high frequency
contents of the envelope signal with high fidelity [1] [4] [5].
In addition, once the linear Op-Amp stage is used to assist
the switching buck converter, it should have sufficient
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bandwidth to suppress the switching ripples/noise. The
switching ripples beyond the bandwidth of the linear stage
can distort the envelope signal, and be mixed with the
modulated carrier in the PA to cause large spurious noise at
the PA output, potentially degrading the system linearity.

(A) Current Waveforms, BW = 0.2 MHz

(B) Voltage Waveforms, BW = 0.2 MHz
Ideal Vo~ Mou Vsw

MR

ent (mA)
Voltage (V)
o
|

Curr

Time (us)

Time (us)

urrent (mA)

Voltage (V)

c

Time (us) Time (us)

Voltage (V)

Fig. 5 Simulated (A, C, E) current and (B, D, F) voltage waveforms of the
EM; the behavior model is used for the Op-Amp with different 1-dB
bandwidths, while realistic SPICE models are used for other blocks of the
EM. Input voltage = 1.25+sin(27-200kHz't) V, L = 4.7 pH, Rioaa= 20 Q.

To investigate the effect of the EM bandwidth, the
commercial available Op-Amp (i.e., LMH6639 in Fig 4) is
replaced with an Op-Amp behavior model provided by
Agilent’s ADS, such that the bandwidth of the Op-Amp can
be changed manually in the SPICE simulations. The
realistic SPICE models are still used for other blocks of the
EM. Fig. 5 shows the simulated current and voltage
waveforms of the EM using different 1-dB bandwidths of
the Op-Amp at an input wave of 1.25+sin(2z-200kHz't) V.
Here, the 1-dB bandwidth is defined as the frequency where
the gain response decreases by 1 dB. As shown in Fig. 5(A),
(C) and (E), the output current of the switching stage (Isw)
has large ripples on the waveforms, which need to be
suppressed or cancelled by the output current of the linear
stage (l;i,) to reproduce an accurate load current waveform
(lioag)- When the 1-dB bandwidth of the Op-Amp is set as
0.2 MHz, the output voltage (Vo) of the EM exhibits not
only the switching ripples but also with some attenuation
(Fig. 5(B)). When the 1-dB bandwidth of the Op-Amp is set
as 2 MHz, the output voltage waveform V, can follow the
input voltage without attenuation, but the switching ripples
still cannot be suppressed (Fig. 5(D)). When the 1-dB
bandwidth of the Op-Amp is set as 8 MHz, V,,; can now
follow the input voltage with high fidelity and at a low noise
level (Fig. 5(F)).

To further demonstrate the importance of having a
wideband linear stage in the EM to meet the stringent
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linearity specs, the entire ET-PA using the monolithic SiGe
PA is simulated with the RF/analog/digital co-simulation
bench. The behavior model is used for the Op-Amp, while
the realistic SPICE models are used for the PA and the other
blocks of the EM. The inductor (L) of the buck converter is
first chosen around 40 pH. The effect of the value of L on
the EM design will be discussed in the next section. The
simulated output error-vector-magnitude (EVM) values of
the ET-PA against different 1-dB bandwidths of the Op-
Amp stage are plotted in Fig. 6 for the WIMAX 64QAM
8.75 MHz signal. As shown in Fig. 6, the EVM values of
the ET-PA decrease as the 1-dB bandwidth of the Op-Amp
increases, and become saturated to ~1.8% after the 1-dB
bandwidth of the Op-Amp becomes larger than 18 MHz.
Fig. 7 shows the simulated transmission output spectra of
the ET-PA with different bandwidths of the Op-Amp. There
is a large improvement on the Adjacent Channel Power
Ratio (ACPR) when the 1-dB bandwidth of the Op-Amp
increases from 8 MHz to 18 MHz, enabling the output
spectrum passing the stringent WiMAX spectral mask specs
for the case of 18 MHz. As indicated by Figs. 6-7, the
required bandwidth of the EM for the ET-PA needs to be
able to respond to the envelope frequency contents to at
least 2x of the original instantaneous signal bandwidth.
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Fig. 6 Simulated output EVM of the ET-PA vs. 1-dB bandwidth of the Op-
Amp for the WIMAX 64QAM 8.75 MHz signal. The behavior model is
used for the Op-Amp, while realistic SPICE models are used for the SiGe
PA and other blocks of the EM Pj,= 6 dBm, Py, = 16 dBm.
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Fig. 7 Simulated output spectra of the ET-PA using different bandwidths of
Op-Amp for the WIMAX 64QAM 8.75 MHz signal. The behavior model is
used for the Op-Amp, while realistic SPICE models are used for the SiGe
PA and other blocks of the envelope modulator. Pj,= 6 dBm, Py,= 16 dBm.

2) Switching Frequency of Envelope Modulator

The average switching frequency of the EM shown in
Fig. 4 is well analyzed in [4] and can be expressed as:
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R

_ _ sense .VDD

switch — L 2h

2 2
DI1-D- Vrfn;s — Rsense . \i 1— Vrms (3)
Vg L 2h Voo Ve

, Where V. and V,s are the average and root-mean-square
voltages of the output envelope signal, respectively; h is the
hysteresis voltage of the comparator, and D is the duty ratio
that can be calculated from Vy/Vpp. In this design, the
comparator LMV7219 has a predetermined internal
hysteresis h of 7-10 mV according to the data sheet and the
SPICE simulations. Therefore, from (3) the average
switching frequency can now be mainly controlled by the
value of L. The drawback of using a small L is that it usually
generates more switching ripples at high frequencies,
making the design of the linear stage more challenging [11].

Fig. 8 shows the SPICE simulated waveforms and
spectra of the EM designed using two different values of L
with an input waveform of 1.25+ sin(2z-500kHz't) V. This
time, the realistic SPICE models are used for all blocks of
the EM simulations. The switching current I, supplies both
DC and AC components of the load current (lj,,g) by using
an L of 4.7 yH; a higher switching frequency and large
switching ripples on the waveform of I, can be observed
from Fig. 8(A). Such large switching ripples need to be
suppressed or cancelled by the output current of the linear
Op-Amp (ly;n), which can be clearly shown by the spectra of
lsw and ligaq in Figs. 8(E) and (G). On the other hand, for the
case of L= 68 uH, Iy, supplies only the DC component of
lioad» While the AC component is taken care of by the linear
Op-Amp, as shown in Fig. 8(B). Also, the spectra of I, and
lioag for the case of L= 68 pH have smaller harmonics than
those using L= 4.7 uH. These SPICE simulations indicate
that the optimal value of L should be selected according to
the best trade-off of maximum efficiency and linearity.

Fig. 9 shows the SPICE simulated efficiency of the EM
and the EVM of the ET-PA using the monolithic SiGe PA
presented in Fig. 1. The realistic SPICE models are used for
the SiGe PA and all blocks of the EM. From the pure view
point of efficiency, the optimal value of L for the best
efficiency is 8.2 puH. Smaller L results in higher switching
frequency that can cause significant switching loss and
ripples. On the other hand, too large of the L makes the
buck-converter only able to supply the DC component of the
load current, and in that case the lower efficiency Op-Amp
has to deliver the remaining AC contents (as illustrated in
Fig. 8 (B)), leading to lower efficiency for the EM and thus
the overall ET-PA system. Rather large L can also cause
high parasitic resistance to decrease its efficiency. In
addition, as shown in Fig. 9, the output EVM of the ET-PA
is increased (i.e., linearity degraded) as L decreases. For
example, the efficiency of the EM is increased by 4% by
reducing L from 100 pH to 8.2 uH, but at the slight cost of
worse EVM from 2.45% to 2.8%.

Fig. 10 shows the SPICE simulated output spectra of the
ET-PA using L of 8.2 pH and L of 27 pH, respectively.
When the larger L (27 pH) is chosen, the ACPR is 4-6 dB
better at the offset of 5-8 MHz from the center frequency.
Please note the output spectrum for the case of L=8.2 uH
slightly violates the WiMAX spectral mask.
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(4.7 pH vs. 68 pH). The realistic SPICE models are used for the envelope
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Figs. 9-10 indicate that a small efficiency improvement
may not be worthwhile if one has to sacrifice the linearity of
overall ET-PA. Therefore, the L of 27 uH is chosen in the
design for our EM to achieve best trade-off of efficiency vs.
linearity, which is of course dependent on the best high-Q
inductor available with the given budget. Fig. 11 shows the
measured efficiency of the EM with different bandwidths of
the WiMAX 64QAM signals. Note the efficiency of the EM
shown here is only reduced by 2.5% when the signal
bandwidth increased from 1.5 MHz to 20 MHz.
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Fig. 11 Measured efficiency of the EM for different bandwidths of WiMAX
64QAM signals; Vpp= 4.2V, Rie.e= 22, average output voltage = 2.3V.

When the output current is low, the inductor may be
completely discharged at the “OFF” state of the buck
converter before the switcher is turned on again, which is
often called as the “discontinuous mode” for DC-DC
converter design [22]. Therefore, another concern in the
selection of the inductor value is to ensure the buck
converter does not go into the discontinuous mode operation
[22]. The boundary of the discontinuous mode occurs at
where the output DC current (l,) equals to one half of the
peak-to-peak inductor ramp current Al (i.e., 0.5A1 = 1,). For
the stand-alone buck converter controlled by the
conventional pulse-width modulation (PWM) scheme, the
minimal L should be determined to avoid the discontinuous
mode at the minimum DC output current (I, min) as [22]

L. = (VDD _Vout,Dc ) D _ (VDD _Vout,DC ) 'Vout,Dc
" Al - fg, 21

4)

o,min * fSW 'VDD

, Where Vo is the output DC voltage, D is the duty cycle,
and fgy is the switching frequency determined by the PWM
control scheme. For example, if the EM were to be
implemented using the conventional PWM control scheme
for this ET-PA, one could obtain the Vo pc = 2.3 V, lomin =
33 mA (i.e., at Rjpsg = 70 Q presented by the SiGe PA as
shown in Fig. 2). Therefore, the minimal inductor value
calculated based on (4) would be ~16 pH for a PWM-
controlled buck-converter, assuming fsw =1 MHz.
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However, for the linear-assisted switching EM design
presented here, the peak-to-peak inductor ramp current Al is
limited under 2h/Rgnse, Which is not related with the
inductor value [4]. This is because once the switching
current lgyw is h/Rgense lower than the load current iy, the
hysteresis comparator will immediately sense the current
difference and turn on the switcher again, assuming the
switcher can response fast enough [4]. In the practical
design, however, the switcher is not ideal due to its intrinsic
gate capacitance and resistance, therefore it may not respond
fast enough with a high switching frequency, and this
frequency is directly determined by the inductor value.
Also, the hysteresis window h increases with higher input
slew rate [23]. The SPICE simulations show that h is ~7 mV
with the input voltage ramp below 0.2 V/ps, but increases to
~43 mV with the input voltage ramp of 4 V/us. According
to the simulation, the minimal L is 1.2 pH to avoid the
discontinuous mode operation for this EM design. Fig. 12
shows the SPICE simulated current waveforms of the linear-
assisted EM at the boundary of the discontinuous mode.
Depending on the accuracy of the device modeling and the
packaging parasitic, the inductance in the practical
implementation may be lower than the simulated value.
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Fig. 12 SPICE simulated current waveforms of the discrete linear-assisted
switching EM at the boundary of the discontinuous mode (L = 1.2 pH)

IIl.  EXPERIMENTAL RESULTS OF THE SIGE ET-PA

A. Efficiency and Linearity of the Stand-Alone PA

First, the stand-alone PA with fixed-supply voltage is
tested to serve as a reference for the comparison with the
ET-PA. Fig. 13 shows the measured gain, PAE and EVM
VS. Pyt for the WIMAX 64QAM 8.75 MHz signal (PAR =
10.5 dB) at 2.3 GHz. Without using any off-chip matching
elements, the PAE of the SiGe PA reached 39% at the Py
of 17.8 dBm, but with a rather high output EVM of 11.7%
(the EVM spec of WIMAX 64QAM is 5.0% or -26 dB). At
Pot Of 16 dBm, the stand-alone PA already violates the
lenient EVM spec. Increasing V¢c could reduce the EVM as
shown in Fig. 14, but at the cost of lower efficiency.

B. Efficiency and Linearity of the ET-PA

The discrete EM discussed earlier is used to modulate
the supply voltage V¢ of the PA to form an ET-PA system.
Please note that no predistortion is used in this work. The
entire ET-PA operates at Vpp of 4.2 V. Fig. 15 shows the
measured EVM, gain and overall PAE vs. P of the ET-PA.
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Note the overall PAE (or the ET-PA composite PAE)
includes the power consumption of the EM. The overall
PAE is 30.5% at Py, of 17 dBm with an EVM of 4.4%.
Judging from the PAE of ~50% for the SiGe PA at P, of 17
dBm (Fig. 2) and the efficiency of the EM of ~68% (Fig.
11), the expected overall efficiency of the ET-PA would be

34%, which is close to the measured data observed from Fig.

15.

Fig. 16 shows the output spectra of the ET-PA and the
stand-alone PA with fixed supply. At the same P, of 17
dBm, the ET-PA successfully passes the stringent WiMAX
64QAM mask defined by European Telecommunications
Standards Institute (ETSI), while the stand-alone PA fails
the spectral mask badly. The ET-PA operates at its P,qg
point for Py, of 17 dBm, but still impressively passes the
WiIMAX emission mask. The better linearity of the ET-PA
is probably due to the same envelope shaping function
applied in the system as [24], which linearizes the AM-AM
of the ET-PA across the instantaneous P, range. Fig. 17
further shows that the maximum linear P,, of the fixed-
supply PA is only ~13.5 dBm in order to pass the WiMAX
spectral mask, leading to a PAE of only ~26%. Therefore,
the ET-PA outperforms the fixed-supply PA by 3.5 dB on
maximum linear Py, and 4.5% on PAE. Table | summarizes
the performances of our ET-PA and its comparison with
other state-of-the-art polar/ET-PAs.
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Fig. 13 Measured EVM, gain and PAE vs. average Py of the stand-alone
SiGe PA at V¢ of 3.6 V for WIMAX 64QAM 8.75MHz signal at 2.3 GHz.
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TABLE |. PERFORMANCE SUMMARY AND COMPARISON OF OUR ET-PA WITH STATE-OF-THE-ART ET OR POLAR PAS

Freq.  Gain OP gy Overall EM Signal BW . ?
(GHz)  (dB) (dBm) PAE EVM Efficiency (MH2) Modulation PD Technology
PA: 0.18pm SiGe BICMOS
1] 09 841 2041 44.4%  6.0% 65% 0.384 EDGE No Daum SiGe BICY
4] 24 65 19 28% 2.8% 60% 20 WLAN =y Discrete COTS
. . : 640AM
6] 175 - 238 22% 1.69% 0.384 EDGE  Yes 0.18um CMOS
WIMAX PA: 2um InGaP/GaAs
[10] 18 279 239 343%  298% 75% 5 cionm Mo Vo 13 CATOS
WLAN
— 0, 0, _—
7 20 196 226%  2.5% 20 sioam Mo 0.13um CMOS
8] 24 11 20 28% 5% 65% 20 WLAN © ves 0.18um SiGe BICMOS
: 64QAM oW
WLAN
[19] 156 - 147 8.9% 4.6% 20 sioam Mo 0.18um CMOS
WIMAX
20 192 - 153 22% 15% 5 oionm  YeS 0.13um SOI-CMOS
This . : ) WiMAX PA: 0.18pm SiGe BICMOS
oS 23 105 170 305%  4.4% 69% 8.75 bionm Mo D i8hn Sicie BICY
Note:

(1) Pout: The maximum linear Poy that passes the linearity specs of the specific wireless standard.

(2) PD: Predistortion

(3) [1] [4] [10] [18] proposed ET-PAs, [6] [17] proposed polar PAs, and [19] [20] proposed digitally modulated polar PAs.
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Fig. 15 Measured EVM, gain and overall PAE vs. Py of the ET-PA system
for the WIMAX 64QAM 8.75 MHz signal at 2.3 GHz; Vpp = 4.2V
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Fig. 17 Measured output spectra of the ET-PA (Pou=17 dBm) and fixed-
supply PA (Po,=13.5 dBm) for WiMAX 64QAM 8.75 MHz at 2.3 GHz.

IV. CONCLUSTION

The circuits and system design insights of a high
efficiency and linear ET-PA system have been discussed

using a SiGe PA and a discrete linear-assisted switching EM.

The switching frequency of the switching stage and the
bandwidth of the linear stage have been studied carefully to
make the EM suitable for high PAR wideband applications.
The WIMAX 64QAM 8.75 MHz signal was used to
characterize the linearity and efficiency performances of the
ET-PA system. Without needing any predistortion, the
entire ET-PA system achieved an overall PAE of 30.5% at
Pout of 17 dBm with an EVM of 4.4%, while successfully
passing the stringent WiMAX spectral mask.

ACKNOWLEDGMENT

The authors like to thank Dr. K.-S. Lu, CEO of Diodes
Inc., Plano, TX, for generously donating the Keh-Shew Lu
Regents Endowment Fund at Texas Tech University (TTU).

82



ICWMC 2014 : The Tenth International Conference on Wireless and Mobile Communications

We also like to acknowledge of the funding support from
Texas Instruments (TI) and other companies.

REFERENCES

[1] J. Lopez et al., “Design of highly efficient wideband RF polar
transmitter using the envelope-tracking technique,” IEEE J. Solid-
State Circuits, vol. 44, no. 9, pp. 2276-2294, Sept., 2009.

[2] Y. Li et al., “A Highly Efficient SiGe Envelope-Tracking
Power Amplifier with an Integrated CMOS Envelope Modulator
for Mobile WiMAX/3GPP LTE Transmitters”, IEEE Trans.
Microw. Theory Tech., vol. 59, no. 10, pp. 2525-2536, Oct. 2011.

[3] D. Y.C. Lie et al., “Highly-efficient monolithic class E SiGe
power amplifier design at 900 and 2400MHz,” IEEE Trans.
Circuits Syst. | — Reg. Papers, vol. 56, no. 7, pp 1455-1466, July
20009.

[4] F. Wang et al., “An improved power-added efficiency 19-dBm
hybird envelope elimination and restoration power amplifier for
802.11g WLAN application,” IEEE Trans. Microw. Theory Tech.,
vol. 54, no. 12, pp. 4086-4099, Dec. 2006.

[5] B. J. Minnis, P. A. Moore, P. N. Whatmough, P. G. Blanken,
and M. P. van der Heijden, “System-efficiency analysis of power
amplifier supply-tracking regimes in mobile transmitters,” ITEEE
Trans. Circuits Syst. | — Reg. Paper, 56, 1, pp. 268-279, Jan. 2009.

[6] P. Reynaert and M. S.J. Steyaert, “A 1.75-GHz polar
modulated CMOS RF power amplifier for GSM-EDGE,” IEEE J.
Solid-State Circuits, vol. 40, no. 12, pp. 2598-2608, Dec. 2005.

[71 D. K. Su and W. J. McFarland, “An IC for linearizing RF
power amplifier using envelope elimination and restoration,” IEEE
J. Solid-State Circuits, vol. 33, no. 12, pp. 2252-2258, Dec. 1998.

[8] V. Pinon, F. Hasbani, A. Giry, D. Pache, and C. Garnier, “A
single-chip WCDMA envelope reconstruction LDMOS PA with
130 MHz switched-mode power supply,” IEEE Int. Solid-State
Circuits Conf. Dig. Tech. Papers, Feb. 2008, pp. 564-565.

[9] J. Kitchen, W. Chu, I. Deligoz, S. Kiaei, and B. Bakkaloglu,
“Combined linear and A-modulated switch-mode PA supply
modulator for polar transmitters”, IEEE Int. Solid-State Circuits
Conf. Tech. Dig., Feb. 2007, pp. 82-83.

[10] J. Choi, D. Kim, D. Kang, and B. Kim, “A polar transmitter
with CMOS programmable hysteretic-controlled hybrid switching

supply modulator for multistandard applications,” IEEE Trans.
Microw. Theory Tech., vol. 57, no.7, pp. 1675-1686, July 2009.

[11] R. Shrestha, R. v.d. Zee, A. d. Graauw, and B. Nauta, “A
wideband supply modulator for 20 MHz RF bandwidth polar PAs
in 65 nm CMOS,” IEEE J. Solid-State Circuits, vol. 44, no. 4, pp.
1272-1280, Apr. 2009.

Copyright (c) IARIA, 2014. ISBN: 978-1-61208-347-6

[12] F. H. Raab, “Split-band modulator for Kahn-technique
transmitters,” IEEE MTT-S Int. Microw. Symp. Dig., 2001, pp.
887-890.

[13] M. Kwak et al., “Design of a wideband high-voltage high-
efficiency BICMOS envelope amplifier for micro-base-station RF

power amplifier,” IEEE Trans. Microw. Theory Tech., vol. 60, pp.
1850-1861, June 2012.

[14] F. Wang, A. H. Yang, D. F. Kimball, L E. Larson, and P. M.
Asbeck, “Design of wide-bandwidth Envelope-Tracking power
amplifiers for OFDM applications,” IEEE Tran. Microw. Theory
Tech., vol. 53, no. 4, pp. 1244-1255, Apr. 2005.

[15] M. Helaoui, S. Boumaiza, A. Chazel, and F. M. Ghannouchi,
“On the RF/DSP design for efficiency of OFDM transmitters”,
IEEE Trans. Microw. Theory Tech., 53, 7, pp. 2355-2361, 2005.

[16] J. Jeong, D. F. Kimball, M. Kwak, C. Hsia, P. Draxler, and P.
M. Asbeck, “Wideband envelope tracking power amplifiers with
reduced bandwidth power supply waveforms and adaptive digital
predistortion techniques,” IEEE Tran. Microw. Theory Tech., vol.
53, no. 4, pp. 1244-1255, Apr. 2005.

[17] J. S. Walling, S. S. Taylor, and D. J. Allstot, “A class-G
supply modulator and class-E PA in 130nm CMOS,” IEEE J.
Solid-State Circuits, vol. 44, no. 9, pp. 2339-2347, Sept. 2009.

[18] F. Wang, D. Kimball, D. Y.C. Lie, P. Asbheck, and L. E.
Larson, “A monolithic high-efficiency 2.4-GHz 20-dBm SiGe
BiCMOS envelope-tracking OFDM power amplifier,” IEEE J.
Solid-State Circuits, vol. 42, no. 6, pp. 1271-1281, June 2007.

[19] A. Kavousian, D. K. Su, M. Hekmat, A. Shirvani, and B. A.
Wooley, “A digitally modulated polar CMOS power amplifier with
a 20-MHz channel bandwidth,” IEEE J. Solid-State Circuits, vol.
43, no. 10, pp. 2251-2258, Oct. 2008.

[20] C. D. Presti, F. Carrara, A. Scuderi, P. M. Asbeck, and G.
Palmisano, “A 25 dBm digitally modulated CMOS power
amplifier for WCDMA/EDGE/OFDM with adaptive digital
predistortion and efficient power control,” IEEE J. Solid-State
Circuits, vol. 44, no. 7, pp. 1883-1896, July 2009.

[21] I. Kim, Y. Woo, J. Kim, J. Moon, J. Kim, and B. Kim, “High-
efficiency hybrid EER transmitter using optimized power
amplifier,” IEEE Trans. Microw. Theory Tech., vol. 56, no. 11, pp.
2582-2593, Nov. 2008.

[22] A. 1. Pressman, Switching Power Supply Design, Second
Edition, New York, NY: McGraw Hill, 1998.

[23] R. Gregorian, Introduction to CMOS Op-Amps and
Comparators, New York, NY: Wiley, 1999.

[24] Y. Li et al., “Circuits and system design of RF polar
transmitters using envelope-tracking and SiGe power amplifier for
mobile WiMAX,” IEEE Trans. Circuits Syst. | — Reg. Papers, vol.
58, no. 5, pp. 893-901, May 2011.

83



ICWMC 2014 : The Tenth International Conference on Wireless and Mobile Communications

Fully Functional Passive RFID Tag with Integrated Sensor for Item Level Tagging
Based on Collective Communications and Organic Printed Electronics

Predrag Jakimovski

Pervasive Computing Systems, TecO
Karlsruhe Institute of Technology (KIT)
Karlsruhe, Germany
Email: jakimov@teco.edu

Ali Hadda and Michael Zangl

Faculty of Computer Science
Karlsruhe Institute of Technology (KIT)
Karlsruhe, Germany
Email: {firstname.lastname}

Nina Oertel

SAP AG
Karlsruhe, Germany
Email: nina.oertel@sap.com

@student.kit.edu

Abstract—The development of Organic Electronics (OE) is pro-
moted by the promise of being ultra-low cost technology in the
future. One key application scenario is item level tagging, e.g.,
smart packaging, where items are equipped with organic printed
tags using Radio Frequency IDentification (RFID) technology.
However, current OE allows the printing of simple tags with
ultra-low hardware complexity, but the printing of RFID chips
with large numbers of transistors that implement RFID anti-
collision protocols are far away from realization. In this paper,
we present one sensor-based and fully functional passive RFID tag
implementing collective communications a proprietary transmis-
sion protocol. Based on OE constraints, we describe the printable
passive smart label down to the logic gate layer. Further on, we
present an external clock synchronization strategy required by
the passive reader system. Additionally, we provide a feasibility
assessment towards printing the smart label, and conclude with
simulating the proposed reader system.

Keywords—smart label; RFID; polymer electronics; organic
printed circuits; wireless communication.

I. INTRODUCTION

One key point in promoting polymer electronics is the
promise of cost efficiency in relation to printing electronic de-
vices in mass production. Another, the incorporated properties
being light, thin and flexible are enabling novel applications
in the area of pervasive systems and ubiquitous computing.
The area of intelligent packaging is one key application for
utilizing Organic Electronics (OE), for instance, the develop-
ment of organic printed smart labels using Radio Frequency
IDentification (RFID) technology [1]. OE tags can contain and
provide useful information, such as the item identification and
sensor readings. This data is created continuously while items
travel through the supply chain, i.e., from the manufacturing
plant to the final consumer, and enable participants and other
stakeholders to improve their business processes: quality con-
trol, certification, logistics optimization or fraud detection are
but a few examples. Such dealing results in cost savings for the
producer, suppliers, as well as vendors and, increases product
safety for consumers. The approach we describe in this paper
can be applied in those business processes. It can, for example,
be used to determine product quality in bulk reading scenarios,
such as the goods inbound processing in a supermarket. For
each item the quality is determined by the sensor-based smart
label attached to the item. In operation, the sensor readings are
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acquired in a single query and interpreted by our algorithm that
is specific to product type, e.g., to a quality rating on a scale
from 1 to 7. The quality scale, however, is identical for all
product types, i.e., a rating of 1 corresponds to a perished
item for both milk packages and tomatoes. Otherwise, no
compliance violation is detected, and the goods can be sold.
Based on collective and simultaneous querying a single reader
device can thus determine the quality ratings of multiple items
belonging to different types.

Our paper is structured as follows. In Section II, we provide
an overview about printed RFID technologies, and bring the
state-of-the-art in relation to our smart RFID label approach. In
Section III, we implement the smart label based on our earlier
developed collective transmission protocol [2]. The specially
developed communications for bulk reading of minimalistic
tags is outlined in Subsection III-A and, its implementation
into passive RFID circuitry is given in Subsection III-B.
Thereafter, we describe an external clock synchronization
strategy implemented within the proposed tag circuitry. The
paper concludes with a validation of the proposed approach
by utilizing simulations and a feasibility assessment towards
printing the smart label device with current print technology.

II. PRINTABLE SMART LABELS

RFID technology is in comparison to barcode in terms of
memory capacity, readability, speed, being re-programmable,
robustness and scalability vastly superior, but the high fabrica-
tion costs for Si-based RFID chips impede their wide deploy-
ment in item-level-based applications. However, the emergence
of organic and printed electronics arises the opportunity to
create affordable all-printed RFID tags, which can compete
with the well established barcode system. Apart from the
advantages of OE being thin, light-weighted, flexible and pre-
sumably ultra-low cost in the near future, the realization of this
technology into printable smart labels is rather challenging,
because the printing process itself is still an issue of current
research. Further on, the created conductive inks indicate low
electro-mobility which result into slow-switched transistors,
i.e., yielding 627 Hz at 10 V electricity supply [3]. In addition,
the printing of circuits on substrates, such as paper and plastic
foils, consumes large areas, so that yet complex integrated
circuits, such as a microchip can not be printed.
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However, an all-printed 1-bit RFID tag based on carbon
nano-tubes and gravure printing process has been reported
from the Sunchon University [4] in 2010. More recently, the
research group presented an improved version of 16-bit RFID
tag at the IDTechEx RFID Europe event [5]. The RFID circuit
is printed entirely on a polyester film, whereby nano-silver is
used to print the antenna, because of the better interconnectiv-
ity. The all-printed rectifier of the tag provides a 10V Direct
Current (DC) from the 13.56 MHz reader signal. The all-
printed ring oscillator can generate a clock signal of 102.8 Hz,
which enables the transmission of a 96-bit transponder IDen-
tification number (ID) in a second. In collaboration with the
company Paru their goal is to achieve printing 96-bit RFID
tags conform to the ISO 14443 (International Organization for
Standardization).

The company ThinFilm Electronics and its partner com-
panies PARC developing addressable memory, and Polyera
developing printed displays, presented recently a smart sen-
sor label, which can be printed at high volumes on roll-to-
roll printing process. Their smart label system consists of
a writable memory, sensing capability and a printed display
which indicates visually the information when, for instance, the
temperature of the product has exceeded the maximum thresh-
old. This system is based on line-of-sight reading, and thus
less applicable for mass-reading scenarios, such as monitoring
of pallets in a cool chain, where items are highly dense stacked
and invisible for inspection. However, it offers an additional
support in supply chains, such as picking out of the damaged
and expired products in a super market. In this way, options
for improving supply chain management are extended.

The first fully functional printed RFID tag based on silicon
ink has been announced by the company Kovio. The internal
circuit logic of the tag consists of about 1000 printed transis-
tors, and has the capability to radio its stored data from a 128-
bit printed Read-Only-Memory (ROM) to an interrogator. The
transmission is based on High Frequency (HF) (13.56 MHz)
and synchronous tag-talks-first protocol. The entire RFID
circuit is printed by inkjet on a thin metal foil substrate. The
application area focuses on Near Field Communication (NFC),
such as the NFC Barcode [6]. An implementation of long
range communication is not available. The printing process
uses inorganic silicon-based technology that can reduce the
cost advantage the polymer electronics is offering.

The research group Holst Center and their partners in the
EU FP7 project ORICLA created a fully functional RFID tag
based on polymer electronics and thin-film technology. The
RFID prototype is made on plastic foil with organic thin-film
semiconductors and realizes reader-talks-first communication.
In contrast, the above presented approaches toward printed
RFID tags are based on tag-talks-first principle: as soon as
the RFID tag gets powered from the RF field of the RFID
reader, it transmits its data to the reader. Here, the problem
occurs, when many tags try to contact the reader at the same
time, which requires an effective anti-collision mechanism.
However, current generation of printed thin-film RFID tags
are in fact enabled with a basic slotted ALOHA protocol, but
the implementation of the anti-collision scheme is limited to
about maximum 4 tags, and come at the cost of a slow reading.

Driven by lowering the costs for fabricating RFID tags,
further techniques are promoted to realize item level tagging,
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such as printable and chipless RFID technology. In contrast
to printed RFID tags including an Integrated Circuit (IC)
chip, printed chipless RFID tags are characterized mainly by
encoding the product ID by using Time Domain Reflectometry-
based (TDR) and Frequency Domain Signature-based (FDS)
techniques, respectively. While TDR-RFID tags are based on
microwave circulators and capacitors to generate RF wave
transmission-lines in order to transmit the binary ID code, the
FDS-RFID tags consist of resonators with different resonant
frequencies which encode, i.e., the binary data. The coding
capacity of TDR-based tags is currently limited by up to 8 bits,
whereby FDS-based tags can contain theoretically unlimited
capacity depending on frequency band and tag size. For ex-
ample, Islam and Karmakar describe in their work [7] a 16-bit
chipless RFID tag printed on a 1.65 x 1.65 cm? substrate area,
which operates in the 6 — 13 GHz frequency band. The first
type of fully printed chipless RFID tags suffer from limited
encoding capacity, whereas the second type requires large-
scale size and wide frequency bands, which can be scarcely
deployed for applications operating in the Industrial, Scientific
and Medical (ISM) radio bands. An overview about recent
advances in printable chipless RFID technology is given in
[8] and [9].

To reflect the related work the aim of all described ap-
proaches is focusing on implementing the EPCglobal Tag Data
Standard (TDS) into printable RFID tags, which have the same
capabilities as the conventional Si-based RFID technology is
already providing. For instance, bi-directional communication
between reader and tags, anti-collision protocol for avoiding
interference, and large data storage capacity on tag. The imple-
mentation of these features into a polymer tag, that can be even
printed on roll-to-roll process at high volumes, is currently
rather challenging. The lack of printing integrated circuits with
large numbers of transistors into small area and, the lack of
mass production accuracy and reliability, is suspending the
realization of fully functional organic and all-printed RFID
tags into the far-distant future.

III. COLLECTIVE COMMUNICATIONS FOR PRINTED
SMART LABELS

In our earlier work, we developed with respect to future
organic and printed smart labels robust and highly scalable
communications based on collective transmission mechanism
called collective communications [2][10]. In the following, we
implement with regards to OE constraints the targeted smart
label device into a fully functional polymer-based circuitry,
and provide a feasibility assessment towards printing the smart
RFID label in mass production.

A. Collective Communications

In general, collective communications is designed how to
obtain information from a set of simultaneously sending nodes,
in our application scenario the tags attached to goods on a
shelf. We request from the set of items which proportion of
tags measured (proportion query), respective, contain which
values (binary query). In principle, this could be done by
querying tags individually using any of the well-established
protocols. However, implementing these protocols is not fea-
sible in our scenario, since the senders need to be simple due to
polymer electronics deficiency, and we consider large number
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of senders. In particular, our transmission algorithm is laid out
to be on the one hand simple, so that the smart label device
can be implemented in polymer electronics, and on the other
hand to acquire maximal performance regarding information
transfer, scalability and robustness. We achieve these objectives
by employing the following fundamental principles:

1) All queried tags transmit their stored data simultane-
ously and start transmission at the same time

2) A randomly drawn bit sequence encodes a physical
entity, such as an identification, sensor value, temper-
ature range, etc.

By applying the rules, the signals sent from tags superimpose
on the RF channel. However, the transmission mechanism
enables to analyze the superimposed signal statistically at the
receiver side, so that the transfered information, for instance,
which proportion of senders sent which value, can be extracted.
Basically, our communication mechanism is based on bit
sequences c of fixed length, that are shared between a sender .S
and a receiver R. A bit sequence v is sent from S as s = cPw,
where @ is the bitwise exclusive or. The receiver extracts v
from s by computing v = s @ c. The double application of
@c cancels out ¢ and v is regained. Simultaneous connections
between a number of senders S; and corresponding receivers
R; can then be achieved: simultaneous transmission yields the
superimposed signal as the sum s = s1+s2+. . .+s,, of signals
s; sent, since the amplitudes of synchronized signals of the
same frequency are approximately added to each other when
the bit sequences s; are sent. The resulting signal s is similar
to each of the original signals s;, where similarity can be based
on various distance metrics on bit sequences v, w € {0,1}",
e.g., on the Hamming distance:

dy (v, w) :Z\vi—wiL (1)
i=1

The similarity is then defined by choosing a threshold T},
suitable for the length of the vectors n. Two bit sequences
v,w € {0,1}" are called similar if they differ only in a small
number 7, of bits:

UngdH(v,w)ng. 2)

A number of pairs of senders and receivers can thus commu-
nicate via codes c¢;. If the codes c¢; are chosen so as to be
orthogonal (dg(v,w) = 0), or at least sufficiently different
(dg(v,w) < n) from each other, this entails that we can
obtain v; from s by applying v, = s @ ¢;. The result v} is
similar to v;, so that v; can then be regenerated from vg,
using error correcting codes. Codes c¢; can be generated so
as to be orthogonal, however, sufficiently long random bit
sequences, are also suitable: statistical theory suggests that
the probability to obtain two random bit sequences of low
similarity is higher, the longer the sequences are. In order to
ensure that different values transmitted can be retrieved from
the superimposed signal, we directly encode the numerical
values by using a single random bit vector zy shared by all
tags and the receiver. We obtain sufficiently different codes z;
for numerical values ¢ by circularly shifting zo by the amount
of ¢ bit, since shifting is a distancing operation. In this way, a
single bit vector zg € {0,1}" can be used to encode n values,
and thus save memory capacity on the smart label device.
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The received signal s = s; + s2 + ... + s, is then simply
a sum of encoded numbers z;, directly encoding the multi-set
of measured values. The algorithm for the reader system is
outlined in Figure 1.

1) Tags come initialized with a register ¢ set to
default value 0, and transmit code z set to zg.
2)  Each tag measures continually its environment:
3) if the measured value is m > ¢, then
a) it sets t:=m.
b) it shifts the code z accordingly:
Z = z.
4)  Reader sends start signal to tags.
5) Tags send their respective z.
6) Reader receives overlaid signal s:
a) Binary Query:
i) Set S:=0.
i)  For each possible value z;:
if z; ~ s then S := S U{z}.
b)  Proportion Query:
For each value z € S: use Least
Squares Estimation to compute
proportion of contribution of z:

i)  Generate linear equation system
for the found values z; € S.
i)  Estimate parameters a; so that
error is minimal.
i) M :={(a;,z)|s= > a;*z}.
z; €S
¢)  Output: return M.

Figure 1. The Collective Communications algorithm.

B. Circuit design

Based on our communication protocol described above
in Subsection III-A, the implementation of the smart label
device relies merely on features, such as fetching the sensor
value, reading and sending out the corresponding bit sequence.
Hence, the necessary building blocks of the circuit device are
derived as follows: a sensor unit that consists of one Analog-
Digital-Converter (ADC) and the sensor itself, a Read-Only-
Memory (ROM) building block of fixed length that contains a
randomly drawn binary sequence, and a circuit logic block
that is enabled to generate the corresponding bit sequence
to the sensed value, i.e., by employing the hardwired bit
sequence stored in the ROM and carrying out an internal
function operation on it. Further on, the smart label device
contains a clock generator and counter to drive the transponder
circuit. Exemplary, the block diagram in Figure 3 illustrates
the interacting between all participating blocks of an 64-bit
polymer tag, that implement, i.e., the clock generator realized
by one ring oscillator, a 6-bit counter realized by 6 D-flip-
flops, a ROM with 64-bit capacity, and a 3-bit ADC. Since the
target is to create a reader system for passive polymer tags,
the smart label circuitry includes in addition a DC rectifier
concerning power supply, and a modulator transistor to convey
the binary information to the reader device by deploying
inductive coupling. Figure 4 shows in essence the schematic
of the all-printable and passive polymer tag with its analog
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Figure 2. A passive tag reader system illustrates concurrent transmission of
bit streams sent by several 64-bit smart labels.
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Figure 3. The circuitry implements the principle of collective communica-
tions.

and digital electronic components. The principle for collec-
tive communications is integrated in the protocol mechanism
building block, where a bit sequence is generated according to
the sensed value. The binary sequence is controlling the gate
of the modulation transistor. When the modulator transistor
is switched on, the transponder circuit draws power from the
electromagnetic RF field of the reader. In the reverse, when the
modulation transistor is switched off, the transponder circuit
draws still power from the RF field, but considerably less
than it is consuming in the on-state. In this way, the binary
information is transfered by means of load modulation to the
reader, i.e., by varying the power consumption.

C. Collective clock synchronization

With respect to bulk reading of smart labels in a dense
area, i.e., when a set of tags are queried simultaneously, the
response of the interrogated tags need to be collectively clock
synchronized, but not phase synchronized as the collective
transmission protocol is providing. On that issue, we developed
for the reader system a collective synchronization method im-
plemented into the transponder circuit. The circuit functionality
is placed in the clock & reset building block (cf. Figure
4). Since conventional strategies, such as external reader-tag-
synchronization applied in traditional RFID reader systems
can not be employed straightforward in polymer electronics
due to its hardware performance weakness, such as slow-
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Figure 5. The schematic shows partially the circuit logic in connection with
the tag rectifier for interpreting signaling coming from reader device.

switched printed transistors, appropriate solutions for reader-
tag-communication needed to be elaborated. With respect
to polymer electronics constraints, we developed collective
synchronization procedures based on switching on/off the elec-
tromagnetic RF field of the reader device coil that empowers
the polymer tags. By interrupting the wireless power supply
all responsive tags can be instructed to either start with data
transmission or, to send the next bit of their binary information.
The transmission of data is based on inductive coupling. Figure
2 illustrates concurrent transmission of bit streams transmitted
by several smart labels. In each synchronized time slot at the
current bit index the bit information from all smart labels
superimposes on the RF channel, and generates a specific
overlaid signal. At the receiver side the superimposed signal in
each time slot is captured and evaluated based on the collective
communication algorithm (cf. mechanism in Figure 1).

In order to initiate every tag to start transmission at the
same time the signaling can be done either by (i) turning off
the reader device coil for a long time period and then start
empowering the tags periodically with short intermissions, or
(ii) begin with transmission by transmitting the start bit in a
long time slot followed by transmitting the subsequently bit
stream in regular sized time slots. Either way, the circuit logic
in the clock & reset building block is tuned to interpret request
orders sent from reader device based on capacitor discharge
behavior and voltage comparator device. The circuit logic is
connected with the tag rectifier shown in Figure 6. Parallel to
the circuit logic that detects the external clock synchronization
request, the internal clock counter in the clock & reset building
block is reseting the bit index, and start increasing the count
when the next intermission is registered. In this way, the smart
label acquires the actual bit position in the bit sequence. In
addition to the clock detection circuit a memory buffer realized
through D-flip-flops preserves the bit index. This cache device
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Figure 7.  The overall signal analysis indicates the maximal amplitude
difference between different trails with up to 16 simulated passive tags
transmitting simultaneously.

keeps the storage contents even if the polymer tag is not
powered for a short term, i.e., when the reader device causes
an intermission to signalize the next time slot for transmission.
Before increasing the bit index an additional memory buffer
realized by D-latches stores temporarily the current bit index
and induces the bit transmission. After increasing the bit index,
it is delayed rewritten in the bit index buffer. The mono-flops
in the circuit block provide the required delay for stabilized
rewriting. The circuitry of the clock & reset block is depicted
in Figure 5, whereby the external clock detection circuit is
shown in Figure 6.

D. Feasibility assessment

The realization of printing electronic devices in mass
production is one key issue of present-day research. With
regard to organic and printed smart labels the state-of-the-art is
described in Section II. All references indicate the feasibility of
printing circuits with ultra-low hardware complexity, but non
of them has yet enabled the printing of circuits implementing
highly complex functionalities, such as an organic printed
RFID chip with large number of transistors. With respect to
current OE limitations the collective communication protocol
was developed with the purpose to facilitate applications in the
near future, though. The ability of exploiting concurrent and
thus superimposed information transfer, has provided to move
the hardware complexity from tag to the reader side. To the
sake of completeness and, in order to indicate the hardware
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complexity of the proposed passive tag, the remaining of the
circuitry is shown in Figure 8. It entails a 6-bit counter that
enables to read out the hardwired 64 bit sequence shown
partially in Figure 3. Due to lack of space the sensor unit
is not shown here. As can be seen from the circuit block
diagram in Figure 4, the depicted circuits in Figure 5, in Figure
6 and in Figure 8, the entire hardware complexity of the tag
is reduced to about few hundreds of transistors. Considering
the tag circuitry in relation to already manufactured printed
electronics by other research facilities, the fabrication in a
clean room of 64-bit ROM devices has been experimentally
verified [11]-[13]. The printing of holistic 4-bit RFID tags
employing load modulation for communication is described
in [14]. A challenge for realizing the proposed passive tag
into polymer electronics is to achieve hazard-free printed
circuit devices. For example, the analog components in the
clock & reset building block, such as the comparator and
the RC-element for timekeeping (cf. Figure 6), need to be
printed with high accuracy, so that the circuit characteristic
remains constant. Further on, the transmission range regarding
polymer-based printed transponders indicates low modulation
index as reported in [15]. This may constrain the free scala-
bility property of collective communications, i.e., to read-out
many tags at once.

E. Simulation

The communication protocol collective communications
is designed to allocate information instantly from a large
number of nodes transmitting data simultaneously to a receiver.
The communication relies on ON-OFF-Keying (OOK), and
works generally for active reader systems. Here, we analyze
the applicability of the collective transmission mechanism for
passive reader systems. For our analysis, we established in
LTspice a simulated passive reader system, where the antenna
coil generates in HF an electromagnetic RF field providing
up to 16 simulated passive transponder circuits with wireless
power. Depending on passively switched on tags the change in
the electromagnetic RF field, i.e., the amount of drawn energy
from the RF field is recorded and evaluated at the reader side.
With regard to parameterizing the simulation, we chose default
parameters from standard RFID reader systems, such as 10 cm
in diameter for the reader antenna coil, 2cm in diameter for
the tag antenna, which conforms to the inductive coupling
coefficient of 0.025. The portability of the simulation with
respect to polymer electronics is taken for granted, because the
key parameter for inductance applies for printed antennas and
circuits. In order to simulate different tag positions in relation
to the reader antenna, respective, different sizes of tag antennas
the coupling coefficient is varied. For the resonant circuit of the
reader device generating the 13.56 MHz signal the hardware
parameters are chosen according to Finkenzeller [16, Chapter
4.1]. The inductance is set by 2 uH with resistance of 2.5 (2.
The capacitor is set by 68.8 pF. Further on, for the tag coil
we chose 100nH and 0.1 2. The results of the signal analysis
are shown in Figure 7, that indicate the minimal measured
amplitude strength for n simulated passive tags transmitting
simultaneously. Therewith, the maximal amplitude difference
is acquired for distinguishing different number of responsive
tags. Further on, the simulations show the more passive tags
being responsive the greater the distinctive features appear
among the captured superimposed signals.
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IV. CONCLUSION

With regard to smart packaging, item level tagging and
organic printed smart labels, we described the implementation
of one fully functional passive RFID tag, that is based on
our earlier developed collective communication protocol and
regards current organic electronics constraints. Apart from
describing the state-of-the-art regarding printable smart labels
and, putting this in relation to our smart label circuitry,
we introduced with regard to reader-tag-communication an
external and centralized clock synchronization strategy. Further
on, we provided for the reader system a feasibility assessment,
that indicates the printing of the proposed smart RFID label
is in principle with present-day printing technology possible,
but entails risks, such as low communication range and hazard-
afflicted circuits that have been encountered by organic printed
devices with similar hardware complexity. The causes for it
were led back in the used conductive inks and fluctuations
at the printing process. Hence, the specified hardware param-
eters may vary drastically, so that the printed polymer tags
may exhibit unexpected and consequently unwanted behavior.
However, the development and testing of novel conductive inks
in material science, and improving the design rules for printing
circuits on large area substrates, promises to resolve current
issues of mass production in the near future.
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Abstract— Long Term Evolution (LTE) is the Fourth-
Generation (4G) mobile broadband technology. Its
standardization has been finalized by Third-Generation
Partnership Project (3GPP) in Release 8 technical
specifications (R8). As users’ demand for higher data rate
continues to rise, LTE and its ability to cost effectively provide
fast, highly responsive mobile data services, a scalable
bandwidth and a reduced latency will become ever more
important. However, the Evolved Packet Core (EPC) of the
Evolved Universal Terrestrial Radio Access Network (E-
UTRAN) based wireless networks (LTE and LTE-Advanced) is
all-1P Packet-Switched (PS) core network and lacks native
support for Circuit-Switched (CS) services. This introduces the
problem of how to provide voice services in these networks.
The controversy around many of the proposed solutions to
provide a PS voice and the effects of this step on the
deployment of LTE networks is presented. This paper also
deals with the Quality of Service (QoS) in a Voice over LTE
(VOLTE) service. It provides a comprehensive evaluation and
validation of VOLTE QoS based on the International
Telecommunication Union standard Recommendations (ITU-
R) and 3GPP standard technical specifications. The initial
results obtained give clear evidence that the VOLTE service
fulfills the ITU-R and 3GPP standard requirements in terms of
end-to-end delay, jitter and packet loss rate. Furthermore, the
results related to implementing different LTE bandwidths
clearly reflect how these bandwidths affect the overall network
performance and end-user experience.

Keywords- VOLTE; E-UTRAN; LTE; QoS; IMS.

I. INTRODUCTION

The Third-Generation Partnership Project (3GPP) has
developed a new technology called Long Term Evolution
(LTE) in Release 8 (R8) Technical specification [1]. 3GPP
LTE aims to improve the Third-Generation (3G) Universal
Mobile Telecommunication System (UMTS) technology to
meet the International Mobile Telecommunications
Advanced (IMT-A) requirements determined by the
International Telecommunication Union (ITU) [2]. Some of
the agreed features of LTE are a significant increase in data
rates with up to 300 Mbps downlink (DL) and 75 Mbps
uplink (UL); a scalable bandwidth of 1.4, 3, 5, 10, 15 and 20
MHz and a reduced latency [3]. However, the changes in
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this design were significant, with a flat all-IP Evolved
Packet Core network (EPC) only supporting Packet-
Switched (PS) services [1]. The EPC lacks native Circuit-
Switched (CS) services support, including voice, which is
considered as the main revenue for Mobile Service
Providers (MSPs). This is different from most of the legacy
UTRAN/GERAN wireless networks such as UMTS, which
support both CS and PS services [2]. A user always expects
voice as a basic service provided by the network operator
and this raises the question of how to provide a voice call
service to LTE users. The Evolved Universal Terrestrial
Radio Access Network (E-UTRAN) is the radio wireless
access for LTE and LTE-A and its architecture is simpler
and flatter than Radio Access Network (RAN) in the 3G
mobile networks as shown in Fig. 1. 3GPP presented the
technical specifications for the E-UTRAN based networks
(LTE and LTE-Advanced) in Release 8, 9 and 10.
According to the 3GPP specifications, there is no guarantee
that LTE has the ability to fulfil the ITU-R and 3GPP
technical requirements related to QoS, especially with one
way VoLTE end-to-end delay of less than 150 ms and a
minimum of 98% packets successful delivery rate [4]. In
this work, firstly we introduce a brief comparison between
the proposed solutions for deploying voice service over LTE
wireless networks. We also evaluated the VoLTE QoS
performance in terms of end-to-end delay, jitter and packet
loss rate. For this purpose, we designed a realistic baseline
simulation for LTE wireless networks based on 3GPP RS
technical specifications, including IMS. We then simulated
different LTE bandwidths and depending on the results we
investigated the effects of deploying these bandwidths on
the service quality and end-user experience.

The rest of this paper is organized as follows. Section II
briefly introduces a description of the VoLTE proposed
technologies. Section III explains the QoS architecture in
LTE wireless networks. Section IV describes the designed
simulation environment. Section V discusses and analyses
the simulation results and finally, we conclude this work in
Section VI.
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II. DEPLOYMENT OF VOLTE OVER 3GPP 4G E-
UTRAN -BASED NETWORKS

This paper discusses mainly Voice over LTE (VoLTE)
technology based on IP Multimedia Subsystem/ Multi Media
Telephony (IMS/MMTel), which is standardized by 3GPP to
provide voice service to LTE wireless networks. Other
proposed technologies such as Circuit Switched Fall Back
(CSFB), Voice over LTE via Generic Access (VoLGA) and
Over The Top (OTT) were investigated and described briefly
in this paper.

A VOLTE via IMS /MMTeL

Voice is a fundamental service to consider in any Next
Generation Mobile Networks (NGMNSs). In fact, IMS with
MMTel are the key to make this possible and provide a
required High Definition (HD) telephony system to LTE [2]
[6]. In VOLTE, a software upgrade is required to the LTE
network and its PS core network (EPC). VoLTE uses a QoS
Class Indicator value equal to one (QCI=1) and the
Conversational QoS class for either originating or
terminating a voice call. For more detailed information
about the procedure of UE to originate a voice call in a
roaming scenario refer to [7]. According to the 3GPP
technical specification in [6] IMS is an access independent
based on the Session Initiation Protocol (SIP), defined by
the Internet Engineering Task Force (IETF) to support voice
and other multimedia services. The reference architecture of
IMS is illustrated in Fig. 2. IMS provides a complete
solution to handle voice over all-IP and PS wireless
networks. GSM Association (GSMA) announced in 2010 it
will consider IMS as a major solution in the one voice
profile recommendations [8].

The first step of User Equipment (UE) to start a voice
call is an IMS registration. Next the UE obtains the required
bearers to complete the call followed by IP address
allocation to be known by other users. Multi Media
Telephony (MMTel) has originated in 3GPP Release 7. It is
a service set in the IMS standard architecture that defines
both Network to Network Interface (NNI) and User to
Network Interface (UNI) [10]. It offers real time multimedia
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services based on IMS and allows users to use voice and
other services. One of the major roles of MMTel is to
maintain service quality of a minimum performance voice
and video which support 3GPP codecs.
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Figure 2. The IMS Reference Architecture [9]

B. Circuit Switched Fall Back (CSFB)

CSFB is a 3GPP standard bridging technology between
the LTE PS and legacy CS wireless networks to obtain CS
services [11]. The NGMN alliance has recommended CSFB
to enable non-IMS roaming subscribers to use both PS and
CS voice services in legacy CS networks. The precondition
in CSFB is the LTE coverage must overlap with
UTRAN/GERAN. CSFB was specified in the 3GPP
technical specification in [11]. CSFB is an interim solution
which is suitable to use when the visiting LTE networks do
not have IMS or IMS still not fully deployed.

C. Voice over LTE via Generic Access (VOLGA)

VoLGA is a different mechanism which was defined by
the VoLGA forum in 2009 based on the 3GPP Generic
Access Network (GAN) specified in [12] and [13]. VOLGA
connects the LTE PS network with MSC/VLR in
UTRAN/GERAN using a special gateway called VoLGA
Access Network Controller (VANC). However, VOLGA has
not been accepted by the 3GPP standardization body as
standard technology to provide voice to LTE users, which is
the biggest disadvantage of this technology.

D. Over The Top (OTT)

Over The Top (OTT) means providing voice services
through third party providers such as Skype or Google Talk.
This service is provided either free of charge or is relatively
inexpensive. Mobile operators might use OTT when they do
not want to invest too much on deployment a very
expensive IMS. However, there is no guaranteed QoS and
no service continuity using this method, especially when UE
moves outside an LTE coverage area. Call drop and call
failure is always possible using this method [13].
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III.  QOS IN E-UTRAN-BASED WIRELESS NETWORKS

Quality of Service (QoS) is a concept of providing a
particular quality for a specific type of service. QoS is one
of the main and the greatest challenges for the IP-based
services that lack of a dedicated connection channel. As part
of the rapid growth of multimedia applications over cellular
networks, the QoS needs to be maintained a guaranteed
service through wireless networks [14]. It is essential for
LTE to provide an efficient QoS solution that the user
experience of each service running over the shared radio
link is satisfied. Thus, the Evolved Packet System (EPS)
system selects different QoS data flows for each service.

A) QoS Architecture in LTE Networks

3GPP introduced the QoS architecture of the LTE/EPS
in R8 technical specifications. As can be seen from Fig. 3,
this end-to-end class-based QoS architecture has been
introduced to support a mix of Real Time (RT) and non-
Real Time (non-RT) services.
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Figure 3. LTE/EPS Bearer Service Architecture [17]

The QoS in EPS is based on the data flows concept and
bearers. Such flows of data are established between the UE
and the Packet Data Network Gateway (PDN-GW) and
mapped to bearers, with three individual bearers (Radio, S1
and S5/S8). The combinations of them provide the end-to-
end QoS support to the LTE system. With the help of
bearers, a scalar value, referred to as a QoS Class Identifier
(QCI) with the help of bearers specifies the class to which
the bearer belongs [15]. Table I illustrates the standardized
QoS classes.

B) QoS for Voice over LTE (VOLTE)

For running VoLTE service over LTE networks, two
default and one dedicated bearers are mostly required [18].
The first bearer is the default bearer, which is used for
signaling messages. IMS wuses this default bearer with
QCI=5 for any SIP signaling related to it. The Packet Delay
Budget (PDB) in this bearer is 100 ms between the PDN-
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GW and the UE with up to 10 Packet Loss Rate (PLR).
This default bearer has the highest priority amongst all other
QCI classes. The second bearer is also a default bearer,
which is used for all other TCP-based traffic (e.g., Email).
Up to 300 ms PDB is allowed in this bearer with a
maximum of 10 PLR. It has the lowest priority among all
other QCI classes. The last bearer is dedicated bearer. This
dedicated bearer is used for conversational voice (VoLTE).
Up to 100 ms PDB is allowed with maximum10~PLR. This
bearer has the second highest priority among all other QCI
classes and unlike the other default bearers, it is always
GBR. It is associated with the first default bearer with
Linked EPS Bearer ID (L-EBI) and has also Traffic Flow
Template (TFT) which determines the rules of sending and
receiving IP packets.

TABLE L. STANDARDIZED QCI CHARACTERISTICS [16]
Packet
QCl Resource | o r/l0ss | Delay QCl Example
type priority services
rate Budget
1 102 100 ms 2 Conver_satlonal
voice
Real-time
2 GBR 10° 150 ms 4 video
3 50 ms 3 Real-time
gaming
4 300 ms 5 Buffered video
5 6 100 ms 1 IMS signaling
10 Buffered
6 300 ms 6 puttered.
video, email
Non- Voice, RT
7 GBR 107 100 ms 7 o
video
10 300 ms 8 TCP-based
9 9 services
IV. SIMULATION ENVIRONMENTS

The OPNET modeler from Riverbed Technologies Ltd.
has been used to design the baseline for the LTE wireless
network. The practical side of this study started by
designing a baseline for the LTE wireless network. This
baseline includes a complete implementation for VoLTE,
the topic in our study. The LTE baseline network consists of
seven LTE base stations (eNBs), three mobile stations (UEs)
in each eNB (total of 21 UEs in the whole network), one IP
Multimedia System (IMS) in addition to the LTE core
network (EPC). The designed network contains Application
Definition, Profile Definition, Mobility Management and
OPNET LTE configuration entities. In addition, a number of
wired and wireless links to connect between different nodes
and the LTE EPC were used. Mobility is implemented with
node velocity equal to 5 meters per second (m/s). Intra-
frequency is the only handover likely to happen between
cells of the same frequency. The only path loss model used
in each UE is set to free space with no any obstruction for
the propogated signal. The UE and the eNB transmission
power are set to cell size based for both of them. This
parameter is used to represent the transmission power (in
wattage) to use for each UE/eNB. 20 MHz FDD bandwidth
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has been chosen to simulate the physical profile in the LTE
designed network. In order to give a very realistic scenario
to the designed network, we assumed that all the 7 eNBs are
located in London, UK, which will be our simulation work
space with 1 km eNB radius each. Additionally, we adopted
a hexagon overlay for the implemented eNBs and put the
UEs randomly between these eNBs for the same reason. The
overall network model of the baseline LTE network is
shown in Fig. 4. The LTE mobile nodes (UEs) are
programmed and configured to run VoLTE services. The
Ite wkstn adv node model is used to represent a
workstation with source and destination application running
over TCP/IP and UDP/IP. Table II shows the important
configuration parameters of the UEs in the baseline LTE
network.

This Design Topolegy is for LTE/VoLTE Baseline Wireless Network
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Model)
TABLE II. USER EQUIPMENT (UE) CONFIGURATION
PARAMETERS
PARAMETER VALUE
ANTENNA GAIN dBi -1dBi
MODULATION and CODING 9
SCHEME INDEX
MULTIPLE CHANNEL MODEL (DL) LTE OFDMA ITU Pedestrian B
MULTIPLE CHANNEL MODEL (UL) | LTE SC-FDMA ITU Pedestrian B
PATH LOSS MODEL FREE SPACE
DL MIMO TRANSMISSION Same NB Setting
NUMBER 0f RECEIVE ANTENNAS 2
NUMBER of TRANSMIT 1
HANDOVER TYPE INTRA-FREQUENCY
VELOCITY SM/S
MEASUREMENT WINDOW SIZE 100 ms
CELL RESELECTION
MEASUREMENT THRESHOLD -112dBm

The LTE base stations (eNBs) are programmed and
configured to provide radio coverage to the UEs in the LTE
network. The Ite_enodeb 3sector 4slip adv node model is
used to represent the LTE eNBs. This model of eNBs
includes 3 sectors in each eNB and can maintain up to 4
serial line interfaces at a selectable data. Any one of the 7
eNBs nodes can communicate with one or more UEs, in
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addition to the EPC. The eNBs, UEs and EPC in the design
network have been programmed in a way such that each one
of them has a unique ID and name. Table III shows the
important configuration parameters of the eNBs in the
designed network. The IMS model is used to deliver High
Definition (HD) voice and a set of Rich Communications
Services (RCSs); it also gives a more realistic scenario to
deliver VoLTE service. The IMS model consists of Proxy
Call Session Control Function (P-CSCF), Serving-CSCF (S-
CSCF) and Interrogating-CSCF  (I-CSCF).  These
components are used for the signaling procedures of the
VOLTE calls between different users in the network.
The IMS signaling flow in the LTE network requires the
highest priority as it is the first procedure which is invoked
towards the establishment of the VoLTE call. Hence, all the
IMS signaling packets are marked with priority equal to 1 in
both radio and core networks in the QCI [17]. Note that 1 is
IMS priority while 5 is the value of IMS QCI.

TABLEIII. EVOLVED NODEB (eNB) CONFIGURATION
PARAMETERS
PARAMETER VALUE
ANTENNA GAIN dBi 15 dBi
DUPLEXING SCHEME FDD
PATH LOSS MODEL Free Space
BANDWIDTH 20 MHz
NUMBER OF RECEIVE/ 5
TRANSMIT ANTENNAS
HANDOVER TYPE INTRA-FREQUENCY
DL MIMO TRANSMISSION Spatial Multiplexing
TECHNIQUE Codewords 2 Layers
MEASUREMENT THRESHOLD -44 dBm
€NB SELECTION THRESHOLD -110 dBm

The EPC is one entity which includes all the main
required core network parts; the Mobility Management
Entity (MME), the Serving Gateway (S-GW), and the
Packet Data Network Gateway (PDN-GW). The
Ite access gw atm8 ethernet8 slip8 adv model is used to
represent the LTE core network. The voice model used to
generate VOLTE in the designed LTE network is a G.711
Pulse Code Modulation (PCM) voice codec. A summary of
the G.711 parameters which have configured in the baseline
simulation is illustrated in Table IV.

TABLEIV. VOICE CONFIGURATION PARAMETERS
PARAMETER VALUE
'VOICE FRAMES PER PACKET 1
TYPES OF SERVICE Interactive Voice
SILENCE LENGTH (SECONDS) 0.65 Second
TALK SPURT LENGTH 0.352 Second
COMPRESSION DELAY 0.02 Second
DECOMPRESSION DELAY 0.02

The VoLTE application in OPNET simulation enables
two UEs to establish a virtual channel and they can
communicate using digitally encoded voice signals. Fig. 5
describes the data traffic flow in OPNET LTE simulation
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between EPC and the LTE eNB through GPRS Tunneling
Protocol (GTP). GTP tunneling is located at both nodes
(EPC, eNB) and it is dynamically established between them
to carry the EPS required bearers shown before in Fig. 3.
The User Datagram Protocol (UDP) is the default transport
protocol used for this application. The voice data arrive in
spurts called talk spurts that are followed by silent periods.
A talk spurt is an uninterrupted burst or a period of time in
which the listener does not detect a pause. During a silent
period, packets are transmitted quite rarely. Internally, the
voice packets are sent over Real-Time Protocol (RTP)
streams. Traffic is generated in the network model only
when the application is active, therefore the traffic duration
equals the application duration. The voice application in our
simulation starts at 100 seconds from the simulation start
time. The period of time before the traffic is generated is
called warm-up time, which is very important for any
simulation scenario [4]. The reason why this time is
important is because any simulation running is started with
empty systems. During this time all buffers are configured
before starting the traffic generation.The node and the PHY
process models of the LTE eNB and LTE UE of our
simulation are illustrated in Fig. 6 and Fig. 7, respectively.
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V. SIMULATION RESULTS

The performance evaluation has been conducted in
terms of different QoS factors such as end-to-end delay,
packet loss rate and jitter in two main scenarios.

A VOLTE QoS Baseline Scenario

The VoLTE end-to-end delay (mouth-to-ear delay) is
one of the most important factors to consider when we
measure the VOLTE QoS. It should be strictly maintained
under reasonable limits and must be carefully monitored.
End-to-End delay is measured from the ingress of the UE at
the sender side to the egress of the UE at the receiver side.
The equation used to calculate this QoS factor based on our
simulation design is:

VoLTE end to end delay= Network delay+Encoding
delay+Decoding delay+Compression delay+Decompression
delay+Dejitter buffer delay (1)

Fig. 8 shows end-to-end delay for VoLTE service in the
baseline LTE network during 600 seconds simulation time.
The X-axis represents the simulation time in seconds, while
the Y-axis represents the end-to-end delay in seconds. The
VoLTE traffic starts at 100 seconds as we mentioned earlier
(see Section IV for more details). At 100 seconds, the end-
to-end delay was 165 ms. There was a slight increase in this
value to become 184 ms and then a gradual decrease until
reaching its stable level equal to 119 ms. It then continues
with that value until the end of the simulation. The average
end-to-end delay for the VoLTE is found 126 ms. This value
fulfills the ITU-R and the 3GPP standard requirements with
up to 150 ms for one way VoLTE end-to-end delay to
experience high quality [19] [16]. In fact, an end-to-end
delay up to 250 ms is still quite satisfactory for the majority
of users if we considered about 100 ms required delay for
packet processing and propagation delay in the core network
[20] [21].

The VoLTE packet loss rate is another important QoS
factor to examine. Packet loss rate generally refers to the
percentage of packets that are lost during the transition from
the sender to the receiver in the network. Ideally, in VOLTE
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steady networks, there should be no packet loss [22].
However, VoLTE users are still satisfied if this percentage
is a maximum 2% based on the 3GPP requirements [23]
[16]. This means, at least 98% of the total transmitting
packets have to arrive successfully to the final destination.
The equation to calculate the packet loss rate is as follows:

Packets sent - Packets received

Packet Loss Rate = *100 % (2)

Packets sent

Fig. 9 demonstrates a comparison between VoLTE
traffic sent and traffic received. The X-axis represents the
simulation time in seconds, while the Y-axis represents the
VoLTE traffic sent/received in packets per seconds. It is
clear from Fig. 9 that the VoLTE traffic sent/received
increased sharply after 100 seconds. At 104 seconds, the
rate of the packets sent was 69.64 packets/second, while on
the other hand, the number of the packets received was
67.41 packets/second at the same time. The traffic reaches
its peak values at 138 seconds and then it stays on this
steadily level with 1800 packets/second until the end of the
simulation. Overall, the amount of traffic generated and
received was almost identical. This is due to the stable LTE
network that does not involve any congestion by other
applications. The total number of packets sent/received in
the baseline scenario were 290300/290286 packets
respectively. The packet loss rate for VoLTE was found to
be 0.0048%, which is an excellent rate. This result meets the
ITU-R and 3GPP standard requirements which were
clarified before in Section I.

The difference in response time between different
packets received in the destination side is called jitter. For
any stable system with steady packet stream, the value of
this QoS factor should be always 0 as there is no variation in
the delay of the received packets. However, if the jitter is so
large then it can cause an out of order situation to the
receiving packets. This can lead to confusion if the working
application is a voice service, which results in poor service
quality. The ITU-R has recommended 25 ms jitter as an
acceptable value for the delay variation [21]. From Fig. 10,
it can be seen that the jitter value was - 0.00000136 at time
120 seconds and then after 6 seconds (time=126 seconds)
becomes 0 and stayed at this value until the end of the
simulation. Negative jitter indicates that the time difference
between the packets at the destination node was less than
that at the source node. This result indicates clearly that the
overall jitter value is ideal and reflects that the designed
system is very stable.

B. LTE Bandwidth Implementation Scenario

One of the interesting features of LTE is its ability to
support scalable bandwidths from 1.4 MHz up to 20 MHz. It
is necessary to examine the effects of using different LTE
bandwidths on the service quality and end-user experience.
In the second scenario, we implemented other bandwidths
(1.4 MHz and 5 MHz). Fig. 11 compares between end-to-

Copyright (c) IARIA, 2014. ISBN: 978-1-61208-347-6

end delay in the three different LTE bandwidths (1.4, 5 and
20 MHz). The higher the bandwidth (20 MHz) is the higher
the data rate supported, as a result, the lowest end-to-end
delay. 1.4 MHz is the highest end-to-end delay in the same
figure. However, all the results for all the implemented
bandwidths are still within the acceptable threshold of 150
ms. Fig. 12 shows a comparison between the same groups of
LTE bandwidths, but in this case in terms of the VoLTE
jitter. For jitter calculation, we used the following formula:

Jitter= (T4-T3) — (T2-T1)
Where:

T1 and T2: The time of leaving two consecutive packets
from the source node.

T3 and T4: The time of arrival same packets to the
destination node.

Contrary to expectations, Fig. 12 shows that LTE jitter
with 20 MHz has better jitter values than LTE jitter with 5
MHz, which in turn also, has a better jitter values than 1.4
MHz as it includes many negative values. These results
reflect that the higher the data rate gives better jitter
performance. However, in fact, theoretically, there is no
direct relation between LTE bandwidth and its jitter. The
higher bandwidth can affect positively on the end-to-end
delay, but not necessarily lead to reduced jitter value.

The downlink (DL) delay in LTE networks is the time
started from when the traffic arrives at the LTE layer of the
eNBs until it is delivered to the higher layer of the
corresponding UEs. On the other hand, the uplink (UL)
delay in LTE networks is the time started from when the
traffic arrives at the LTE layer of the UEs until it is
delivered to the higher layer of the corresponding eNBs. It is
straightforward to show that the Packet Delay in the DL
direction is less than the UL direction, although the resulting
delay in both sides follows the same standard requirements
of 50 ms one way delay [20]. This is due to the higher
power in the DL side from the eNBs which is around 43
dBm, compared to the UE’s power which is about 23 dBm
in the UL side [17]. The UL/DL delay in the designed LTE
network for different LTE bandwidths is illustrated in Fig.
13 and Fig. 14 respectively. As can be seen from these
figures, the relation between the UL/DL delay and the LTE
bandwidth is directly proportional. The results show that
there is up to 0.03 seconds DL delay and up to 0.017
seconds UL delay. These results meet the requirements
mentioned before, for the one way voice radio UL/DL
delay.

3)
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VI. CONCLUSION

In this paper, a realistic Voice over LTE (VoLTE),
including IMS over the baseline LTE wireless network was
simulated and its performance in terms of Quality of Service
(QoS) was evaluated and validated using OPNET modeler
wireless suite 17.5. VoLTE is a standard technology that is
required to support packet voice calls over a purely Packet-
Switched (PS) LTE wireless networks. It provides better
QoS, which results in better end-user experience over
CSFB, VoLGA and OTT. In conclusion, this work has
demonstrated that the simulation results have matched the
ITU-R and 3GPP standard requirements related to the
VoLTE over 4G LTE. The simulation results are significant
in three different QoS respects; end-to-end delay, jitter and
packet loss rate. It has been found that the overall VoLTE
end-to-end delay was about 0.12 ms, and its packet loss rate
was about 0.005%, while jitter was almost 0. Furthermore,
another different simulation scenario was designed to
investigate the effects of different LTE bandwidths on the
VoLTE service quality. Three different LTE bandwidths
(1.4, 5 and 20 MHz) were implemented and their effects on
the VoLTE end-to-end QoS and LTE DL and UL delays
were also studied. The results show that LTE can achieve
better performance with a 20 MHz bandwidth.
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Abstract— Underwater Wireless Sensor Networks (UWSNSs)
have an important role in different applications, such as
offshore exploration and ocean monitoring. The networks
consist of a considerably large number of sensor nodes
deployed at different depths. Many routing protocols have
been proposed in order to discover an efficient route between
the sources and the sink. In this paper, we propose an
algorithm to improve the performance of the Vector-Based
Forwarding (VBF) protocol which we call a Clustering Vector-
Based Forwarding algorithm (CVBF). In the proposed
algorithm, the space volume of the network is divided into a
number of clusters where one virtual sink is assigned to each
cluster. Then, the nodes inside each cluster are allowed to
communicate with themselves just to reach its virtual sink
node, which in turn sends the packets to the main sink in the
network. Simulation results demonstrate that the proposed
algorithm reduces the energy consumption especially in dense
networks, increases the packet delivery ratio especially in
sparse networks, and decreases the average end-to-end delay in
both sparse and dense networks. These advantages are
emphasized when the algorithm is compared with four other
powerful routing algorithms: VBF, Hop-by-Hop VBF (HH-
VBF), Vector-Based Void Avoidance (VBVA), and Energy-
Saving VBF (ES-VBF) routing protocols.

Keywords-wireless networks; underwater sensor networks;
multiple clusters; routing protocols.

l. INTRODUCTION

At the end of the twentieth century, wireless sensor
networks became a hot research area. At the beginning, these
networks covered only terrestrial applications. However, the
earth is known to be a water planet, with 70 % of its surface
being covered with water (principally oceans). With the
increasing role of oceans in human life, discovering all of the
ocean parts became of prime importance. On one side,
traditional approaches formerly used for underwater
monitoring missions have several drawbacks [1] and on the
other side, these harsh environments are not feasible for
human presence as unpredictable underwater activities, high
water pressure, predatory fish and vast areas are major
reasons for un-manned exploration. Due to these reasons,
Underwater Wireless Sensor Networks (UWSNS) attract the
interest of many researchers lately, especially those working
on terrestrial sensor networks [2]. Over the last three
decades, significant contribution has been made in the area
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of scientific, commercial, and military applications [3]. In
particular, highly precise real-time continuous-monitoring
systems are essential for vital operations such as off-shore oil
field monitoring, pollution detection, disaster prevention,
assisted navigation, mine reconnaissance, and oceanographic
data collection. All these significant applications call for
building UWSNs. The work done by Akylidiz et al. [4] is
considered as the pioneering effort towards the deployment
of sensor nodes for underwater environments.

Though there exist many network protocols for terrestrial
wireless sensor networks, the underwater acoustic
communication channel has its unique characteristics, such
as limited bandwidth capacity and high delays, which require
new efficient and reliable data communication protocols [5].
Major challenges in the design of underwater wireless sensor
networks are: i) the limited bandwidth; ii) the underwater
channel is severely impaired, especially due to multipath and
fading problems; iii) high propagation delay in underwater
which is five orders of magnitude higher than in Radio
Frequency (RF) terrestrial channels; iv) high energy
consumption due to longer distances; v) battery power is
limited and usually batteries cannot be recharged, also
because solar energy cannot be exploited underwater; vi)
underwater sensor nodes are prone to failures due to fouling
and corrosion. All the factors mentioned above, especially
limited energy, would make designing a routing protocol for
UWSN an enormous challenge.

Routing is a fundamental issue for any network, and
routing protocols are considered to be in charge of
discovering and maintaining the routes [2]. Most of the
research works concerning UWSNs have been on the issues
related to the physical layer, while issues related to the
network layer such as routing techniques are a relatively new
area. Thus, an efficient routing algorithm is to be provided.
Although underwater acoustic networks have been studied
for decades, underwater networking and routing protocols
are still at the infant stage of research.

A review of underwater network protocols till the year
2000 can be found in [1]. Several routing protocols have
been proposed for underwater sensor networks. A good
survey until year 2012 about underwater wireless sensor
routing techniques is presented in [2]. Here, Ayaz et al.
introduced an overview of the state of the art of routing
protocols in UWSNs and thoroughly highlighted the
advantages, functionalities, weaknesses and performance
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issues for each technique. Based on network architecture,
UWSNs routing protocols are classified into: location-based,
flat, and hierarchical routing protocols. Vector-Based
Forwarding (VBF) protocol has been suggested in order to
solve the problem of high error probability in dense networks
[6]. It is a location-based routing protocol. Here an idea of a
virtual routing pipe from the source to the destination is
proposed, and all the flooding data packets are carried out
through this pipe. An enhanced version of VBF called Hop-
by-Hop VBF (HH-VBF) has been proposed [7]. They use the
same concept of virtual routing pipe as used by VBF, but
instead of using a single pipe from source to destination,
HH-VBF defines per hop virtual pipe for each forwarder [8].
Another extension of VBF protocol is introduced in [9]
called Vector-Based Void Avoidance (VBVA) routing
protocol which extends the VBF routing protocol. It
addresses the routing void problem in underwater sensor
networks. VBVA assumes two mechanisms, vector-shift and
back-pressure, to handle voids. In [10], an energy-aware
routing algorithm, called Energy-Saving Vector Based
Protocol (ES-VBF), is proposed. In this protocol, Bo et al.
put forward an energy-aware routing algorithm to save
network energy. It takes both residual energy and location
information into consideration, which shows a promising
performance in balancing network energy consumption and
packet reception ratio.

Other UWSNSs routing protocols, such as Dynamic
Source Routing (DSR), Time division Multiple Access
(TDMA), Focused beam Routing (FBR), Directional
Flooding-Based (DFR), and Depth-Based Routing (DBR)
are found in [2][8][11][12].

The remainder of this paper is organized as follows. In
Section 11, the functionality and performance issues of VBF,
HH-VBF, VBVA, and ES-VBF location-based routing
protocols which will be used in a comparison with our
algorithm are discussed. Section Il presents the details of the
proposed algorithm. In Section IV, we show the performance
results of the proposed algorithm. Finally, we draw the main
conclusions in Section V.

Il.  REVIEW OF LOCATION-BASED ROUTING PROTOCOLS

In this section, we discuss in brief four location-based
routing protocols which we will choose to compare our
algorithm with. These protocols are:

A. Vector-Based Forwarding (VBF) Routing Protocol

VBF is a location-based routing approach for UWSNs
proposed by Xie et al. [6]. In this protocol, state information
of the sensor nodes is not required since only a small number
of nodes are involved during packet forwarding. Data
packets are forwarded along redundant and interleaved paths
from the source to the sink, which helps handling the
problem of packet losses and node failures. It is assumed that
every node previously knows its location, and each packet
carries the location of all the nodes involved including the
source, forwarding nodes, and final destination. The
forwarding path is specified by the routing vector from the
sender to the target. As soon as a packet is received, the node
computes its relative position with respect to the forwarder.
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Recursively, all the nodes receiving the packet compute their
positions. If a node determines that it is close enough to the
routing vector, it puts its own computed position in the
packet and continues forwarding the packet; else, it simply
discards the packet. In this way, all the packet forwarders in
the sensor network form a “routing pipe”, the sensor nodes in
this pipe are eligible for packet forwarding, and those which
are not close to the routing vector do not forward. Fig. 1
illustrates the basic idea of VBF. In this figure, node S is the
source, and node S, is the sink. The routing vector is
specified by S;S,. Data packets are forwarded from S, to S,.
Forwarders along the routing vector form a routing pipe with
a pre-controlled radius, W.

Not close to
the vector =>
no forward

Figure 1. VBF routing protocol for UWSNS.

Additionally, a localized and distributed self-adaptation
algorithm is developed to enhance the performance of VBF
[6]. The self-adaptation algorithm allows each node to
estimate the density in its neighborhood and forward
packets adaptively. This algorithm is based on the definition
of a desirableness factor, o [6]. This factor measures the
suitability of a node to forward packets. Given a routing
vector S;S, and forwarder F, the desirableness factor of a
node A is:

€y

where P is the projection length of A onto the routing vector
S;So, d is the distance between node A and node F, 6 is the
angle between vector FS, and vector FA, R is the
transmission range, and W is the radius of the routing pipe.

Fig. 2 represents the different parameters used in the
definition of the desirableness factor [6]. From the definition,
we see that for any node close enough to the routing vector,
i.e., inside the pipe (0 <P < W), the desirableness factor of
this node is in the range of [0, 3] depending on position of
node A.
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Sink (So)

A4
Source (Sy)

Figure 2. Desirableness factor in self-adaptation algorithm.

In this algorithm, when a node receives a packet, it first
determines if it is eligible for packet forwarding (i.e., close
enough to the routing vector) [6][7]. If yes, the node then
holds the packet for a time period, Tagaptaion related to its
desirableness factor and other network parameters (2). In
other words, each qualified node delays forwarding the
packet by a time interval calculated as follows:

R-d
Tadaptation = VXX Tdelay + v

(2)
where Tgeay IS @ pre-defined maximum delay, vO is the
propagation speed of acoustic signals in water, i.e.,
1500m/s, and d is the distance between this node and the
forwarder [7]. Principally, this self-adaptation algorithm
gives higher priority to the desirable node to continue
forwarding the packet. The theoretical analysis can be found
in [6].

VBF has many essential drawbacks. First, using a virtual
routing pipe from source to destination can affect the routing
efficiency of the network with different node densities. In
some spaces, if node deployment is sparser or become sparse
due to some node movement, then it is possible that very few
or even no node will lie within that virtual pipe, which is
responsible for the data forwarding; even it is possible that
some paths may exist outside the pipe. Eventually, this will
result in small data deliveries in sparse spaces. Second, VBF
is very sensitive about the routing pipe radius threshold, and
this threshold can affect the routing performance
significantly; such feature may not be desirable in the real
protocol developments. Furthermore, some nodes along the
routing pipe are used again and again in order to forward the
data packets from sources to the sink, which can exhaust
their battery power.

B. HH-VBF Routing Protocol

The need to overcome two problems encountered by the
VBF, i.e., small data delivery ratio in sparse networks, and
sensitivity to the routing pipe’s radius, the HH-VBF (hop-by-
hop VBF) is proposed by Nicolaou et al. [7]. HH-VBF forms
the routing pipe in a hop-by-hop method, enhancing the
packet delivery ratio significantly. Although it is based on
the same concept of routing vector as VBF, instead of using
a single virtual pipe from the source to the sink, it defines a
different virtual pipe around the per-hop vector from each
forwarder to the sink. In this protocol, each node can
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adaptively make packet forwarding decisions based on its
current location. This design can directly bring the following
two benefits: First, since each node has its own routing pipe,
the maximum pipe radius is the transmission range. Second,
in sparse networks, HH-VBF can find a data delivery path
even so the number of eligible nodes may be small, as long
as there exists one in the network.

In HH-VBF, the routing virtual pipe is redefined to be a
per-hop virtual pipe, instead of a unique pipe from the source
to the sink [7]. When some areas of the network are not
occupied with nodes, for example there exist “voids” in the
network, even a self-adaptation algorithm may not be able to
route the packets. In such a case, a forwarder is unable to
reach any node other than the previous hop. Although
simulation results show that HH-VBF considerably produces
better results for packet delivery ratio, but still it has an
inherent problem of routing pipe radius threshold, which can
affect its performance. Moreover, due to its hop-by-hop
nature, HH-VBF is not able to add a feedback mechanism to
detect and avoid voids in the network and energy efficiency
is still low compared to VBF [7].

C. VBVA Routing Protocol

Xie et al. [9] introduce a Vector-Based Void Avoidance
(VBVA) routing protocol, which extends the VBF routing
protocol to handle the routing void problem in UWSNS.
VBVA assumes two mechanisms, vector-shift and back-
pressure. The vector-shift mechanism is used to route data
packets along the boundary of a void. The back-pressure
mechanism routes data packets backward to bypass a
concave void. VBVA handles the routing void problem on
demand and thus does not need to know network topology
and void information in advance. Hence, it is very robust to
cope with mobile voids in mobile networks. Simulation
results in [9] show that VBVA can handle both concave and
convex voids effectively and efficiently in mobile
underwater sensor networks only when these voids are inside
the forwarding pipe, while the voids outside the forwarding
pipe is not solved by VBVA.

D. ES-VBF Routing Protocol

To solve the energy problem in UWSN, Bo et al. [10] put
forward an energy-aware routing algorithm, called Energy-
Saving Vector-Based Protocol (ES-VBF). The main purpose
of this routing protocol is saving energy. ES-VBF takes both
residual energy and localization-based information into
consideration while calculating the desirableness factor as in
(3), which allows nodes to weigh the benefit for forwarding
packets. The ES-VBF algorithm modifies the calculation of
the desirableness factor of (1) for VBF protocol to be
calculated if the node residual energy is smaller than 60% of
initial energy as:

05><(1 energy )+(P)+(R—d><cosa) 3
o= 0. - g7 —
initialenergy w R ®

where energy is the residual energy of nodes and
initialenergy is the initial energy of nodes. By simulation
results in [10], it is shown that the performance is promising
in balancing network energy consumption and packet
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reception ratio. This means that the ES-VBF protocol saves
energy in an efficient manner. At the same time, there is a
small falling in packet reception ratio, which needs further
research aiming at finding a better solution not only
reducing energy consumption but also achieving high packet
reception ratio.

I1l.  CLUSTERING VBF ROUTING ALGORITHM: THE
PROPOSED ALGORITHM

In this paper, we propose an algorithm for UWSNs which
we call a Clustering Vector-Based Forwarding algorithm
(CVBF). The objective of the proposed routing algorithm is
to reduce energy consumption, increase the packet delivery
ratio, and decrease the average end-to-end delay. This is
emphasized through comparison with VBF, HH-VBF,
VBVA, and ES-VBF routing protocols.

According to our approach, the whole network is divided
into a predefined number of clusters. All sensor nodes are
assigned to the clusters on the basis of their geographic
location, and then one node at the top of each cluster is
selected as a virtual sink for that cluster. The rest of nodes in
each cluster transmit the data packets to their respective
cluster virtual sink. The routing inside each cluster follows
the VBF routing protocol discussed in Section II. This
implies that the concept of using one virtual routing pipe for
all network nodes in VBF is replaced by defining one virtual
routing pipe for each cluster to forward the packets from any
node in the cluster to its virtual sink in that cluster. We
assume that the routing pipe radius is equal to the
transmission range of a node. Each intermediate node in any
cluster selects the next hop to a node inside its cluster. In this
way, the network will have many virtual routing pipes, one
pipe per cluster, which guarantees forwarding the packets in
the upward direction instead of forwarding the packets
widely across the network nodes in the VBF algorithm. It is
well expected that this will decrease the average end-to-end
delay node and reduce the number of hops to reach the
virtual sink node which will enhance the network
performance. In addition, CVBF avoid voids in the network
because each node belongs to a specific cluster.

Also, if a small number of nodes are available in the
neighborhood, CVBF can still find a data delivery path.
After receiving the data packets from cluster sensor nodes,
cluster virtual sinks perform an aggregation function on the
received data, and transmit them towards the main sink node
using single-hop routing. Cluster virtual sink nodes are
responsible for coordinating their cluster members and
communicating with the main sink node.

The proposed algorithm is stated in the following steps:

Stepl: Clustering the Nodes

This step involves dividing the network into groups of
nodes according to their geographic location producing non-
overlapping clusters excluding the main network sink which
is allocated on the water surface. The following values are
given: the network space XxYxZ, node transmission range,
routing pipe width, and the node speed. We divide the
network space into equal space volumes; in the form of
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cuboids (each cuboid has four rectangular sides and two
square ones). The division is based on the values of X and Y
coordinates, and the cluster width, cw, as shown in Fig. 3 (a).
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Figure 3. A CVBF network area: (a) Network area with 9 clusters, (b)
One cluster and its virtual sink

Choosing the best number of clusters is proposed as:

XXY

N=27 4
where XxY is the total surface area of the network and (cw)’
is the area of the cluster surface. The cluster width is thus
calculated as:

o= [

)
N

It is given that the surface area is square; therefore, we
choose N as a number raised to the power of two: 2%, 37, 4%,
or 5% Here, we choose N that gives the value of cw as near
as possible to v/2R in order to make sure that the virtual
pipe of the cluster includes all the nodes inside that cluster,
as shown in Fig. 4.

PN
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[
IR

\"'—-._.-—"’f

Figure 4. A horizontal section of cluster virtual pipe.

As an extreme case, if we choose one cluster (N=1) only,
then our algorithm reduces to the VBF protocol. In other
words, our algorithm is a good generalization to VBF
protocol.
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Step2: Selecting the Cluster Virtual Sink

For each cluster (cuboid) which has a space volume
cwxcwxZ, we choose the nearest node to the main sink to be
a cluster virtual sink. As shown in Fig. 3 (b), the surface
corner coordinates of the cluster are: (Xmin, Ymin, 0),
(Xmax, Ymin, 0), (Xmin, Ymax, 0), and (Xmax, Ymax, 0).

All other nodes can send data to their corresponding
virtual sink following the mechanism of VBF and depending
on the value of its desirableness factor o. If more than one
node have the same depth position, we choose the nearest
node to the cuboid axis, in which its surface point
coordinates is the point (Xc, Yc, 0). The source node of the
cluster is fixed at the position (Xc, Yc, Zmax).

Step3: Calculating the Cluster’s Maintenance Time

This step takes into consideration the node mobility that
affects network topology and performance, thus necessitating
a cluster maintenance algorithm. For a correct network
operation, the maintenance algorithm should be executed
simultaneously in all clusters. In this step, we propose a
suitable periodical time which we call maintenance time, Tm.
This time is enough to move a node from its cluster to
another cluster according to speed and maximum distance of
the node. Each node in the cluster checks its belonging to
that cluster after the periodical time Tm. If a node belonging
to a cluster moves away from that cluster, it naturally has
two choices. The first choice is to enter another neighboring
cluster, and so we transfer this node from the old cluster to
the new cluster. The second choice is that it exits from all the
network space, and so we leave this node in the old cluster.
To calculate Tm, we divide the known maximum distance of
a node movement, dmax, by the current speed of the node, S:

Tm = (6)
In other words, all the nodes with positions near the cluster
boundaries are prone to exit from their own cluster and enter
to other clusters. To avoid exiting a node from the network
space, we suggest to carefully choose the node positions to
be far from the network space boundaries.

The proposed algorithm is summarized in the Pseudocode of
Fig.5:

dmax

Pseudocode
Step 1: Clustering the nodes
1. Given network space X x Y x Z and node
transmission range R.

2. Calculate cw=,/(X x Y)/N where N=2% 3% 47 or
5%, and cluster space = cCwXcwxZ
3. For each cluster, i=1 to N with step 1
3.1. Given Xi takes values from Ximin to Ximax,
and Yi takes values from Yimin to Yimax
3.2. Ki is the number of nodes in the space
XixYixZ

Step 2: Selecting the cluster virtual sink
1. Sort the nodes, Ki, according to the values of their
Z coordinate to determine the minimum value of Z
and call it Zmin.
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2. Count the number of nodes, Kiz, in which their Z
coordinate equal Zmin.
3. If (Kiz=1)
Then
This node is the virtual sink of cluster i
Else
(a) Calculate Xc=[(Ximax-Ximin)/2], and
Yc=[Yimax-Yimin)/2] to get the points of the
cluster axis, (Xc,Yc,Zmin) and (Xc,Yc,Z)
(b) Calculate the nearest node to point
(Xc,Yc,Zmin) from the given Kiz to become
virtual sink of cluster i

Step 3: Calculating the cluster’s maintenance time
1. If a node is near to the cluster axis and its mobility
does not cause exit this node from that cluster or If
a node moves outside the whole network space
Then
This node is still belongs to its original cluster
Else
If a nodes exits from the cluster
Then
(a)Given the node speed, S, and the maximum
distance of any node, dmax,
(b) Calculate Tm=dmax/S
(c) For J=0 to Simulation time with step Tm
For each node in the cluster i and has
coordinates (Xi,Yi,2)
If (Ximin>=Xi>=Ximax and
Yimin>=Yi>=Yimax)
Then
This node is still in the cluster
Else
Remove this node from cluster i
and enter it to the suitable
neighboring cluster
2. All the nodes in cluster i forward the packets to
its virtual sink following the mechanism of VBF
routing algorithm
3. All the virtual sinks forward the packets to the
main sink

Figure 5. Pseudocode of the proposed routing protocol CVBF.

IV. PERFORMANCE EVALUATION

Performance is quantified through measures of energy
consumption, packet delivery ratio, and average end-to-end
delay [10]. The success rate is the ratio of the number of
packets successfully received by the sink to the number of
packets generated by the source. The energy consumption is
the total energy consumed by the sensor network nodes. The
average delay is the average end-to-end delay for each
packet received by the sink.

Simulation is performed by the underwater package Aqua-
Sim of ns-2 [13][14]. In all our simulations, we set the
parameters similar to UWM1000 LinkQuest Underwater
Acoustic Modem [15]. The bit rate is 10 kbps, and the
transmission range R is 100 m. The energy consumption on
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the sending mode, receiving mode, and idle mode are 0.6J,
0.3J, and 0.01J, respectively. The data packet size is 76
bytes and control packet is 32 bytes. The pipe radius in each
cluster is 100 m. In all simulation experiments, sensor nodes
are randomly distributed in a space volume of 600 m x600
m x600 m. They can move in a two-dimensional space, i.e.,
in the X-Y plane (the most common mobility pattern in
underwater applications) with the medium node speed S in
the range (2m/s-5m/s). The maximum distance of a node
movement dmax is 5m. The number of clusters N used is 9
clusters (it is found in our experiments that the number N=9
give better performance than that for N=1, 4, 16, 25). The

cluster width cw is /(600 x 600)/9 = 200 m. We have

one data source, one main sink, and 9 virtual sinks. For each
setting, the results are averaged over 30 runs with a
randomly generated topology. The total simulation time for
each run is 1000 s. The simulation results are plotted in
Figures 6, 7, and 8.

Fig. 6 depicts the total energy consumption as the
number of sensor nodes varies. The energy consumption
increases with the number of nodes since more nodes are
involved in packet forwarding. On the other hand, this figure
shows that the energy consumption for the proposed
algorithm is less than that in VBF and HH-VBF routing
protocol only on dense networks, when the number of nodes
is greater than 300 nodes, indicating that the CVBF
algorithm can save more energy with high node density, as
shown in Table I, extracted for Fig. 6.

more than 200 nodes are deployed in the space, the packet
delivery ratio remains above 90% for both ES-VBF routing
protocol and CVBF algorithm. Table 1, extracted from Fig.
7, shows that our algorithm gives better results in packet
delivery ratio than VBF, HHVBF, VBVA, and ES-VBF
protocols.
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Figure 7. CVBF packet delivery ratio vs. number of sensor nodes.

TABLE I1. INCREASE IN PACKET DELIVERY RATIO
No. of Packet Delivery Ratio (%) .
Nodes | var | (5 [veva [esver [Ppae” [iemens
50 45 58 60 68 75 10%
150 49 67 67 75 88 17%
300 59 78 76 89 95 6.7%
450 76 87 86 94 99 5.3%
600 82 89 89 99 99.8 0.08%

Fig. 8 describes the average end-to-end delay with the
number of sensor nodes. It is seen that the average end-to-
end delay decreases with the increase of node density in the
network. When the number of sensor nodes increases, the
paths from the source to the sink are closer to the optimal
path (a=0); therefore, the average end-to-end delay
decreases, as shown in Table I, extracted from Fig. 8.

Figure 6. CVBF energy consumption vs. number of sensor nodes.

TABLE I. REDUCTION IN TOTAL ENERGY CONSUMPTION
No. of Total Energy Consumption(Joule)
Nodes HH- K Proposed |Reduction
VBF VBF VBVA ES-VBF CVBF _ |percentage
50 250.12 515.37 646.71 260.72 320.65 -28%
150 550.53 93998 | 1103.65 | 570.23 698.97 -26%
300 | 2424.16 | 3578.32 3604 2400.91 | 2190.86 8.7%
450 | 6142.81 | 6890.6 6532.1 5646.4 | 4816.87 14%
600 | 6589.39 | 7440.6 7231.9 | 6000.03 | 5220.02 13%

Fig. 7 shows the packet delivery ratio with the number
of sensor nodes. It is seen that the packet delivery ratio
increases with the increase of the number of nodes. When
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TABLE Il1. REDUCTION IN AVERAGE END-TO-END DELAY
No. of Average End-to-End Delay(sec)
Nodes HH- K Proposed |Reduction
VBF VBF VBVA | ES-VBF CVBF |percentage
50 0.745 0.733 0.74 0.741 0.721 1.6%
150 0.724 0.716 0.717 0.72 0.711 0.7%
300 0.704 0.693 0.7 0.693 0.688 0.7%
450 0.692 0.683 0.687 | 0.688 0.675 1.2%
600 0.689 0.683 0.683 0.676 0.666 1.5%

We evaluate the performance of CVBF under various
network scenarios. The simulation results show that CVBF
significantly exhibits a better performance than VBF, HH-
VBF, VBVA, and ES-VBF protocols since it has: lower
energy consumption, higher packet delivery ratio, and lower
average end-to-end delay.

Calculating the cluster width cw depends on two
parameters: the surface area of the network XxY and
choosing the number of clusters N. We choose a value of N
for which the cluster width is nearest to the value of V2R.
We conclude this after examining different values of N. This
is because each node can transmit the data packets only to
the neighbors allocated in its transmission range.

V. CONCLUSIONS

In this paper, we propose a clustering vector-based
forwarding algorithm to improve the performance of the
location-based routing protocol in underwater wireless
sensor networks. In the proposed approach, the space area of
the network is divided into clusters where one virtual sink is
assigned to each cluster. Choosing the number of clusters
depends on the value of the network surface area and the
transmission range of the sensor node. The nodes inside each
cluster are allowed to communicate with themselves
following the concept of VBF protocol only to reach its
virtual sink node, which sends the packets to the main sink
node in the network. Due to node mobility, some nodes may
move outside their cluster and enter another cluster.
Therefore, we check the node position periodically as a
maintenance step to allocate each node to its suitable cluster.

Simulation results demonstrate that the proposed
algorithm efficiently reduces energy consumption especially
in dense networks, increases the packet delivery ratio
especially in sparse networks, and decreases the average end-
to-end delay in both sparse and dense networks, in
comparison with the four routing algorithms VBF, HH-VBF,
VBVA, and ES-VBF. It is interesting to note that our
multiple-cluster algorithm is a good generalization to the
VBF protocol. The VBF results from our algorithm by
adopting the special case of single-cluster manipulation.
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Abstract—Underwater Wireless Sensor Networks (UWSNS) is a
group of sensors and underwater vehicles, networked via acstic
links, that perform collaborative tasks and enable a wide rage
of aquatic applications. Due to hostile environment, resoce con-
straints and peculiarities of the underlying physical laye technol-
ogy, providing energy-efficient data collection in a spars&JWSN
is a challenging problem. We consider mobility-assisted nating
technique for enabling connectivity and improving the enegy
efficiency of sparse UWSN, considering it as a Delay/Disrufmn
Tolerant Network (DTN) or Intermittently Connected Networ k
(ICN). We use analytical models to investigate the performace
of the data collection scheme. Based on the result that the DI’
scheme improves energy efficiency and Packet Delivery Ratio
(PDR) at the cost of increased message latency, we investiga
techniques to improve the delay performance. The effects afsing
multiple mobile elements for data collection and priority-polling
based on traffic class and data generation rate are investigad.
The analytical results are validated through extensive simlations.
The results show that our model for data collection in sparse
UWSNs can effectively capture the underwater acoustic netark
conditions. Also, the improved DTN framework shows superio
performance in terms of energy efficiency and network connec
tivity over ad hoc multihop network, and in terms of message
latency and fairness over simple polling-based DTN framewnd.

KeywordsUnderwater Sensor Networks; Delay Tolerant Network;
Mobile Sink; Priority Polling; Energy Efficiency; Fairness

I. INTRODUCTION

two nodes. This results in sparse UWSNs that need to be
treated as Intermittently Connected Networks (ICN) or Pela

/ Disruption Tolerant Networks (DTN) [2]. DTNs are char-
acterised by frequent partitions and potentially long rages
delivery delays. Such networks may never have an end-to-end
contemporaneous path and traditional routing protoc@sat
practical since packets will be dropped when no routes are
available.

The primary objective of DTN routing is to provide eventual
delivery of data, rather than optimizing some routing neetri
say message latency. In energy-constrained underwater sen
sors, for certain delay-tolerant applications like enmirental
sensing or continuous monitoring, enhanced network iifeti
will be more important than message delay. Enabling rediabl
and energy-efficient data collection in resource-consti
sparse UWSNSs is a challenging problem that requires spe-
cialized routing approaches and QoS metrics. Conventional
DTN approaches like multipath routing are resource-hungry
and hence not suitable for resource-constrained underwate
applications.

The three main approaches used for data collection in
wireless sensor networks, in general, are [3]: (i) Baseitat
(BS) approach which uses direct communication between the
source and the sink; (i) Ad hoc network which uses a multi-
hop path from the source to the sink; and (iii) Mobility assis
routing which makes use of a mobile sink or mobile relays for

Underwater Wireless Sensor Networks (UWSNSs) havedata collection. The first approach provides fast delivboy,
emerged as powerful systems for providing autonomous sugsuffers from reduced life time of sensors due to the incrdase

port for several activities like oceanographic data caibeg
marine surveillance, disaster prediction, assisted @dag

requirement of communication energy. The ad hoc network
provides medium delay and medium power requirement, but

etc. Acoustic communication, with its associated pros anduffers from the ‘hot spot’ problem and the necessity for an
cons, is the underlying physical layer technology used irend-to-end contemporaneous path. Mobility assisted mguti
UWSNSs. Features like high latency, low bandwidth, high erro approach supports the DTN concept, reduces transmit power
probability and 3-dimensional deployment make the UWSNsconsumption, and eliminates the relaying overhead. Howyeve

significantly different from terrestrial WSNs [1]. The eggr

due to the limited travel speed of the mobile elements, data

saving/efficiency is a critical issue for UWSN because of thecollection latency will be large, but such large latency rbay
high cost of deploying and/or re-deploying underwater pgui acceptable in certain environmental sensing applicatidrish
ment. Underwater sensors are expensive, partially becausee not time-critical. Typical example of such an applicatis

of their more complex transceivers and the ocean area th#te continuous monitoring and recording of the behaviour of
needs to be sensed is quite large. Hence, UWSN deploymeunhderwater plates in tectonics, for later scientific arialydro-
can be much sparser compared with terrestrial WSNs. Dueiding support for delay-sensitive applications like pditbn

to sparse deployment, harsh environment, node mobility antchonitoring and earthquake prediction, and ensuring fasne
resource limitations, the network can be easily partittbne among different traffic classes using energy-efficient titybi
and a contemporaneous path may not exist between argssisted routing in sparse UWSNSs is the focus of this paper.
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We start with a basic DTN framework for energy efficient I1l. SYSTEM MODEL
data collection in sparse underwater sensor networks using

a mobile sink; and then augment it with techniques to im- e consider large and sparse underwater sensor networks
prove its data collection performance by introducing ptyor with possibly disconnected components and with mobile el-
and employing multiple data collectors. Analytical restfftr  ements used for data collection. The static sensors monitor
energy efficiency, packet delivery ratio, message lateaoy, the underwater surroundings, generate data and store it in
sensor buffer occupancy are presented. The analyticaltsesuthe sensor buffer. They have limited non-rechargeabletyatt
are validated using our own simulation model developed imower and they can communicate using acoustic links. Sen-
Aqua-Sim [4], an NS-2 [5] based network simulator, devetbpe sors’ bulk data communications are limited to transferdatga

by the University of Connecticut. A brief review of the reddt  to a nearby mobile collector (MC), so as to reduce energy
work is given in Section Il. The system model is presentectonsumption. Mobile Collectors are mobile entities withgka

in Section Ill. The expressions used for analytical resaits processing and storage capacity, renewable power, and the
developed in Section IV. Section V discusses the analyticability to communicate with static sensors, BS and other MCs
and simulation results. The paper is concluded in Sectian VI(if any). As an MC moves in close proximity to (i.e., within
transmission range of) a static sensor, the sensor’s data is
transferred to the MC and buffered there for further proiogss

The mobility of the MC can be either random or controlled.

The static sensors can request the service of the MC by
sending service request messages to the base station (B§) us

Several routing protocols have been developed for UNGirect or ad hoc multi-hop communication. The service ratue

derwater sensor networks, most of them suitable only fo :
' X : acket is assumed to be very short compared to data packets
connected networks. Vector Based Forwarding (VBF) is GEjlnd the former will contain location information of the node

typical geographical routing protocol and Hop-by-hop ‘dect priority of application, and any other relevant informatilike

based forwarding (HH-VBF) [6] is its more energy-efficient ) B
version, better suited for sparse networks. Both VBF and HH—Olata rate or the delay-sensitivity of request. The BS wille

hy . : the requests and based on the system load and the dela
VBF.dO not support mobility-assisted data collection ar_myth equireqments it can decide the nu?/nber of MCs needed andy
require the network to be connected. Recently, conad@;rabltr !

. ; : he sequence of visiting the nodes by each MC. Accordingly,
effort has been devoted to developing architectures anthgou : L P
algorithms for DTNs and routing in DTN is investigated by BS will create one or more visit tables specifying the order o

Jain et al. [7]. Guo et al. have proposed an adaptive routinvisiting the nodes and schedule the required number of MCs

protocol for UWSNS, considering it as a DTN [8]. Shah et al.a”th a unique visit table assigned to each one of it. Each MC

- . .~ will visit the sensor, collect the data generated and batfer
[3] have presented a three-tier architecture based on iyobil ("¢ ™ Ly proceed towards the next node in the table and

Mhis process is repeated. After one cycle is completed, it ma

a terrestrial sensor network. The same architecture with afji yho'Bs and collect the updated visit table if it has been
enhanced anal_ytlcal mo_del has been presented by_ Jaingl al. | odified by the BS during that cycle. The data is assumed to
Energy analysis of routing protocols for UWSNSs is presentecLn .

by Domingo [10] and by Zorzi et al. [11]. An M/G/1 queueing ave been successfully delivered once it has been collégted
model is used by He et al. [12] for mobility-assisted routing the MC.

proposed for reducing and balancing the energy consumptiojg Underwater (d?hannellfdz_;\ tone Orf] freque.ncgf and Ipower

of sensor nodes. The use of controlled mobility for low egerg £ 1S transmitted over a distandethe received signal power
embedded networks has been discussed by Arun et al. [1 jill be P/A(l, f), where the attenuation factot(l, f) is the
AUV-aided routing for UWSNSs is discussed by Yoon et al. SUM of absorption loss and spreading loss. At shorter ranges
[14] and Hollinger et al. [15]. Polling-based schedulingpizdy spreading loss plays a proportionally larger role compail
sensor networks has been discussed by Motoyama [16] and tRSOrPtion loss. Spreading loss is frequency-independant

usage of message ferries in ad hoc networks is considered pends on the geometry. The SNR of an em“Fed underwater
Kavitha et al. [17]. gnal at the receiver is expressed by the passive sonar equa

The development of routing bprotocols for dense UWSNStion [18] and the transmission loss or the attenuation facto
pm gp . A(l, f) of an underwater acoustic channel for a distahaad
and the adaptation of DTN approaches for terrestrial Senschequencyf is given by Eqn. 1 as [18]:

networks have already been addressed, but the energyeeffici
data collection in resource-constrained sparse/disatade
UWSNSs has not been adequately investigated. Also, an analyt 10log A(l, f) = k 10logl +1 10loga(f) 1)

ical framework and the simulation environment for evalogti

the performance metrics of data collection in UWSNSs will where the first term is the spreading loss and the second term
be useful for designing application-oriented networkstHis  is the absorption loss. The spreading coefficient 1 for
paper, we propose a mobility-assisted DTN scheme for dateylindrical spreading (shallow water scenario) and 2 for
collection in sparse UWSNs and propose techniques for praspherical case (deep water scenario). The absorption@eeffi
viding support for delay-sensitive applications, by enyplg  can be expressed empirically, using the Thorps formula fwhic
multiple data collectors and introducing priority. gives a(f) in dB/km for f in kHz as Thorp’s formula [18] is

II. RELATED WORK
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used to express the absorption coefficient as : where A(k) is the area of thek!” annulus andk = 1 for

0.11f2 442 2752 the innermost annulus. In the mobility-assisted data ctt,

10 log a(f) = — + = +0.003 (2) Iirrespective of the position of the nodes, each static naest
L+ f2 4100 + f2 104 mits only the packets generated by it. Instead, in the case of

The absorption coefficient increases rapidly with freqyenc Multi-hop architecture, if every node generates 1 packel ea

(typical values being 50 dB/km at 200 kHz and 320 dB/km atfor @ large value of N, on an average, the number of receptions
1 MHz, thus imposing a limit on the maximal usable frequency@nd transmissions to be undertaken by a node in anriubit

for an acoustic link of a given distanégwhich may typically  pe, respectivelyN ode Rz(k) = MNodeTa:(k—l-l) and
vary from a few metres to a few kilometres). Ak 41 A(k)
NodeTxz(k) = 1 + wNodeTm(k +1), except for the
IV. ANALYTICAL STUDY A@ .
outermost annuluék = [ £]) where the corresponding values

In this section, we develop the necessary analytical exprege o and 1.

sions, the numerical results of which are compared with the e ahove analysis shows the increased relaying overhead

simulation results in Section V. of a sensor node with its proximity to the sink. If we define the
Energy Overhead FactofEOF) of a node as the ratio of the

A. Energy Efficiency total number of transmissions from the node to the number of

transmissions corresponding to the packets originatetiat t

node, it is seen that all the sensor nodes have the same EOF

equal to | with an error-free channel) in MC-based scheme,

One important motivation for employing a mobile sink is
that it increases the lifetime of the network by balancing

the energy consumption of the sensor nodes. The energy, . = : . ;
consumption of the static nodes alone is considered, shrece t neht|\|/50:t< 'SH?phpé%)g:nat%{'/;ﬂzggtgﬁ?g{n x(léfgslTovnv]Ljelﬂre]?p
mobile node is assumed to be rechargeable or having muc - 19 9y P 9y

higher initial energy compared to the static sensors. Tleeggn (Q‘flClency.
consumed by the static sensor nodes for sensing and pnogessi

are negligible compared with that for underwater acousiia d
transmission, and hence we consider the energy consumpti
for data transmission only. For a given target signal-ts@o A polling model is used to investigate the delay performance
ratio SN R,,, at receiver, available bandwidi(!), and noise of MC-based data collection. In the basic polling model, a
power spectral densityV(f), the required transmit power single server visits (or polls) the queues in a cyclic ordet a
P,(1) can be expressed as a function of the transmitter-receiveifter completing a visit to queug the server incurs a switch
distancel [11]. If P, is the receive powetl, is the packet size over period orwalk time[19]. The period during which the

in bits, M is the number of packets transferred from the sourc&erver continuously serves queiigs called aservice period
node to the destination and is the bandwidth efficiency of of queuei and the preceding period is called theitch over
modulation, the energy consumption for the single hop datperiod of queue. Different service policies can be employed,

31 Data Collection Latency

transfer becomes out of which theExhaustiveservice scheme is the optimal.
M(P. + PN L Mobile Collector and_ the static sensor buffers in our mod_el
Enop(l) = (P + P (1) (3) correspond to the single server and queues of the polling

aB(l) model, respectively. Travel time of the MC to move from one

where P¢(1) is the electrical power (in watts) corresponding location to the nextis modelled as thalk timeand the time

to P,(1) in dB re uPa. Compared t@,, P¢ is very large and spent at each Iocqnon to transfer data f_rom_the near by 8gnso

hence its contribution to the energy consumption of sensopuffer to the MC is modelled as treervice time

nodes is significant. Assuming Poisson arrival of packets at ratat each sensor
In order to assess the energy efficiency of the MC-basefuffer, the offered load is given hy= NAX, whereX is the

DTN model, let us compare the energy overhead associatdB€an message service time. For system stabjlighould be

with transferring one packet from the sensor to the BS usless than 1. If the mean of the total walk time is denoted by

ing the ad hoc multi-hop approach and tsere-carry-and-  £2, the mean cycle time of the MC is given by

forward DTN approach.
Assuming N static sensor nodes randomly and uniformly E[C] = — (4)

deployed over a circular area A of radius R as in [13], we can L—p

calculate the minimum energy requirement of each node for -

transferring one packet generated by each node to the sink atLet X* denote the second moment of the packet transfer

the centre of the circular area, in the ad hoc multi-hop netwo time and the MC travel time between two consecutive location
If every static node with a transmission rangand located Pe @ random variable with mean and variari¢e and W2,

in the kth annulus of the circular area generates one packetespectively. Under the assumption of symmetric queues and

then the minimum number of transmissions due to packetgxhaustiveservice, the mean waiting time of the packet in the
A(k) sensor buffer before the MC approaches it for data transfer ¢

originated from thekth annulus isMinTxz(k) = Tk, be obtained as:
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_ . etc) and the order and/or frequency of polling or visiting
W= w2 n NAX2 + W(N - p) 5) the static sensor nodes is modified to account for the service
17 oW requirement. In both cases, the scheduling of MC(s) should

2W 2(1—p)
ing that th . d iformlv distributed i take into account the service demand, in terms of varying
Assuming that the static nodes are uniformly distributed inyenyork load, meeting deadline, or ensuring faimess.

the network, their locations can be treated as random points

in the square sensing field. The probability density furrctd 1) Multiple Mobile Collectors:In our basic polling model,
the distance between two arbitrary points in a unit square i§€re is only a single server, servicing a number of queues
given by [12] fp(d) = in a cyclic manner, with a non-zero switch-over time. When
the number of mobile data collectors is increased, the model
2d(m — 4d + d?) 0<d<1 is converted to a Multi Server Multi Queue (MSMQ) system
. . or multi server polling modelthe exact analysis of which
2d[2sin”" () — 2sin 1\/ 1-3 (6) is not available. Assuming independent mobile collectors,
+4Vd2 -1 —d? - 2] 1<d<V?2 symmetric Poisson-distributed data arrivals, indepenhded
0 otherwise identically distributedservice timesand walk timesand no

server clustering, an approximate expression for the mean

From this, if the MC moves at a constant velocity V, the waiting time can be derived following the approach used in
mean and the variance of the MC travel time between twd20]. If S is the number of MCs, to get the mean message
arbitrary points in a unit square area can be obtained awaiting time in the multiple MC case, the expression for mean
0.4555/V and3.95/V?2, respectively. waiting time in single MC case as given by Eqgn. 5 can be

The expected response time of a message, buffer sizejodified by substitutingX /S, X2/5%, W/[S — (S — 1)p],
and number of messages in the system (in queue and ind W2/[S — (S — 1)p]? in place of, respectivelyX, X2,
service) areX + Wy, WyA, and (X + W,)A, respectively. T, andW2. Thus the mean waiting time in the multiple MC
Using the parameters of data generation, data transfer, argtyation becomes
MC mobility, the delay performance of our system model is
evaluated. The controlled mobility of the MC gives better = W)
performance compared to random mobility and hence the w2 N ”S{ S—(5-1)p
former is recommended if the deployment permits. W, = WIS —(S—1al © 25— No% (1)

The delay performance of the MC-based DTN scheme with [5 = (5= 1)p] (8- )
a single mobile element is not at all comparable with thatdf a
hoc multihop network (of the order of several minutes for theCompared to the basic single MC network, here the expected
former, while a few seconds for the latter). Correspondingl waiting time and the sensor buffer occupancy decrease éth t
the buffer requirement of static sensors is negligible inrmdn number of servers. Thus, the delay and delivery performance
hoc network, while it is considerably high in the MC-basedis improved by the use of multiple data collectors, whilergge
scheme. consumption and network lifetime are not affected, sinee th
number of transmissions and the range of transmission dre no
changed by the use of more number of MCs.

. , . . 2) Priority Polling: In practical situations, all the nodes may
In the exhaustiveservice policy of polling scheme, all the not be generating data at the same rate and hence the earlier

data generated at one sensor in oygele timeis transferred in ssumption of symmetric queues may not be valid. When

T::e <\:/||§|tti|9nfet rli gl[g] T::Smﬁ%n nsl:jr;f]ffer n%f ﬁ:?kgtsu%fi?ira;ig 'ﬁ1e data generation rates among the static sensor nodes vary
y - : 9 ylarg p considerably, it will be better to visit the nodes with highe

to avoid buffer overflow, ideal channel, and no MC failures, [ . ; )
the PDR will be 1. But practically, there exists a probapilit arrival rates more frequently, rather than following thelty
: ' order. In cyclic polling, the server polls the queues in theeo

that a node is not detected (ocantactdoes not occur) within

a reasonable time period. In such situations, the signifiean gelfvcg?’v.i.é.iltsQ%éQlL]gféé..i.r’1 Caﬁl’xed g; dZ?réO(igif?:(;hEg)’latr?e
of the data may be lost if the application is delay-sensitire q P 9

the data itself may be lost due to buffer overflow. table in _Wh'Ch eagh queue occur_s at least on_ce [21]‘_
Consider the single server polling model with the diffenc
that the arrival rates at the queues are not equal, instead th
D. Performance Enhancement packet arrival intensity at sensoris \;, i 1,..N. The offered
To improve the delay and delivery performance of theload at sensof is p; = A\, X;, whereX; is the mean service
basic DTN scheme with a single MC, two techniques can bdime at sensot. The total offered load in the network =
employed: i) use of multiple mobile sinks or mobile collasto Zf;l p;. The MC visits the sensors according to a periodic -
and ii) priority polling. In the first technique, more thaneon not necessarily cyclic - polling scheme. The approach Vi
mobile sink or mobile collectors are used, thus increadirgg t in [21] can be used to minimize the workload in the system
effective service rate, thereby reducing the message ngaiti and to ensurdairnessamong the sensors by using optimum
time. In the second one, different priority is assigned tovisit frequencies. Foexhaustiveservice, assumingl; to be
different nodes (based on data generation rate, traffics claghe switch-over time from queue— 1 to queuei, the visit

C. Packet Delivery Ratio (PDR)
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frequency at node becomes

_ pi(1 = pi) /Wi
S Ve =)W

Now, all the nodes are not visited equally in a cycle, insteac
the nodes having more buffered data waiting for transmissio
(due to higher arrival rate) will be visited more often thhnge
with less buffered data. Assume that senssrvisitedn; times

in a cycle of the MC and these visits are spread as evenly ¢
possible. Considering the interval between two succeddiVe
visits to a node as a sub cycle, the mean residual time of a
sub cycle ofi will be

(8)

f_emh
Ji

E[C]

i

ERSC; x 9)
where E[C] is the mean time for one complete visit cycle of
the MC according to the polling table. Now the mean waiting
time at nodei will be [21]:

E[C]

(Wq)i o< (1= pi) o

which shows that the sensor nodes with high data generati
rates (having high values of; and n;) get better treatment
and majority of the generated packets get good treatment,
terms of waiting time and buffer requirement.

(10)

V. ANALYTICAL AND SIMULATION RESULTS

the bandwidth reduces the time required for transmission.
Both situations lead to reduced transmit energy consumptio
thus validating the suitability of short range communicatin
energy-constrained environments.

T T
—»— Multihop, PER = 0.0
-3¢ - MC-based, PER = 0.0
=B~ Multihop, PER = 0.1
—fe— Multihop, PER = 0.4
¥ MC-based, PER = 0.4

N
o

Energy Overhead Factor

r‘.‘.‘.‘ R ‘.‘2‘;“.‘ R ;‘!*; R

1.5

|
2 2.5 3 3.5
Number of hops from sink

Figure 2. Transmit Energy Overhead of static sensor nodés miilti-hop and
MC-based schemes for different PERs

Assuming static sensor nodes having transmission range

O%SOm uniformly distributed in the area of radius 1000m, the
variation of theEnergy Overhead Factqdefined in Section IV
iﬁ‘) with proximity to the sink, in multi-hop routing is illusated

in Fig. 2. Due to the increased relaying overhead, the nodes
nearer to the sink will deplete their battery power soon. The
impact of packet error rate (PER) due to non ideal channel is

also shown in this figure. If we define the lifetime of a network

Extensive simulations have been done to validate our anas the timespan till the first node dies due to energy depletio

lytical results using the NS-2 based network simulator fior u
derwater applications, Aqua-Sim. It is an event-driverjeob
oriented simulator written in C++ with an OTCL (Object-

it is evident that the use of mobile elements for data cabact
leads to enhanced lifetime of the network due to reduced and
balanced energy consumption among the sensor nodes.

oriented Tool Command Language) interpreter as the front-

end. We have incorporated in it, the DTN concepts of bea
coning,contactdiscovery andtore-carry-and-forwardand the
polling based éxhaustiveservice) data collection.

-
o

© BW = 10 kHz,Tgt SNR = 20dB
% BW =10 kHz,Tgt SNR = 25dB
—BW =50 kHz,Tgt SNR = 25dB
+ BW =50 kHz,Tgt SNR = 20dB
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Figure 1. Hop Energy Consumption for varying hop length aaddwidth

Assuming tunable transmit powé¥, receive powel, fixed
at 0.075 W, and packet length fixed to 400 bits [4], the

=% -Mobile Collector, Range =250 m

—— Adhoc Multihop, Range = 250 m

I . . . .
10 20 30 40 50 60 70 80 90 100
Total Number of static nodes in the area

Figure 3. PDR with multi-hop and MC-based data collection

The variation of packet delivery ratio with node density
is shown in Fig. 3. Assuming infinite buffer size and no
communication errors, ideally the packet delivery ratiowdd
be 1 for the DTN data collection scheme irrespective of
the number of nodes in the network. For ad hoc multi-hop
network, delivery ratio is very small for low node density

effect of hop length, target SNR, and channel bandwidth omue to end-to-end connectivity issues. As the node density
per-hop energy consumption as expressed by Eqn. 3 is plottésl increased, PDR increases initially and finally reaches a
in Fig. 1 for shallow water environment. Decreasing the seur maximum value. It then remains almost constant if only one
to sink distance reduces the transmission loss and inaggasi node is transmitting, but starts reducing due to packeisootis
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if multiple nodes are transmitting. For the DTN scheme,MCs is to be adopted for heavy traffic environments, delay-
delivery ratio is independent of node density. Hence, i t sensitive applications, and very limited sensor bufferaibns.
ideal one for sparse networks and heavy traffic environment\lso, the performance gain obtained by using 3 MCs over 2
provided the network lifetime and successful data deliagy MCs is much less compared to that obtained by using 2 MCs
of prime concern and the application is not time-critichthe  over a single one.

sensors are not equipped with sufficient buffer space todavoi

buffer overflow at high loads, packets are dropped and PDF o e
is reduced_ —e—Single MC, Speed - 15 m/s

70r | =—Single MC, Speed - 10 m/s
—=—Single MC, Speed - 20 m/s
60 |-o--Two MCs, Speed - 15 m/s
——Three MCs, Speed - 15 m/s
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T T T T
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Figure 6. Mean Waiting Time with Multiple MCs

Figure 4. Variation of Mean Waiting Time

With priority polling, assuming 10 sensor nodes randomly
and uniformly distributed in an area of siz800m x 1000m,
generating packets (of size 50 bytes) at four differentsiate
single MC moving at 15 m/s, and having a data rate 10
ps, Table | gives the visit frequency and the mean waiting
time for different packet arrival rates. Based on the sirtiomha
for a fixed finite amount of time, the percentage of packets
missed due to the MC not arriving in time is also noted. As

The mean waiting time for different values of data gener-
ation rate and different speeds of the single MC is plottecﬁlb
in Fig. 4, considering the controlled motion of the mobile
sink in a square area of size 1000m1000m with 10 nodes
randomly and uniformly distributed in this area. The sessor
are equipped with sufficient buffer space so that packetsaire
lost due to buffer overflow. The mean waiting time increases
with the packet arrival rate and decreases with the spedukof t TABLE I. MEAN MESSAGE WAITING TIME AT DIFFERENT NODES
MC. Analytical and simulation results show close agreement

e " : Arrival Rate | Visit Freq. | Waiting Time | Miss Ratio
validating the suitability of our model. Fig. 5 shows the ; :
variation of the mean buffer occupancy with varying load an (PkotséTm) (PeTe5r31tage (legu:,E?S) (Pe;(::[eznéage
MS speeds for the same scenario. The buffer space requitemen O : 0 : : >
also increases with the input load and decreases with MC 1 °.1 17 or4
speed. 1.0 16.58 12.43 13.10
2.0 23.7 11.47 1.01
7° o MG velooity — 15 mis the packet generation rate at nodes: increases, the input
601 |, s MC Velocity = 10 mis ¥ load p;, the number of sub-cycles;, and the visit frequency
col. | =M Velocity = 20 s g fi increase, while the mean waiting tini#’, ); decreases. Due

to the unequal visit frequency at different nodes, the peesgge

of packets collected by the MC within a finite simulation time
S is also not equal (more at high data rate nodes and less at low
data rate nodes). Thus by reducing the unnecessary travels
to the low data rate nodes, the overall system utilization is
improved and majority of packets will be serviced within a
reasonable waiting time.

8
o

2]
o
,,,* ’

Mean Buffer Occupancy (kB)

N

o

o
*

e
[S)
T

n . . . .
0.4 0.5 0.6 0.7 0.8 0.9
Input load

VI. CONCLUSION
The suitability of a mobility-assisted framework for engrg
efficient data collection in sparse underwater acoustic@en
Fixing the packet size to be 50 Bytes, and data rate 10 Kbpsietworks has been investigated in this paper. The mobility-
the impact of the speed and number of MCs on the delagssisted data collection improves energy efficiency aniy-del
performance is also studied and plotted in Fig. 6. Since tit noery ratio at the cost of increased latency and hence it is more
practical to have MC speeds above 20 m/s, use of multiplsuited for sparse or disconnected networks and in situstion

Figure 5. Variation of Mean Buffer Occupancy

Copyright (c) IARIA, 2014. ISBN: 978-1-61208-347-6 110



ICWMC 2014 : The Tenth International Conference on Wireless and Mobile Communications

where network lifetime is more important than message delay1e]

For applications which are delay sensitive but not crifical

techniques like multiple mobile collectors and priorityllpw

have been found to improve the delay performance. The bas

DTN framework having a single mobile sink and cyclic polling
and the enhanced one having multiple mobile collectors and
priority polling have been implemented in the NS-2 based;g)
network simulator, thus enhancing the scope for further re-
search in this area. The enhanced model has been found i)
support delay-sensitive applications and optimize thaydehd
delivery performance.
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On Type Il Hybrid-ARQ with Decode and Forward Relay using Non-Binary
Rate-Compatible Punctured LDPC Code on MIMO SC-FDMA up-link

Tomotaka Hamada
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Nagoya Institute of Technology
Nagoya, Japan
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Abstract— In this paper, Non-Binary Rate-Compatible
Punctured Low Density Parity Check (NB RCP LDPC) code is
designed over the extended Galois Field. The designed NB
RCP LDPC code is applied to the type 11 Hybrid Automatic
Repeat reQuest (HARQ) with Decode and Forward (DF) relay
on Multiple Input Multiple Output (MIMO) Single
Carrier-Frequency Division Multiple Access (SC-FDMA)
up-links. The designed code enables us to decrease the coding
rate with incremental redundancy for each retransmission in
HARQ. The retransmission is done from the DF relay after the
successful decoding in the relay. We have verified through
computer simulations that the proposed type 11 HARQ scheme
with DF relay greatly improves the throughput and average
retransmission characteristics compared with the scheme
without DF relay. Multiple relay cases are also considered.

Keywords-NB RCP LDPC code; Hybrid-ARQ; Decode and
Forward Relay; MIMO SC-FDMA; Symbol-LLR.

I. INTRODUCTION

An LDPC code which suits the flexible coding rate
design and has the high error correcting capability through
iterative decoding can be constructed on arbitrary extended
Galois field. The Non-Binary (NB) LDPC code constructed
on extended Galois field generally exhibits the better BER
performance than the binary LDPC codes [1][2]. There also
exist Rate-Compatible Punctured (RCP) LDPC codes with
variable coding rate obtained by properly puncturing the
mother LDPC code [3]. The RCP LDPC codes enable us to
use the same decoder as the mother code and suit the ARQ
error correcting schemes [4] with the incremental
redundancy. By combining the NB LDPC codes with the
RCP codes, the NB RCP LDPC codes were designed and
the designed NB RCP LDPC codes were applied to the type
I HARQ [5]. On the other hand, the Decode and Forward
(DF) relay schemes [6] are useful for HARQ schemes. By
using the DF relay, the source node can be replaced by the
relay, once the relay correctly decodes the LDPC encoded
packet from the source. This replacement from the source to
the relay effectively reduces the number of retransmissions
and improves the throughput. The NB RCP LDPC coded
type 1l HARQ with DF relay is applied to the
MIMO-OFDM  modulation in [7]. The incremental
redundancy in HARQ with DF relay is especially suited to
the up-link transmission like in Long Term Evolution (LTE)
or 4G. Due to the necessities of low Peak to Average Power
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Ratio (PAPR) and the high power efficiency in the
amplification, MIMO SC-FDMA [8] is usually adopted to
the up-links in cellular networks. Among SC-FDMA,
interleaved SC-FDMA is especially useful because of its
very low PAPR nature and excellent frequency diversity
effect [8]. In [9], NB LDPC coding with NB repletion codes
is applied to multiple relay case for flat fading channel.
However, the application of NB RCP LDPC codes to
MIMO interleaved SC-FDMA with multiple DF relays has
not been reported yet. In this paper, we have investigated
the NB RCP LDPC coded type Il HARQ with DF relays on
MIMO interleaved SC-FDMA up-links. We have verified
through computer simulations that the proposed up-link
scheme greatly improves the throughput and the average
number of retransmission characteristics compared with the
case of no DF relay. Moreover, we considered multiple
relay cases, i.e., serial or parallel arrangement of two relays.

The paper is organized as follows. In Section 1lI, RCP
LDPC code is introduced. In Section 111, NB LDPC coded
Type Il HARQ scheme is described. In Section IV, we
propose the DF relaying scheme. In Section V, we present
the symbol LLR generation in interleaved SC-FDMA
demodulation. In Section VI, computer simulation results
are shown. The paper concludes with Section VI1.

I1. RCP LDPC CODE

The encoding and decoding procedure of RCP LDPC
code is as follows. We call the code before puncture and the
code after puncture as the mother code and the punctured
code, respectively. In RCP LDPC code, the encoder and
decoder of mother code can also be applied to the punctured
code. When the parity check matrix of mother code is given
by H,, (n,xn,) and the generator matrix by G, (n,xn,)
with n,=(n,-n,) ., the coding rate of mother code
becomes R, =@-n, /ny)=n./n,. The coding rate after
the puncture of n, symbols from the mother code is given
by Re=n./(n,-n,). We denote the message vector as
m=(m,m,,...m, ), the code word of mother code as
Cy = (Cy1:Cuzr-- Gy, ) » the index of position to be punctured
as P=(p,p,....p,) and the code word of punctured code
aS C, =(Cpy\Copr+:Cry, ) - The encoding procedure is first to
generate the mother code by C,, =mG, which is

systematic, and next, to puncture the position using P to
obtain C, . The decoding procedure is to produce the
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symbol LLR from the receive signal and it is fed to the
mother code decoder as the initial value for the sum-product
algorithm. The symbol LLR for the position P is Initially
set to 0, because there is no available symbol LLR
corresponding to the position P .

I11. NB RCP LDPC CODED TYPE Il HARQ SCHEME

In Fig. 1, we show the transmitter and receiver block
diagram of NB RCP LDPC coded Type Il HARQ using 2x2
MIMO SC-FDMA. At the transmitter, the data bits are
firstly encoded by the Cyclic Redundancy Check (CRC)-16
error detecting code and secondly encoded by the NB
LDPC code on GF(4) or GF(16). The encoded LDPC code
word is divided into the transmission packets and they are
modulated by QPSK or 16QAM depending on GF(4) or
GF(16), respectively. Matching GF(Q) to the modulation
level Q is preferable in calculating the symbol LLR and
reduces the complexity compared with the use of bit LLR
calculation. The modulated QAM symbols are then N-point
FFT transformed at each antenna stream and the subcarrier
mapping is done to make the interleaved SC-FDMA
spectrum as shown in Fig. 2. The interleaved spectrum is
then M-point IFFT transformed, where M =UxN and U
is the number of users. Cyclic Prefix (CP) is added to the
time domain complex samples of an IFFT block. After the
interpolation filtering and the up-conversion to carrier
frequency, the RF signal is transmitted from each antenna.
At the base station, after the down-conversion to baseband
and the sampling, CP is removed and the M-point FFT is
done to obtain the frequency domain signal. The frequency
domain signal is then subcarrier-de-mapped to aggregate
the interleaved spectrum of each user back to the N sample
spectrum again. The Frequency Domain Equalization
(FDE) is made to compensate the channel frequency
response and separate the multiple spatial streams of each
user. The FDE weight G,(i)) in MMSE criterion is
expressed as

G,()=H, 0" [H,OH,O" +no®l, |- ()
where H, (i) is n,xn, channel matrix at subcarrier i of
user u, n, isthe number of transmit antennas, o is the
noise variance of each subcarrier and 1, is the identity
matrix of size n, . After the FDE, N-point IFFT is made to
obtain the time domain signal of each stream in each user.
The symbol LLR defined in section V is then calculated and
fed to the NB LDPC decoder. Using Sum-Product
Algorithm (SPA), the LDPC code word is decoded and the
hard decision is made to obtain the data bits. The dada bits
are then CRC-checked. NACK or ACK is returned to the
transmitter of each user corresponding to the error or no
error detection.

In type Il HARQ, like in Fig. 3, at the first transmission,
only uncoded information symbols are transmitted, and at
the second transmission and after, the parity check symbols
are retransmitted at the incremental redundancy policy.
Accordingly, when the channel condition is good, the first
uncoded transmission is successful enough and it achieves
high throughput. On the other hand, when the channel is
bad, by decreasing the coding rate at each retransmission,
the error correction capability increases gradually. The
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generation of RCP LDPC code is done only once at the
transmitter and there is no need of regeneration of code
word when the coding rate is decreased. Therefore there is
no increase of complexity of RCP LDPC code compared
with the fixed rate LDPC code. Also at the receiver side, the
complexity of RCP LDPC decoder does not increase
compared with the fixed rate LDPC decoder, because the
same and only one LDPC decoder can be used for various
coding rates of RCP LDPC code.
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Fig. 1 Transmitter and receiver structure of NB RCP HJC coded type Il
HARQ scheme using 2 X2 MIMO interleaved SC-FDMA

N subcarriers for each user

M
‘ Total number of subcarriers ‘

Fig. 2 Sub-carrier mapping in interleaved SC-FDMA
(Red, yellow, green and blue spectrum show the subcarriers of
user 1, user 2, user 3 and user 4, respectively.)

1 LDPC Block length (Rate=1/2)
A

[ \
\ A )
Y

Y
Parity symbols
Division into packets

st 2nd 3rd .
transmission  transmission transmission
Fig. 3 Division of an LDPC code word into transmission packets
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I\VV. DECODE AND FORWARD RELAYING SCHEME

The Decode and Forward relay model is shown in Fig. 4.
We consider the relay arrangement where the relay locates
at the middle point between the source (transmitter at each
user) and the destination (receiver at base station).

When error is detected at both destination and relay:

l'lSD » . .
Source »| Destination
node » Relay L__3p| node
Hgr node Hgrp
When error is detected at destination but not relay
Hep —
Source [~--T-—%E----- » Destination
node L ___] Relay —| node
Hsr node Hgp

| Transmit

node | |Rece|ve nodel

Fig. 4 DF (Decode and Forward) relaying model

At the first transmission, the source broadcasts the
uncoded information packet to the relay and destination
simultaneously. The relay and destination independently
detect the transmission errors using CRC-16 code. The
relay and destination independently return (broadcast) ACK
or NACK to the source. This ACK or NACK is shared
among source, relay and destination. If the destination
returns ACK, the transmission finishes at the first
transmission and this condition is equivalent to no relay.
Otherwise, retransmission is made. The source sends parity
check packets with incremental redundancy. The relay and
destination receive the parity check packet and combine it
with already received packet. The LDPC decoding and
CRC error detection is done both at relay and destination.
ACK or NACK is returned and shared among source, relay
and destination. At this point, if destination returns NACK
but relay does ACK, then the relay sends the parity check
packet hereafter instead of source, i.e., the source is
replaced by the relay which locates closer to destination.
The transmission from relay to destination is more
successful than source to destination due to the near
distance between relay and destination. Also, as the source
and relay do not simultaneously retransmit the parity check
packet, the total transmission power is the same between
with and without relay. This saves the total transmit energy
in the case where the same power as source is allocated to
the relay.

Next, we consider the two relay cases where two relays
are allocated in a serial or parallel manner as shown in Fig.
5(b) or (c), respectively. Fig. 5 (a) is the arrangement of
single relay already discussed. In Fig. 5 (b), two relays are
allocated in the middle point between source and
destination in parallel. In Fig. 5(c), relay 1 and relay 2 are
allocated serially with equal distance interval between
source and destination. When the power attenuation
exponent is given by « and the distance between source
and destination is defined as 1, the relay at the middle point
between source and destination in Fig. 5 (a) and (b) receives
2 times more power than the direct link between source
and destination. Similarly, the relay 1 and relay 2 in Fig. 5
(c) receives 3* times more power than the direct link.
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Source Relay Destination

(a) Single relay

Relayl

Source Destination

Relay2

(b) Parallel arrangement of 2 relays

Source Relayl Relay2 Destination

(c) Serial arrangement of 2 relays

Fig. 5 DF relay arrangement in case of multiple relays

V. SYMBOL LLR GENERATION IN MIMO INTERLEAVED
SC-FDMA DEMODULATION

The received signal in time domain after N-point IFFT
in Fig. 1 is expressed as

Yo =hx +n, k=1--N, £ =(/2)-E{n|} (2)

where h, is the complex gain for the symbol x, after the
equalization and spatial de-multiplexing, and & is the
variance of receive noise. When the modulation level of
QAM is given by Q and the probability of occurrence of
Q symbols are all equal, i.e., p(s)=--=p(s,)=1/Q, the
symbol LLR is defined and calculated as

P(sa Vi) (p(y, Isa)p(sa))/p(yk)}
A =1 =1
. og{ o(s.| yk)} Og{(p(yk 15)P())/P(,)

1 exp[_ykhfazj
e - 1 D s *
=log =log >
p(yk |Sl) 1 ‘yk_hksj_‘
V2702 P - 2¢2

_ _‘YK - hksa‘z + ‘yk - hksl‘z
27 ’

VI. COMPUTER SIMULATION RESULTS

The BER characteristics of NB RCP LDPC code for
each coding rate on GF(4) or GF(16) are examined. The
simulation conditions are listed in the shaded area in Table |
and the simulation results are shown in Fig. 6 and Fig. 7.
C++ language is utilized for programming. We can see that
each punctured code having different coding rate is
obtained from the mother code with rate 1/2. Each
punctured code shows the BER characteristics
corresponding to its coding rate.

Next, from Fig. 8~Fig. 15, we show the throughput and
the average number of retransmission characteristics of NB
RCP LDPC coded type Il HARQ on 2 X2 MIMO
interleaved SC-FDMA. We have shown the simulation
results for the single relay case of Fig. 5 (a) in Figs. 16 and
17 and the serial two relay case of Fig. 5 (c) in Figs.9, 11,
13, 15, 16 and 17. The simulation conditions are also listed
in Table I.

When QPSK modulation is employed, one GF(4) LDPC
mother code word is divided into 16 packets. As the coding

)

a:]_’...’Q
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rate of mother LDPC code is 1/2, the former 8 packets
contain only information symbols and the latter 8 packets
consist of parity check symbols. For the 1st transmission, 8
information packets are transmitted from two antennas. For
the 2nd retransmission and after, two parity check packets
are retransmitted at each retransmission resulting in

lowering the coding rate at receiver from 4/5 to 4/6, 4/7, 4/8.

After all the parity check packets are retransmitted and the
coding rate at destination reaches 1/2, if error is still
detected at destination, the same RCP LDPC code
transmission is repeated two times and each time the
symbol LLR’s are summed up at destination by symbol
LLR addition. Thus, the total 3 transmissions of RCP LDPC
code word are done before the final discard of RCP LDPC
code in case of failure of error correction at destination.

As a comparative scheme, we also considered the LDPC
coded type | HARQ scheme where the coding rate is fixed
for each retransmission. The maximum number of
retransmissions is limited to 15 and the symbol LLR
addition is employed at the destination. For QPSK and
GF(4), the throughput characteristics and the average
number of retransmission characteristics are shown in Fig. 8
and Fig. 9 and in Fig. 12 and Fig. 13 respectively.

When 16QAM modulation is employed, one GF(16)
LDPC mother code word is divided into 8 packets. The
former 4 packets contain only information symbols and the
latter 4 packets consist of parity check symbols. The coding
rate decreases from 2/3 to 2/4 at each retransmission. After
all the packets are retransmitted and the coding rate at
destination reaches 1/2, if error is still detected at
destination, the same RCP LDPC transmission is repeated 3
times in total, which is the same as the case of QPSK
modulation as mentioned in the above. For 16QAM and
GF(16), the throughput characteristics and the average
number of retransmission characteristics are shown in Fig.
10 and Fig. 11 and in Fig. 14 and Fig. 15, respectively.

For the two serial relay case, we also show the
throughput and the average number of retransmission
characteristics in Fig. 16 and Fig. 17, respectively.

Regarding the simulation results, we first compare the
type | HARQ with the type Il HARQ. The throughput
characteristic of type | HARQ saturates in the high average
E, /N, region, because the coding rate is fixed. As the
coding rate of type | HARQ increases, the throughput also
increases in the high average E,/N, region. On the other
hand, the throughput of type Il HARQ approaches to 4
(bps/Hz) and 8 (bps/Hz) in case of QPSK and 16QAM,
respectively, in the high E,/N, region. This is because
type 11 HARQ can change the coding rate adaptively and it
can use the coding rate of 1 for high SNR region. The slight
decrease of throughput in type Il HARQ is due to the use of
CRC-16 error detection code. We also observe that for
entire E, /N, region, the throughput of type Il HARQ is
optimized and is superior to type | HARQ. However, the
average number of retransmission of type Il HARQ is
worse than type | HARQ. This is because parity check
packets are sent sequentially with several time slots in type
I HARQ, while the parity check packet is sent at a time in
type | HARQ.
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Next, we compare the case with relay and without relay.
When the average E,/N, is high, the throughput with
relay is the same as without relay. This is because, both in
the case with relay and without relay, the average number of
retransmission is almost O for the high average E,/N,
region, and there makes no difference between the two. On
the other hand, when the average E,/N, is low, we see
that the throughput and the average number of

TABLE I. SIMULATION CONDITIONS OF NB RCP LDPC CODED TYPE
I HARQ WITH DF RELAY ON 2x2 MIMO INTERLEAVED SC-FDMA
Size of Galois field GF(4) GF(16)
ez Size of parity check
LDPC s (512,1024) (256,512)
"(‘:‘gg:r Average weight (266532) | (2414.82)
Coding rate 4/8 2/4
Punctdured Information bit length 1024
COCE) . 4/4,4]5,4/6,
Coding rate 417.4/8 2/2,2/3,2/4
Max SPA iteration 20
Number of users U 4
Transmit and receive antennas 2%2
modulation QPSK |  160AM
Number of subcarriers / user N =64
Number of total subcarriers M = 256

CP length (T, :QAM symbol length) 16 (T, / 4) = 4T,

Quasi-static Rayleigh fading
with 16 delay paths having
equal average power

Channel model between each
transmit and receive antenna

Interval of delay paths T./4
Channel State Information Known at receiver
Error detecting code CRC-16
Power attenuation exponent a=3
1.00E+00 ;
—— ] == Rate=4/8
1.00E-01 \T\ ——Rate=4/7 |
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retransmission characteristics with relay are much better
than the ones without relay. This is because for low average
E,/N, region, although the destination frequently fails to
decode the code word correctly, the relay succeeds in
decoding with high probability. Accordingly, as the
retransmission is executed from the relay to the destination
instead of the source to the destination, the probability of
successful decoding at destination is increased. We also
observe that when the number of average retransmission is
greater than 0, i.e., the retransmission is done and the total
number of transmission is more than 2, the throughput with
relay is largely improved compared with the one without
relay. This improvement happens below E,/N,~ 20 (dB)
for GF(4) and QPSK in Figs. 8,9,12 and 13, and below
E,/N,~25(dB) for GF(16) and 16QAM in Figs. 10,11,14
and 15.

As for the relay arrangements in Fig. 5, from Fig. 16
and Fig. 17, we see that the throughput and the average
number of retransmission characteristics for the serial
arrangement in Fig. 5 (c) show the best. The parallel
arrangement in Fig. 5 (b) exhibits almost the same
performance as the one relay case in Fig. 5 (a). This
observation comes from the fact that the receive power at
relay or destination in the serial arrangement becomes
larger than the parallel arrangement.

VII. CONCLUSIONS AND FUTURE WORKS
In this paper, assuming the up-link transmission in cellar
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wireless networks, we have investigated the throughput and
the average number of retransmission characteristics of the
proposed NB RCP LDPC coded type Il HARQ with DF
relays using MIMO interleaved SC-FDMA. We have
verified the effectiveness of the proposed scheme through
computer simulation. In the proposed scheme, for the first
transmission, only uncoded information packet is
broadcasted to both for relay and destination. If error is
detected at destination, parity check packets are
retransmitted for the 2nd and the subsequent retransmission.
The error correction decoding is done both at relay and
destination. When the destination fails in decoding, but the
relay succeeds, the relay replaces the source hereafter. The
relay retransmits the remaining packets instead of source.
The destination receives the parity check packets with
incremental redundancy till the coding rate reaches 1/2. We
made clear that by using DF relay the throughput and the
average number of retransmission characteristics are
improved for low receive SNR region. We also clarified that
two DF relays serially arranged between source and
destination improve the characteristics further. MIMO
interleaved SC-FDMA seems to be a promising candidate
for up-link transmission in 4G and after 4G, because of its
low PAPR and frequency diversity effect. Considerations on
other channel models among nodes, the improvement of
BER characteristic of MMSE nulling receiver in SC-FDMA,
etc., will be future studies.
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Abstract—Device-to-Device (D2D) communications underlying
cellular networks enhance the network capacity and spectrum
efficiency, but make interference situation more complicated.
In this paper, we concentrate on managing the interference
between D2D communications and cellular networks at cell
edge when sharing channel resources. First of all, a scheme
based on interference-suppression-area (ISA), which contains
downlink part and uplink part, is proposed to classify the
strength of interference between D2D user equipments (UEs)
and cellular user equipments (CUEs). Secondly, power control
and resource allocation are processed to reduce mutual
interference inside ISA. Finally, the range of ISA is discussed,
which influences the system performance heavily. The
simulation results show that this interference management
scheme significantly improves system performance, and the
optimal system performance can be obtained by adjusting the
range of ISA.

Keywords-Device-to-Device (D2D); interference management;
cellular networks

l. INTRODUCTION

The development of mobile communications puts
forward higher requirements on transmission rate, spectrum
efficiency and network capacity. While radio frequency
resources are quite limited, it has become a research hotspot
to find efficient ways to fully utilize the channel resources.
Because of the remarkable spectrum efficiency, D2D
communications are considered as a promising solution to
solve these problems.

Under the control of base station (BS), D2D
communications underlying cellular networks can obtain the
required frequency resources and transmit power, share
resources with CUEs and improve spectrum efficiency. In
addition, D2D communications reduce the burden of cellular
networks, increase the system throughput, reduce the power
consumption of the mobile terminal and increase the bit rate,
etc. [1][2].

However, resources  sharing between D2D
communications and cellular networks will cause additional
interferences [3]. It is likely to assign orthogonal or
nonorthogonal channel resources to D2D links and cellular
links. Orthogonal resources are safe but wasted.
Nonorthogonal resources cause interferes but improve
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spectrum efficiency. Due to limited frequency resources, the
nonorthogonal channel resources are more practical to be
considered.

In nonorthogonal resources sharing mode, BS can adopt
various resource allocation strategies with different gains and
complexities. Random resources allocation is a simple way
and the interferences between D2D communications and
cellular networks are also random. Another simple way is
that BS allocates the resources used by the CUEs which are
far away from the D2D pairs. This method can make the
interference between D2D communications and cellular
networks as small as possible.

At cell edge, the interference between BS and D2D UEs
is weak, because of pathloss. Hence, there are two main
interferences existing in the system. In downlink, the
interference from the D2D transmitting user equipment
(TUE) to the CUEs around it, and in uplink, the interference
from surrounding CUEs to the D2D receiving user
equipment (RUE).

Some efforts have been taken to overcome the
interferences when D2D communication underlying cellular
networks [4-8]. In [4], the problem of interference
management for D2D communications where multiple D2D
users coexist with one cellular user was discussed. To
optimize the transmit power levels of D2D users to
maximize the cell throughput while preserving the SINR
performance for the cellular user, the authors investigated the
availability of the instantaneous or average channel state
information (CSI) at the base station and studied the trade-
off between the signaling overhead and the overall system
performance. In [5], an interference avoiding scheme for
D2D communications was proposed when frequency is
persistently allocated, which did not allocate subchannels
that nearby cellular users currently use via overhearing signal
power of uplink cellular users and calculating the
interference in the frequency domain. It is noticed that some
researches utilized the interference limited area to manage
the interference. In [6], the mutual interferences between
D2D communications and cellular networks were restricted
under the constraints by adopting the interference limited
area control method in downlink. Simulation results showed
that the proposed scheme can significantly improve the total
capacity of cellular and D2D communication, in addition to
suppressing the mutual interferences. In [7], the authors
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proposed a dp-interference limited area control scheme to
manage the interference from cellular networks to D2D
communication while exploiting the same uplink resources.
The results indicated that the system capacity can be
improved only at a small cost of cellular communication
performance. In [8], D2D communication underlying a 3GPP
LTE-Advanced cellular network was considered and an
interference limited local area scenario was used in system
simulation. The results showed that D2D communication in
this scenario increased the total throughput. However, these
works didn’t clarify the relationship between system
performance and the range of the area. Actually, the area
range has a great influence on system performance.

In this paper, an interference management scheme based
on ISA is proposed to manage the interference between D2D
communications and cellular networks. Firstly, the whole
area can be divided into two parts by interference strength.
The area with strong interference in downlink and uplink is
defined as ISA. Then power control and resources allocation
are applied to decrease the strong interference. Furthermore,
the range of ISA is discussed. It is analyzed that the optimal
system performance can be obtained by adjusting the range
of ISA.

The rest of the paper is organized as follow. In Section II,
the D2D communications underlying cellular networks is
described and the interference problem is formulated. In
Section 1ll, the interference management scheme based on
ISA is discussed in details. The simulation results are
presented and analyzed in Section IV. The main conclusions
are drawn in Section V.

Il.  SYSTEM MODEL

A. System Model

The system model considered in this paper is a cellular
network with D2D communication underlying it and sharing
resources with cellular links as depicted in Fig.1. There are
M CUEs uniformly distributed in the cell and one D2D pair
located at the cell edge. In downlink, BS transmits signals to
CUEs, and in uplink, CUEs transmit signals to BS. The TUE
transmits signals to the RUE and the maximum distance
between them is D.

_— ———

Interference

Singal

Figure 1. System model of D2D communication underlying cellular
systems.

BS allocates channel resources and controls transmit
power to cellular links and the D2D link. It is assumed that
channels are orthogonal, and the interference only exists in
intra-channel due to the channel sharing of the D2D
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communication and the cellular communications. Given that
all channel resources, both uplink and downlink channel
resources, have already equally allocated to CUEs and the
number of channel resources equals the number of CUEs M,
i.e., M uplink channel resources and M downlink channel
resources. The D2D pair is allowed to share multiple
resources, both downlink and uplink channel resources, with
CUEs.

The channel considered in this paper is modeled as
Rayleigh fading channel, and thus the channel response
follows the independent complex Gaussian distribution.
Besides, the distance-dependent path loss model is used to
measure the signal power transmission loss. The channel
gains contain the pathloss and the normalized small-scale
fading, and we use GBS,UEK(RUEk)v GUEk,BS(RUE)v and
Gruerue@s,uey 10 respectively represent the channel gains
from BS to the k-th CUE (or the RUE) on the k-th channel
resource, the channel gains from the k-th CUE to BS (or the
RUE), and the channel gains from the TUE to the RUE (or
BS, the k-th CUE) on the k-th channel resource.

GBS,UER(RUER) = PLBS,UEk(RUE)hBS,UEk(RUEk)
GUEk,BS(RUE) = PLUEk,BS(RUE)I']UEk,BS(RUE) (

TUE, ,RUE(BS UE,) — PLTUE,RUE(BS,UEk)hTUEk,RUE(BS,UEk)

where PL;; is the pathloss from i to j, and h;; is the
corresponding small-scale fading.

B. Problem Formulation

In downlink, BS transmits signals to CUEs and the TUE
transmits signals to the RUE. Accordingly, CUEs suffer
from interferences caused by the TUE and the RUE is
disturbed by BS.

We denote the situation of sharing resources between the
D2D pair and cellular links in downlink by array rd(M),
where rd(k) = 1 implies that the D2D pair shares the same
resources with the k-th cellular link, and rd(k) = 0 implies
that they don’t share the same resource.

The SINR of the k-th CUE can be represented as:

P

BS UE,

G
rd (k) PTUEk UE, GTUEK ug, TO

BS UE,

SINRS: =

where Pgs e is the transmit power of BS to the k-th CUE,
and Prygue IS the transmit power of the TUE to the k-th
CUE. o” is the noise power.

Considering the resources allocation, the SINR of the
RUE in the k-th channel resource can be represented as:

PTUEk ,RUEGTUEK ,RUE

SINRZ,. , = rd (k)

>
BS,RUEKGBS,RUEk +o

1)

SNG)

3)
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where Prygruec and Pgsrue. are respectively the transmit
power of the TUE and BS to the RUE in the k-th channel
resource.

In uplink, CUEs transmit signals to BS and the TUE still
transmits signals to the RUE. Accordingly, the RUE suffers
from interferences caused by CUEs and BS is disturbed by
the TUE.

We denote the situation of sharing resources between the
D2D pair and cellular links in uplink by array ru(M), where
ru(k) = 1 implies that the D2D pair shares the same resources
with the k-th cellular link, and ru(k) = O implies that they
don’t share the same resource.

The SINR of BS can be represented as:

Z PUEk,BSGUEk,BS
SINR% = k=L

_ .
2 (ru(k)Rue, 5Grue, o5 )+

k=1

where Py, gs and Prue.gs are respectively the transmit power
of the k-th CUE and the TUE to BS in the k-th channel
resource.

The SINR of the RUE in the k-th channel resource can be
represented as:

G

TUEk RUE “TUE, ,RUE

SINRR e = ru(k)

BS, RUEKGBS,RUEK +o

Then the system capacity is:
C=C, +C,

Cy = kimgz (1+ SINRS: ) +log, (1+ SINRES, , )
=1

Cy, =log, (1+ S|NRg{g)+§:log2 (1+SINRRS: , )
k=1

where Cp. and Cy_ are the capacity in downlink and in
uplink respectively.

Thus, the optimization objective can be transformed as
finding array rd(M) and ru(M) to maximize the system
capacity.

I1l.  INTERFERENCE MANAGEMENT SCHEME

In this section, the proposed interference management
scheme based on ISA is introduced in details.

A. Power Control

In this system model, CUEs and the D2D pair coexist in
the system and share whole channel resources. To guarantee
the D2D communication, the transmit power of the TUE
Prue should be promoted as much as possible. On the other
hand, large Pryg will cause severe interference to cellular
communications which have higher priority. Hence, the Pyye
should be controlled at a proper level.
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4)

)

(6)

In this scheme, we set the Prye in downlink. On one hand,

the interference from BS to the D2D communication in
downlink can be offset effectively by power control. On the
other hand, the interference from CUEs to the D2D pair in
uplink is related to the distribution of CUEs, which has a
great randomness and is not easy to be controlled.

To decide the Pyug, BS sets up a SINR threshold # and
the maximum transmit power of the TUE Prygmax. TO ensure
the quality of the D2D communication, Prye should meet #
as far as possible on the premise of not exceeding Prygmax-

The SINR of the RUE in the k-th channel resource
should satisfy:

SINRRUEk > 7
Here, we define the Py, as:
J 2
Z(rd (k) PBS,RUEk GBS,RUEk ) +o
P, =72 @®)
" GTUEk,RUE
Hence, the Pyyg is
I:?I'UE - mln( min? UEMAX)' (9)
B. ISA Setting

D2D communications have characteristics of short
propagation distance and low transmit power. Thus the
interference created by the D2D communication is quite
limited. If resource scheduling was processed in the area
with severe interference, which allocates the orthogonal
resources to the D2D pair and the disturbed CUEs, the
interference from the D2D communication to cellular
networks would be reduced.

Therefore, we define an ISA for the D2D pair to indicate
the area with severe interference. The CUEs and the D2D
pair in same ISA will cause severe interference to each other,
and require orthogonal resources.

In downlink, the receiving interference power of the k-th
CUE is:

IUEk (dTUE,UEk ) = {PTUEk ’UEkC‘)

where drye ue. is the distance between the TUE and the k-th
CUE, and « is the pothloss exponent. Ry, is the range of the
ISA in downlink (ISAp,). Given a power threshold, indicated
as Pp., of the receiving signal from the D2D pair to CUEs.
When the receiving power equals Pp., the Rp. can be
calculated as:

-a
TUE UE, dTUE,UEk > RDL

dTUE,UEk < RDL

.(10)
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1
P a
SEEAY
PTUE
Similarly, we can obtain the range of the ISA in uplink
(ISAyL) Ru:

P
P

UE,

Ru =

where Py, is the predetermined power threshold of the
receiving signal from a CUE to the RUE.

The range of ISA affects the number of channel resources
can be used by the D2D communication, i.e., rd(M) and
ru(M). According to the formula (11) and formula (12), the
range of ISAp, is related to Pp, and Pryg, and the range of
ISA, is related to Py, and Pyg. Therefore, BS can control
the range of ISA by determining these parameters.

C. Resources Allocation

When the interference between CUEs and the D2D pair
is inevitable, the resources allocated to them should be
orthogonal.

In this scheme, BS provides forbidden channel resources
of the D2D communication in downlink, and then the TUE
further determines ultimate channel resources in uplink.

In downlink, in order to minimize the interference caused
by the D2D communication, the resources of the CUEs
outside the ISAp, should be allocated to the D2D pair. For
this purpose, we set up an exclusive channel D2DCH for the
D2D communication to make a CUE estimate whether it is
in ISAp, or not. In D2DCH, the TUE transmits an identifier
to indicate that the D2D pair is communicating. All CUEs in
community monitor this channel. When the receiving power
is lar