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## Forward

The Ninth International Conference on Advanced Communications and Computation (INFOCOMP 2019), held between July 28, 2019 and August 02, 2019 in Nice, France, continued a series of events dedicated to advanced communications and computing aspects, covering academic and industrial achievements and visions.

The diversity of semantics of data, context gathering and processing led to complex mechanisms for applications requiring special communication and computation support in terms of volume of data, processing speed, context variety, etc. The new computation paradigms and communications technologies are now driven by the needs for fast processing and requirements from data-intensive applications and domain-oriented applications (medicine, geoinformatics, climatology, remote learning, education, large scale digital libraries, social networks, etc.). Mobility, ubiquity, multicast, multi-access networks, data centers, cloud computing are now forming the spectrum of de factor approaches in response to the diversity of user demands and applications. In parallel, measurements control and management (self-management) of such environments evolved to deal with new complex situations.

The conference included academic, research, and industrial contributions. It had the following tracks:

- Biometry, security, access technologies, algorithms, and applications
- Modeling and simulations
- Advanced applications
- MATHNUM: Mathematical and numerical applications

We take here the opportunity to warmly thank all the members of the INFOCOMP 2019 technical program committee, as well as all the reviewers. The creation of such a high quality conference program would not have been possible without their involvement. We also kindly thank all the authors who dedicated much of their time and effort to contribute to INFOCOMP 2019. We truly believe that, thanks to all these efforts, the final conference program consisted of top quality contributions.

We also thank the members of the INFOCOMP 2019 organizing committee for their help in handling the logistics and for their work that made this professional meeting a success.

We hope that INFOCOMP 2019 was a successful international forum for the exchange of ideas and results between academia and industry and to promote further progress in the field of communications and computation. We also hope that Nice, France provided a pleasant environment during the conference and everyone saved some time to enjoy the charm of the city.
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# Privacy by Design Approach for eHealthcare System Architecture 

Malgorzata Pankowska<br>Department of Informatics<br>University of Economics in Katowice<br>Katowice, Poland<br>pank@ue.katowice.pl


#### Abstract

Privacy engineering has recently attracted attention from professionals; therefore, current literature includes methodologies to support privacy modelling and system design. However, in order to ensure appropriate and successful implementation of these methodologies, it is important to develop business and system analyses focusing on privacy and security issues. The paper aims to identify privacy engineering requirements and conditions and model them for further holistic system architecture development in the eHealthcare context. The results show the demand to strongly focus on business architecture development for further mapping the privacy requirements into security systems.


Keywords-Privacy; Security; Privacy by Design; Business Architecture; System Architecture; ArchiMate.

## I. INTRODUCTION

Protection of data privacy is becoming a key challenge for most business entities. The discussions are now very intensive, particularly because of the General Data Protection Regulation (GDPR) [1] introduced in 2016 in European Union (EU) member countries. However, due to the big data and information, the GDPR recommendations are becoming popular in the digital space. Therefore, identifying key indicators for patient configured privacy policy in relation to eHealthcare personalized services is also very important and valid. Taking into account the existing literature, it is necessary to mention that information privacy refers mostly to the right to exercise control over the use of personal information. However, in this paper, we emphasize the need to develop a holistic approach for privacy requirements specification and modelling. The privacy by design approach, as well as Information Boundary Theory (IBT), and Communications Privacy Management Theory are used in discussion for this development. The privacy paradox is explained and the business architecture and system architecture models are presented. The paper is organized as follows. Firstly, background information regarding the privacy concepts is provided. Next, in Section 2, the literature review on Privacy by Design ( PbD ) approach is discussed. Further, in Section 3, the eHealthcare issues are presented as a certain context of privacy issues. Then, models of business architecture and system architecture in ArchiMate language are considered. This is followed by the discussion of results of the models' analysis. The conclusions cover implications and limitations of the work presented.

## II. Privacy vs. Security

Any information about an individual maintained and processed by an agency, including data on the individual's identity, i.e., names, social security number, personal identification number, parents' names, or biometric records is personal information and as such is usually linked to other medical, educational, financial, and employment information. In this context, privacy is an ability to control this information, because individuals are interested in keeping some of their personal information hidden from others.

According to de Souza et al. [2] privacy is a fundamental right guaranteed by the Universal Declaration of Human Rights, proclaimed by the United Nations General Assembly. Reference [3] includes a classification of different types of privacy:

- Personal privacy concerning the privacy of personal attributes.
- Informational privacy involving the protection of unauthorized access to information.
- Institutional privacy referring to the administration of organizational private data as well as strategic business information.
Burgoon et al. [4] assume a multidimensional approach and define privacy as the ability to control and limit physical, interactional, psychological, and informational access to a social group or just to its entity. For Solove [5], privacy is valued contextually, and it includes practices of information collecting, processing, dissemination and invasion. Information Boundary Theory (IBT) was formulated to explain the psychological processes individuals use to control the flows of private information. The theory proposes that consumers form physical or virtual informational spaces around them. The boundaries around the spaces play important roles in their willingness to reveal private information or not. Any attempt by an external party to cross these boundaries is perceived as an invasion. According to Communications Privacy Management Theory (CPMT), disclosure of private information renders people vulnerable to opportunistic exploitation, because the disclosed private information becomes co-owned by other parties. The boundary management mechanisms are developed to help people maximize the benefits of revealing private information while simultaneously reduce the risks of opportunistic behavior resulting from intrusive access.

In general, privacy is determined by the context, i.e., business environment, the individual value system and confidence awareness, which may encourage people to reveal their personal information. The value system constructs social patterns of all aspects of human interactions. Sherif et al. [6] argue that shared patterns of behaviours and interactions, cognitive constructs, and affective understandings are learned through a process of socialization. Privacy culture and security culture are defined as ideas, customs, habits, and social behaviours that help individuals to survive as a community. Cavoukian and Chibba [7] argue that while information security concerns protecting personal data through confidentiality, integrity, and availability control, privacy is about unlinkability, transparency, and intervenability assurance. Security is about how information is protected, but privacy is on how it is maintained and used.

Literature review reveals principles of data privacy assurance. The principles are hidden in theories, standards, and various regulations. Particularly important standards are as follows:

- The ISO 9241-210:2010 Ergonomics of humansystem interaction Part 210: Human-centered design for interactive systems, which, as a framework for human-centered design processes, integrates different designs and developments appropriate in a particular context [8].
- The ISO/IEC 25010:2011 SQuaRE Systems and Software Quality Requirements and Evaluation, which is a standard that defines the system and software quality, which is highly focused on system's quality of use [8].
- The ISO/IEC 27034-3:2018 Information Technology - Application Security- Part 3: Application security management process, which is a part of standard series assisting organization in integrating security into the life cycle of their applications by providing frameworks and processes at the organization [10].
- The ISO/IEC 29100:2011 Information Technology Security Techniques - Privacy Framework, applicable to individuals and organizations involved in the specification, procurement, architecturing, designing, developing, testing, maintaining, administering, and operating information and communication technology systems and services, where privacy controls are required for the processing of Personally Identifiable Information (PII) [11].
- The ISO/IEC 29147 - Information Technology Security Techniques - Vulnerability Disclosure, which is a standard providing requirements and recommendations to vendors on the disclosure of vulnerabilities in products and services [12].
According to the last standard, privacy preferences are to be confronted with privacy safeguarding controls. The privacy principles included there concern data subject's consent and choice, purpose legitimacy and specification, collection limitation, data minimization, data use, retention and disclosure limitation, data accuracy and quality, data
openness, transparency and notice, data subject's individual participation and access, accountability, information security, and privacy compliance. In May 25, 2018 the GDPR came in effect mandating data controllers and processors to emphasize transparency, security, and accountability of processed data. The GDPR specifies seven data protection principles that business organizations are to follow when collecting, processing, transferring, and storing individuals' personal data (Table 1). The Organization for Economic Cooperation and Development (OECD) [13] provided principles similar to the GDPR work (Table I). The regulations discussed above do not concern Privacy by Design ( PbD ) approach.

TABLE I. Privacy Principles.

| Privacy Standards |  |  |
| :---: | :---: | :---: |
| Cavoukian <br> Principles | OECD Principles | GDPR Principles |
| Proactive not <br> Reactive | Collection <br> Limitation | Storage <br> Limitation |
| Privacy as the <br> Default Setting | Data Quality | Accuracy |
| Privacy <br> embedded into <br> Design | Specification and <br> Openness of Data <br> Handling | Data Lawfulness, <br> Fairness, and <br> Transparency |
| Full Functionality | Use Limitation | Purpose <br> Limitation |
| End to End | Security <br> Safeguards | Integrity and <br> Confidentiality |
| Visibility and <br> Transparency | Accountability | Accountability |
| Respect for User | Individual <br> Privacy | Data <br> Participation |

In 2011, Cavoukian published her Privacy by Design principles [14], which for years have been treated as the de facto standard in privacy protection (Table I). In Article 29, Data Protection Working Party, the proposed principles that should be respected in PbD approach are as follows:

- Choice and consent principle defining that data controllers and processors should describe choices suitable to the data subjects to obtain appropriate consents.
- Legitimate data use purpose specification and use limitations.
- Personal information and sensitive information lifecycle management to ensure minimization of data collection and all its use, just to the strictly specified, documented purposes.
- Accuracy and quality of data that is processed and utilized.
- Providing clear, accessible, transparent and accurate details about business organization privacy management program on how information is processed.
- Development of procedures to allow data subjects to withdraw the consent to use their personal data at any time.
- Establishing the requirements for data protection officers' responsibilities and actions.
- Development of security policies and supporting procedures.
- Implementation of monitoring, measuring and reporting procedures to provide sufficient regular privacy and security control.
- Preventing harms, reducing risk, and protecting vital interests of data subjects.
- Documenting the management policies and control cooperation with third party vendors and security outsourcing companies.
- Elaboration of documented personal data breach policies and supporting procedures that include requirements for notifications of appropriate supervisory authorities.
- Development of procedures concerning implementation technologies and PbD protection.
- Maintaining the policies and procedures to contact the appropriate supervisory authorities.
Nowadays, the PbD issue seems to be increasingly important, particularly because people commonly use Internet of Things (IoT) applications. An exemplary list of devices includes baby monitors, smart home assistants, connected safety-relevant products such as smoke detectors and door locks, smart cameras, TVs and speakers, wearable health trackers, connected home automation and alarm systems. The devices should be safe and secured. Safety is assumed to be a situation, in which people are protected from injury, but security is identified with a condition, where individuals are protected against the consequences of malicious acts. Taking into account the IoT common usage, security and privacy should be embedded in the IoT software application development. Privacy and security by design mean that basic security features are to be built into products and the consumer should learn how to secure their devices. The PbD and security by design ideas require methodological approaches and good practices guidelines. The Code of Practice for Consumer IoT Security [15] covers the following guidelines: password idiosyncrasy, vulnerability disclosure policy implementation, software updating, credentials protection, remote control, software integrity, personal data protection, system resilience, monitoring telemetry data, and making personal data easy to delete. So , the suggested PbD methodological approach is expected to emphasize the principles of response to customer needs, monitoring, learning and anticipation.


## III. Privacy by Design - Literature Review

At first glance, the idea of PbD can be recognized as an approach that promotes privacy and data protection compliance from the start of data collecting and processing and maintains such protection in the whole information system lifecycle. Beyond that, it is expected to increase the awareness of privacy and decrease human vulnerabilities. Literature review confirms this attitude. The fundamental reviews have been done using the following tools: 1) IEEEXplore Digital Library [16], 2) AIS (Association of Information Systems) eLibrary [17], 3) ScienceDirect.com [18], 4) Google Scholar [19], 5) Sage Journals [20], 6)

Scopus [21], and 7) Web of Science (WoS) research paper repository [22]. The numbers of publications found in these repositories were impressive, but incomparable. The maximum number of publications were presented in GoogleScholar, i.e., 3340200 papers, and the smallest on IEEEXplore Digital Libery, i.e., 2791 papers. The reviewed papers include considerations on combining the Privacy by Design concept with information system development methodologies. According to information from the surveyed repositories, lately, authors are working on privacy issues in big data methodologies, as well as in Internet of Things (IoT) application design and implementation. However, in years 2009-2019, the volume of publications in Google Scholar is going down. Evident increase of growth rates happened in 2012-2014 for WoS publications. The literature review has been done at the beginning of 2019, therefore the minor volume of publications for this year has been registered. However, taking into account further research work on PbD approach in eHealthcare system modelling, this huge volume of papers was reduced to the list of publications in Table II.

TABLE II. Privacy by Design for ehtealthcare

| No | Paper | Research Results |
| :---: | :---: | :--- |
| 1 | $[23]$ | Privacy patterns for Information System design are <br> proposed and compared to ISO 29100 Privacy <br> Framework principles |
| 2 | $[24]$ | Practical approaches in designing IoT for data <br> collection and data sharing within the health domain |
| 3 | $[25]$ | Novel data linkage and anonymisation infrastructure <br> in clinical study on chronic diseases in Scotland |
| 4 | $[26]$ | Formal methodology for designing privacy <br> mechanisms in pervasive healthcare applications |
| 5 | $[27]$ | Analysis of legal difficulties surrounding the use of <br> social networking for healthcare applications |
| 6 | $[28]$ | Demonstration of why the implementation of PbD is a <br> necessity in a number of sectors, where specific data <br> protection concerns arise (biometrics, e-health, and <br> video-surveillance) |
| 8 | $[39]$ | Examining technological limits, ethical constraints <br> and legal conditions of privacy by design, so as to <br> prevent some misapprehensions of the current debate |
| 9 | In personal health monitoring, PbD approach implies <br> that in some contexts like medication assistance and <br> monitoring of specific heathe parameters one single <br> automatic option is legitimate |  |
| $[31]$ | Providing a critical reflection of the perceived privacy <br> risks associated with social media recruitment strategy <br> and the appropriateness of the risk mitigation <br> strategies. Alignment with PbD. Discussion of the <br> following: What are the potential risks and who is at <br> risk? Is cancer considered "sensitive" personal <br> information? What is the probability of online <br> disclosure of a cancer diagnosis in everyday life? <br> What are the public's expectations for privacy online? |  |
| 10 | $[32]$ | This paper presents an analysis of personal e-health <br> systems and identifies privacy issues as a first step <br> towards a 'privacy by design methodology and <br> practical guidelines. |

The paper presented in Table II reveal that researchers focus on combining the PbD approach with the healthcare system development methodologies and applications. The PbD approach is applied to mitigate privacy risk in online information systems and it is considered as a way for
protecting personal information. The reviewed research papers have revealed many questions for further investigation, particularly in social networks.

## IV. eHealthcare Architecture Models including Privacy by Design

Information Communication Technology (ICT) is incorporated into healthcare management programs enabling care personalization to an individual's needs. The patientphysician relationship system with more virtual interactions is possible to better coordinate care. The relationship systems are developed as formal support of the medical services, as well as informal communication in social networks. The European Group on Ethics in Science and New Technologies (EGE) [33] published an opinion on the ethical implications of new health technologies and individual participation. Therein, they have identified a set of risks. Patients' group focusing on particular diseases take greater responsibility for their health. They are voluntary involved and openly manifest using the online forums their private problems and data. They share symptoms, advices, opinions, and diagnoses. They use social media and internet forums to verify the quality of the professional healthcare as well as for ranking services and physicians. Internet and mobile applications enable them to avoid traditional medical services and develop self-diagnosing and self-treatment. This behavior implies that in some contexts, like medication assistance and monitoring, specific health parameters are revealed and individuals lose control on them. Although in the technical design professionals think about privacy in the aspect of problems of data collecting and security, the social networks people consider the privacy effects of communication on humans and they are open to exchange views in their own individual interests. The need to help themselves and to help others strongly stimulates them to reveal private data. According to Yoo et al. [34], privacy paradox is a phenomenon whereby individuals present strong privacy concerns, but they disclose their personal information. Within an individual's borders, people want to be free to self-determine what they want to reveal. On the other hand, society also has impact on defining these borders by accepting, supporting, tolerating, mocking or punishing. Unfortunately, some people see only the informational aspect without perceiving the consequences of privacy revealing for social relationship development. eHealthcare architecture modelling with respect to the PbD approach can be considered as a privacy engineering issue. The system architecture models proposed below are embedded in a specific healthcare context, particularly they concern the eHealthcare self-treatment, which as such is strongly based on the use of wearable devices, human behaviour monitors and smart assistants. In this paper, system architecture models are presented in the ArchiMate language [35]. Therefore, as it is in The Open Group Architecture Framework (TOGAF) [36] four architecture layers are defined. In the aspect of privacy management, the motivation layer is the most important. Here, perceived privacy risks, principles, constraints, stakeholders, their requirements, goals and values are to be identified and considered (Fig. 1).

Privacy risk is defined as a loss resulting from the negative outcomes and the possibility of an opportunistic behaviour of other parties. Privacy risk includes the misuse of private personal information or unauthorized access and theft [37]. In literature, privacy is perceived from the point of view of reputation loss and identity theft [38]. However, in opposition to that interpretation, private personal data is perceived as necessary to self-promotion. Privacy revealing actions are considered as good investments for individual and organizational development. In Fig. 1, the fundamental concepts of TOGAF motivation layer for eHealthcare selfmanagement are presented.


Figure 1. eHealthcare Self-Treatment Architecture Model: Motivation Layer in ArchiMate.

The next TOGAF layer is Archimate Business Layer, which includes the specification of fundamental business concepts, i.e., business partners, processes, services, functions, and objects (Fig. 2). Particularly, the process of control is to be embedded in most privacy regulations, so it is used to operationalize privacy.


Figure 2. eHealthcare Self-Treatment Architecture Model: Business Layer in ArchiMate.

The eHealthcare consultation process comprises on the one side actions to reveal data, on the other side to hide and protect them. Therefore, basically, to prevent a privacy breach event the following activities are required [39]:

- Monitor of the event trigger generation.
- Notice of event triggers to privacy stakeholders.
- Blocking leakages to avoid personal data flows to the wrong hands.
- Security of delivery channel - encryption.

Anonymity, pseudonymization, unlinkability, and confidentiality prevent individual privacy from revealing i.e., breach of confidentiality. That process decomposition is presented in Fig. 3. Although in some cases "less identification means more privacy" [40], however, sometimes less data, but discovering critical data can lead to violation of privacy.


Figure 3. eHealthcare Self-Treatment Architecture Model: Recipient Private Data Security Process in ArchiMate.

The Data Governance process emphasized in Fig. 4 is assumed to include activities to appropriate data provenance, accuracy, lawfulness, fairness, transparency, integrity, and accountability. Implementation of all these processes is not common, however, it should be considered as obligatory. Even the knowledge broker's role is difficult, but in the interests of patients and their life protection, this role is needed. In the TOGAF framework, the next two layers cover software and hardware architecture modelling (Fig. 4).


Figure 4. eHealthcare Self-Treatment Architecture Model: Software and Hardware Layers in ArchiMate.

Technologies like firewalls and access control filters are implemented to ensure the security of information assets, but they cannot provide enforcement of acceptable use policies, because of the users, who make decisions on the usage of confidential data and documents.

## V. Conclusion

The Privacy by Design approach makes the application or information system more reliable from the personal data management point of view. Following literature review, we conclude that the PbD approach is implemented in software development methodologies. However, in this paper, the holistic approach to privacy management is proposed. Therefore, the system architecture modelling is presented. The TOGAF architecture models for motivation, business, software and hardware layers are included in Figures. The ArchiMate language and modelling tool were used. In this paper, privacy is discussed as a social category and issue, which is determined by personal data subjects. Beyond that, there are solutions developed for personal data protection. The fundamental processes of data security are also presented in ArchiMate language in this paper. The architecture modelling can be further considered as an introduction to application development. The limitation of the presented analysis results from the weaknesses of the applied tool, i.e., ArchiMate. On the one hand, it is suitable for modelling motivation and explaining preferences, but, on the other hand ArchiMate is not integrated with other software engineering tools.
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#### Abstract

Quasigroups are algebraic structures, which are useful for application in cryptography and coding theory. Their specific properties and Boolean representations open a lot of scientific questions and new ideas for research. In this paper, we investigate the application of Boolean representation of quasigroups. We propose a new method for designing of binary matrices of order $8 \times 8$, which have the highest branch number.
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## I. Introduction

We start by providing definitions of quasigroups, their Boolean representation and their properties.

The groupoid $(Q, *)$, where $*$ is a binary operation, is called a quasigroup if it satisfies the following:

$$
\begin{equation*}
(\forall a, b \in Q)(\exists!x, y \in Q)(x * a=b \wedge a * y=b) \tag{1}
\end{equation*}
$$

meaning that the equations $x * a=b$ and $a * y=b$ have unique solutions for any $a, b \in Q$. These simple algebraic structures are suitable for application in cryptography, especially because of their large, exponentially growing number and their properties.

In this paper, we will consider the quasigroups of order 4. Their total number is 576, but not all of them are suitable for cryptographic purposes. Therefore, classifications of finite quasigroups are very important for choosing good quasigroups for designing cryptographic primitives. There are several classifications of quasigroups of order 4, for example, in [1][2].

Here, quasigroups are numbered according to their lexicographic ordering. Namely, this ordering is made such that each quasigroup is presented as an array of $n^{2}$ symbols, obtained by concatenation of the rows of the Latin square that represents the quasigroup operation. After that, the sorting of quasigroups is done by lexicographic ordering of the obtained arrays. Finally, a number is assigned to each quasigroup of the ordering starting with 1 , and increasing by 1 sequentially until the last quasigroup is assigned a number.

Each quasigroup of order $2^{n}$ can be represented as a vector valued Boolean function [3][4]. It is done so that each element from the quasigroup $x \in Q$ can be represented as a binary vector $x=\left(x_{1}, x_{2}, \ldots, x_{n}\right) \in\{0,1\}^{n}$. In short, $x$ is presented as a vector of $n$ binary digits, which are its binary representation. Now, if we consider two elements from the quasigroup $x, y \in Q$ with their vector representations $x=\left(x_{1}, x_{2}, \ldots, x_{n}\right)$
and $y=\left(x_{n+1}, x_{n+2}, \ldots, x_{2 n}\right)$ the quasigroup operation can be presented as:

$$
x * y \equiv f\left(x_{1}, \ldots, x_{2 n}\right)=\left(f_{1}\left(x_{1}, \ldots, x_{2 n}\right), \ldots, f_{n}\left(x_{1}, \ldots, x_{2 n}\right)\right)
$$

where

$$
f_{i}:\{0,1\}^{2 n} \rightarrow\{0,1\}
$$

are the components of the vector valued Boolean function $f$.
The quasigroups of order 4 are represented with pair of Boolean functions $\left(f_{1}\left(x_{1}, x_{2}, x_{3}, x_{4}\right), f_{2}\left(x_{1}, x_{2}, x_{3}, x_{4}\right)\right)$.

A quasigroup $(Q, *)$ with Boolean representation

$$
\begin{equation*}
f\left(x_{1}, \ldots, x_{2 n}\right)=\left(f_{1}\left(x_{1}, \ldots, x_{2 n}\right), \ldots, f_{n}\left(x_{1}, \ldots, x_{2 n}\right)\right) \tag{2}
\end{equation*}
$$

is linear by Boolean representation if $f_{i}$ is a linear Boolean polynomial for each $i=1,2,3, \ldots, n$. The quasigroup is generally called nonlinear if there is at least one nonlinear $f_{i}$ for $i=1,2,3, \ldots, n$. The quasigroup is pure nonlinear if $f_{i}$ is a nonlinear Boolean polynomial for each $i=1,2,3, \ldots, n$.

A important property that we will strongly consider in the further text is the linearity by Boolean representation. The classification of order 4 by linearity was previously done in [5]. According to this, from 576 quasigroups of order 4, 144 are linear quasigroups and 432 are nonlinear quasigroups (144 of them are pure nonlinear).

Lets assume that binary matrices with suitable properties are also important for designing cryptographic primitives. There are several constructions of binary matrices with certain properties. In [6], the authors give an efficient way for generating circulant binary matrices with a prescribed number of ones which are invertible over $\mathbb{Z}_{2}$.

In [7], the authors investigate all binary matrices of order $8 \times 8$ and come to the conclusion that the Hamming weight of all matrices with branch number 5 varies from 33 to 44 .

Our goal in this research is the construction of binary matrices of order $8 \times 8$ with linear and differential branch numbers 5 using Boolean representations of quasigroups, which have the maximal Hamming weight.

The rest of the paper is organized as follows. In Section II, we give definitions of linear and differential branch number. The new method for designing of branch number is given in Section III. Section IV presents the conclusions and ideas for future work.

## II. Branch Number

In this paper, we give a new method for constructing $8 \times 8$ nonsingular matrices with branch number 5. In [8], Kang has proved that the branch number of any $8 \times 8$ invertible binary matrix is less than or equal to 5 , so the $8 \times 8$ binary matrices with branch number 5 are optimal. It is known that the diffusion layers of Camellia in [9] and E2, which are $8 \times 8$ binary matrices, have branch number 5. Kanda et al. in [10] found $100808 \times 8$ binary matrices with branch number 5 by using a searching algorithm, and for all candidate matrices, the total Hamming weight was 44 with 4 column (row) vectors with Hamming weight 6 and 4 column (row) vectors with Hamming weight 5.

At first, we give some definitions and principles in order to introduce the branch number of matrices.

Confusion in cryptography is a principle that indicates the lack of clarity in the relation between the plaintext and ciphertext. In the ciphers, this means that the key is not related to the ciphertext in a simple manner. It is usually made by substitution. Blocks that are used in ciphers for substitution are S-boxes. S-boxes are transformation units, which take $m$ bits as input and give $n$ bits as output. They are usually implemented with a lookup table [11][12].

Diffusion in cryptography means that, by changing of a single bit in the plaintext, approximately half of the bits in the ciphertext should be changed. It is usually implemented with a permutation of symbols.

Ciphers that have confusion and diffusion layer are called Substitution-Permutation Networks (SPNs). We are interested in the diffusion layer in order to apply quasigroups there.

Definition 1: [13] If a block cipher has $n$ S-boxes in its structure, where each S-box has input and output of $m$ bits, then the diffusion layer can be represented as:

$$
\begin{equation*}
A:\left(\{0,1\}^{m}\right)^{n} \longrightarrow\left(\{0,1\}^{m}\right)^{n} \tag{3}
\end{equation*}
$$

or with this linear transformation:

$$
A(x)=A \cdot x^{T}=\left[\begin{array}{cccc}
a_{11} & a_{12} & \ldots & a_{1 n}  \tag{4}\\
a_{21} & a_{22} & \cdots & a_{2 n} \\
\vdots & \vdots & \ddots & \vdots \\
a_{n 1} & a_{n 2} & \cdots & a_{n n}
\end{array}\right] \cdot\left[\begin{array}{c}
x_{1} \\
x_{2} \\
\vdots \\
x_{n}
\end{array}\right]
$$

where $a_{i} \in\{0,1\}^{m}, x=\left(x_{1}, x_{2}, \ldots, x_{n}\right), x_{i} \in\{0,1\}^{m}, i=$ $1,2, \ldots, n$.

From this point on, we will only consider binary matrices and binary vectors.

The Hamming weight of a binary vector $x$ is denoted by $w t(x)$ and represents the number of non-null components in $x$.

There are two different branch numbers - linear and differential. As their names indicate, one represents the resistance to the linear, and the other to the differential cryptanalysis.

Definition 2: Let $A$ be a binary matrix of order $n \times n$.
i) The linear branch number of $A$ is defined by:

$$
\begin{equation*}
\beta_{l}(A)=\min \left\{w t(x)+w t\left(A^{T} \cdot x^{T}\right) \mid x \in\{0,1\}^{n}, x \neq 0\right\} \tag{5}
\end{equation*}
$$

ii) The differential branch number of $A$ is defined by:

$$
\begin{equation*}
\beta_{d}(A)=\min \left\{w t(x)+w t\left(A \cdot x^{T}\right) \mid x \in\{0,1\}^{n}, x \neq 0\right\} . \tag{6}
\end{equation*}
$$

The design blocks in the ciphers should have good linear and differential properties, which means that the values of both branch numbers are high.

In our research, we consider only nonsingular binary matrices since the encryption and decryption are inverse processes.

Example 1: Let us calculate the branch number of the matrix $A=\left[\begin{array}{rr}0 & 1 \\ 1 & 1\end{array}\right]$. We consider all not-null binary vectors of order 2 :

$$
x_{1}=(0,1), \quad x_{2}=(1,0), \quad x_{3}=(1,1)
$$

Their Hamming weights are, respectively:

$$
w t\left(x_{1}\right)=1, \quad w t\left(x_{2}\right)=1, \quad w t\left(x_{3}\right)=2
$$

The products $y_{i}=A \cdot x_{i}^{T}, i=1,2,3$ are

$$
y_{1}=(1,1), \quad y_{2}=(0,1), \quad y_{3}=(1,0)
$$

whose Hamming weights are

$$
w t\left(y_{1}\right)=2, \quad w t\left(y_{2}\right)=1, \quad w t\left(y_{3}\right)=1
$$

respectively. The values of $\beta_{i}^{(d)}=w t\left(x_{i}\right)+w t\left(y_{i}\right), i=1,2,3$ are

$$
\beta_{1}^{(d)}=3, \quad \beta_{2}^{(d)}=2, \quad \beta_{3}^{(d)}=3
$$

The minimal value of $\beta_{i}^{(d)}(i=1,2,3)$ is the differential branch number, in this case $\beta_{d}(A)=2$.

The linear branch number is calculated similarly.

## III. Constructing Binary Matrices $8 \times 8$ with Branch Number 5

Our goal in this research is the construction of binary matrices of order $8 \times 8$ with linear and differential branch numbers 5 using Boolean representations of quasigroups. Namely, the maximal branch number for a binary matrix of order $8 \times 8$ is 5 . These matrices are important in block ciphers and they are used in the design of a few ciphers in the lightweight cryptography, for example Camellia.

Before explaining the method of construction, we will divide the linear quasigroups into subclasses. Firstly, we choose a quasigroup that is linear by Boolean representation and take the algebraic normal forms of their Boolean functions. Since the quasigroup is linear by Boolean representation, the Boolean functions are also linear, i.e.,

$$
f_{j}\left(x_{1}, x_{2}, x_{3}, x_{4}\right)=a_{j 0}+a_{j 1} x_{1}+a_{j 2} x_{2}+a_{j 3} x_{3}+a_{j 4} x_{4}
$$

where $a_{j i} \in\{0,1\}, i=0,1,2,3,4, j=1,2$. Firstly, we discard the constants $a_{j 0}$ and obtain two linear polynomials of the Boolean representation

$$
f_{j}\left(x_{1}, x_{2}, x_{3}, x_{4}\right)=a_{j 1} x_{1}+a_{j 2} x_{2}+a_{j 3} x_{3}+a_{j 4} x_{4}
$$

for $j=1,2$. This way, the class of 144 linear quasigroups can be divided into 36 subclasses, each containing 4 quasigroups whose Boolean representations differ only by a constant (const $=1$ ):

- $Q_{i}\left(f_{1}, f_{2}\right)$
- $Q_{j}\left(f_{1}+\right.$ const,$\left.f_{2}\right)$
- $Q_{k}\left(f_{1}, f_{2}+\right.$ const $)$
- $Q_{l}\left(f_{1}+\right.$ const,$f_{2}+$ const $)$

In each subclass, all 4 quasigroups produce the same binary matrix. Therefore, the constants $a_{j 0}$ do not have influence on the final results and can be discarded. Further on, we will
use one representative quasigroup from each subclass. The lexicographic numbers of quasigroups in each subclass and corresponding representative are given in Table I.

TABLE I. Subclasses of Linear quasigroups and representative.

| No. | Quasigroups in the subclass | Representative |
| :---: | :---: | :---: |
| 1 | 1, 172, 405, 576 | 1 |
| 2 | 4, 169, 408, 573 | 4 |
| 3 | 11, 189, 388, 566 | 11 |
| 4 | 14, 192, 385, 563 | 14 |
| 5 | 21, 179, 398, 556 | 21 |
| 6 | 24, 182, 395, 553 | 24 |
| 7 | 26, 147, 430, 551 | 26 |
| 8 | 27, 146, 431, 550 | 27 |
| 9 | 37, 163, 414, 540 | 37 |
| 10 | 40, 166, 411, 537 | 40 |
| 11 | 43, 157, 420, 534 | 43 |
| 12 | 46, 160, 417, 531 | 46 |
| 13 | 51, 246, 331, 526 | 51 |
| 14 | 54, 243, 334, 523 | 54 |
| 15 | 57, 259, 318, 520 | 57 |
| 16 | 60, 262, 315, 517 | 60 |
| 17 | 70, 252, 325, 507 | 70 |
| 18 | 71, 253, 324, 506 | 71 |
| 19 | 77, 272, 305, 500 | 77 |
| 20 | 80, 269, 308, 497 | 80 |
| 21 | 82, 284, 293, 495 | 82 |
| 22 | 83, 285, 292, 494 | 83 |
| 23 | 92, 274, 303, 485 | 92 |
| 24 | 93, 275, 302, 484 | 93 |
| 25 | 100, 197, 380, 477 | 100 |
| 26 | 101, 196, 381, 477 | 101 |
| 27 | 110, 212, 365, 467 | 110 |
| 28 | 111, 213, 364, 466 | 111 |
| 29 | 113, 203, 374, 464 | 113 |
| 30 | 116, 206, 371, 461 | 116 |
| 31 | 126, 223, 354, 451 | 126 |
| 32 | 127, 222, 355, 450 | 127 |
| 33 | 132, 234, 343, 445 | 132 |
| 34 | $133,235,342,444$ | 133 |
| 35 | 138, 228, 349, 439 | 138 |
| 36 | 139, 229, 348, 438 | 139 |

Let us explain the method of construction of the binary matrices. We choose two linear quasigroups by Boolean representation from different subclasses. Then, we take the corresponding linear polynomials based on the algebraic normal form of the four (two by two) Boolean functions that represent the chosen quasigroups. Let us denote these linear polynomials provided from the first quasigroup by $Q_{1}: f_{1}$ and $Q_{1}: f_{2}$, and from the second quasigroup by $Q_{2}: f_{1}$ and $Q_{2}: f_{2}$. Firstly, we fill two matrices $A_{1}$ and $A_{2}$ of order $8 \times 4$ and after that we form the matrix $A$ (of order $8 \times 8$ ) as concatenation by rows. In the following, we give the method of construction.

- For each not-null $a_{1 i}$ in $Q_{1}: f_{1}$, the cell in the row 1 and column $i$ in $A_{1}$ is filled with 1 , and for each null $a_{1 i}$ the corresponding cell is filled with 0 ( $i \in\{1,2,3,4\}$ ). Then, we fill the third row in $A_{1}$ by shifting the bits from the first row on left with offset 1, the fifth row by shifting the bits from the third row on left with offset 1 and the seventh row by shifting the bits from the fifth row on left also with offset 1 .
- For each not-null $a_{1 i}$ in $Q_{2}: f_{1}$, the cell in the row 2 and column $i$ in $A_{1}$ is filled with 1 , and for each null $a_{i}$ the same cell is filled with $0(i \in\{1,2,3,4\})$ Then, we fill the fourth row by shifting the bits from the second row on left with offset 1 , the sixth row by shifting the bits from the fourth row on left with offset 1 and the eight row by shifting the bits from
the sixth row on left also with offset 1 .
- The same method is applied for construction of matrix $A_{2}$ using the polynomials $Q_{1}: f_{2}$ (for odd rows) and $Q_{2}: f_{2}$ (for even rows).
- We form the matrix $A=\left[A_{1} \mid A_{2}\right]$.

This construction will be denoted as $Q_{1} f_{1}-Q_{1} f_{2}-Q_{2} f_{1}-$ $Q_{2} f_{2}$, referring to the order of the Boolean functions that are used in the construction. A graphical presentation of the explained construction using the quasigroups with lexicographic numbers 4 and 14 is given in Figure 1.


Figure 1. An example of binary matrix constructed using the Boolean function obtained from quasigroups 4 and 14 .

Using this method, we obtain 384 nonsingular matrices such that:

- 160 matrices have branch number 3
- 192 matrices have branch number 4 and
- 32 matrices have branch number 5 .

All 32 matrices with branch number 5 obtained by our method have the Hamming weight of 44 , which is the maximal weight according to [7].

In our investigation, we consider a similar construction where the right shift is used instead of the left shift. The results were very similar and the distribution of matrices based on their branch number was the same. Also, the construction $Q_{1} f_{1}-Q_{2} f_{1}-Q_{1} f_{2}-Q_{2} f_{2}$ was analyzed, either using left and right shift, and the results also were the same.

The complete results can be found in [14].

## IV. CONCLUSION

Quasigroups are algebraic structures, which are useful for application in cryptography and coding theory. In this paper, using quasigroups of order 4 , we propose a new way of constructing binary matrices of order $8 \times 8$ with branch number 5. These matrices are very useful for designing cryptographic primitives, especially in the field of lightweight cryptography.

Our research opens some questions that will be subjects for future investigation. Some of them are the following:

- Check if there is something specific and try to find a pattern in the matrices, which would lead to better
understanding of their design or simplifying their generation.
- Check all possible combinations of the constructions and try to find a theoretical dependency between them. It is very important to check why all constructions lead to the same results and if these results depend on the quasigroup properties in some way.
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#### Abstract

The amount of piracy in the streaming and static digital content in general and the music industry specifically is posing a challenge to digital content owners. This paper proposes a Digital Rights Management (DRM) framework to monetize, track, and control online content across platforms. The system addresses the need to lower the barriers of entry for music bands, content reconciliation for royalty payments, and control the content after dissemination. The paper benefits from the current advances in Blockchain and cryptocurrencies. Specifically, the paper presents a digital currency (Asset Assertion (AA) token) on a permission-based Blockchain to enable the secure dissemination and tracking of the digital content. The proposed framework provides the content owner the ability to control the flow of information even after he/she releases it, by creating a secure, self-installed, cross-platform reader located on the digital content file header.
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## I. Introduction

Online music streaming in the United States has been increasing in the past several years. It currently accounts for $65 \%$ of the online music market share [1]. This multibilliondollar industry is continuously faced with intellectual rights infringement. For instance, in January 2018, Wixen Music Publishing Inc. sued Spotify, a music streaming company, for allegedly using thousands of songs, without a license and compensation to the music publisher [2].

There are two main music royalty-collecting societies in the USA: the American Society of Composers, Authors, and Publishers (ASCAP) and, Broadcast Music Inc. (BMI), with hundreds of thousands of members each. If two artists collaborated on the same music album, but are members of different royalty collecting societies, they will receive different royalties, a fact that shows the discrepancy in how different organizations counts played streams. As of 2016, ASCAP and BMI alone collect and disburse payments in the range of $\$ 1.8$ billion annually on behalf of hundreds of thousands of musicians for royalties around the world. It is not the actual value of the market [3] [4]. According to the Institute for Policy Innovation (IPI) 2007 report [5], it costs the US economy more than $\$ 12$ Billion US dollars due to sound recording piracy in the US. In 2017, ASCAP and BMI announced the creation of a new comprehensive musical works database to increase ownership transparency in performing rights licensing that is expected to roll out at the end of 2018 [6].

The problem becomes more challenging when considering the online radios and the Disk Jockeys (DJs) who are mixing music live and streaming it online with an audience listening around the world. The sale and distribution of media content using a digital medium provides flexible and straightforward production, consumption, and transmission of such content. However, it also reduces the efforts needed for unauthorized usage of this data. Thus, digital media content is more easily copied, distributed, or used in a manner not allowed by law or license agreement.

The paper is organized as follows. In Section 2, the paper presents an overview of the current solutions and their problems. Section 3 presents the problem statement. Section 4 presents the proposed solution overview, and Section 5 presents the conclusion and future work.

## II. CURRENT SOLUTIONS AND THEIR PROBLEMS

Lawmakers recognized the growing need to protect digital media and enact the US Digital Millennium Copyright Act (DMCA) to protect property rights. One approach to curbing the proliferation of illegal activity surrounding digital media content is to incorporate a form of Digital Rights Management (DRM) into the digital content.

Traditionally, the business model has the content owner, licensing its content to several distributors. The distributors package the content to distribute on satellite or cable to different channels and sell those channels or pay per viewfor the popular event- to the content viewers.

The barriers to entry for content owners, as well as distributors and channels, are high as the cost to running a channel that is capable of creating its programming and Electronic Programming Guide (EPG) and program it to potential customers is not very trivial. Companies combine content to sell channel subscriptions and optimize their profitability. For instance, one may find the same song presented on several different radio stations, where each distribution channel is trying to maximize its audience numbers. Currently, from the content owners' perspective, they are interested in one aspect: monetizing content consumptions. The major content owners are faced with the challenge of the content streamed online, without any compensation, on shady platforms. The small content creators need aggregators and distribution partners to be able to monetize their content. From the content viewer perspective, they are forced to subscribe to channel bundles and deal with the distribution channels such as online radio
stations, where they only need to listen/watch a subset of streams that is relevant to them.

Current research attempts to use Blockchain to facilitate the compensation of the content creators using different techniques. In [7], the author uses the Blockchain and Web crawling to help the content owners to identify their online work and use the Blockchain as a proof of ownership.

More similar to this paper concept is [8], where the authors encode the software to be activated based on the Blockchain information in a system that addresses the software license. On the same school of thoughts is [9], which introduces the notion of including verification information with the file metadata to enforce the digital rights within a 4 k video on a multilayer Blockchain solution.

In addition to the research efforts in the area of Blockchain and DRM, several start-ups turned to Blockchain in an attempt to address this need, to assert their rights, and to prevent unauthorized usage. For instance, Swarm, an Ethereum layer for distributed storage, along with Livepeer, are infrastructures for distributed transcoding of live video. Tokit is a crowdfunding platform where artists can issue tokens and share revenues with fans, while JAAK is a framework for decentralized content licensing and metadata handling. Furthermore, SOUNDAC, previously known as Muse, is the technology behind peerTracks, a platform that allows monetizing music when distributed across predefined distribution channels using Blockchain technology. Also, Sony published a recent patent [10] where each user claims their rights on the Blockchain. Those solutions benefit from the Blockchain technology to provide monetization tools for content creators as well as possible privacy solutions to support anonymity.

There are three distinct issues this paper addresses, namely the monetization of the content, the tracking of the content, and the protection of the content. In contrast with the current literature, this paper argues that without having a solution that takes into account those three dimensions, the solution will not be complete. Hence, the paper promotes encoding with the streamed content, an embedded payment gateway and player that is activated based on validation from the Blockchain. This format would enforce digital rights, track the usage, and monetize the content.

Figure 1 shows a stream that is encoded in as an Asset Assertion (AA) format, which includes the stream content player, the payment gateway, and the content itself in a secure AA file format.

| AA Payment <br> Gateway <br> Traditional: | AA Stream <br> Content Player |
| :--- | :---: |
| Credit Card, PayPal <br> Crypto: <br> AA, Bitcoin, Ether | Content in <br> AA Format |

Figure 1. AA File Architecture
In this paper, an integral part of the framework is to have with each content its player to enforce the digital rights,
even after disseminating the content, which is different from the proposition in [10], where the content owner is the cornerstone of the Blockchain DRM solution. Besides, the paper fulfills the required future work mentioned in [9] where a discussion of the business model is included by compensating the listeners.

The paper presents a framework that embeds the access control policy within the file header. The access control policy validates the credentials, after checking the Blockchain posted information. When validated, the embedded player retrieves the file required codec to render the content from a separate file system, tracks and posts the usage to the Blockchain and compensates the content constituents accordingly. This process prevents the information silo and reconciliation issue existing in the industry since all constituents' exchange tokens and the transactions are recorded on the Blockchain. Furthermore, the framework presented has the ability to eliminate the content, if needed, after dissemination.

## III. Problem Statement

Given the current state of piracy in the online music industry and the current advancement in Blockchain platforms, this paper proposes a DRM framework for the stated problems using Blockchain and cryptocurrency technology. The incentive to use Blockchain in DRM is to address three specific challenges in the current systems, namely, barriers of entry, reconciliation, and content control after dissemination.

## A. Barriers of Entry

The framework should lower the barriers of entry for digital content owners, where compensation should be an option even for unpopular items, in contrast to the most widely used advertising compensation system, such as YouTube where content owners start to be compensated when the masses view their content.

## B. Reconciliation

The framework should enable automatic reconciliation of content consumption. This is very hard to achieve with the current tracking frameworks since each tracking mechanism is working in a silo from each other. The framework should allow all constituents to view the same truth. To achieve this, all constituents (fans, radio stations, and content owners) should be involved in the same transaction. Using Blockchain and cryptocurrencies, the system is providing a reward mechanism to the fans to participate in the proposed eco-system to close the loop of discrepancy and to enable the additional system objective of simple reconciliation. It is worth noting that this paper uses the Blockchain after adjusting the supply chain within the content dissemination and compensates the content consumer to prevent tracking issues of content usage, especially when aggregators are introduced into the business model.

## C. Content Control after Dissemination

The framework should allow content owners to control the access to their files even after dissemination. Content usage for a particular time is challenging to control after dissemination. A mechanism to control content usage after dissemination would address this challenge.

## IV. Proposed solution overview

In the proposed framework, after receiving AA tokens from the content owner to encode the original content in the AA file format and embed the content with a player and a payment gateway, the file header includes the digital rights possible as the access control policy. When a content consumer satisfies the access control policy constraints, usually by paying AA tokens, as depicted on the content smart contract, the content player uses the content consumer digital wallet tokens. All framework constituents exchange tokens when creating sending, retrieving, and consuming content. All token exchanges are recorded on the Blockchain, creating a single source of truth about the content. In contrast to the Sony patent [10], the Blockchain stores information from the content perspective, rather than the content creator perspective. This allows for a more straightforward reconciliation process when payments are distributed between multiple constituents.

In contrast with [9], our solution uses smart contracts to distribute the royalties, instead of using the public key encryption. One of the advantages of using smart contracts is the ability to have multiple constituents' requirements satisfied instead of having only two involved parties. This accommodates a more complex business model. The framework constituents send all transactions to the Blockchain nodes, that is, a decentralized peer-to-peer network. When the nodes reach a consensus, the transaction is then added to the Blockchain.


Figure 2. AA Framework
Figure 2 shows that the relation can be direct between the viewer and the content creator with the help of the AA platform in converting the content into AA format and make the file accepting payment as an independent object while ensuring the content owner's digital rights. If the viewers or the content creators would like to gain insights about the interactions with the object, they can do this with the AA platform for analytics. The framework might reward the
viewers if they opted to share their interaction information with other interested parties. The usage of Blockchain allows for having a variation of the business model, including SaaS providers, Enterprise partners, independent content vendors, or disseminators.

## A. Use Case: Buying Digital Content Rights Using the Blockchain

The permission-based Blockchain provides an open ledger solution to address the discrepancy in monetizing, tracking, and controlling online streams. It is a change in the music industry. It provides music professionals with an environment where they release their music with the confidence that their high-quality original content will be traced all the time. The transaction, once validated using the Blockchain consensus mechanism, is recorded to the Blockchain and there is no longer any confusion or debate as to the transaction and reconciliation.

The proposed Blockchain, in its purest form, is effectively a white list of legitimate online music disseminators and retailers. The smart contract assesses if the song is played on a domain as validated by its record on the Blockchain. Once the played stream is validated, the smart contract clears the transaction, and the AA token passes from the content disseminator to the content wallet, which is controlled by the content owner. If the played stream cannot be validated, it is presumed that the played stream is invalid and the AA token does not move. The outcome is recorded and provable and any potential debate over reconciliation disappears between content owners and content disseminators. Since transactions are validated in a short period of time, the Blockchain creates another change for the music industry. Payment cycles can be shortened to the time it takes the smart contract to complete. If both parties desire that, payment is nearly instantaneous. The option of reducing payment cycles from a few months to minutes is possible. The tracking agency collects a royalty, payable in AA tokens, on these transactions. These commissions are charged as a percentage of the transaction value.

## B. Use Case: Blockchain to Compensate Listeners

Listeners of songs are drawn to pirated content to save money. The system can compensate them if they are enjoying a higher quality song from their preferred bands. The Blockchain gives the content consumer ownership on how to use their tracked information, if any. The Blockchain lets the listeners receive compensation. Upon consuming a digital asset, listeners receive AA tokens as a reward. These tokens can be used for many purposes within the ecosystem ranging from free ad blocking to promotional offers from similar bands.

When the transaction related to the digital asset consumption engages all involved parties in the same permission-based ledger, the value circle is closed. This allows for a single point of truth; hence, all engaged parties save on transaction reconciliation, costs and allows for new business models.

## V. CONCLUSION

In summary, the paper presents a DRM framework focusing on the secure delivery of digital assets. The framework allows for generating, monetizing, tracking, and controlling access to copy-protected media files after dissemination. The system is allowing content owners, content distributors and content consumers, the freedom to pursue new business models, by making the digital content the focal point that connects all system constituents using a typical traceable transaction located on the Blockchain. This creates a single truth, rather than having information silos.

Future work includes more elaboration on the AA token, the content player, and the file format, in addition to presenting the model notation and information schematic on the information flow. Also, tracking subsections used in streamed online content and how to create a valuation model for the content disseminated and the fans using their information and influential relationships within the ecosystem are needed.
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#### Abstract

The paper presents the topological reduction method applied to gas transport networks, using contraction of series, parallel and tree-like subgraphs. The contraction operations are implemented for pipe elements, described by quadratic friction law. This allows significant reduction of the graphs and acceleration of solution procedure for stationary network problems. The algorithm has been tested on several realistic network examples. The possible extensions of the method to different friction laws and other elements are discussed.
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## I. Introduction

The physical modeling of gas transport networks is comprehensively described in works [1]-[3]. The element equations for pipes vary from the simplest quadratic form to more complex formulae by Nikuradze, Hofer and Colebrook-White. In our paper [4], we have shown how to continue these formulae to the whole domain of model variables, in order to achieve a global convergence for non-linear solvers. Further, in paper [5] we have constructed a universal translation algorithm, capable of formulating network problems for non-linear solvers with arbitrary problem description language. In paper [6], we presented theoretical foundations of topological reduction methods for generic stationary network problems.


Figure 1. Main operations in GSPG reduction: series (a), parallel (b) connections to be reduced, contraction of a leaf (c).

In this paper, we continue the development of topological reduction methods in application to gas transport networks. Our motivation is to accelerate solution procedure for stationary gas network problems. The goal is to perform significant reduction of the graphs, preserving the accuracy of the modeling. The main idea is to reduce the series and parallel connections of elements in the network, with the operations, known in the theory of Series-Parallel Graphs (SPG) [7]. These operations can also be extended by contraction of a leaf, which after recurrent application contracts tree-like subgraphs, leading to Generalized Series-Parallel Graphs (GSPG) [8]. Such elementary operations are shown in Figure 1. In paper [6], we have estimated the efficiency of this method and shown on realistic gas transport networks that high reduction factors can be achieved. In our current work, we perform an actual
implementation of the topological reduction for pipes, which form a considerable part of the networks.

In Section II, we present the details of a topological reduction procedure for pipes, modeled by quadratic friction law. In Section III, the results of numerical experiments with estimation of reduction factors and acceleration rates are given. In Section IV, we perform a comparison of our method with [9], which is also based on graph theory but using a different approach. In Section IV, we also discuss possible extensions of our method.

The described algorithms are implemented in the software MYNTS (Multi-phYsics NeTwork Simulator) [10], developed in our group.

## II. Topological Reduction Algorithm for Pipe Networks

For the equations representing the pipes, one can use the simplest quadratic friction law from [1][9]:

$$
\begin{equation*}
P_{\text {in }}\left|P_{\text {in }}\right|-P_{\text {out }}\left|P_{\text {out }}\right|=R Q|Q| \tag{1}
\end{equation*}
$$

where $P_{\text {in,out }}$ are the input and output pressures and $Q$ is the mass flow through the pipe. $R$ is a resistance coefficient, depending on the pipe length $L$, diameter $D$, roughness parameter $k$, universal gas constant $R_{\text {gas }}$, temperature $T$, compression factor $z$ and molar mass $\mu$ :

$$
\begin{align*}
& R=16 L /\left(\pi^{2} D^{5}\right) /\left(2 \log _{10}(D / k)+1.138\right)^{2} \\
& \times R_{\text {gas }} T z / \mu \cdot 10^{-10} \tag{2}
\end{align*}
$$

All parameters are given in SI units (French, Système International), except of pressures, given in bar, hence the scale factor at the end of the formula. The structure of the term $Q|Q|$ ensures the symmetry of the equation when reversing the flow direction $Q \rightarrow-Q$. The similar structure of $P$-terms has a very special reason: it provides a monotonic continuation of the equation to the non-physical domain $P<0$.

It was shown in [4] that, as a result of such continuation, the solver maintains stability also in the non-physical domain, where it can occasionally wander during the iterations. In addition, with such an extension, the system describing the stationary state of the network has a unique solution, even if the problem was set infeasibly. The simplest example of such an infeasible setting is to take a real network, such as shown in Figure 2, require a large throughput from suppliers to consumers, but at the same time switch off all the compressors. This problem, obviously, will not have a solution. On the other hand, if one uses the techniques from [4], the solution will exist and will be unique even in this case, but it will be located in the nonphysical domain $P<0$. Thus, in this approach, one
has a necessary and sufficient feasibility indicator, lacking for other solvers, for which the infeasible statement of the problem is indistinguishable from the occasional divergence.

Let us consider the above described GSPG elementary operations for pipe networks.

The series connection is (see Figure 1a):

$$
\begin{align*}
& P_{1}\left|P_{1}\right|-P_{2}\left|P_{2}\right|=R_{1} Q|Q|,  \tag{3}\\
& P_{2}\left|P_{2}\right|-P_{3}\left|P_{3}\right|=R_{2} Q|Q| .
\end{align*}
$$

From here, we add the 2 formulas to get:

$$
\begin{equation*}
P_{1}\left|P_{1}\right|-P_{3}\left|P_{3}\right|=R_{12}^{s} Q|Q|, \quad R_{12}^{s}=R_{1}+R_{2} \tag{4}
\end{equation*}
$$

The inverse reconstruction of the eliminated variable $P_{2}$ is:

$$
\begin{equation*}
P_{2}\left|P_{2}\right|=P_{1}\left|P_{1}\right|-R_{1} Q|Q| \tag{5}
\end{equation*}
$$

The parallel connection is (see Figure 1b):

$$
\begin{gather*}
P_{1}\left|P_{1}\right|-P_{2}\left|P_{2}\right|=R_{1} Q_{1}\left|Q_{1}\right|=R_{2} Q_{2}\left|Q_{2}\right|,  \tag{6}\\
Q=Q_{1}+Q_{2}
\end{gather*}
$$

From here, we solve this system for $Q_{1,2}$ to get:

$$
\begin{align*}
& P_{1}\left|P_{1}\right|-P_{2}\left|P_{2}\right|=R_{12}^{p} Q|Q|  \tag{7}\\
& R_{12}^{p}=\left(R_{1}^{-1 / 2}+R_{2}^{-1 / 2}\right)^{-2}
\end{align*}
$$

The inverse reconstruction of the eliminated variables $Q_{1,2}$ is:

$$
\begin{align*}
Q_{1} & =Q /\left(\left(R_{1} / R_{2}\right)^{1 / 2}+1\right)  \tag{8}\\
Q_{2} & =Q /\left(\left(R_{2} / R_{1}\right)^{1 / 2}+1\right)
\end{align*}
$$

Contracting the leaf, see Figure 1c, in the simplest case of zero flow results in the removal of $P_{2}, Q$ variables. The inverse reconstruction consists of the setting $Q=0$ and copying $P_{2}=$ $P_{1}$.

It should be noted that there are two types of source/sink nodes in gas networks. $Q_{\text {set }}$ is the node in which the flow is set. $P_{\text {set }}$ is the node where the flow is not fixed, but the pressure is set. For parallel connections, nodes of this type at the ends do not pose a problem. For series connections, the presence of such specifiers in the intermediate node leads to deviations from Kirchhoff's law and represents an obstacle to the reduction. Next, we discuss a special algorithm that allows to move the $Q_{\text {set }}$ specifiers over the network. In combination with it, the reduction can be continued.

For contraction of the leaf, the $P_{\text {set }}$ specifier represents an obstacle, because when shifting to the neighboring node, the $P_{\text {set }}$ specifier gets an unfixed pressure value that depends on the flow. To contract a leaf with the $Q_{\text {set }}$ specifier, two options are possible. First, block contracting leafs with a nonzero $Q_{\text {set }}$. As a result, the reduction will be incomplete, but the end $Q_{\text {set }}$ nodes will be intact, which is convenient for formulating scenarios with different values of $Q_{\text {set }}$ and for controlling the feasibility condition $P>0$ at endpoints. Second, allow such leafs to be moved, with $Q_{\text {set }}$ moving to the other side and summing it up with another $Q_{\text {set }}$ that may be located there. For the inverse reconstruction, the value of $Q_{\text {set }}$ must be saved, after that the inverse operations can be performed. The pressure at the free end is not determined by simple copying, but is found from the equation of the element:

$$
\begin{equation*}
P_{2}\left|P_{2}\right|=P_{1}\left|P_{1}\right|-R Q_{\text {set }}\left|Q_{\text {set }}\right| . \tag{9}
\end{equation*}
$$

## III. The results

We have implemented GSPG reduction algorithm with fixed Qsets and tested it on three realistic networks. The simplest network N1 is shown in Figure 2. It includes 4 compressors ( 2 stations with 2 compressors each), 2 Psets (shown by rhombi n56, n99) and 3 Qsets (triangles n76, n80, n91). Originally (level0), the network contains $\mathrm{N}=100$ nodes and $\mathrm{E}=111$ edges, including $\mathrm{P}=34$ pipes. Then (level1), a topological cleaning algorithm from [6] is used, removing (if any) parts of the graph, disconnected from pressure suppliers, as well as contracting superconducting edges, such as shortcuts, open valves and short pipes ( $D=L=1 \mathrm{~m}$ ). This operation is absolutely necessary for the stability of the solver, since disconnected parts possess undefined pressure and loops of superconducting edges have undefined circulating flow. This level of reduction looks similar to level0, just some valves, shortcuts and internals of stations are removed. The total count on this level is $\mathrm{N}=39, \mathrm{E}=40, \mathrm{P}=34$.

TABLE I. PARAMETERS OF TEST NETWORKS

| network | compressors | regulators | Psets | Qsets |
| :---: | :---: | :---: | :---: | :---: |
| N1 | 4 | 0 | 2 | 3 |
| N2 | 7 | 18 | 4 | 64 |
| N3 | 25 | 54 | 6 | 290 |

TABLE II. NODES:EDGES:PIPES COUNT FOR DIFFERENT REDUCTION LEVELS

| network | level0 | level1 | level2 | level3 |
| :---: | :---: | :---: | :---: | :---: |
| N1 | $100: 111: 34$ | $39: 40: 34$ | $13: 14: 8$ | $8: 9: 3$ |
| N2 | $973: 1047: 500$ | $528: 541: 479$ | $198: 208: 146$ | $126: 134: 72$ |
| N3 | $4721: 5362: 1749$ | $1723: 1814: 1666$ | $705: 755: 607$ | $296: 332: 184$ |

TABLE III. TIMING FOR TWO REDUCTION LEVELS*

| network | level1 |  | level2 |  |
| :---: | :---: | :---: | :---: | :---: |
|  | filter | solve | filter | solve |
| N1 | 0.006 | 0.044 | 0.009 | 0.02 |
| N2 | 0.063 | 0.5 | 0.09 | 0.196 |
| N3 | 0.243 | 2.103 | 0.371 | 0.944 |

* in seconds, for 3 GHz Intel i7 CPU 8 GB RAM workstation; 'filter' includes removing disconnected parts and superconductive elements (for level1,2) and GSPG reduction (for level2); 'solve' includes translation procedure, actual solving and extracting the result; the actual solving is performed with IPOPT.

After that (level2), GSPG reduction with fixed Qsets is applied, leaving $\mathrm{N}=13, \mathrm{E}=14, \mathrm{P}=8$ elements. This corresponds to the reduction factor 2.9 . Then, we have implemented all necessary GSPG operations described by the formulae above. For the solution procedure, after the reduction, we obtain the acceleration factor 2.2. The solution on level2 is identical with level1 up to the solver tolerance (set to tol $=10^{-5}$ in our numerical experiments).


Figure 2. Realistic gas transport network N1 at different reduction levels: level0 = original network; level2 = GSPG reduction with fixed Qsets; level3 $=$ GSPG reduction with moving Qsets. (Not shown: level1 = removing disconnected parts and superconductive elements, looking similar to level0.)

For GSPG reduction with moving Qsets (level3), we have implemented the formal reduction algorithm, sufficient for the estimation of the reduction factor. On this level, we have $\mathrm{N}=8, \mathrm{E}=9, \mathrm{P}=3$ elements, comprising the reduction factor 1.6 relative to the previous level. The numerical counterpart of the algorithm has not been implemented yet, that is why the reduced network for level3 on Figure 2 does not have pressure data. In the next section, we will discuss the details of Qset movement algorithm necessary for this level.

The same tests have been performed on more complex networks N2 and N3, provided by our industrial partners for benchmarking. The parameters of the networks and the results of the reduction are presented in Tables I-III. The obtained level $1 /$ level 2 reduction factors vary in the range $2.4-2.9$, while acceleration factors solve $1 /$ solve 2 are 2.2-2.6. The 'filter' step in Table III includes the necessary preprocessing and reduction of the networks. The 'solve' step includes translation of the network to the form suitable for the solver and the solution procedure itself, which share the timing in $1: 1$ proportion. Currently, our system uses the universal translation algorithm from [5]. It allows to plug in generic non-linear solvers with an arbitrary problem description language, requiring only to adjust a translation matrix in the algorithm. In particular, we have experimented with IPOPT (Interior Point OPTimizer) [11], Mathematica [12], MATLAB (MATrix LABoratory) [13] and a Newton solver, developed in our group. The best results for our type of problems have been obtained with IPOPT and Newton, while these two solvers among themselves have comparable performance. The details of the implementation of the Newton solver will be published elsewhere.

The solution procedure involves a multiphase workflow, described in [5]. Although global convergence from an arbitrary starting point for stationary network problems is guaranteed theoretically [4], the multiphase procedure is still empirically faster. This procedure gradually increases the complexity of the modeling and uses the result of the previous phase as a starting point for the next one. In our numerical experiments, a 3-phase procedure is used, relevant to the modeling of compressors and regulators in the network. In the first phase, compressors and regulators have enforced goals, e.g., $P_{\text {out }}=$ Const. Then, they are set to a simplified universal free model and, finally, to the individually calibrated advanced model [6]. The timing in Table III presents the sum over 3 phases.

## IV. DISCUSSION

At first, we perform a comparison with paper [9], where a different approach for topological reduction was taken. Then, we describe possible generalizations of our topological reduction algorithm.
a) Comparison with paper [9]: in this paper, the stationary problem in gas transport networks was studied, where subgraphs consisting of pipes only were considered. The pipes were modeled by the expressions of type (1) and the 2nd Kirchhoff law was consistently applied, by summing this expression over independent cycles in the subgraph. As a result, $P$-variables drop off from such sums and a system of smaller size depending only on $Q$-variables remains, for which the existence and uniqueness of the solution is proven.

Although the approach looks promising, for its practical implementation, some problems exist.

This approach does allow to reduce the dimension of the system by extracting from it a subsystem that depends only on $Q$-variables. The dimension of the subsystem is equal to the number of independent cycles in the subgraph. The subsystem has a unique solution for which, however, it is generally impossible to obtain an analytic expression. Thus, it should be solved numerically, for example, by Newton's method. The remaining variables in the subgraph are obtained by an unambiguous analytical reconstruction procedure. The problem appears when this subgraph is considered in the context of a complete graph containing other elements than pipes, for example, compressors. The solution of the complete problem is usually also found by the Newton's method. For the subgraph, this means that the solution must be found many times, with variable boundary conditions. In this case, a combination of two Newton's methods, external and internal, will require from the subgraph not only a solution, but also its derivatives with respect to the boundary conditions. Such a combination is in any case not an efficient way to solve the system.


Figure 3. Shrinking a subgraph (a) creates a generalized network element with a fixed number of pins (b), a multipin (M).
(a)

(b)



Figure 4. Particular examples: (a) 5-pin star; (b) 6-pin with 3 parallel connections; (c) empty 6-pin. In all cases, the number of equations describing the multipin is equal to the number of pins.

Another problem is that, according to [9], a pure pipe subgraph, contained in a general graph, can be shrunk to a single point. We cannot agree with this statement, since a subgraph can have many boundary points in which nodal $P$-variables are different, see Figure 3. The subgraph is not shrunk to a point, but to a generalized element containing $N_{b}$ boundary points, or pins like in a microchip. We refer to such a generalized element further as multipin. As we show below, this element introduces not one, but $N_{b}$ equations.

Without loss of generality, we can consider a connected subgraph for which the pins have definite flows serving as source/sink boundary conditions for the subgraph, as well as $N_{b}$ nodal $P$-variables. One condition necessary for the stationary problem is the annulation of the sums of boundary flows. Here, for definiteness, we place all external sources/sinks in the subgraph, including $Q_{\text {set }}$ and $P_{\text {set }}$ nodes, on separate pins. Further, considering one of the boundary nodes as a point with a given pressure, the procedure from [9] uniquely reconstructs all other $N_{b}-1$ boundary pressures in terms of the first pressure and the boundary flows. The conditions for the equality of the reconstructed pressures to the given boundary pressures are
the equations presenting the multipin for the external graph, totaling $N_{b}$ equations.

In principle, it seems possible to precompute these $N_{b}$ functions on a grid in the space of parameters and use fast interpolation algorithms to represent the multipin. The problem is the rapid increase of the grid data volume with the increasing dimension of $N_{b}$. In our approach, we have restricted our calculations to 2-pins, $N_{b}=2$, which generally allows 2D tabulation (the pixel buffer from [6]). In this paper, we concentrate on the quadratic pipe model (1), which allows to encapsulate all the characteristics in one $R$-parameter and to perform all calculations analytically, without tabulated functions. Below, we consider also an intermediate case, where 1D-tabulation by splines is used. Thus, we avoid curse-of-dimensionality problems existing for general multipins and are still capable to reduce the dimension of the problem considerably.

In the remainder of this subsection, we consider in more detail an interesting question, why the multipin, regardless of its structure, is described by the same number of equations. Indeed, the number of equations external to the excluded subgraph is the same and does not depend on the topology of the subgraph. After eliminating the subgraph, the system must remain closed, meaning that the subgraph introduces the same number of equations. To calculate this number, it is enough to consider a specific configuration.

In Figure 4 a , the star-like multipin is considered. One equation is the zero sum of the flows into the multipin. The Kirchhoff law in the center is equivalent to this equation. There is one $P$-variable in the middle, but there are also $N_{b}$ conditions relating it to the boundary $P_{b}$ and $Q_{b}$. In total, $N_{b}$-pin is equivalent to $N_{b}$ equations on the boundary $P$ and $Q$. Figure 4b shows the case when $N_{b}$ is even and $N_{b}$-pin represents $N_{b} / 2$ conditions for equality of incoming and outgoing flows, as well as $N_{b} / 2$ of element equations. In total, we obtain $N_{b}$ equations. In fact, even the connectivity of the graph is not important here. In Figure 4c, the case of an empty subgraph is considered, when all pins hang freely. Then, $Q_{b}=0$ in all of them, comprising $N_{b}$ equations.
b) Possible generalizations of friction laws: in the equations of the element, a general power dependence can be used, as was done in [9]. The consideration is quite similar. The element equation, series and parallel connections are described by:

$$
\begin{gather*}
P_{\text {in }}\left|P_{\text {in }}\right|-P_{\text {out }}\left|P_{\text {out }}\right|=R Q|Q|^{\alpha-1}, \alpha \geq 1  \tag{10}\\
R_{12}^{s}=R_{1}+R_{2} \\
R_{12}^{p}=\left(R_{1}^{-1 / \alpha}+R_{2}^{-1 / \alpha}\right)^{-\alpha}
\end{gather*}
$$

The quadratic law (1) corresponds to $\alpha=2$.
Contraction of the leaf and reverse reconstruction are done in the same way.

Consider a more general case:

$$
\begin{equation*}
F\left(P_{\text {in }}\right)-F\left(P_{o u t}\right)=G(Q) \tag{11}
\end{equation*}
$$

where $F, G$ are monotonously increasing functions, every element has an own $G$, while $F$ is the same for all elements (strictly speaking, it is enough if $F$ is the same in a connected component of the graph).

For series connections, the equations can be combined as before:

$$
\begin{align*}
& F\left(P_{1}\right)-F\left(P_{3}\right)=G_{12}^{s}(Q)  \tag{12}\\
& G_{12}^{s}(Q)=G_{1}(Q)+G_{2}(Q)
\end{align*}
$$

If the original functions were monotonic, then their sum will also be. The inverse reconstruction is:

$$
\begin{equation*}
P_{2}=F_{i n v}\left(F\left(P_{1}\right)-G_{1}(Q)\right), \tag{13}
\end{equation*}
$$

where by subscript inv we denote the inverse 1D-function, so as not to be confused with the algebraic inversion: $x^{-1}=1 / x$.

For parallel connections, the equations can be combined analogously:

$$
\begin{align*}
& F\left(P_{1}\right)-F\left(P_{2}\right)=G_{12}^{p}(Q),  \tag{14}\\
& G_{12}^{p}=\left(G_{1, i n v}+G_{2, i n v}\right)_{i n v} .
\end{align*}
$$

Proof:

$$
\begin{aligned}
& F\left(P_{1}\right)-F\left(P_{2}\right)=x=G_{1}\left(Q_{1}\right)=G_{2}\left(Q_{2}\right), \\
& Q_{1}=G_{1, \text { inv }}(x), Q_{2}=G_{2, i n v}(x), Q= \\
& Q_{1}+Q_{2}=G_{1, \text { inv }}(x)+G_{2, i n v}(x)=G_{12, \text { inv }}^{p}(x), \\
& x=G_{12}^{p}(Q)=\left(G_{1, \text { inv }}+G_{2, \text { inv }}\right)_{i n v}(Q) .
\end{aligned}
$$

It can be seen that the resulting $G$-function is also monotonic. The structure of the formulas for quadratic and $\alpha$-power resistance is also clear: the inverse of the power function is also a power function. Thus, the inverse reconstruction is:

$$
\begin{equation*}
Q_{1}=G_{1, \text { inv }}\left(G_{12}^{p}(Q)\right), Q_{2}=G_{2, \text { inv }}\left(G_{12}^{p}(Q)\right) \tag{15}
\end{equation*}
$$

To store 1D functions $y(x)$, one can use lists of tabulated values $\left(x_{n}, y_{n}\right)$ and interpolate between them using cubic splines. Outside the working area $|P| \leq 150$ bar, $|Q| \leq$ $1000 \mathrm{Nm}^{3} / \mathrm{h}$, the data can be extended by linearly growing functions, similar to [4]. Such a representation is convenient for inverting the functions, for which it suffices to swap $\left(x_{n}, y_{n}\right) \rightarrow\left(y_{n}, x_{n}\right)$ and reconstruct the splines [14]. The accuracy of this procedure is controlled by the smoothness of the function and the density of subdivision. The computational complexity is proportional to the number of tabulated values, $O(N)$.

In the problems we are considering, the functions are odd: $y(-x)=-y(x)$. This means that it is enough for them to construct splines in the region $x \geq 0$ and use the symmetry for complete reconstruction. In addition, the functions have a vanishing derivative at zero, for example, $y=x|x|=x^{2} \operatorname{sgn} x$, which leads to a non-smooth root dependence for inverse functions $x=\sqrt{|y|} \operatorname{sgn} y$. This leads to problems for representing such functions by cubic splines. In fact, as noted in [4], vanishing of the derivative also leads to instability of the solver. The case $Q=0$ can occur in large regions of the network in the absence of a flow in them. This leads to zeroing of the derivative of the function $Q|Q|$ and entails the degeneration of the Jacobi matrix of the complete system. To overcome this problem, the laminar term $Q|Q|+\epsilon Q$ must be added to this function; similar regularizing terms must also be added to the $P$-functions. After this, the problem with the zero derivative disappears and does not hinder the spline inversion.
c) Precise friction laws: better precision can be achieved by Nikuradze and Hofer formulae [2][3]. These differential formulae can be analytically integrated under assumption of slow variation of temperature and compression factor over the pipe. If needed, the long pipes can be subdivided into smaller segments to achieve the necessary precision of the modeling. This piecewise integration approach is similar to the finite element method in modeling of flexible materials, flow dynamics, etc. The resulting formulae have the same quadratic form (1), with the resistance $R\left(Q, P_{1}, P_{2}\right)$ weakly (logarithmically) dependent on the flow and the pressures. Direct comparison between the quadratic and Hofer pipe laws on our test networks shows the difference on the level of 7$10 \%$. The practical use of calculations with the approximate quadratic formula is a rapidly computable starting point for the subsequent refinement iterations with the precise formula. The gravitational term, available in the precise formula and taking into account the profile of the terrain, can be also embedded in the quadratic formula:

$$
\begin{align*}
& P_{1}\left|P_{1}\right|(1+\gamma)-P_{2}\left|P_{2}\right|(1-\gamma)=\ldots  \tag{16}\\
& \gamma=\mu g\left(H_{1}-H_{2}\right) /\left(R_{\text {gas }} T z\right),
\end{align*}
$$

where the dots denote the flow-dependent right part, in any form that we have considered. The dimensionless hydrostatic factor $\gamma$ is determined by the gravitational acceleration $g$, the height difference $H_{1}-H_{2}$ and the usual gas parameters. In real problems, the parameter $\gamma$ is small, $|\gamma| \ll 1$, so the factors $(1 \pm \gamma)$ do not change the signature of the terms in the equation.
d) Inverse reconstruction: for practical purposes, it is enough to solve the problem on the reduced graph, the topological skeleton. The users are mainly interested in the values of flows and pressures at the end points of pipe subgraphs, where they are connected to active elements such as compressors and regulators or directed to the end consumers. One also needs to control the feasibility indicator $P>0$. As we now show, it is enough to control this indicator at the endpoints.

Consider GSPG operations in the presence of nodes with negative pressure. For parallel connection, in the presence of negative pressure in the end node, it remains there after the reduction. For series connection, if there is negative pressure at the intermediate node, it will also be negative at the end node downstream. Indeed, considering the most general case with gravity corrections,

$$
\begin{equation*}
P_{3}\left|P_{3}\right|(1-\gamma)=P_{2}\left|P_{2}\right|(1+\gamma)-R_{2} Q|Q| \tag{17}
\end{equation*}
$$

since the factors $(1 \pm \gamma), R_{2}$ are positive, for $P_{2}<0, Q \geq 0$, we get $P_{3}<0$. Only contraction of a leaf with $Q_{\text {set }}>0$ can be a problem, since this procedure can hide a negative pressure node downstream. As we have already explained, there is an option to block contracting leafs with nonzero $Q_{\text {set }}$. In this case, it suffices to check $P>0$ at the end nodes of the pipe graph.

On the other hand, the data recovery in reduced elements is a straightforward analytical procedure. For this, a complete reduction history with all intermediate parameters and/or tabulated functions must be recorded. Then, the above-described inverse operations can be applied. On the graph obtained, it is possible to monitor the fulfillment of the condition $P>0$ or the enhanced condition $P>1$ bar or any other inequality on pressures and flows.
e) Level 3, $Q_{\text {set }}$ movement algorithm: consider the two graphs depicted in Figure 5. Assuming that the central element is described by the general equation $F\left(P_{1}, P_{2}, Q\right)$, we require the equivalence of solutions, connecting these equations with the shift transformation of the argument:

$$
\begin{gather*}
F_{b}\left(P_{1}, P_{2}, Q\right):=F_{a}\left(P_{1}, P_{2}, Q+Q_{\text {set }}\right)  \tag{18}\\
F_{a}\left(P_{1}, P_{2}, Q\right)=0 \Rightarrow F_{b}\left(P_{1}, P_{2}, Q-Q_{\text {set }}\right)=0 .
\end{gather*}
$$



Figure 5. $Q_{\text {set }}$ movement algorithm.
As a result, it is possible to move the $Q_{\text {set }}$ specifier along a graph to an arbitrary place. For example, all $Q_{\text {set }}$ specifiers can be moved to the $P_{\text {set }}$ node, which should be present in each connected component of the graph. In this case, the undefined flow in this node will be shifted by the total $Q_{\text {set }}$ in the subgraph. Alternatively, one can move all $Q_{\text {set }}$ specifiers into one main consumer, who will represent all consumers in the subgraph. Note that such transformations change the distribution of flows in the graph, representing only a virtual distribution, that is visually unsimilar, but mathematically equivalent to the original one. To represent the result, of course, all the displaced $Q_{s e t}$ specifiers must return to their places using inverse transformations. Note also that the argument shifts change the position of zero and violate the oddness of the functions. This requires to modify the tabulation algorithms; the easiest way is to consider all dependencies as monotonic functions of general form.

## f) Not only pipes, combining $2 D$ characteristic maps:

 after all pipe subgraphs are reduced to 2-pins, the functions can be transformed to a more general representation, in one of the equivalent forms:$$
\begin{equation*}
Q=F\left(P_{1}, P_{2}\right), P_{1}=F\left(P_{2}, Q\right), P_{2}=F\left(P_{1}, Q\right) \tag{19}
\end{equation*}
$$

All other elements, such as compressors and regulators, can be represented in the same way. Such a representation can use the 2D-tabulation (pixmaps) algorithms described in [6], as well as piecewise linear monotone extensions outside of the working region. As a result, GSPG reduction can be continued at the level of 2D functions. Thus, our proposed strategy is to keep the low-dimensional representations as long as possible, such as quadratic equations or 1D-splines for pipes, and then, after the network is strongly reduced, proceed to pixmaps.

## V. Conclusion

In this paper, the topological reduction method for gas transport networks has been presented. The method uses a contraction of series, parallel and tree-like subgraphs, containing the pipes, described by quadratic friction law. This way, we achieve the goal of significant lossless reduction of the graphs and we accelerate solution procedure correspondingly. Several realistic network examples of different complexity have been used for the benchmarking of the method. Comparing with the original network (level0), the elimination of superconductive elements and disconnected parts (level1) brings the reduction factor into the range 1.9-2.9, further GSPG reduction with fixed

Qsets (level2) multiplies it by the factor 2.4-2.9, then GSPG reduction with moving Qsets (level3) gives a projected multiplicative factor 1.6-2.3. We have done performance comparison between the numerically implemented levels 1,2 . While level1 is absolutely necessary for the convergence, level2 brings the acceleration factor 2.2-2.6 for the solution procedure, with a little overhead for GSPG pre-filtering.

The possible extensions of the method include a power law and generic monotone formula for pipes, iterative schemes for Nikuradze and Hofer formulae, rapid inverse reconstruction of data in reduced subgraphs, Qset movement algorithm for deeper reduction and the extension of the reduction methods to other elements using 2D tabulation (pixmaps). The implementation of these extensions is on the way. The question of the optimality of the proposed reductions will also be studied.

## VI. Acknowledgment

The work has been supported by the German Federal Ministry for Economic Affairs and Energy, project BMWI0324019A, MathEnergy: Mathematical Key Technologies for Evolving Energy Grids and by the German Bundesland North Rhine-Westphalia using fundings from the European Regional Development Fund, grant Nr. EFRE-0800063, project ES-FLEX-INFRA. The authors thank Kira Konich and Kevin Reinartz for proofreading the paper.

## REFERENCES

[1] J. Mischner, H.G. Fasold, and K. Kadner, System-planning basics of gas supply, Oldenbourg Industrieverlag GmbH, 2011 (in German).
[2] M. Schmidt, M. C. Steinbach, and B. M. Willert, "High detail stationary optimization models for gas networks", Optimization and Engineering, vol. 16, 2015, pp. 131-164.
[3] T. Clees, "Parameter studies for energy networks with examples from gas transport", Springer Proceedings in Mathematics \& Statistics, vol. 153, 2016, pp. 29-54.
[4] T. Clees, I. Nikitin, and L. Nikitina, "Making Network Solvers Globally Convergent", Advances in Intelligent Systems and Computing, vol. 676, 2017, pp. 140-153.
[5] A. Baldin et al., "Universal Translation Algorithm for Formulation of Transport Network Problems", in Proc. SIMULTECH 2018, vol. 1, pp. 315-322.
[6] T. Clees, I. Nikitin, L. Nikitina, and Ł. Segiet, "Modeling of Gas Compressors and Hierarchical Reduction for Globally Convergent Stationary Network Solvers", Int. J. On Advances in Systems and Measurements, IARIA, vol. 11, 2018, pp. 61-71.
[7] D. Eppstein, "Parallel recognition of series-parallel graphs", Information and Computation, vol. 98, 1992, pp. 41-55.
[8] N. M. Korneyenko, "Combinatorial algorithms on a class of graphs", Discrete Applied Mathematics, vol. 54, 1994, pp. 215-217.
[9] R. Z. Rios-Mercado, S. Wu, L. R. Scott, and E. A. Boyd, "A Reduction Technique for Natural Gas Transmission Network Optimization Problems", Annals of Operations Research, vol. 117, 2002, pp. 217-234.
[10] T. Clees et al., "MYNTS: Multi-phYsics NeTwork Simulator", In Proc. SIMULTECH 2016, SCITEPRESS, pp. 179-186.
[11] A. Wächter and L. T. Biegler, "On the implementation of an interiorpoint filter line-search algorithm for large-scale nonlinear programming", Mathematical Programming, vol. 106, 2006, pp. 25-57.
[12] Mathematica, Reference Manual, http://reference.wolfram.com [retrieved: June, 2019].
[13] MATLAB, https://de.mathworks.com/products/matlab.html [retrieved: June, 2019].
[14] T. Clees, I. Nikitin, L. Nikitina, and S. Pott, "Quasi-Monte Carlo and RBF Metamodeling for Quantile Estimation in River Bed Morphodynamics", Advances in Intelligent Systems and Computing, vol. 319, 2014, pp. 211-222.

# Model Reduction in the Design of Alkaline Methanol Fuel Cells 

Tanja Clees ${ }^{(1,2)}$, Bernhard Klaassen ${ }^{(2)}$, Igor Nikitin ${ }^{(2)}$, Lialia Nikitina ${ }^{(2)}$, Sabine Pott $^{(2)}$, Ulrike Krewer ${ }^{(3)}$, Theresa Haisch ${ }^{(3)}$<br>${ }^{(1)}$ University of Applied Sciences Bonn-Rhein-Sieg, Sankt Augustin, Germany<br>${ }^{(2)}$ Fraunhofer Institute for Algorithms and Scientific Computing, Sankt Augustin, Germany Email: Name.Surname@scai.fraunhofer.de<br>${ }^{(3)}$ Institute of Energy and Process Systems Engineering, Technical University, Braunschweig, Germany<br>Email: \{u.krewer, t.haisch\}@tu-braunschweig.de


#### Abstract

In this paper, it is shown that the electrochemical kinetics of alkaline methanol oxidation can be reduced by setting certain fast reactions contained in it to a steady state. As a result, the underlying system of Ordinary Differential Equations (ODE) is transformed into a system of Differential-Algebraic Equations (DAE). We measure the precision characteristics of such transformation and discuss the consequences of the obtained model reduction.
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## I. Introduction

In this short paper, we continue our research [1] on mathematical modeling of alkaline methanol oxidation, a process relevant for the design of efficient fuel cells. The considered reaction network is shown in Figure 1 left. It connects 6 reagents $\theta_{i}$ by 12 reactions $r_{j}$. The kinetics is described by the system of Ordinary Differential Equations (ODE):

$$
\begin{equation*}
\alpha_{i} d \theta_{i} / d t=F_{i}=\sum_{j} C_{i j} r_{j} \tag{1}
\end{equation*}
$$

where $\alpha_{i}$ are constant coefficients, for the case of ODE set to $\alpha_{i}=1 ; \theta_{i} \in[0,1]$ are surface coverages for the reagents; $C_{i j}$ is a structural matrix relating production rates $F_{i}$ and reaction rates $r_{j}$. The reaction rates are polynomial functions of $\theta_{i}$, whose coefficients depend on the applied voltage $\eta(t)$. The voltage is a function of time, set in these experiments to a sawlike profile. The explicit form of all functions can be found in [1]. Here, only the structure of this system is important. Note that some reactions in Figure 1 are deselected (grayed out) by setting the corresponding matrix entries to zero. We have also reassigned normalization factors between $F_{i}$ and $r_{j}$, so that both are measured in the same units $\left(s^{-1}\right)$.

The experimental measurements are performed using the technique of Cyclic Voltammetry (CV) [2]), in a setup shown in Figure 1 right. The measured quantity is a cell current, in the model given by the expression:

$$
\begin{equation*}
I_{c e l l}=F A C_{a c t} F_{7}, F_{7}=\sum_{j} C_{7 j} r_{j} \tag{2}
\end{equation*}
$$

where $F$ - Faraday constant, $A$ - geometric electrode area, $C_{a c t}$ - a surface concentration of $P t$ catalyst. Here, we add the 7th row in the structural matrix and omit the practically vanishing capacitance term $C_{d l} d \eta / d t$. The described mathematical model fits the experimental data well, as shown in Figure 3 left. Further improvements of the method are described in Section II and the results are discussed in Section III.

## II. Improvements of the method

In this paper, we draw attention to Figure 2, which depicts the evolution of production and reaction rates. It is visible that
some $r_{j}$ compensate each other, resulting in almost zero $F_{i}$. This common property, also noted in [3], means that some of the reactions proceed so fast that they are almost permanently in equilibrium. One production rate is not in equilibrium. It is also characterized by the presence of only one reaction: $F_{6}=$ $r_{12}$. Thus, in the equations, one can switch off the dynamic terms for all reagents except for the 6th, so that $\alpha_{i}=\delta_{i 6}$. As a result, the ODE system is replaced by an equivalent system of Differential-Algebraic Equations (DAE). Mathematica v11 can be used to solve DAE systems with the same efficiency as ODE.

## III. Discussion

After the replacement by DAE, the CV plot in Figure 3 left changes slightly, as well as the detailed evolution of $\theta_{i}$, shown in Figure 3 center. An interesting property that immediately catches the eye is the temporal asymmetry of the profiles for some reagents. Since the voltage is an even periodic function, if all reactions were in equilibrium, all $\theta_{i}$ would be even periodic. They would behave like red or black lines, corresponding to $O H_{a d}$ and free $P t$ in Figure 3. Deviation from this behavior for magenta and brown, that is, $\mathrm{COOH}_{a d}$ and PtO , is a purely dynamic effect. The consequence of this effect is the observed mismatch (hysteresis) for the increasing and decreasing branches of the CV plot. In line with this work, it is important that DAE provides the same profiles as ODE. Figure 3 right measures the deviation between the DAE and ODE, for $\theta_{i}$, in the same colors, as well as the deviation of $I_{\text {cell }}$ relative to its maximum, shown in gray. As a result, the transition from ODE to DAE results in $0.8 \%$ maximal variation for $\theta_{i}$ and $2.5 \%$ for $I_{\text {cell }}$, proving a good accuracy of the DAE representation.

## IV. Conclusion

The advantage of the DAE formulation obtained in this paper is that only one degree of freedom $\theta_{6}$ remains in the system, to which the evolution of other reagents is strictly coupled. The model is reduced and still describes the same effects as the complete system. In particular, it explains the dynamic hysteresis of volt-ampere characteristics of the cell.
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Figure 1. On the left: the chemical reactions network, the orange boxes show the reactions potentially responsible for the hysteresis effect on the CV plot. On the right: the experimental setup, consisting of a teflon cell (1) under deep vacuum, the rotating working electrode (2), the counter electrode (3), the reference electrode (4), the temperature sensor (5) and argon blow supply (6).


Figure 2. The plots of production rates $F_{i}$ and reaction rates $r_{i}$. All production rates except $F_{6}$ show an approach to equilibrium. The horizontal axes show the time in seconds, the vertical axes: $F_{i}$ and $r_{i}$ in $s^{-1}$.


Figure 3. On the left: CV plot, blue points with error bars - the experiment, red line - the model. In the center: evolution of surface coverages, the colors (red, green, blue, cyan, magenta, brown) encode sequential $\theta_{i}$, black shows the free $P t$ surface. On the right: ODE $\rightarrow$ DAE variations for $\theta_{i}$ (the same colors), relative variation for $I_{\text {cell }}$ (in gray).

## REFERENCES

[1] T. Clees, I. Nikitin, L. Nikitina, S. Pott, U. Krewer, and T. Haisch, "Parameter Identification in Cyclic Voltammetry of Alkaline Methanol Oxidation", in Proc. SIMULTECH 2018, July 29-31, 2018, Porto, Portugal, pp. 279-288, ISBN: 978-989-758-323-0.
[2] A. J. Bard and L. R. Faulkner, Electrochemical Methods: Fundamentals and Applications, Wiley 2000, ISBN: 978-0-471-04372-0.
[3] A. N. Gorban, "Model reduction in chemical dynamics: slow invariant manifolds, singular perturbations, thermodynamic estimates, and analysis of reaction graph", Current Opinion in Chemical Engineering, vol. 21, 2018, pp. 48-59, DOI: 10.1016/j.coche.2018.02.009.

# Periodic Solution of a Discretized Age-Dependent Model with a Dominant Age Class 

Zlatinka Kovacheva<br>University of Mining and Geology and Institute of Mathematics and Informatics<br>Bulgarian Academy of Sciences<br>Sofia, Bulgaria<br>e-mail: zkovacheva@hotmail.com

Valéry Covachev<br>Institute of Mathematics and Informatics<br>Bulgarian Academy of Sciences<br>Sofia, Bulgaria<br>e-mail: vcovachev@hotmail.com


#### Abstract

A delay differential equation for the population size is derived from an age-dependent model with a dominant age class. This equation is provided with impulse conditions and its discrete-time counterpart is constructed using the semidiscretization method. Sufficient conditions for the existence of a periodic solution of the resulting difference problem are found by Mawhin's continuation theorem.
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## I. INTRODUCTION

Many evolutionary processes in nature are characterized by the fact that at certain instants of time they experience a rapid change of their states. This leads to the investigation of differential equations and systems with discontinuous trajectories, or with impulse effect, called for brevity impulsive differential equations and systems [1][2]. The theory of the impulsive differential equations is one of the attractive branches of differential equations which has extensive realistic mathematical modelling applications in physics, chemistry, engineering, and biological and medical sciences.

A classical problem of the qualitative theory of differential equations is the existence of periodic (or almost periodic) solutions. Numerous references on this matter concerning differential equations with delay and impulsive differential equations can be found in [3].

In [4], an age-dependent model with a dominant age class was considered. In a special case the total population size satisfies a delay differential equation. Sufficient conditions for the existence of a periodic solution of this equation satisfying appropriate impulse conditions were presented.

A brief survey is given in Section II of the present paper. In Section III, we obtain a discrete counterpart of the problem using the semi-discretization method. Finally, in Section IV, we find sufficient conditions for the existence of a periodic solution of the resulting discrete problem using Mawhin's continuation theorem [5, p. 40].

## II. PRELIMINARIES

The following model is described in the papers of T . Kostova [6], T. Kostova and F. Milner [7], where the existence of oscillatory solutions is proved.

For two fixed ages $\sigma_{1}, \sigma_{2}$ such that $0 \leq \sigma_{1}<\sigma_{2}<\infty$, the age distribution $u(a, t)$ of a population is considered, where $a$ is the age and $t$ the time, with dynamics described by the following integro-differential equation with ageboundary condition in integral form,

$$
\begin{cases}\frac{\partial u}{\partial a}+\frac{\partial u}{\partial t}=-\delta(a, Q) u(a, t), & a, t>0,  \tag{1}\\ u(0, t)=\int_{0}^{\infty} \beta(a, Q) u(a, t) d a, & t \geq 0 \\ u(a, 0)=u_{0}(a), & a \geq 0,\end{cases}
$$

where

$$
Q=Q(t)=\int_{\sigma_{1}}^{\sigma_{2}} u(a, t) d a
$$

is the dominant age cohort size and $\delta(a, Q)$ and $\beta(a, Q)$ are, respectively, the age-specific death rate and birth modulus when the dominant age group is of size $Q$. It is assumed that $\delta, \beta$ and $u_{0}$ are nonnegative, and that $u_{0}$ is integrable (so that the initial population is finite). This model is a generalization of the classical one of Gurtin and MacCamy
[8], which is obtained by setting $\sigma_{1}=0$ and $\sigma_{2}=\infty$.
Further on, in [6][7], the special case

$$
\beta(a, Q)=\left\{\begin{array}{cl}
\beta(Q), & a \in\left[\sigma_{1}, \sigma_{2}\right] \\
0 & \text { otherwise }
\end{array}\right.
$$

is considered. This means that the dominant age class is the only one capable of having offspring, i.e., births are possible only in the age interval $\left[\sigma_{1}, \sigma_{2}\right.$ ] and the fertility rate depends just on the size of the dominant age group itself (and not on the age within the group). Moreover, $\beta(Q) \in C^{1}\left(\mathbb{R}_{+}, \mathbb{R}_{+}\right)$ and the mortality rate $\delta>0$ is assumed constant.Then, for the total population size,

$$
P(t)=\int_{0}^{\infty} u(a, t) d a
$$

the equation

$$
\begin{equation*}
\dot{P}+\delta P=\beta(Q) Q \tag{2}
\end{equation*}
$$

is derived, where

$$
\begin{equation*}
Q(t)=P\left(t-\sigma_{1}\right) e^{-\sigma_{1} \delta}-\left(t-\sigma_{2}\right) e^{-\sigma_{2} \delta} \tag{3}
\end{equation*}
$$

for $t>\sigma_{2}$. Thus, for $t>\sigma_{2}, P(t)$ satisfies a nonlinear scalar delay equation (2) with $Q$ given by (3), while for $t \in\left[0, \sigma_{2}\right]$ $Q(t)$ and eventually $P(t)$ can be expressed in terms of the initial function $u_{0}(a)$ of the age-dependent model (1). Thus we find the initial function $P_{0}(t), t \in\left[0, \sigma_{2}\right]$ of the above mentioned delay equation.

We fix a number $\omega>0$ much larger than the age $\sigma_{2}$, and try to obtain an $\omega$-periodic regime of the population size by means of impulsive perturbations for a suitably chosen initial function $u_{0}$. More precisely, suppose that at certain moments $t_{k}$ such that $t_{k+p}=t_{k}+\omega$ for all $k \in \mathbb{Z}$, the population size $P(t)$ is abruptly changed, while (2) with (3) is assumed to hold for all $t \in \mathbb{R}, t \neq t_{k}$. We normalize the quantities in (2) as follows:

$$
s=\frac{t}{\omega}, \quad \Pi(s)=P(\omega s), \quad D=\omega \delta, \quad B(Q)=\omega \beta(Q)
$$

Henceforth, we write again $t, \delta$ and $\beta$ instead of $s, D$ and $B$, respectively, $x$ instead of $\Pi$, and $h=\sigma_{2} / \omega$ will be the small parameter, while the still smaller quantity $\sigma_{1} / \omega$ will be assumed 0 , for the sake of simplicity. We suppose that the time interval between two successive abrupt changes (impulse effects) $t_{k+1}-t_{k}$ is large in comparison with the "age" $h$ for all $k \in \mathbb{Z}$, and look for 1--periodic solutions of the problem

$$
\begin{align*}
& \dot{x}(t)=-\delta x(t)+R(x(t), x(t-h)), \quad t \neq t_{k},  \tag{4}\\
& \Delta x\left(t_{k}\right)=-B_{k} x\left(t_{k}\right)+a_{k}, \quad k \in \mathbb{Z}, \tag{5}
\end{align*}
$$

where $\Delta x\left(t_{k}\right) \equiv x\left(t_{k}+0\right)-x\left(t_{k}-0\right)$ is the magnitude of the impulse effect at the moment $t_{k}, x\left(t_{k}\right) \equiv x\left(t_{k}-0\right)$, $a_{k}, B_{k}$ are positive constants satisfying $a_{k+p}=a_{k}, B_{k+p}=$ $B_{k}(k \in \mathbb{Z}), R(x(t), x(t-h))=\beta(Q(t)) Q(t), Q(t)=$ $x(t)-x(t-h) e^{-h \delta}, 0=t_{0}<t_{1}<\cdots<t_{p-1}<t_{p}=1$.
We can consider (4) for $t>0$, the impulse conditions (5) for $k \geq 0$, with initial condition

$$
\begin{equation*}
x(s)=\phi(s) \text { for } s \in[-1,0] \tag{6}
\end{equation*}
$$

where the initial function $\phi(s)$ is piecewise continuous with possible points of discontinuity of the first kind at $t_{-p+1}$, $t_{-p+2}, \ldots, t_{-1}$. To find a 1-periodic solution of problem (4), (5) means to determine the initial function $\phi(s)$ so that the solution of the initial value problem (4), (5), (6) is 1 periodic.

## III. Statement of the Problem

We suppose that the period $\omega$ has been chosen so that $\omega=N \sigma_{2}$ for a positive integer $N$, thus $h=1 / N$. We assume $N$ so large that

$$
h<\min _{k=1, p}\left(t_{k+1}-t_{k}\right) .
$$

Then, each interval $[n h,(n+1) h]$ contains at most one instant of impulse effect $t_{k}$.

For convenience, we denote $n=[t / h]$, the greatest integer in $t / h$, and $n_{k}=\left[t_{k} / h\right]$. Clearly, we will have $n_{k+p}=n_{k}+N$ for all $k \in \mathbb{Z}$.

Let $n \in \mathbb{Z}, n \neq n_{k}$. This means that the interval $[n h,(n+1) h]$ contains no instant of impulse effect $t_{k}$. We approximate the differential equation (4) on the interval $[n h,(n+1) h]$ by

$$
\dot{x}(t)+\delta x(t)=R(x(n h), x((n-1) h)) .
$$

We multiply both sides of this equation by $e^{\delta t}$ and integrate over the interval $[n h,(n+1) h]$. Thus we obtain

$$
\begin{gather*}
x((n+1) h)-x(n h)=-\left(1-e^{-\delta / N}\right) x(n h) \\
\quad+\frac{1-e^{-\delta / N}}{\delta} R(x(n h), x((n-1) h)) \tag{7}
\end{gather*}
$$

Henceforth, by abuse of notation, we write $x(n)=x(n h)$ and redefine $\Delta x(n)=x(n+1)-x(n) \quad(n \in \mathbb{Z})$. Now, (7) takes the form

$$
\begin{align*}
& \Delta x(n)=-\left(1-e^{-\delta / N}\right) x(n) \\
& +\frac{1-e^{-\delta / N}}{\delta} R(x(n), x(n-1)) \tag{8}
\end{align*}
$$

Next, for $n=n_{k}$, the interval $[n h,(n+1) h]$ contains the instant of impulse effect $t_{k}$. On this interval, we approximate the impulse conditions (5) by

$$
\begin{equation*}
\Delta x\left(n_{k}\right)=-B_{k} x\left(n_{k}\right)+a_{k}, \quad k \in \mathbb{Z} \tag{9}
\end{equation*}
$$

The difference system (8), (9) can be written in operator form as

$$
\begin{equation*}
\Delta x=H x \tag{10}
\end{equation*}
$$

where

$$
\begin{gather*}
(H x)(n)=-\left(1-e^{-\delta / N}\right) x(n) \\
+\frac{1-e^{-\delta / N}}{\delta} R(x(n), x(n-1)), \quad n \neq n_{k}  \tag{11}\\
(H x)\left(n_{k}\right)=-B_{k} x\left(n_{k}\right)+a_{k}, \quad k \in \mathbb{Z}
\end{gather*}
$$

We can consider the system (10) for $n \geq 0$, with initial conditions

$$
\begin{equation*}
x(\ell)=\phi(\ell) \text { for } \ell=0,-1, \ldots,-N \tag{12}
\end{equation*}
$$

where $\phi(\ell), \ell=0,-1, \ldots,-N$, is a given initial vector. To find an $N$-periodic solution of system (10) means to determine the initial vector $\phi(\ell)$ so that the solution of the initial value problem (10), (12) is $N$-periodic.

## IV. Main Result

First, we introduce some notations:

$$
\begin{gathered}
A:=\sum_{k=0}^{p-1} a_{k}, B:=\sum_{k=0}^{p-1} B a_{k}, \quad D:=(N-p)\left(1-e^{-\frac{\delta}{N}}\right), \\
I_{N}:=\{0,1, \ldots, N-1\}, \quad \Im_{N}:=I_{N} \backslash\left\{n_{k}\right\}_{k=0}^{p-1} .
\end{gathered}
$$

Next, we formulate some assumptions:
A1. There exists a constant $K>0$ such that $|\beta(Q)| \leq K$ for any $Q \in \mathbb{R}$.
A2. $\quad D+B-\frac{2 D K}{\delta}-(D+B)\left(D+B+\frac{2 D K}{\delta}\right)>0$.
Remark 1. Assumption A2 may seem quite complicated. We show that it is easy to satisfy. If we denote $y=D+B$, $z=\frac{2 D K}{\delta}$, then assumption $\mathbf{A 2}$ takes the form

$$
y-z-y^{2}-y z>0, \text { i. e., } z<\frac{y(1-y)}{1+y} .
$$

The right-hand side of the last inequality is positive for $0<y<1$, it achieves its maximum value $3-2 \sqrt{2} \approx 0.18$ for $y=\sqrt{2}-1 \approx 0.41$. Thus, it suffices to choose $D+B=$ 0.41 and $\frac{2 D K}{\delta}<0.18$.

Remark 2. The inequality

$$
\begin{equation*}
D+B-\frac{D K}{\delta}\left(1-e^{-\frac{\delta}{N}}\right)>0 \tag{13}
\end{equation*}
$$

follows from assumption A2. In fact,

$$
\begin{gathered}
D+B-\frac{D K}{\delta}\left(1-e^{-\frac{\delta}{N}}\right)>D+B-\frac{D K}{\delta} \\
=\left[D+B-\frac{2 D K}{\delta}-(D+B)\left(D+B+\frac{2 D K}{\delta}\right)\right] \\
+\left[\frac{D K}{\delta}+(D+B)\left(D+B+\frac{2 D K}{\delta}\right)\right]>0 .
\end{gathered}
$$

Now, we can state our main result as the following theorem.
Theorem 1. Suppose that assumptions A1, A2 hold. Then, (10) has at least one $N$-periodic solution.

Proof. We shall prove Theorem 1 using Mawhin's continuation theorem [5, p. 40]. To state this theorem, we need some preliminaries (see [9][10]).

Let $\mathbb{X}, \mathbb{Y}$ be real Banach spaces, $L:$ Dom $L \subset \mathbb{X} \rightarrow \mathbb{Y}$ be a linear mapping, and $H: \mathbb{X} \rightarrow \mathbb{Y}$ be a continuous mapping. The mapping $L$ will be called a Fredholm mapping of index zero if $\operatorname{dim} \operatorname{Ker} L=\operatorname{codim} \operatorname{Im} L<+\infty$ and $\operatorname{Im} L$ is closed in $\mathbb{Y}$. If $L$ is a Fredholm mapping of index zero and there exist continuous projectors $P_{1}: \mathbb{X} \rightarrow \mathbb{X}$ and $P_{2}: \mathbb{Y} \rightarrow \mathbb{Y}$ such
that $\operatorname{Im} P_{1}=\operatorname{Ker} L$, $\operatorname{Ker} P_{2}=\operatorname{Im} L=\operatorname{Im}\left(I-P_{2}\right)$, then the mapping $\left.L\right|_{\text {Dom } L \cap \text { Ker } P_{1}}:\left(I-P_{1}\right) \mathbb{X} \rightarrow \operatorname{Im} L$ is invertible. We denote the inverse of this mapping by $K_{P_{1}}$. If $\Omega$ is an open bounded subset of $\mathbb{X}$, the mapping $H$ will be called $L$ compact on $\bar{\Omega}$ if $P_{2} H(\bar{\Omega})$ is bounded and $K_{P_{1}}\left(I-P_{2}\right) H: \bar{\Omega} \rightarrow$ $\mathbb{X}$ is compact. Since $\operatorname{Im} P_{2}$ is isomorphic to $\operatorname{Ker} L$, there exists an isomorphism $J: \operatorname{Im} P_{2} \rightarrow \operatorname{Ker} L$.

Now, Mawhin's continuation theorem can be stated as follows.

Lemma 1. Let L be a Fredholm mapping of index zero, let $\Omega \subset \mathbb{X}$ be an open bounded set, and let $H: \mathbb{X} \rightarrow \mathbb{Y}$ be a continuous operator, which is L-compact on $\bar{\Omega}$. Assume that the following conditions hold:
(a) for each $\lambda \in(0,1), x \in \partial \Omega \cap \operatorname{Dom} L, L x \neq \lambda H x$;
(b) for each $x \in \partial \Omega \cap \operatorname{Ker} L, P_{2} H x \neq 0$;
(c) $\operatorname{deg}\left(J P_{2} H, \Omega \cap \operatorname{Ker} L, 0\right) \neq 0$, where $\operatorname{deg}(\cdot)$ is the Brouwer degree.

Then, the equation $L x=H x$ has at least one solution in $\bar{\Omega} \cap \operatorname{Dom} L$.

Before we proceed further, we shall recall the definition of Brouwer degree [11].

Suppose that $M$ and $N$ are two oriented differentiable manifolds of dimension $n$ (without boundary), with $M$ compact and $N$ connected, and suppose that $f: M \rightarrow N$ is a differentiable mapping. Let $D f(x)$ denote the differential mapping at the point $x \in M$, that is, the linear mapping $D f(x): T_{x} M \rightarrow T_{f(x)} N$. Let sign $D f(x)$ denote the sign of the determinant of $D f(x)$. That is, the sign is positive if $f$ preserves orientation, and negative if $f$ reverses orientation.

Definition 1. Let $y \in N$ be a regular value, then we define the Brouwer degree (or just degree) of $f$ by

$$
\operatorname{deg} f=\sum_{x \in f^{-1}(y)} \operatorname{sign} D f(x)
$$

It can be shown that the degree does not depend on the regular value $y$ that we pick, so that $\operatorname{deg} f$ is well defined.

Note that this degree coincides with the degree as defined for maps of spheres.

Let us choose

$$
\mathbb{X}=\mathbb{Y}=\{x(n): x(n+N)=x(n), n \in \mathbb{Z}\}
$$

If we define $\|x\|=\max _{n \in I_{N}}|x(n)|$, then $\mathbb{X}$ is a Banach space with the norm $\|\cdot\|$. For $x \in \mathbb{X}$, let $H x$ be defined by (11), $L x=\Delta x$ and $P_{1} x=P_{2} x=\frac{1}{N} \sum_{n=0}^{N-1} x(n)$. Then, Ker $L$ $=\{x \in \mathbb{X}: x=c \in \mathbb{R}\}$ (independent of $n$ ), $\operatorname{Im} L=\{x \in \mathbb{X}$ : $\left.\sum_{n=0}^{N-1} x(n)=0\right\}$ is a closed set in $\mathbb{X}$, and $\operatorname{codim} L=1$. Thus, $L$ is a Fredholm mapping of index zero. It is easy to see that $P_{1}$ and $P_{1}$ are continuous projectors and $\operatorname{Im} P_{1}=$ $\operatorname{Ker} L, \operatorname{Im} L=\operatorname{Ker} P_{2}=\operatorname{Im}\left(I-P_{2}\right)$, and $H$ is $L$-compact on $\bar{\Omega}$ for any bounded set $\Omega \subset \mathbb{X}$. Moreover, in condition (c)
of Lemma 1 the isomorphism $J$ can be taken as the identity operator $I$.

Now, we will derive some estimates for the solutions $x$ of the operator equation $L x=\lambda H x$ for $\lambda \in(0,1)$, that is,

$$
\Delta x(n)=\lambda(H x)(n), \quad n \in I_{N}
$$

First, from (11) for $n \neq n_{k}$, we obtain

$$
\begin{aligned}
&|\Delta x(n)| \leq\left(1-e^{-\frac{\delta}{N}}\right)|x(n)|+\frac{1-e^{-\frac{\delta}{N}}}{\delta}|\beta(Q)||Q| \\
& \leq\left(1-e^{-\frac{\delta}{N}}\right)\left\{\|x\|+\frac{K}{\delta}\left|x(n)-x(n-1) e^{-\delta / N}\right|\right\} \\
& \leq\left(1-e^{-\frac{\delta}{N}}\right)\left(1+\frac{2 K}{\delta}\right)\|x\|
\end{aligned}
$$

Similarly, for $n=n_{k}$, we have

$$
\left|\Delta x\left(n_{k}\right)\right| \leq B_{k}\|x\|+a_{k}
$$

From the above inequalities, we obtain

$$
\begin{aligned}
\sum_{n=0}^{N-1}|\Delta x(n)| \leq & (N-p)\left(1-e^{-\frac{\delta}{N}}\right)\left(1+\frac{2 K}{\delta}\right)\|x\| \\
& +\sum_{k=0}^{p-1} B_{k}\|x\|+\sum_{k=0}^{p-1} a_{k}
\end{aligned}
$$

or

$$
\begin{equation*}
\sum_{n=0}^{N-1}|\Delta x(n)| \leq\left[D\left(1+\frac{2 K}{\delta}\right)+B\right]\|x\|+A \tag{14}
\end{equation*}
$$

Adding together all equations of (8), (9) for $n \in I_{N}$, we obtain

$$
\begin{aligned}
& \left(1-e^{-\frac{\delta}{N}}\right) \sum_{n \in \Im_{N}} x(n)+\sum_{k=0}^{p-1} B_{k} x\left(n_{k}\right) \\
= & \frac{1-e^{-\frac{\delta}{N}}}{\delta} \sum_{n \in \Im_{N}} R(x(n), x(n-1))+\sum_{k=0}^{p-1} a_{k} .
\end{aligned}
$$

Then, as above, we obtain

$$
\begin{gather*}
\left|\left(1-e^{-\frac{\delta}{N}}\right) \sum_{n \in \Im_{N}} x(n)+\sum_{k=0}^{p-1} B_{k} x\left(n_{k}\right)\right|  \tag{15}\\
\leq D \frac{2 K}{\delta}\|x\|+A
\end{gather*}
$$

Now, we shall use the following lemma (see [12] [13]).

Lemma 2. Let $v: \mathbb{Z} \rightarrow \mathbb{R}$ be $N$-periodic, i.e., $v(n+N)=$ $v(N)$ for any $n \in \mathbb{Z}$. Then, for any fixed $v_{1}, v_{2} \in I_{N}$ and any $n \in \mathbb{Z}$, we have

$$
\begin{aligned}
& v\left(v_{2}\right)-\sum_{k=0}^{N-1}|v(k+1)-v(k)| \leq v(n) \\
& \quad \leq v\left(v_{1}\right)+\sum_{k=0}^{N-1}|v(k+1)-v(k)|
\end{aligned}
$$

According to Lemma 2, for arbitrary $n, v_{1}, v_{2} \in I_{N}$, we have

$$
x\left(v_{2}\right)-\sum_{n=0}^{N-1}|\Delta x(n)| \leq x(n) \leq x\left(v_{1}\right)+\sum_{n=0}^{N-1}|\Delta x(n)|
$$

We multiply these inequalities by $1-e^{-\delta / N}$ for $n \neq n_{k}$ or $B_{k}$ for $n=n_{k}$, and sum up over $I_{N}$ to obtain

$$
\begin{aligned}
& (D+B) x\left(v_{2}\right)-(D+B) \sum_{n=0}^{N-1}|\Delta x(n)| \\
\leq & \left(1-e^{-\frac{\delta}{N}}\right) \sum_{n \in \mathfrak{J}_{N}} x(n)+\sum_{k=0}^{p-1} B_{k} x\left(n_{k}\right) \\
\leq & (D+B) x\left(v_{1}\right)+(D+B) \sum_{n=0}^{N-1}|\Delta x(n)| .
\end{aligned}
$$

From the last two inequalities, we deduce

$$
\begin{gathered}
-x\left(v_{1}\right) \leq-\frac{\left(1-e^{-\frac{\delta}{N}}\right) \sum_{n \in \Im_{N}} x(n)+\sum_{k=0}^{p-1} B_{k} x\left(n_{k}\right)}{D+B} \\
+\sum_{n=0}^{N-1}|\Delta x(n)| \\
x\left(v_{2}\right) \leq \frac{\left(1-e^{-\frac{\delta}{N}}\right) \sum_{n \in \mathfrak{I}_{N}} x(n)+\sum_{k=0}^{p-1} B_{k} x\left(n_{k}\right)}{D+B} \\
+\sum_{n=0}^{N-1}|\Delta x(n)| .
\end{gathered}
$$

Let $\left|x\left(v_{0}\right)\right|=\|x\|=\max _{n \in I_{N}}|x(n)|$. If $x\left(v_{0}\right) \geq 0$, we choose $v_{2}=v_{0}$. Then,

$$
\begin{gathered}
(D+B)\|x\|=(D+B) x\left(v_{2}\right) \\
\leq\left|\left(1-e^{-\frac{\delta}{N}}\right) \sum_{n \in \mathfrak{I}_{N}} x(n)+\sum_{k=0}^{p-1} B_{k} x\left(n_{k}\right)\right| \\
+(D+B) \sum_{n=0}^{N-1}|\Delta x(n)|
\end{gathered}
$$

If $x\left(v_{0}\right)<0$, we choose $v_{2}=v_{0}$,

$$
\begin{gathered}
(D+B)\|x\|=-(D+B) x\left(v_{1}\right) \\
\leq-\left(\left(1-e^{-\frac{\delta}{N}}\right) \sum_{n \in \mathfrak{I}_{N}} x(n)+\sum_{k=0}^{p-1} B_{k} x\left(n_{k}\right)\right) \\
+(D+B) \sum_{n=0}^{N-1}|\Delta x(n)| \\
\leq\left|\left(1-e^{-\frac{\delta}{N}}\right) \sum_{n \in \mathfrak{I}_{N}} x(n)+\sum_{k=0}^{p-1} B_{k} x\left(n_{k}\right)\right| \\
+(D+B) \sum_{n=0}^{N-1}|\Delta x(n)|
\end{gathered}
$$

Thus, in both cases, we have

$$
\begin{aligned}
(D+B)\|x\| \leq & \left|\left(1-e^{-\frac{\delta}{N}}\right) \sum_{n \in \mathfrak{\Im}_{N}} x(n)+\sum_{k=0}^{p-1} B_{k} x\left(n_{k}\right)\right| \\
& +(D+B) \sum_{n=0}^{N-1}|\Delta x(n)|
\end{aligned}
$$

Making use of the estimates (14) and (15), we obtain

$$
\begin{gathered}
(D+B)\|x\| \leq D \frac{2 K}{\delta}\|x\|+A \\
+(D+B)\left\{\left[D\left(1+\frac{2 K}{\delta}\right)+B\right]\|x\|+A\right\} \\
=\left\{D \frac{2 K}{\delta}+(D+B)\left[D\left(1+\frac{2 K}{\delta}\right)+B\right]\right\}\|x\| \\
+A(1+D+B)
\end{gathered}
$$

or

$$
\begin{aligned}
\left\{D+B-D \frac{2 K}{\delta}\right. & \left.-(D+B)\left(D+B+D \frac{2 K}{\delta}\right)\right\}\|x\| \\
& \leq A(1+D+B)
\end{aligned}
$$

By virtue of assumption $\mathbf{A 2}$, the number

$$
C^{*}:=\frac{A(1+D+B)}{D+B-D \frac{2 K}{\delta}-(D+B)\left(D+B+D \frac{2 K}{\delta}\right)}>0
$$

and each solution $x$ of the operator equation $L x=\lambda H x$ for $\lambda \in(0,1)$ satisfies the inequality $\|x\| \leq C^{*}$.

Now, we take $\Omega=\{x \in \mathbb{X}:\|x\|<C\}$, where $C>C^{*}$ will be chosen later. For $x \in \partial \Omega \cap \operatorname{Dom} L$, we have $\|x\|=C$, thus $x$ cannot be a solution of $L x=\lambda H x$ for $\lambda \in(0,1)$. Obviously, $\Omega$ satisfies condition (a) of Lemma 1.

Now, let $x \in \partial \Omega \cap \operatorname{Ker} L=\partial \Omega \cap \mathbb{R}$, i.e., $x$ is a constant in $\mathbb{R}$ with $|x|=C$. For such $x$,

$$
N P_{2} H x=D\left[-x+\beta(x) x\left(1-e^{-\delta / N}\right)\right]-B x+A
$$

and

$$
N\left\|P_{2} H x\right\| \geq\left[D+B-\frac{D K}{\delta}\left(1-e^{-\frac{\delta}{N}}\right)\right] C-A
$$

By inequality (13), we can choose $C>C^{*}$ so large that

$$
\left[D+B-\frac{D K}{\delta}\left(1-e^{-\frac{\delta}{N}}\right)\right] C>A
$$

Hence, for $x \in \partial \Omega \cap \operatorname{Ker} L$, we have $N\left\|P_{2} H x\right\|>0$ and $P_{2} H x \neq 0$, that is, condition (b) of Lemma 1 is satisfied.

To prove (c), we define the mapping

$$
\left(P_{2} H\right)_{\mu}: \operatorname{Dom} L \times[0,1] \rightarrow \mathbb{X}
$$

by

$$
\left(P_{2} H\right)_{\mu}=\mu P_{2} \widetilde{H}+(1-\mu) P_{2} H
$$

where the operator $\widetilde{H}$ is defined by

$$
\begin{gathered}
(\widetilde{H} x)(n)=-\left(1-e^{-\frac{\delta}{N}}\right) x(n), \quad n \neq n_{k} \\
(\widetilde{H} x)\left(n_{k}\right)=-B_{k} x\left(n_{k}\right), \quad k \in \mathbb{Z}
\end{gathered}
$$

For $x \in \partial \Omega \cap \operatorname{Ker} L$, we have

$$
\begin{gathered}
N\left(P_{2} H\right)_{\mu} x=D\left[-x+(1-\mu) \beta(x) x\left(1-e^{-\delta / N}\right)\right] \\
-B x+(1-\mu) A .
\end{gathered}
$$

As above, we obtain

$$
N\left\|\left(P_{2} H\right)_{\mu} x\right\| \geq\left[D+B-\frac{D K}{\delta}\left(1-e^{-\frac{\delta}{N}}\right)\right] C-A>0
$$

This means that $\left(P_{2} H\right)_{\mu} x$ for $x \in \partial \Omega \cap \operatorname{Ker} L$ and $\mu \in[0,1]$. From the homotopy invariance of the Brouwer degree, it follows that

$$
\begin{gathered}
\operatorname{deg}\left(P_{2} H, \Omega \cap \operatorname{Ker} L, 0\right) \\
=\operatorname{deg}\left(P_{2} \widetilde{H}, \Omega \cap \operatorname{Ker} L, 0\right)=-1 \neq 0 .
\end{gathered}
$$

According to Lemma 1, (10) has at least one $N$-periodic solution. This completes the proof of Theorem 1.

## V. CONCLUSIONS

In the present paper, we derived a delay differential equation for the population size from an age-dependent model with a dominant age class. We provided this equation with impulse conditions and constructed its discrete-time counterpart using the semi-discretization method. We found sufficient conditions for the existence of a periodic solution
of the resulting difference problem, in the form of assumptions A1 and A2, by Mawhin's continuation theorem. $\mathbf{A 1}$ assumes boundedness of the birth modulus, while $\mathbf{A 2}$ is a not too complicated algebraic equation. Similar methods can be used to find conditions for the existence of periodic solutions of equations arising in physics and chemistry.
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#### Abstract

In this paper, we consider a conceptual model in which, for the first time, a queuing system is included in an overall telecommunication system including users' behavior. On the basis of this model, analytical expressions for some of the important parameters of the model are derived. The results obtained allow definitions of new overall performance indicators of human-cyber-physical-systems, including interaction among human users, telecommunication network (including its protocols and management rules) and the nature-socio-economic environment.


Keywords-Network performance modeling; Overall telecommunication system; Queuing systems; Conceptual modeling; Humancomputer interaction.

## I. Introduction

The classical model of overall telecommunication system is described in [1] and developed in more detail in [2]. It considers users' behavior, finite number of homogenous users and terminals, losses due to abandoned and interrupted dialing, blocked and interrupted switching, unavailable intent terminal, blocked and abandoned ringing and abandoned communication. The traffic of the calling (denoted by A) and the called (denoted by B) terminals and user's traffic are considered separately, but in their interrelation.

At the bottom of the structural model presentation, we consider base virtual devices that do not contain any other virtual devices.

The parameters of a base virtual device named $x$ are the following (see [3] for terms definitions): $F x$ - intensity or incoming rate (frequency) of the flow of requests (i.e., the number of requests per time unit) to device x; $P x$ - probability of directing the requests towards device $x ; T x$ - service time (duration of servicing of a request) in device $x ; Y x$ - traffic intensity [Erlang]; $V x$ - traffic volume [Erlang - time unit]; $N x$ - number of lines (service resources, positions, capacity) of device $x$.

We consider an extension of the classical model of overall telecommunication system in which a queuing system is included in the switching stage. It is proposed and described in detail in [4]. The graphical representation of the model is shown in Figure 1. Two types of virtual devices are included in the model: base and comprising base devices. The graphic representations of the base virtual devices together with their names and types are also shown in Figure 1 (see [2]). Each base virtual device belongs to one of the following types:

Generator, Terminator, Modifier, Server, Enter Switch, Switch, Queue and Graphic connector.

The names of the virtual devices are concatenations of the first letters of the branch exit, branch and stage, in that order (see Figure 1). For example, ad stands for the virtual device "abandoned dialling" while rad - for "repeated abandoned dialling".

For better understanding of the model and for a more convenient description of the intensity of the flow, a special notation including qualifiers (see [3]) is used. For example, dem.F stands for demand flow; inc. $Y$ for incoming traffic; of r. $Y$ for offered traffic; rep. $Y$ for repeated traffic.

The following comprising virtual devices denoted by $\mathbf{a}, \mathbf{b}$, $\mathbf{s}$ and $\mathbf{a b}$ are considered in the model.

- a comprises all calling terminals (A-terminals) in the system. It is not shown in Figure 1, but includes the four shown stages: dialing, switching, ringing and communication;
- b comprises all called terminals (B-terminals) in the system. It is shown in a bold line box in Figure 1;
- ab comprises all the terminals (calling and called) in the system. It is not shown in Figure 1;
- $\quad \mathbf{s}$ virtual device corresponding to the switching system.

In our model, the queuing system in the switching stage of the telecommunication network in Kendall's notation (see [5]) is represented as $M|M| N s|N s+N q| N a b \mid F I F O$, where $M$ stands for exponential distribution, $N s$ is the capacity of the Switching system (number of equivalent internal switching lines), $N q$ is the buffer length and $N a b$ is the total number of active terminals which can be calling and called. This is related to the derivation of the analytical model of the system.

The queuing system in the model differs from other well known and studied queuing systems [6]-[8] in that: it has more than one exit to the server; the duration of service of the requests in the server depends on the overall state of the telecommunication system; there is a feedback in terms of call attempts.

## II. MAIN ASSUMPTIONS AND PREVIOUS RESULTS

We consider the conceptual model of overall telecommunication system with queue shown in Figure 1 and described briefly in the previous section. Parameters with known values


Figure 1. Conceptual model of an overall telecommunication system with a queue in the switching stage.
are all probabilites for directing the call to a device (the $\mathrm{P}-$ parameters), the holding time parameters of the base virtual devices ( T - parameters) and the values of the intensity of the incoming calls flow -inc. $F a=F a$. The unknown parameters are the parameters of the comprising virtual devices except $F a$ and $N a b$.

To obtain simple analytical expressions in the process of solving different teletraffic tasks, as in [1], we need to state the following assumptions:

1) We consider a closed telecommunication system which is represented graphically and functionally in Figure 1.
2) All base virtual devices except the Queue device have unlimited capacity. The Queue has capacity $N q$, which is the buffer size. The comprising virtual devices have limited capacity: the ab device contains all active terminals $N a b \in[2, \infty)$. The switching system (s) has capacity $N s$. One internal switching line can carry only one call for both incoming and outgoing calls.
3) Every call from the incoming flow to the system (inc.Fa) occupies only a free terminal which becomes a busy A-terminal.
4) The system is in a stationary state and the Little's theorem [5] can be applied for every device.
5) Every call occupies one place in a base virtual device
independently from the other devices.
6) Any calls in the telecommunication network's environment (outside the a and $\mathbf{b}$ devices) do not occupy any of the telecommunication system's devices.
7) The probabilities of directing the calls to the base virtual devices and the holding time in the devices are independent of each other and of the intensity of the incoming flows inc.Fa. Their values are determined by the users' behavior and the technical characteristics of the telecommunication system. Exception to this assumption are the devices of type Enter Switch corresponding to $P b q$ and $P b s$, and $P b r$ (see Figure $1)$.
8) For the base virtual devices ar, cr, ac and cc, the probabilities of directing the calls to them and the duration of occupation of the device are the same for the $\mathbf{a}$ and the $\mathbf{b}$ comprise virtual devices.
9) The variables in the model are random with fixed distributions. The Little's theorem allows us to use their mean values.
10) Every call occupies simultaneously all base virtual devices through which it has passed, including the device where it is at the current moment of observation. When a call leaves the comprising devices a or b, the places occupied by it in all base virtual devices are released.

The following propositions proved for the classical conceptual model of overall telecommunication system in [1] can be used without proof due to analogy. They obviously hold for the conceptual model of overall telecommunication network with queue, considered in the present paper.

Proposition 1: The traffic intensity of all terminals (Yab) is a sum of the traffic intensities of the calling terminals $(Y a)$ and the called terminals ( Yb ):

$$
\begin{equation*}
Y a b=Y a+Y b . \tag{1}
\end{equation*}
$$

Proposition 2: (Total terminal traffic (Yab) is restricted)

$$
\begin{equation*}
0 \leq Y a b \leq N a b, \tag{2}
\end{equation*}
$$

and here $N a b$ is the total number of all active terminals.
Proposition 3: The calls flow intensity occupying all A and $B$ terminals (Fab) is a sum of the intensities of the calls flow occupying the A-terminals $(\mathrm{Fa})$ and the B-terminals $(\mathrm{Fb})$ :

$$
\begin{equation*}
F a b=F a+F b . \tag{3}
\end{equation*}
$$

The Little's formula for the comprised virtual devices a and $\mathbf{b}$ gives dependences for the intensities of the calling $(Y a)$ and called $(Y b)$ :

Proposition 4:

$$
\begin{equation*}
Y a=F a T a . \tag{4}
\end{equation*}
$$

## Proposition 5:

$$
\begin{equation*}
Y b=F b T b . \tag{5}
\end{equation*}
$$

In [4], with the help of the above assumptions, analytical expressions for the parameters of the queuing system - expected length of the queue $(Y q)$, mean time of service in the $q$ device $(T q)$ and the probability of blocked queuing ( $P b q$ ) are derived. Here, we present them without proof, but using a more appropriate notation.

## Proposition 6:

$$
\begin{equation*}
Y q=\frac{p_{0} r^{N s} \rho}{N s!(1-\rho)^{2}}\left[(\rho-1) \rho^{N q}(N q+1)+1-\rho^{N q+1}\right] . \tag{6}
\end{equation*}
$$

Proposition 7:

$$
\begin{equation*}
T q=\frac{p_{0} r^{N s} \rho}{N s!(1-\rho)^{2}} \frac{\left[(\rho-1) \rho^{N q}(N q+1)+1-\rho^{N q+1}\right]}{\lambda(1-P b q)} \tag{7}
\end{equation*}
$$

Proposition 8:

$$
\begin{equation*}
P b q=\frac{\lambda^{N s+N q}}{N s^{N q} N s!\mu^{N s+N q}} p_{0} \tag{8}
\end{equation*}
$$

In the above three propositions, we have used the following notation:

$$
\begin{gathered}
p_{0}^{-1}= \begin{cases}\sum_{n=0}^{N s-1} \frac{r^{n}}{n!}+\frac{r^{N s}}{N s!} \frac{1-\rho^{N q+1}}{1-\rho} & \text { for } \rho \neq 1 . \\
\sum_{n=0}^{N s-1} \frac{r^{n}}{n!}+\frac{r^{N s}}{N s!}(N q+1) & \text { for } \rho=1,\end{cases} \\
\frac{1}{\mu}=Y s\left[\frac{Y i s+Y n s+Y c s}{F i s+F n s+F c s}+\frac{Y b r+Y a r+Y c c+Y a c}{F b r+F a r+F a c+F c c}\right], \\
\lambda=o f r . F q, r=\frac{\lambda}{\mu}, \rho=\frac{r}{N s} .
\end{gathered}
$$

## III. DERIVATION OF ANALYTICAL EXPRESSIONS FOR SOME OF THE PARAMETERS OF OVERALL TELECOMMUNICATION SYSTEM WITH QUEUE

Here, we demonstrate how the conceptual model shown in Figure 1 can be used for derivation of analytical expressions for some of the parameters of the model. In particular, we shall derive expressions for the mean intensity of the B-terminals $(F b)$, the mean service time of the A-terminals ( $T a$ ) and the intensity of the repeated flow of the A-terminals (rep.Fa).

Theorem 1:

$$
\begin{gather*}
F b=F a(1-P a d)(1-P i d)(1-P b q)(1-P i s)(1-P n s) \\
\cdot(1-P b r) . \tag{10}
\end{gather*}
$$

Proof: Before occupying the intent B-terminals with mean intensity $F b$, the a-calls have to avoid all six types of losses considered in the model in Figure 1 with probability 1 minus the corresponding probabilities for directing the calls to each of the devices ad, id, bq, is, ns, br. These probabilities are multiplied since we have independent events. Here, we use assumptions $1,5,6,7,8$ and 9 .

Theorem 2:
$T a=$ Ted + PadTad $+(1-$ Pad $)[$ PidTid $+(1-$ Pid $)[T c d+$

$$
\begin{align*}
& +P b q T b q+(1-P b q)[T q+\text { PisTis }+(1-P i s)[P n s \text { Tns } \\
& +(1-P n s)[T c s+P b r T b r+(1-P b r) T b]]]]] . \tag{11}
\end{align*}
$$

Proof: From the conceptual model on Figure 1, the parameters' independence (Assumption 7) and the virtual channel switching (Assumption 10), we have that $Y a$ is a sum of the traffics of all base virtual devices included in the comprising a device.

$$
\begin{align*}
Y a=Y e d+ & Y a d+Y c d+Y i d+Y b q+Y q+Y i s+Y c s+Y n s \\
& +Y b r+Y a r+Y c r+Y a c+Y c c . \tag{12}
\end{align*}
$$

Using Little's formula, we can express the traffic intensities in the following way:

$$
\begin{gather*}
Y e d=\text { FaTed }  \tag{13}\\
Y a d=\text { FadTad }=\text { Fa PadTad }  \tag{14}\\
\text { Yid }=\text { FidTid }=\text { Fa }(1-\text { Pad }) \text { PidTid }, \tag{15}
\end{gather*}
$$

$$
\begin{equation*}
Y c d=F c d T c d=F a(1-P a d)(1-P i d) T c d \tag{16}
\end{equation*}
$$

$$
\begin{equation*}
Y b q=F b q T b q=F a(1-P a d)(1-P i d) P b q T b q, \tag{17}
\end{equation*}
$$

$$
\begin{equation*}
Y q=F q T q=F a(1-P a d)(1-P i d)(1-P b q) T q, \tag{18}
\end{equation*}
$$

Yis $=$ FisTis $=F a(1-$ Pad $)(1-$ Pid $)(1-$ Pbq $)$ PisTis,

$$
Y n s=F n s T n s=F a(1-P a d)(1-P i d)(1-P b q)
$$

$$
\begin{equation*}
\cdot(1-P i s) P n s \text { Tns } \tag{20}
\end{equation*}
$$

$$
\begin{gather*}
Y c s=F c s T c s=F a(1-P a d)(1-P i d)(1-P b q) \\
\cdot(1-P i s)(1-P n s) T c s \tag{21}
\end{gather*}
$$

$$
\begin{gather*}
Y b r=F b r T b r=F a(1-P a d)(1-P i d)(1-P b q) \\
\cdot(1-P i s)(1-P n s) P b r T b r . \tag{22}
\end{gather*}
$$

From Assumption 8, we have that $Y a r, Y c r, Y a c$, and $Y c c$ are the same for the $\mathbf{A}$ and $\mathbf{B}$ terminals. Therefore, using Theorem 1, we obtain

$$
\begin{align*}
Y b= & Y a r+Y c r+Y a c+Y c c=F a(1-P a d)(1-P i d) \\
& \cdot(1-P b q)(1-P i s)(1-P n s)(1-P b r) T b \tag{23}
\end{align*}
$$

After substitution of (13)-(23) in (12) and using (4) we obtain (11).

Theorem 3:
rep. $F a=$ Fa\{Pad Prad $+(1-$ Pad $)[$ Pid Prid $+(1-$ Pid $)$

$$
\begin{gather*}
\cdot[\text { Pbq Prbq }+(1-\text { Pbq })[\text { Pis Pris }+(1-\text { Pis }) \\
\cdot[\text { Pns Prns }+(1-\text { Pns })[\text { Pbr Prbr }+(1-\text { Pbr }) \\
\cdot[\text { Par Prar }+(1-\text { Par })[\text { Pac Prac }+ \\
+(1-\text { Pac }) \text { Prcc }]]]]]]]\} . \tag{24}
\end{gather*}
$$

Proof: Using Figure 1 and Assumption 1, rep.Fa can be expressed as a sum of intensities of repeated attempts flows in all branches:

$$
\begin{gather*}
\text { rep. Fa }=\text { Frad } \\
+ \text { Frid }+ \text { Frbq }+ \text { Fris }+ \text { Frns }+ \text { Frbr }  \tag{25}\\
\\
+ \text { Frar }+ \text { Frac }+ \text { Frcc } .
\end{gather*}
$$

Using the graphical representation in Figure 1, the intensities of the reapeated attempts flows in all branches can be expressed as a function of $F a$ in the following ways:

$$
\begin{gather*}
\text { Frad }=\text { Fa Pad Prad } \\
\text { Frid }=F a(1-\text { Pad }) \text { Pid Prid } \\
\text { Frbq }=F a(1-P a d)(1-\text { Pid }) \text { Pbq Prbq, } \\
\text { Fris }=F a(1-P a d)(1-\text { Pid })(1-P b q) \text { Pis Pris }  \tag{29}\\
\text { Frns }=F a(1-P a d)(1-P i d)(1-P b q)(1-P i s) \\
\cdot P n s \text { Prns, } \tag{30}
\end{gather*}
$$

$$
F r b r=F a(1-P a d)(1-P i d)(1-P b q)(1-P i s)
$$

$$
\begin{equation*}
\cdot(1-P n s) P b r \text { Prbr } \tag{31}
\end{equation*}
$$

$$
\begin{align*}
\text { Frar }= & F a(1-\text { Pad })(1-\text { Pid })(1-\text { Pbq })(1-\text { Pis }) \\
& \cdot(1-\text { Pns })(1-\text { Pbr }) \text { Par Prar }, \tag{32}
\end{align*}
$$

$$
\begin{gather*}
F r a c=F a(1-P a d)(1-P i d)(1-P b q)(1-P i s) \\
\cdot(1-P n s)(1-P b r)(1-P a r) \text { Pac Prac }, \tag{33}
\end{gather*}
$$

Frcc $=F a(1-P a d)(1-P i d)(1-P b q)(1-P i s)(1-$ Pns $)$

$$
\begin{equation*}
\cdot(1-\operatorname{Pbr})(1-\operatorname{Par})(1-\operatorname{Pac}) \operatorname{Prcc} . \tag{34}
\end{equation*}
$$

Adding equations (26)-(34) and performing elementary operations, we obtain the right-hand side of (24). This completes the proof.

Using Theorem 3, we can determine the intensity of the input flow to the telecommunication system ( $F a=$ inc. $F a$ ). From the graphical representation of the system shown in Figure 1, we have that the intensity of the incoming flow can be represented as a sum of the intensities of the demand calls (dem.Fa) and the repeated attempts (rep.Fa):

$$
\begin{equation*}
F a=\operatorname{dem} \cdot F a+r e p . F a \tag{35}
\end{equation*}
$$

As in the classical model of overall telecommunication system [1], we use the following equation for the intensity of the demand calls:

$$
\begin{equation*}
\operatorname{dem} \cdot F a=F o(N a b+M Y a b), \tag{36}
\end{equation*}
$$

where $F o$ is the intensity of the input flow from one idle terminal, $N a b$ is the number of active terminals and $M$ is a parameter characterizing Bernoulli-Poisson-Pascal (BPP) flow of demand calls [1]. When $M=-1$, demand flow corresponds to Bernoulli (Engset) distribution. When $M=0$ - to Poisson (Erlang) and when $M=1$ - to Pascal (Negative binomial) distribution. In general, $M$ can take every value in the interval $[-1,1]$.

The following classification of the parameters is proposed in [4]:

- $\quad$ Static parameters: $M, N a b, N s, T e d$, Pad,Tad, Prad, Pid,Tid, Prid,Ted, Pis,Tis, Pris, Pns,Tns,Tes, Prns,Tbr, Prbr, Par,Tar, Prar,Tcr, Pac,Tac,
Prac, Tcc, Prcc, Nq,Tbq, Trbq, Prbq. Their values are considered independent of the system state $Y a b$ (see [9]) but may depend on other factors. For the model time interval, they are considered constants.
- Dynamic parameters: Fo, Yab, Fa, dem.Fa, rep.Fa, $P b s, P b r, o f r . F q, c r r . F s, T q, P b q$. Their values are mutually dependent.
Using this classification, we can express rep.Fa as a function of the dynamic parameters $F a, P b r$ and $P b q$.

Theorem 4: The intensity of the calls of repeated attempts rep.Fa can be determined by

$$
\begin{equation*}
r e p . F a=F a\left[R_{1}+R_{2}(1-P b q) P b r+R_{3} P b q\right], \tag{37}
\end{equation*}
$$

where

$$
\begin{align*}
R_{1}= & \text { PadPrad }+(1-\text { Pad })[\text { PidPrid }+(1-\text { Pid })[\text { PisPris } \\
& +(1-\text { Pis })[\text { PnsPrns }+(1-\text { Pns })[\text { ParPrar } \\
& +(1-\text { Par })[\text { PacPrac }+(1-\text { Pac }) \text { Prcc }]]]]] \tag{38}
\end{align*}
$$

$$
R_{2}=(1-P a d)(1-P i d)(1-P i s)(1-P n s)[P r b r
$$

$$
\begin{equation*}
-\operatorname{ParPrar}-(1-\operatorname{Par})[\operatorname{PacPrac}+(1-\operatorname{Pac}) \operatorname{Prcc}]] \tag{39}
\end{equation*}
$$

$$
\begin{aligned}
& \quad R_{3}=(1-\text { Pad })(1-\text { Pid })[\text { Prbq }-[\text { PisPris } \\
& + \\
& +(1-\text { Pis })[\text { PnsPrns }+(1-\text { Pns })[\text { ParPrar } \\
& + \\
& (1-\text { Par })[\text { PacPrac }+(1-\text { Pac }) \text { Prcc }]]]]]
\end{aligned}
$$

Proof: Adding equations (26)-(34), taking into account (25) and separating static from dynamic parameters, we obtain

$$
\begin{gather*}
\text { rep.Fa }=\text { Fa\{PadPrad }+(1-\text { Pad })[\text { PidPrid } \\
+(1-\text { Pid })[\text { PisPris }+(1-\text { Pis })[\text { PnsPrns }+(1-\text { Pns }) \\
\cdot[\text { ParPrar }+(1-\text { Par })[\text { PacPrac }+(1-\text { Pac }) \text { Prcc }]]]]] \\
+(1-\text { Pbq }) \text { Pbr }(1-\text { Pad })(1-\text { Pid })(1-\text { Pis })(1-\text { Pns })[\text { Prbr } \\
- \text { ParPrar }-(1-\text { Par })[\text { PacPrac }+(1-\text { Pac }) \text { Prcc }]] \\
\quad+\text { Pbq }(1-\text { Pad })(1-\text { Pid })[\text { Prbq }-[\text { PisPris } \\
\quad+(1-\text { Pis })[\text { PnsPrns }+(1-\text { Pns })[\text { ParPrar } \\
+(1-\text { Par })[\text { PacPrac }+(1-\text { Pac }) \text { Prcc }]]]]]\} \tag{41}
\end{gather*}
$$

Now, we denote the expression in (41) which does not contain dynamic parameters by $R_{1}$, the coefficient of $(1-P b q) P b r$ by $R_{2}$ and the coefficient of $P b q$ by $R_{3}$ and we obtain (37). This proves the theorem.

Similarly, after separating static from dynamic parameters in (11) and using the Little's formula for the $A$-terminals' traffic intensity $(Y a)$, we obtain the following representation:

Theorem 5:
$Y a=F a\left[S a_{1}+S a_{2}(1-P b q) T q+S a_{3}(1-P b q) P b r+S a_{4} P b q\right]$,
where
$S a_{1}=T e d+$ PadTad $+(1-$ Pad $)[$ PidTid $+(1-P i d)[T c d$

$$
\begin{equation*}
+ \text { PisTis }+(1-P i s)[P n s T n s+(1-P n s)[T c s+T b]]]] \tag{43}
\end{equation*}
$$

$$
\begin{equation*}
S a_{2}=(1-P a d)(1-P i d) \tag{44}
\end{equation*}
$$

$S a_{3}=(1-P a d)(1-P i d)(1-P i s)(1-P n s)(T b r-T b)$.
$S a_{4}=(1-$ Pad $)(1-$ Pid $)[T b q-$ PisTis $-(1-$ Pis $)[$ PnsTns

$$
+(1-P n s)[T c s+T b]]]
$$

Proof: We denote by $S a_{1}$ the sum of all expressions in (11) that do not include dynamic parameters:
$S a_{1}=T e d+$ PadTad $+(1-P a d)[P i d T i d+(1-P i d)[T c d$

$$
\begin{equation*}
+P i s T i s+(1-P i s)[P n s T n s+(1-P n s)[T c s+T b]]]] . \tag{47}
\end{equation*}
$$

We denote by $S a_{2}$ the coefficient of $(1-P b q) T q$ in (11):

$$
\begin{equation*}
S a_{2}=(1-P a d)(1-P i d) \tag{48}
\end{equation*}
$$

We denote by $S a_{3}$ the coefficient of the expression (1$P b q) P b r$ in (11) :

$$
\begin{equation*}
S a_{3}=(1-P a d)(1-P i d)(1-P i s)(1-P n s)(T b r-T b) \tag{49}
\end{equation*}
$$

We denote by $S a_{4}$ the coefficient of $P b q$ in (11):

$$
\begin{gather*}
S a_{4}=(1-P a d)(1-P i d)[T b q-\text { PisTis }-(1-\text { Pis })[\text { PnsTns } \\
+(1-P n s)[T c s+T b]]] \tag{50}
\end{gather*}
$$

In this way, for $T a$ we obtain the representation:
$T a=S a_{1}+S a_{2}(1-P b q) T q+S a_{3}(1-P b q) P b r+S a_{4} P b q$.
After substitution of (51) in (4), we confirm the validity of (42).

Theorem 6: The traffic of all simultaneously busy terminals $Y a b$ as a function of $F a$ and other parameters is given by

$$
\begin{gather*}
Y a b=F a\left[S_{1}+S_{2}(1-P b q) T q+S_{3}(1-P b q) P b r\right. \\
\left.+S_{4} P b q\right] \tag{52}
\end{gather*}
$$

where
$S_{1}=$ Ted + PadTad $+(1-P a d)[P i d T i d+(1-P i d)[T c d$ + PisTis $+(1-P i s)[P n s T n s+(1-P n s)[T c s+2 T b]]]]$,
$S_{3}=(1-P a d)(1-P i d)(1-P i s)(1-P n s)(T b r-2 T b)$,
$S_{4}=(1-P a d)(1-P i d)[T b q-$ PisTis $-(1-$ Pis $)[P n s$

$$
\begin{equation*}
+(1-P n s)[T c s+2 T b]]] \tag{56}
\end{equation*}
$$

Proof: From (1), (4), (5) and Theorem 1 we have

$$
Y a b=Y a+Y b=F a T a+F b T b=F a\{T a
$$

$$
\begin{equation*}
+(1-P a d)(1-P i d)(1-P b q)(1-P i s)(1-P n s)(1-P b r) T b\} \tag{57}
\end{equation*}
$$

After substitution of $T a$ in the above equation with its equal expression from (51), we obtain:

$$
\begin{gather*}
Y a b=F a\left\{S a_{1}+S a_{2}(1-P b q) P b r+S a_{3}(1-P b q) P b r\right. \\
+S a_{4} P b q-(1-P a d)(1-P i d)(1-P i s)(1-P n s) \\
\cdot(1-P b q) P b r T b+(1-P a d)(1-P i d)(1-P i s) \\
\cdot(1-P n s)(1-P b q) T b\} \tag{58}
\end{gather*}
$$

In the above expression, we denote by $S_{1}$ the part which does not contain $T_{q}, P b q$ and $P b r$ :

$$
\begin{align*}
& S_{1}=S a_{1}+(1-P a d)(1-P i d)(1-P i s)(1-P n s) T b= \\
& T e d+\text { PadTad }+(1-P a d)[P i d T i d+(1-\text { Pid })[T c d+\text { PisTis } \\
& \quad+(1-\text { Pis })[P n s T n s+(1-P n s)[T c s+2 T b]]]] . \tag{59}
\end{align*}
$$

By $S_{2}$ we denote the coefficient of $(1-P b q) T q$ and it is equal to $S a_{2}$ :

$$
\begin{equation*}
S_{2}=S a_{2}=(1-P a d)(1-P i d) . \tag{60}
\end{equation*}
$$

By $S_{3}$ we denote the coefficient of $(1-P b q) P b r$ :

$$
\begin{align*}
& S_{3}=S a_{3}-(1-P a d)(1-P i d)(1-P i s)(1-P n s) T b \\
= & (1-P a d)(1-P i d)(1-P i s)(1-P n s)(T b r-2 T b) . \tag{61}
\end{align*}
$$

Finally,we denote the coefficient of Pbq in (58) by $S_{4}$ :

$$
\begin{gather*}
S_{4}=S a_{4}-(1-P a d)(1-\text { Pid })(1-\text { Pis })(1-P n s) T b= \\
(1-\text { Pad })(1-\text { Pid })[T b q-\text { PisTis }-(1-\text { Pis })[\text { PnsTns } \\
+(1-\text { Pns })[T c s+2 T b]]] \tag{62}
\end{gather*}
$$

This proves Theorem 6.
Now, we can express $F a$ as a function of the intensity of the input flow of one idle terminal ( Fo ), $P b r, P b q$ and $T q$.

Theorem 7:

$$
\begin{gather*}
F a\left[1-F o M\left[S_{1}+S_{2}(1-P b q) T q+S_{3}(1-P b q) P b r\right.\right. \\
\left.\left.+S_{4} P b q\right]-R_{1}-R_{2}(1-P b q) P b r-R_{3}\right]=F o N a b . \tag{63}
\end{gather*}
$$

Proof: From (35) and (36), we have

$$
\begin{equation*}
F a=F o N a b+F o M Y a b+r e p . F a . \tag{64}
\end{equation*}
$$

After substitution of $Y a b$ and rep.Fa with their equal expressions from (52) and (37), respectively, and regrouping we obtain (63).

## IV. CONLUSIONS AND FUTURE WORK

The analytical expressions derived here are the first step towards the construction of a complete analytical model of the overall telecommunication system with queue. The analytical model can be used for solving different teletraffic tasks such as Quality of Service (QoS) prediction task, technical characteristics task (e.g., network dimensioning / redimensioning for guaranteeing the target QoS), human behavior task (investigate possible effects of users' behavior and prepare recommendations and administrative limitations, e.g., of the maximal duration of ringing and busy tone), etc. For the purpose of constructing an analytical model that is easier to work with, in the expression for $T a$ derived here, the static and dynamic parameters are separated. The presented results allow definitions of new overall telecommunication system performance indicators, including human users' characteristics, following the approach described in [10]. A problem will be the numerical solution of the derived system of equations, because it is non-linear due to comprising Erlang-type queuing blocking formula. The current investigations confirm our belief in a successful numerical solution of the system, using the methods discussed in [1] and [11].
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#### Abstract

This paper presents a new architecture framework, which is the research result of a series of practical problem solving implementations and further developments of the common knowledge base and integrated application components. The framework is considered knowledge-centric, based on the fundamental knowledge resources, which constitute the fundamental base and imply the core of key assets. Besides the further knowledge development, the knowledge-centric architecture flexibly allows implementations of computation components for many scenarios and the employment of available computation infrastructures. An important quality of the architecture framework is the intrinsic value to assign different roles for the professional tasks in creation and development cycles. These roles regards the major complements of knowledge, including factual, conceptual, and procedural components as well as documentation. This paper refers to a base excerpt of previous implementations and illustrates the framework for an advanced implementation case of knowledge mining. The main goal of this research is to outline the new knowledge-centric architecture and to provide a base for further long-term multi-disciplinary implementations and realisations.


Keywords-Knowledge Mining and Mapping; Computation Architecture; Context Creation; Universal Decimal Classification; Knowledge-centric Computing.

## I. Introduction

All implementations of mathematical machines, which we call 'computer systems' today, can strictly only deal with formal systems. Knowledge is a capability of a living organism and can itself not be incorporated by formal systems. Neither can intrinsic meaning, which is an essential characteristics of real knowledge and a unique stronghold of knowledge be a matter of formal systems nor can mathematical relations, the theory of sets, exlusiveness or creating completeness be applied to knowledge.

Solutions requiring a wide range of knowledge content as well as implementations of algorithms and components are often difficult to handle, the more when it comes to operating the resulting solutions for decades or even further developing content and implementations for long-term. Over time, the further developments and services are becoming more complicated without a common, holistic frame for content and implementation. When gathering a large number of independent implementations, we experienced an increasing heterogeneity in content development but also in implementations of computing components.

This background is the major motivation for the development of an advanced framework based on long-term Knowledge Resources and integrated application components providing a valuable means of tackling the challenges. Nevertheless, in complex cases even such major component groups cannot protect long-term challenges, if there is no basic framework architecture caring for knowledge and computational implementation. The practice of creating solutions, which have to deal with the complements of knowledge suggests that flexible but nevertheless methodological, systematical approaches are required. The goal of this research is to create such knowledge-centric architecture, based on a wide range of multi-disciplinary implementations and practical case studies in different disciplines and dealing with different foci, for many years. While further developing and updating the knowledge related attributes, data, implementations, and solutions, all of them had to be revisited over time, improving and where necessary recreating implementation and content.

Knowledge Resources and originary resources cover the complements of factual, conceptual, procedural, and metacognitive complements, e.g., from collections and references resources. The architecture presented here aims to seamlessly integrating separate roles of contributing parties, e.g., scientific staff creating research data, professional classification by experienced research library specialists, and developers of application components as well as services. The guideline was enabling to retain the knowledge required to resemble the intrinsic complexity of realia situations, real and material instead of abstract situations, while allowing lex parsimoniae principles of William of Ockham for problem solving. The overall outcome gained from the development of practical solutions led to the creation of a knowledge-centric architecture, which essentials are presented in the following sections.
This paper is organised as follows. Section II introduces to fundaments and previous work, Section III presents the architecture being result of this research. Sections IV and V deliver an implementation case of two major use-cases, including a discussion. Section VI summarises the results and lessons learned, conclusions, and future work.

## II. Fundaments and Previous Work

With one of the best and most solid works, Aristotle outlined the fundaments of terminology and of understanding knowledge [1] being an essential part of 'Ethics' [2]. Information sciences can very much benefit from Aristotle's fundaments
and a knowledge-centric approach, e.g., by Anderson and Krathwohl [3], but for building holistic and sustainable solutions they need to go beyond the available technology-based approaches and hypothesis [4] as analysed in Platons' Phaidon. So far, there is no other practical advanced knowledge-centric architectural specification known, which implements these fundaments. Making a distinction and creating interfaces between methods and applications [5], the principles are based on the methodology of knowledge mapping [6]. The implementation can make use of objects and conceptual knowledge [7] and shows being able to build a base for applications scenarios like associative processing [8] and advanced knowledge discovery [9]. Based on this background, during the last decades, a number of different case solutions were created, implemented, and realised on this fundament, including: Dynamical visualisation, knowledge mining, knowledge mapping, Content Factor, phonetic algorithms, Geoscientific Information Systems (GIS), Environmental Information Systems (EIS), cartographic mapping, service design, service management, and High End Computation. All such implementations include extensive use of Knowledge Resources and computation algorithms. This paper, presenting the new architecture, does not allow to illustrate the details of any implementation. Therefore, an excerpt of practical solutions is cited, which have been reimplemented by the collaboration of the participated research groups and published, creating a base for this architecture. Representative examples are a) integrated systems and supercomputing resources used with phonetic algorithms and pattern matching [10] for knowledge mining [11], b) multi-dimensional context creation based on the methodology of Knowledge Mapping [12], and c) an exemplary resulting, widely used conceptual knowledge subset for geo-spatial scenarios [13]. The Knowledge Resources cover the factual, conceptual, procedural, and metacognitive complements in all cases, e.g., from collections and references resources.

An understanding of the essence and complexity of universal, multi-disciplinary knowledge can be achieved by taking a closer look on classification. The state-of-the-art of classifying 'universal knowledge' is the Universal Decimal Classification (UDC) [14] and its solid background, flexibility, and long history. The LX Knowledge Resources' structure and the classification references [15] based on UDC [16] are essential means for the processing workflows and evaluation. Both provide strong multi-disciplinary and multi-lingual support. For the research, all small unsorted excerpts of the Knowledge Resources objects only refer to main UDC-based classes, which for this publication are taken from the Multilingual Universal Decimal Classification Summary (UDCC Publication No. 088) [17] released by the UDC Consortium under the Creative Commons Attribution Share Alike 3.0 license [18] (first release 2009, subsequent update 2012). These components and their qualities are integrated in the resulting architecture with the methodologies and systematic use.

## III. Resulting Knowledge-Centric Architecture

As discussed above, the presented architecture is the result based on a series of previously implemented problem solutions and Knowledge Resources developments over the last years.

## A. General Computation Architecture

The complements diagram of the implementation architecture [19][20][21] is shown in Figure 1. The major components


Figure 1. Complements diagram of the resources components architecture, including the three main complements of core, module, and result resources.
are core resources and module resources. The result resources include objects collections, which result from the application of core and module resources in arbitrary scenarios. The sizes of this figure and the associated complements diagrams correspond, the following figures show complementary details from this context. The core resources in this architecture comprise required resources. The complements diagram (Figure 2) shows the essential detail.


Figure 2. Computation architecture: Complements diagram of general core resources, from originary to knowledge and application resources.

The core resources can be divided into three categories: The central Knowledge Resources, originary resources, and application resources and components. The first, the Knowledge Resources, can include collections and containers as well as integrated resources and references to resources. The second, the originary resources, can include realia and original sources, which in many cases may have instances in the Knowledge Resources. The third, the application resources, can include implementations of algorithms, workflows, and procedures, which form applications and components. Instances of these components can also be employable in solutions due to their procedural nature, e.g., in module resources.
The complements diagram of general module resources is shown in Figure 3. A general set of module resources consists of input resources, modules, and output resources. The central workflow module entities are accompanied by interface module entities for input and output resources. For many architecture


Figure 3. Computation architecture: Complements diagram of module resources, from input, interfaces and workflow entities to output.
implementations, chains of module resources can be created, which can, for example, be used in pipeline and in parallel.

## B. Architecture Complements for Knowledge Mining

For the case of knowledge mining, the complements diagram of the core resources is shown in Figure 4. Application re-


Figure 4. Knowledge Mining: Complements diagram of the core resources and examples of their contribution implementations.
sources and components are based on module implementations and program components for the knowledge mining realisation. Implementations employ scripting, high level languages, and third party components. Knowledge Resources and originary resources cover the complements of factual, conceptual, procedural, and metacognitive complements, e.g., from collections and references resources.

The respective complements diagram of a module resource for a text based knowledge mining implementation consists of several features (Figure 5). The input and output resources


Figure 5. Knowledge Mining: Complements diagram of a module resource used for creating module chains for text based knowledge mining.
consist of text object instances in text based cases of knowledge mining. Here, the module entity implementations were
implemented in C and Perl [22] for the respective implementations. The interface module entities are implemented in Perl, with the option to be on-the-fly generated within a workflow.

The knowledge-centric architecture does focus on resources and application scenarios, one of the most important is computation cases. Large computation workflow chains can be built with the architecture as was demonstrated with the reimplemented solutions for different cases, which were above referred to. An implementation sequence of module resources can be considered an intermediate step in building a workflow. Results within an implementation sequence can be considered intermediate results and instances, e.g., from the integrated mining of collection and container resources.

## IV. Implementation Case and Discussion

The goal was to create a knowledge-centric computation architecture, which allows a close integration of Knowledge Resources with wide spectra of complementary knowledge and flexible, efficient computational solutions, while being able to specify practically required roles for creation and long-term development. The knowledge-centric architecture can provide a base for an arbitrary range of use-cases and associated components. Two major groups of use-cases are

- resources creation and development and
- knowledge mining and selected associated methods.


## A. Major use-case groups

Figure 6 shows an use-case diagram of the knowledgecentric computation architecture. The excerpt illustrates an


Figure 6. Use-case diagram of the knowledge-centric computation architecture: Two major use-case groups with four creator roles.
integrated view on the two groups of knowledge mining (blueish), which was implemented spanning knowledge mining use-cases and knowledge creation and development use-cases (greenish). In this widely deployed scenario, the implementation does have two main types of actors, namely creators and users. The use-cases have different actors, two 'user' roles and four 'creator' roles.

The selected system context is given by the grey box. The selected use-cases (ellipses) can be distinguished in usecases for creators (greenish: resource creation, resource development, edition management, parallelisation) and use-cases for users (bluish: knowledge mining, knowledge mapping, phonetic selection).

Knowledge mining is supported by and using the cases of knowledge mapping and phonetic selection, which inherit to the knowledge mining instance the implemented methods and algorithms contributed by other user groups. For clearness, the creator and other roles for these two cases are not included in this diagram. Knowledge mining, mapping, and phonetic selection include the use-case of Knowledge Resources. The cases of this group are extended by parallelisation, respective computation, here instance based workflow parallelisation, which enables the computation-relevant optimisation for individual implementations and infrastructures.

The Knowledge Resources include the use-case of resource creation, which allows to integrate persistently added results. The use-case of resource creation itself is extended by the use-cases of resource development and edition management, which allows to define editions of resources for consistency in advanced complex application scenarios.

The use-case scenario reflects the professional practice of having separate roles for creating and developing factual, conceptual, procedural, and documentation, respective metacognitive knowledge. In most cases, different specialists are employed for creating and developing

- factual knowledge, e.g., research data and its documentation,
- conceptual knowledge, e.g., classification of knowledge objects,
- procedural knowledge, e.g., procedures, workflows, programs, and their respective documentation,
- metacognitive knowledge, e.g., documentation of experiences.
In practice, the creators are commonly represented by different groups of experts, e.g., scientists, classification experts in scientific libraries, and designers of scientific algorithms and workflows.


## B. Main Components

The core components of a basic knowledge mining implementation with the Knowledge Resources, based on the knowledge-centric computation architecture, can be summarised with a block diagram (Figure 7). The block diagram shows the Knowledge Resources and two types of knowledge object groups, namely object collections and containers. Each type and implementation can have individual and specialised interfaces. Knowledge mining is provided by an interface with the Knowledge Resources. The diagram also contains the interface block, due to the importance of the resource creation use-case. The individual groups have ports, interaction points, which can be used via interfaces, e.g., Knowledge Resources Creation (KRC) port and Knowledge Resources Mining (KRM) port. Components can have further interfaces, with and without delegating ports. It is common that independent resources are in many cases not necessarily orchestrated.


Figure 7. Block diagram of respective knowledge-centric computation architecture components: Excerpt of Knowledge Resources and interfaces.

## C. Activity groups

A number of activities are associated with different components. An important activity regarding the resource creation is the creation-update (Figure 8). The resource creation com-


Figure 8. Activity diagram illustrating the essential object creation-update activities in the knowledge-centric computation architecture.
ponent has to provide creation and update activities for the different creator groups. A simple but important example for resource creation and development is the creation of an object instance and respective updating an existing object with a new instance.

Start state is any state of the Knowledge Resources. End state is a new state of the Knowledge Resources. Regarding resource creation and development use-cases the start and end states should be considered intermediate states. As shown in the use-case diagram, professional practice affords the implementation of according activities for all required, specialised creator roles. A fundamental mining activity with Knowledge Resources is a resource request targeting to create an intermediate result (Figure 9). Start state is any state in a knowledge mining workflow chain. End state is a new state in a knowledge mining workflow chain. Regarding knowledge mining use-cases the start and end states should be considered intermediate states. If a resource is not available then an


Figure 9. Activity diagram of a basic resource request for creating an intermediate knowledge mining result.
ignore-procedure continues for creating an intermediate result. The ignore-procedure can contribute its status to the workflow chain. If the resource is available then an interface is selected for the resource exploration. The exploration can use available activities, e.g., knowledge mapping and phonetic selection, in order to create a resource instance, which contributed to creating an intermediate result for the workflow chain. Examples of activities are multi-dimensional context creation by knowledge mapping [6] and phonetic association, e.g., using Soundex [23][24][25]. Sample Soundex codes developed [11] are used for names in various textual, contextual, and linguistical situations, implemented in order to be integrated in a large number of situations.

## V. Discussion

The computation architecture provides the flexibility that workflow chain modules and whole workflow chains can be employed sequential or parallel. The components in general are not limited by the architecture to be implemented for synchronous or asynchronous accesses if required for arbitrary algorithms and workflows.

The implementations for practical case studies built upon this architecture span different disciplines and deal with different foci. The excerpted cases include general, simplified cases of knowledge mining and practical knowledge development scenarios from realisations, which were implemented for large practical solutions. These cases are relevant because of the professional background and practice required to deal with development of resources and application components for long-term tasks.

In complex scenarios, different disciplines contribute fulfilling different tasks. In case of knowledge creation and development and its valorisation different specialised expertise is required. In general, content and applications are created by different disciplines. Even different aspects of content may
require different specialists groups, different roles, e.g., natural sciences research data and conceptual valorisation are often done by scientists from a respective discipline and information scientists. Many components have to be revisited and improved over time as the results and facilities should be continued and preserved and be available for long-term. In the implementation cases, factual, conceptual, procedural, and metacognitive knowledge is cared for by different experts. The architecture allows flexible and efficient separation of roles. For example, research data can be created by a role and can at any time be amended with classification and procedural documentation by experienced research library specialist and researcher roles.

The Knowledge Resources are containing a lot more content and references than can be used at present time in most cases. The architecture allowed to support retaining the associated knowledge required to resemble the intrinsic complexity of realia situations while implementing selected solutions for isolated as well as complex situations. The development of knowledge mining and the provisioning of services based on these tasks can continuously be done by application developers, accessing the continuously extendable Knowledge Resources.

## VI. Conclusion

The paper presented the research results of creating a knowledge-centric computation architecture. The resulting architecture was developed in continuous cross development of multi-disciplinary, multi-lingual Knowledge Resources and practical knowledge-centric solutions. This paper presented the major qualities of the computation architecture. The practical employment of the architecture was illustrated for advanced knowledge mining and practical development uses-cases.

The contributing research collaboration achieved to create a practical approach for a knowledge-centric computation architecture, which allows the methodological and systematical development and employment of components, including Knowledge Resources. The architecture covers the creation of flexible solutions, which allow to most widely employ the complements of knowledge.

Computation architecture and use-cases proved in practice to support both the seamless separation and integration of roles for different disciplines and tasks while implementing and realising solutions. In addition to the implemented and referred case studies, we showed that major use-cases can be efficiently be managed. Especially, on the one hand, knowledge creation and development can be professionally dealt with by groups from responsible disciplines. On the other hand, knowledge mining relying on the resources can be based on the work of these disciplines while service based use and implementation can be given different roles.
Future research will concentrate on further extending and developing Knowledge Resources in order to provide longterm capacities and creating new advanced algorithms and mining workflows for enabling fundaments for new insight, participating different institutions and roles, based on the knowledge-centric computation architecture.
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#### Abstract

Gradient-based optimization techniques for Computational Fluid Dynamics have been an emerging field of research in the past years. With important applications in industrial product design, science and medicine, there has been an increasing interest to use the growing computational resources in order to improve realism of simulations by maximizing their coherence with measurement data or to refine simulation setups to fulfill imposed design goals. However, the derivation of the gradients with respect to certain simulation parameters can be complex and requires manual changes to the used algorithms. In the case of the popular Lattice Boltzmann Method, various models exists that regard the effects of different physical quantities and control parameters. In this paper, we propose a generalized framework that enables the automatic generation of efficient code for the optimization on general purpose computers and graphics processing units using symbolic descriptions of arbitrary Lattice Boltzmann Methods. The required derivation of corresponding adjoint models and necessary boundary conditions are handled transparently for the user. We greatly simplify the process of fluid-simulation-based optimization for a broader audience by providing Lattice Boltzmann simulations as automatic differentiable building blocks for the widely used machine learning frameworks Tensorflow and Torch.


Keywords-Lattice Boltzmann method; Computational Fluid Dynamics; Adjoint Methods; Gradient-based Optimization; Tensorflow.

## I. Introduction

Applications for optimization using Computational Fluid Dynamics (CFD) range from numerical weather prediction [1], medicine [2], computer graphics [3], scientific exploration in physics to mechanical [4] and chemical engineering [5]. The Lattice Boltzmann Method (LBM) is a promising alternative to established finite element or finite volume flow solvers due to its suitability for modern, parallel computing hardware and its simple treatment of complex and changing geometries [6]. These properties make it also well suited for gradient-based optimization schemes. The gradient calculation for LBMs is based on a backward-in-time sensitivity analysis called Adjoint Lattice Boltzmann Method (ALBM) [7][8]. Manually deriving the adjoint method is a tedious and timeconsuming process. It has to be done for each concrete setup because the adjoint method is highly dependent on the chosen LBM, its boundary conditions, the set of free parameters, and the objective function. This effortful workflow currently impedes the usage of LBM-based optimization by a greater audience with no experience in the implementation of this CFD algorithm, despite the wide range of possible applications. Also for experts, it might be tedious to efficiently implement ALBM for a specific Lattice Boltzmann (LB) model and instance of a
problem, especially if MPI-parallel (message passing interface) execution or Graphics Processing Unit (GPU) acceleration is desired.

A great simplification for the efficient implementation of optimization algorithms by non-experts has been achieved recently in the field of machine learning. Array-based frameworks like Tensorflow [9] and Torch [10] have dramatically accelerated the pace of discovery and led to a democratization of research in this discipline. Commonly needed building blocks are exposed to scripting languages like Python or Lua while preserving a relatively high single-node performance through their implementation in C++ or CUDA. Most of the available operators provide an implementation for the calculation of their gradient which enables the automatic differentiation and optimization of user-defined objective functions. We are convinced that providing automatically generated implementations for arbitrary LBMs as building blocks for optimization frameworks could greatly simplify their usage and increase the efficiency of their implementation. In this paper, we thus present a code generation framework for a wide range of LBMs with automatic derivation of forward and adjoint methods. Our tool generates highly optimized, MPIparallel implementations for Central Processing Units (CPUs) and GPUs, including boundary treatment. We automatically account for optimizable, constant and time-constant variables. The integration of our tool in the automatic differentiation frameworks Tensorflow and Torch allows for rapid prototyping of optimization schemes while preserving the flexibility of switching between various LB models without making tradeoffs in terms of execution performance.

While many stencils code generation tools have been proposed before, ours is the first to our knowledge which facilitates automatic optimization using ALBM, given only a specification of the LB model, the geometry and boundary conditions. Another strength of our approach is that no new domain-specific language is introduced. Instead, we rely on an extension of the widespread computer algebra system SymPy [11] which allows code generation in the familiar programming environment of Python. The novel generation of custom operations from symbolic mathematical representation for both major machine learning frameworks might also be useful for other applications.

Our framework [12] is available as open-source software without the LBM abstraction layer [13]. The results of this paper providing automatically derived operators and integration for PyTorch and Tensorflow are about to be published in the same place.

The remainder of this paper is organized as follows: Section II presents related work regarding LBM, ALBM and frameworks for automatic differentiation. Section III explains the architecture of our framework, while Section IV evaluates and Section V discusses its application on an example problem.

## II. Related Work

## A. Lattice Boltzmann Method

The Lattice Boltzmann Method is a mesoscopic method that has been established as an alternative to classical NavierStokes solvers for Computational Fluid Dynamics (CFD) simulations [6]. It is a so-called kinetic method, using particle distribution functions (PDFs) $f_{i}(\boldsymbol{x}, t)$ to discretize phase space. The PDFs thus represent the probability density of particles at location $\boldsymbol{x}$ at time $t$ traveling with the discrete velocity $\boldsymbol{c}_{i}$. Macroscopic quantities like density and velocity are obtained as moments of the distribution function. Space is usually discretized into a uniform Lattice of cells which can be addressed using Cartesian coordinates. An explicit time stepping scheme allows for extensive parallelization even on extreme scales due to its high locality. The Lattice Boltzmann equation is derived by discretizing the Boltzmann equation in physical space, velocity space and time:

$$
\begin{equation*}
f_{i}\left(\boldsymbol{x}+\boldsymbol{c}_{i} \Delta t, t+\Delta t\right)=f_{i}(\boldsymbol{x}, t)+\Omega_{i}(f) \tag{1}
\end{equation*}
$$

$\Omega_{i}$ denotes the collision operator that models particle collisions by relaxing the PDFs towards an equilibrium distribution. Depending on the concrete collision operator, various different LB models exist [6]: From single-relaxation-time (SRT) models using the Bhatnagar-Gross-Krook approximation over two-relaxation-time (TRT) models proposed by Ginzburg et al. [14] up to generic multi-relaxation-time schemes [15][16]. Recent contributions aim to increase the accuracy and stability of the method by relaxing in cumulant-space instead of moment space [17] or by choosing relaxation rates subject to an entropy condition [18]. Several LBM frameworks exist that aid the user with setting up a full LB simulation, e.g., Palabos [19][20], OpenLB [21] and waLBerla [22][23]. However, none of these frameworks support both LB code generation as well as automatic differentiation for adjoint problems.

## B. Adjoint Methods

Adjoint methods provide efficient means to evaluate gradients of potentially complex time-dependent problems. Given a mathematical model to simulate forward in time, the method of Lagrangian multipliers can be used to derive a complementary backward model [24]. The adjoint can either be determined from a mathematical description of the direct problem (analytical derivation) or by an algorithmic analysis of the code used for forward calculation (automatic differentiation). Examples for automatic derivation of forward and backward code from a high-level symbolic description of partial differential equations (PDEs) are the Devito [25][26] and the Dolfin Adjoint framework [27][28]. Devito generates code for finitedifferences whereas Dolfin uses the finite element method. Frameworks implementing the adjoint method using automatic differentiation are usually not bound to a specific method.

For LBM, manual derivations of the adjoint dominate, either by an analytical gradient of the discrete time stepping step [7] (discretize-then-optimize approach) or by rediscretizing the gradient of a continuous formulation of the Lattice-Boltzmann equation [8] (optimize-then-discretize). Despite most authors recommend the usage of a computer algebra
system for the derivation and Laniewski et al. [4] even use a source-to-source auto-differentiation tool on a forward LBM implementation to obtain backward code, a fully-automated derivation of an ALBM scheme is still missing. ALBMs have been applied to a wide range of problems, e.g., parameter identification [7], data assimilation to measurement data [8], or topology optimization [4][29]-[31]. Also, comparisons with finite-element-based optimization have been made, giving comparable results [30].

## C. Automatic Differentiation

As alternative to analytical derivation, adjoint models can also be obtained using automatic differentiation (AD). Sequential chaining of elementary differentiable operations often helps to avoid typical problems of numerical and analytical differentiation arising in highly complex expressions, like numerical instabilities [24]

AD is based on the multi-dimensional chain rule where the gradient $\nabla f$ of $f=f_{1} \circ f_{2} \circ \cdots \circ f_{N}$ with respect to the inputs of $f_{1}$ can be calculated as

$$
\begin{equation*}
\nabla f=J_{N} \cdot J_{N-1} \cdots \cdots J_{2} \cdot J_{1} \tag{2}
\end{equation*}
$$

where $J_{1}$ to $J_{N}$ are the respective Jacobians of $f_{1}$ to $f_{N}$.
The evaluation of this expression can be performed in different ways [32]: forward-mode automatic differentiation corresponds to a direct evaluation of Equation 2. This corresponds to a direct tracing of the computation paths of the input variables, such that the computation order and memory access pattern is conserved.

In optimization applications, the last Jacobian $J_{N}$ usually correspond to a scalar objective function. In this case, the backward-mode evaluation order becomes favorable, that is obtained by taking the transpose or adjoint of above expression.

$$
\begin{equation*}
\nabla f=\left(J_{1}^{T} \cdot J_{2}^{T} \cdots \cdot J_{N-1}^{T} \cdot J_{N}^{T}\right)^{T} \tag{3}
\end{equation*}
$$

Now, with $J_{N}^{T}$ being a vector, only matrix-vector multiplications have to be performed. This approach is more memoryefficient and also facilitates the incremental calculation of partial gradients. However, this comes with a disadvantage: the paths in the calculation graph are inverted and the evaluation can only begin after the forward pass has completed. All the intermediate results of the forward pass need to be stored and all memory accesses have to be transformed by turning write operations into read operations and vice versa. Changing the memory access pattern can critically harm execution performance, since efficient "pull" kernels that read multiple neighbors and write only locally are transformed into "push" kernels that read local values and write to neighboring cells. This change also affects the parallelization strategy i.e. the halo layer exchange for MPI execution.

For this reason, Hückelheim et al. proposed a scheme called transposed forward-mode automatic differentiation (TF-MAD) for stencil codes that mimics memory access patterns of the forward pass [32]. In this scheme, the summations that evaluate the gradients are re-ordered inside a single time step in similar ways as in the forward differentiation. This preserves the memory access structure while keeping the desired backward-in-time evaluation order.

## III. Methods

In this section we first present a code generation tool for forward LBMs that automates the derivation, performance optimization, and implementation of LBMs for CPUs and GPUs.

Then an extension of this tool for adjoint LBMs is described. Finally, we show how the integration into popular automatic differentiation frameworks enables the user to flexibly describe a wide range of optimization problems.

## A. Automatic LBM Code Generation

The main contribution of this work is a code generation tool for Adjoint Lattice Boltzmann Methods that can be fully integrated into popular automatic differentiation frameworks. Our code generation approach aims to overcome the following flexibility-performance trade-off: On the one hand, the application scientist needs a flexible toolkit to set up the physical model, boundary conditions and objective function. On the other hand, a careful performance engineering process is required, to get optimal runtime performance. This process includes a reformulation of the model to save floating point operations, loop transformations for optimal cache usage and manual vectorization with single-instruction-multiple-data (SIMD) intrinsics. While previously, this had to be done manually, our tool fully automates this process.

On the highest abstraction layer, the Lattice Boltzmann collision operator is symbolically formulated using the formalism of multi relaxation time methods. A set of independent moments or cumulants has to be provided, together with their equilibrium values and relaxation times. This formalism includes the widely used single relaxation time (SRT) and two relaxation time (TRT) methods as a special case. Relaxation times can be chosen either constant or subject to an entropy condition [18]. This layer allows for flexible modification of the model, e.g., by introducing custom force terms or by locally adapting relaxation times for turbulence modeling or simulation of non-Newtonian fluids. One important aspect that increases the complexity of LB implementations significantly is the handling of boundary conditions. Our code generation framework can create special boundary kernels for all standard LB boundary conditions including no-slip, velocity and pressure boundaries.

This high-level LBM description is then automatically transformed into a stencil formulation. The stencil formulation consists of an ordered assignment list, containing accesses to abstract arrays using relative indexing. These assignments have to be independent of each other, such that they can all be executed in parallel.

Both representations are implemented using the SymPy computer algebra system [11]. The advantages of using a Python package for symbolic mathematics are evident: a high number of users are familiar with this framework and problems can be formulated intuitively in terms of abstract formulas. Mathematical transformations like discretization, simplifications and solving for certain variables can be concisely formulated in a computer algebra system. To reduce the number of operations in the stencil description, we first simplify the stencil description by custom transformations that make use of LBM domain knowledge, then use SymPy's generic common subexpression elimination to further reduce the number of operations.

Next, the stencil description is transformed into an algorithmic description, explicitly encoding the loop structure. Loop transformations like cache-blocking, loop fusion and loop splitting are conducted at this stage. The algorithmic description is then finally passed to the C or CUDA backend. For CPUs, an OpenMP parallel implementation is generated that is also explicitly vectorized using SIMD intrinsics. We support the

(b) Backward pass

Figure 1. Auto-differentiation-based optimization with automatically generated kernels for forward and backward pass.

Intel SSE, AVX and AVX512 instruction sets. Vectorization can be done without any additional analysis steps since our pipeline guarantees that loop iterations are independent. Conditionals are mapped to efficient blend instructions. To run large scale, distributed-memory simulations, the generated compute kernels can be integrated in the waLBerla [22][23] framework that provides a block-structured domain decomposition and MPI-based synchronization functions for halo layers.

Feasibility and performance results for this framework have been shown already in the context of large-scale phase-field simulations using the finite element method [12].

## B. Automatic Stencil Code Differentation

In the following, we take advantage of the symbolic representation of the forward stencils as SymPy assignments and use the capabilities of this computer algebra system to implement a set of rules to automatically generate the assignments defining the corresponding adjoint. This distinguishes our method from automatic derivation of adjoint finite difference in the Devito framework [25] which uses SymPy to derive the adjoint directly from the symbolic representation of the partial differential equation and its discretization for finite differences. Our approach is not bound to a specific discretization scheme and can therefore also be applied for LBM.

1) Backward Automatic Differentiation: As aforementioned, we can automatically generate CPU or GPU code for one time step of the targeted method if we are able to express the necessary calculations as a set of symbolic assignments operating on relative read and write accesses. We consider therefore one time step as an elementary operation for our automatic backward differentiation procedure (see Figure 1). This means we determine the gradients of an arbitrary objective function by successively applying the chain rule for each time step and propagate the partial gradients backward in time.

We will represent the forward kernel mathematically as a vector-valued function $f()=.\left(f_{1}(),. f_{2}(),. \ldots, f_{M}().\right)$ which depends on argument symbols $r_{0}, r_{1}, \ldots, r_{N}$ for $N$ read accesses. The result of each component will be assigned to one of the symbols $w_{0}, w_{1}, \ldots, w_{M}$ representing $M$ write
accesses. Both $w_{i}$ and $r_{j}$ operate on two sets of fields that may not be disjunctive.

$$
\begin{equation*}
w_{i} \longleftarrow f_{i}\left(r_{0}, r_{1}, \ldots, r_{N}\right) \quad i \in\{1, \ldots, M\} \tag{4}
\end{equation*}
$$

Symbolic differentiation as provided by SymPy is used to determine and simplify corresponding assignments for the calculation of the discrete adjoint and also for common subexpression elimination. For automatic backward differentiation, an additional buffer for each intermediate result in the calculation graph is required. We denominate relative write and read accesses to adjoint variables corresponding to $w_{i}$ and $r_{j}$ with $\hat{w}_{i}$ and $\hat{r}_{j}$. In other words, our adjoint kernel calculates the Jacobian of the outputs $w_{i}$ of one time step of the forward pass with respect to its inputs $r_{j}$ in order to apply the multidimensional chain rule and to backpropagate the accumulated gradients $\hat{w}$ to $\hat{r}$.

$$
\begin{equation*}
\hat{r}_{j} \longleftarrow \sum_{i=1}^{M} \frac{\partial f_{i}}{\partial r_{j}}\left(r_{0}, r_{1}, \ldots, r_{N}\right) \cdot \hat{w}_{i} \quad j \in\{1, \ldots, N\} \tag{5}
\end{equation*}
$$

Equation 5 is represented, symbolically evaluated, and simplified directly in SymPy. Note that store accesses are transformed into loads and load accesses into stores, while the relative offsets remain unchanged. As long as the stencils defined by $r_{j}$ do not overlap, stores to $\hat{r}_{j}$ can be performed in parallel. Otherwise, the stores have to be realized by atomic additions, accumulating the contributions of each grid cell. This can critically harm execution performance.

In the case of a two-buffer LBM scheme, there are no overlapping read and write accesses. Hence, automatic backward differentiation can safely be applied for parallel execution.
2) Backward Automatic Differentation with Forward Memory Access Patterns: A change in the memory access patterns by transforming forward kernels into backward kernels may not be an issue if the parallel execution can still be guaranteed. However, this is not the case for most stencil operations and one must be aware of the fact that a change in the memory access pattern also affects the implementation of boundary handling. As previously proven by Hückelheim et al. [32], the derivations in the sum of equation 5 can be reordered to mimic the access patterns of the forward pass if certain conditions are met. This is based on the observation that in most cases the forward assignments are written in a form that the write operations can be performed collision-free and in parallel on each output cell. If the perspective is changed and indexing based on the read buffers, Equation 5 can be reformulated in order to yield equivalent operations with collision-free writes in the backward pass: For the sake of simplicity of notation, we assume that all read accesses $r_{0}, r_{1}, \ldots, r_{N}$ operate on the same scalar field $r$. In this case, we can state that each cell of $r$ will have exactly once the role of each $r_{0}, r_{1}, \ldots, r_{N}$. Therefore, we can simply sum over all the read accesses in the forward kernel in order to obtain the gradient $\hat{r}$ for each cell of the read field $r$ :

$$
\begin{equation*}
\hat{r} \longleftarrow \sum_{j=1}^{N} \sum_{i=1}^{M} \frac{\partial f_{i}}{\partial r_{j}}\left(r_{0}, r_{1}, \ldots, r_{N}\right) \cdot \bar{w}_{j} \tag{6}
\end{equation*}
$$

Since in TF-MAD, the indexing is based on the read accesses in the forward pass, the sign of the relative indexes of $\hat{w}$ has to be switched, which is indicated by $\bar{w}$, e.g., the south-east neighbor of the forward write is the north-west neighbor of the forward read.

(a) Forward boundary handling

(b) Backward boundary handling

Figure 2. Adjoint bounce-back boundary: invalid red memory locations and have to be swapped with facing violet locations.
C. Automatic Generation of Adjoint Lattice Boltzmann Methods

To calculate the correct adjoint, not only the method itself but also the boundary handling has to be adapted. Using backward-mode automatic differentiation, a LB scheme with pull-reads from neighboring cells is transformed into a pushkernel that writes to neighboring cells. This transformation also changes the memory access pattern of all boundaries as shown for a bounce-back boundary in Figure 2. Similar to compute kernels, the boundary treatment is also generated from a symbolic representation. This allows us to re-use the same auto-differentiation techniques that we applied earlier to compute kernels and generate backward boundary kernels from their respective forward implementations. The only difference of boundary kernels is their iteration pattern. While compute kernels are executed for each cell, a boundary kernel is executed only in previously marked boundary cells. Boundary values like density or velocity can either be set to a constant or marked for optimization. In the latter case, the gradient with respect to the boundary parameters is automatically derived and calculated as well. All boundary options are accessible to the user through a simple, high-level user interface.

## D. Interface to Machine Learning Frameworks

Next, the automatically generated, efficient CPU/GPU implementations of a LB time step with boundary treatment are integrated into the Tensorflow and Torch packages. We provide building blocks for the LB time step itself and for initialization and evaluation steps that compute LB distribution functions from macroscopic quantities and vice versa. For performance reasons, it is beneficial to combine multiple LB time steps into a single Tensorflow/Torch block.

This allows the user to easily specify an optimization problem by constructing a computation graph in Tensorflow or Torch. The user can choose which quantities should be optimizable, constant or constant over time. The system then automatically derives the necessary gradient calculations. Both machine learning frameworks offer test routines that check whether gradients are calculated correctly by comparing them to results obtained via a time-intensive but generic numerical differentiation method. We use these routines to ensure the correctness of our generated implementations. For simplicity, we do not use advanced checkpointing schemes, like revolve [33], and instead save all the intermediate results of the forward pass. Alternatively, the user can opt to checkpoint only each $n$-th time step and use interpolated values for determination of the Jacobian of the missing forward time steps.

## IV. Evaluation

For evaluation of our framework, we chose a simple geometry optimization problem after verifying the correctness
of our gradient calculations for standard LBM methods by numerical differentiation. Many LBM-based approaches were proposed to make cell-wise optimization stable and feasible, mainly differing in the way of defining the objective functions and their porousity models. The values of various parameters are crucial for the existence of non-trivial solutions and the stability of an optimization scheme.

Our code generation framework allows us to specify objective functions and porous media models in an abstract way that is very close to their mathematical description. Thus one can implement setups from literature without much development effort. As an example we present here a setup investigated by Nørgaard et al. [31]. They use the partial bounceback model of Zhu and Ma [34] and achieve better optimization stability by separating the design domain from the physical permeability. Physical permeability is obtained by applying a filter followed by a soft-thresholding step. The "hardness" of the thresholding is increased during the optimization procedure to enforce a zero/one solution.

We set up a similar problem as described in their work, by requiring a generated geometry in the design domain to have as close area as possible to a certain fraction $\theta$ of the total available domain space and enforcing minimal pressure drop in steady-state. We operate in a low Reynolds number regime with fixed velocity ( 0.01 lattice units per time step, inlets on left side) and fixed pressure conditions ( 1 in lattice units, outlets on right side) as shown in Figure 3. With the same objective function [31], that penalizes pressure drop, deviation from a given volume fraction and instationarity of the LB simulation, we obtain the results as shown in Figure 3.

## V. Conclusion

Our work shows that adjoint LBMs can be automatically derived from a high-level description of the forward method. This makes optimization based on this method also tractable for non-CFD-experts in a wide range of problem domains, by hiding the inherent complexity caused by adjoint derivation, boundary handling, and model implementation.


Figure 4. Proposed work flow for optimization with ALBM.
In our exemplary geometry optimization problem, we could successfully apply our suggested automated work flow (Figure 4): a high-level LB model layer is used to derive a porous media LB scheme, define the simulated geometry and generate corresponding SymPy expressions for all necessary operations including initialization, time stepping and boundary handling. Forward expressions are transformed into their respective adjoint and finally combined into Tensorflow and Torch operations. Note that we decided for performance reasons to fuse time steps and boundary operations to a single operation. Derived gradients are automatically assessed for correctness in concrete problem instances by numerical differentiation.

Code generation is well suited for adjoint-based optimization, especially ALBM. Our tool can be used to experiment with different LB models, boundary treatments, optimizers and objective functions without facing the burden of a manual implementation. The symbolic intermediate representation facilitates a simple automatic derivation of gradients for 2D and 3D models. This helps to maintain clean and re-usable code bases. Our code generation approach still guarantees good performance by delegating hardware-specific optimizations to different backends (CPU, GPU), which has been proven for large-scale phase-field simulations [12], though a performance evaluation for LBM and ALBM is still future work. Portability is provided since integration for new frameworks only requires minimal wrapper code to call our dependency-free C code. We hope that this approach could help to save time and money to bring future code from prototypical experiments to large-scale production.

Our initial work leaves room for a lot of open questions, which need to be evaluated in the future under more realistic conditions. Scientific computing applications need to proof optimum execution performance also on large scale MPI systems. Efficient CFD-based optimization needs to use dedicated optimization frameworks with support for MPI simulations and efficient step size control while machine learning frameworks might be sufficient only for prototyping. Also a more advanced checkpointing strategy, like revolve [33] is needed to reduce memory usage. Furthermore, more research is required to test which generated ALBM models are suited in practice by analyzing their performance in real world examples.
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#### Abstract

Applications need to be constantly re-developed for new devices and infrastructures, and to address new user needs. This leads to an increasing maintenance cost that only large-scale companies can afford. The problem with traditional Turing based programming models is that algorithms cannot be easily adjusted and thus bind the application to an environment. In this paper, we discuss how mathematical definitions can be used to not only describe algorithms, but specifically to allow their transformation and (re-)generation to principally address different infrastructures and requirements at considerably reduced effort.
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## I. INTRODUCTION

Modern infrastructures are defined by a degree of heterogeneity and complexity never encountered before. Myriads of new devices are connected to the internet and want to be used and controlled. Each infrastructure and resource have their own specific characteristics that are difficult to fully exploit without adjusting the application to it. Modern resources may not even be Industry Standard Architecture (ISA) compliant. Hence, such new devices demand significant changes in existing software and a large part of the software industry is already just occupied with ensuring that code runs on and with these new devices.

Traditional programming models based on Turing's concepts [1] are close to the hardware organization. In order to achieve best performance and meet the desired constraints best, every new ISA and hardware organization therefore necessitates a re-thinking and hence re-development of the algorithmic structure to meet the hardware specific characteristics. This leads to significant cost for code maintenance and portability, leading to more than $75 \%$ of the development cost [2][3]. Implicitly, smaller companies with new software ideas will not be able to stand the growing pressure to fix bugs, adapt the software to new devices, etc., whereas the pressure on big companies from small innovative, but un-sustainable ideas, grows constantly.

To overcome these constraints, software engineers have always been working on ways of abstracting from the hardware and thereby trying to get closer to the natural way of specifying tasks. However, in general all new models "just" build up on the existing constraints, thus incorporating
and wrapping them, rather than addressing the problem directly. In the following we will investigate how developers think about software and how they go about addressing specific objectives. Based on these observations, we will try to derive more flexible software engineering principles that will allow for higher portability and adaptability to different platforms. We will demonstrate that by exploiting intrinsic mathematical properties of code and its properties, we can emulate the developer's behavior in code transformation and adaptation, whilst maintaining or addressing specific properties. The work presented here builds up on discussions in the European Commission's Cloud Computing Expert Group and documented in [4][5] which include any background and related work with respect to the approach.

This paper is structured as follows: in Section II, we will examine the typical software engineering principles and try to derive a generalized model from this. Our principles are based on the assumption of mathematical equivalence to code, which we will examine in Section III. Section IV will try to apply this assumption to the full software engineering principles. We discuss the approach in the concluding Section V.

## II. The Software Development Process

Developers are guided by four main principles in their programming process, which we call the four "I"s [5][6]: (1) the Intention behind the application, i.e., what the developer actually wants to achieve with it; (2) the Information used, processed and generated by the application; (3) the Incentive defines the mode in which the functionalities are to be offered, i.e., fast, reliable, etc.; and finally (4) the Infrastructure on which the application is to be executed. Let us see how a developer makes use of these four parameters when programming a (new) software:

## A. Intention

All software starts with an intention, i.e., with an idea of what the application is supposed to do, once finished. Most programmers already think in terms of steps and procedures at this point, but this is just because of their experience, as can be easily observed on programming beginners. In itself, the intention is not bound to any algorithm or process other than by logical constraints: to make a banana milkshake, it is sensible to switch on the blender after banana and milk have
been added, but the order of banana and milk are independent, as is the amount, the type, flavours, etc..

In principle, Turing has already shown that any solvable problem can be solved in a near infinite number of ways, if the individual steps are small enough (think of how to add the banana). The process is not prescribed at this point, though the principle steps involved will be known to most humans, though everyone will execute it differently. The things relevant to know in this context, are only the principle steps involved, the logical constraints and relationships.

## B. Information

Data is one specific form of representing information, and as any communication scientist will know, information is frequently lost by converting it into data. Vice versa, extracting information from data is not always possible and frequently requires human intervention (think of a book as data and the information you extract by reading from it).

For a software engineer, finding the right way of representing information is a challenge on multiple aspects, as it will (1) define the data structure, thereby (2) influencing the algorithmic behavior and (3) constrain the processing and reusability. In general, data is hardly ever the desired outcome of an application, but the information behind it. Even large scale, data-bound applications, such as fluid simulations actually just want to identify where and what kind of turbulences occur, not the pressure and velocity at any given point - we are just constrained in the way that we compute said information without breaking it down into (particle) data. This relationship is complex and requires considerable expertise by the developer.

## C. Incentive

Incentive may seem the least intuitive at first, as it is something that most developers and users specify only indirectly. By nature, the incentive is closely related to the intention, yet changes the "flavor" of the latter ever so slightly, for example if the application is supposed to be fast versus reliable. Incentives can create the most contradiction and confusion, so that developers will have to find the best middle way between all requirements posed towards them.

The incentive is the main deciding factor for generation of the algorithm, as the developer will have to choose whether to generate a parallel code, a service-oriented or modular approach, whether an algorithm is reliable, fast, storage-consuming etc. Traditionally, software developers are trained in a specific direction and will make the choices intuitively, such as is the case for HPC programmers. Thus, to interpret and "enact" an incentive, we need to know the properties of an algorithm. This is a highly theoretical field and, as we shall see, poses many obstacles for automated code generation.

## D. Infrastructure

Obviously, the final algorithmic choices are made when the target infrastructure is known. Obviously, the incentive already plays a large role in selecting the target infrastructure and vice versa - for example a complex code that needs to be executed as fast as possible will probably have to be
parallelised and will have to run hence on a parallel infrastructure; whereas an application with multiple users will probably be destined for a cloud-like web infrastructure, etc.

In this final step, the final code details will be decided, leading to the final algorithm that can be compiled. To realise this, the developer has to know something about the relationship between hardware properties and code behaviour.

## E. Summary

The four parameters (Intention, Information, Incentive, Infrastructure), are sufficient to describe all aspects that guide a developer from idea to code (see Figure 1).


Figure 1. The Software Engineering process.
How can such parameters and the necessary background knowledge for transformation be encoded? We built up on Turing's main principle, namely that computer programs are mathematically solvable problems and hence are mathematically expressible. This means for us that they are hence also treatable as mathematical objects, including all according transformation rules. Based on this assumption, most computable problems and therefore applications should be transformable the same way as mathematical formulas. As an implication, if we can express the (human) software engineering process mathematically, we can also use according rules to perform the transformation steps.

## III. Principles of I4

The idea here is based on the following main principles: (1) any mathematically expressible problem can be converted into an algorithmic structure; (2) mathematical expressions can be treated mathematically; (3) algorithmic structures can be distinguished by their structural properties, which in turn relate to the specific properties of the code.

As a simple example, let us assume we have a simple task (Intention) to count the number of elements in a set of objects. Mathematically, we can define count recursively:

$$
\operatorname{count}(P) \equiv|P|:=\left\{\begin{array}{c}
1 \text { if } \forall p \in P: P \backslash p=\emptyset \\
|Q|+|R| ; Q \subset P ; R=P \backslash Q \text { else }
\end{array}\right.
$$

We can resolve this function by counting the recursively generated leaves (see Figure 2).


Figure 2. Recursive solution of "count(P)".
It is obvious from Figure 2 that the code can be distributed, serialized, etc. - in other words, we can associate different properties with the structures. What is more, the pattern can be easily described in a higher-order-function as: count ( P ) $\equiv$ foldl ( +1 ) 0 P
which can be realized as a for loop over all elements in P - no matter how P is organized. With this definition, we can also apply simple transformations which in turn affect the code behavior again. For example, we know that

```
count(P) = count(Q)+count(R) for RUQ=P
    and thus implicitly
count(P) \equiv foldl (+1) 0 P \equiv foldl (foldl (+1)) 0
(R Q)
```

which represents two consecutive loops. This leads to an execution cost of $p=r+q$ operations $(|\mathrm{P}|=|\mathrm{R}|+|\mathrm{Q}|)$ and thus the same as without transformation. However, as evidenced by Figure 2, we can easily apply a further transformation

```
foldl (+1) 0 P \equiv foldl (+) 0 (map (foldl (+1) 0)
```

(R Q))
which is fully equivalent according to the base properties of foldl and map, but obviously can now be executed in parallel (see Figure 3) and thus leads to operational cost of $\max (r, q)+1$ which is considerably lower than $r+q$.


Figure 3. Recursive solution of "count(P)".
Though this is clearly a very simple example, it still shows how a descriptive task ("count") can be (1) converted into an algorithmic structure which (2) can be transformed on a mathematical basis so as to (3) change its properties, such as computational complexity and degree of parallelism.

## IV. Application to Software Engineering

With this base principle in place, we can examine how the full software engineering process, as described in Section

II, could look like based on mathematical principles. Building up on the "count" example, we can investigate how to count unique elements following the software engineering cycles above, for example to perform statistical evaluations:

## A. Specifying the Intention

As a developer, we have immediately multiple ideas and algorithms in mind how to count unique elements in a given set (array, list) and thus this can serve as a full specification for an application. We can thus define:

Intention: count unique elements
To convert this into the form of mathematical specifications that can be reasoned over, we need to first of all specify the relationship between the "intentions", as "unique before count" with a place holder for the set, i.e.

```
count o unique (P)
```

where count is defined as above and

$$
\text { unique }(P):=\left\{\forall p_{i} \in P: \nexists p_{j} \in P, i \neq j: p_{i}=p_{j}\right\}
$$

It is important to stress here that even though an equality operator ( $=$ ) is used in the definition, this operation may differ completely between types of objects (i.e. Information, see below), just as we could override operators in $\mathrm{C} / \mathrm{C}++$. As long as we uphold all equality properties, this definition holds true, even if only partial aspects are used. This is important for the developer, as the code will change substantially with definition of the data structure.

Notably, again we can split $P$ into subsets $R$ and $Q$, so that $\mathrm{P}=\mathrm{R} \cup \mathrm{Q}$ with $\mathrm{R}=\mathrm{P} \backslash \mathrm{Q}$, leading to
unique $(Q \cup R):=$

$$
\begin{aligned}
& \left\{\forall p_{i} \in\left(Q^{\prime} \cup R^{\prime}\right): \nexists p_{j} \in\left(Q^{\prime} \cup R^{\prime}\right), i \neq j: p_{i}=p_{j}\right\} \\
& \text { with } Q^{\prime}=\left\{\forall q_{i} \in Q: \nexists p_{j} \in Q, i \neq j: q_{i}=p_{j}\right\} \\
& \text { and } \mathrm{R}^{\prime}=\left\{\forall r_{i} \in R: \nexists p_{j} \in R, i \neq j: r_{i}=p_{j}\right\}
\end{aligned}
$$

This looks very similar to a direct split, yet it will be noticed that by default Q' and R' will be smaller than Q and R , respectively, thus reducing the workload for the final uniqueness test. Since we also know that unique must be executed before count, we can specify a general task-flow on basis of the knowledge so far, such as depicted in Figure 4.


Figure 4. Simple task flow for "count unique members of P" (left), respectively the options for splitting P into R and Q (right).

Any reader with development skills will immediately get an idea for the code just from the specifications above - in particular given the capabilities of most higher order languages for operator overloading. From the specification, we can see that all elements need to be compared against each other (see below for optimization), and that the elements of the resulting set then needs to be counted. We can also already see that both operations can be combined
and executed in different distributions, depending on context (Incentive). At this point, a pseudo-code could look like this:

```
Q=P
foreach (q in Q)
    foreach (p in (P\q))
        if (q==p) Q=Q\q
ct=0
foreach (q in Q)
    ct++
```

Note that the code would not execute for multiple reasons, among others because we manipulate the set during traversal. More correctly we would temporarily save the values and remove them in the end - the behavior is nonetheless sufficiently defined at this time.

## B. Influence of Information

It has already been noted that information will greatly influence the code definition above - this is already obvious by the simple circumstance that "uniqueness" is a highly subjective and philosophical notion. We can for example specify that two people are identical if they have the same tax id, or that two objects are the same if they have the same shape and color, etc. As a developer, we would specify the object as a complex struct and overload the equality operation to allow for such behavior. However, as a High Performance Computing (HPC) or Embedded Systems developer, you would probably point out that this structure is not aligned to data access, consider:

```
struct molecule {double px, py, pz, w }
foreach (mol in molecules)
    mol.w = mol.w*C
```

As can be seen, this leads to a stride in memory usage and thus to an $75 \%$ underutilized memory, which in turn affects cache performance, leading to 4 times more cache misses than necessary (see Figure 5).


Figure 5. Memory organisation for an array of structs.
By converting this array of structs into a struct of arrays, we can easily improve memory utilization and thus cache performance (see Figure 6):

```
struct molecules {double px[], py[], pz[], w[] }
foreach (weight in molecules.w)
    weight = weight*c
```

| $0 \times 00$ | $\ldots$ | $0 \times 30$ | $\ldots$ | $0 \times 60$ | $\ldots$ | $0 \times 90$ | $0 \times 98$ | $\ldots$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| px | $\ldots$ | py | $\ldots$ | pz | $\ldots$ | w | w | $\ldots$ |

Figure 6. Memory organisation for a struct of arrays.
With the decision for a specific layout, the developer has constrained adaptability of the algorithm considerably at this
point. Few compilers support the conversion from array of structs to structs of arrays and vice versa and will always need additional information by the developer to do so. By exploiting Information, we do not specify the layout yet - it is in fact often considered a weakness of functional programming that memory layouting cannot be influenced by the programmer [7]:
$P \subset$ People
People have name, location, ...
By adding a specification that we consider two elements in people as identical if they have said the same names:
$\forall p 1, p 2 \in P: p 1=p 2 \Leftrightarrow$ stringmatch(name of p1, name of p2)
We thus have a data structure without a concrete layout and we can easily see that both memory arrangements (see Figure 5 and Figure 6) are possible with this definition.

## C. Setting the Incentives

Notably, the memory layout is directly related to the incentive behind it: a struct of arrays may be more sensible in situations with high performance requirements, whereas an array of struct is sensible if the work is distributed, i.e., when different operations may be performed on the array. Thus, with defining the incentive, we make a concrete instantiation choice for parts of the algorithm, which is closely related to the infrastructure impact, below:

The incentive performance can be seen as a projection function from the data access structure and the executional pattern to cost. We have already indicated above that the operational load can be roughly derived from the number of operations resulting from the size of the set. In algorithm theory, we generally assess the order of complexity based on the execution patterns [8] which gives us an indicator for workload and thus performance of an algorithm. Communication overhead can be assessed through data size, messaging frequency and network properties (see infrastructure). Notably, this provides only relative information, as the size of the data set will still affect distribution, degree of parallelism, etc., but it already allows to distinguish between different choices.

We can see that the parallel implementation of the count - unique function leads to a significant reduction of operational load (per processor). Since we also just access the name property, we can not only reduce the memory load through a struct of arrays, we can even completely discard all other properties associated with People (though this obviously depends on the intention in the first instance).

To realise this, we need to associate the data access cost to a complexity function similar to the algorithmic operation load. Obviously, this is directly related to communication modalities and can thus be assessed similarly, where the cost must be related to non-accessed areas. In other words, we can use indicators, such as ratio between accessed and nonaccessed data size based equally on the access patterns (see Figure 3), as well as on the data structure decisions.

## D. Specifying the target Infrastructure

Only when the task flow is mapped onto a system model can the Incentives be fully assessed and properly matched.

Traditionally, infrastructures are modelled as network graphs, where each node represents a resource and each edge a connection between resources. This allows distribution of deployment graph and thus analysis of the impact on performance, respectively on other Incentives. Given the scale and complexity of modern systems, this approach is not feasible for real world problems. Furthermore, it is as yet unclear, which resource characteristics impact on application properties how -simple properties, such as number of cores, are used, or the hardware is profiled for an application and said profile is then used instead of characteristics.

The I4 model combines these two aspects and relaxes the characteristics definition. We foresee that future machine learning methods building up on the profiling principles devised, e.g. in CACTOS [9], that will automatically categorize profiling information according to the resources used and thus generate more meaningful properties. For now, we assume a relationship graph similar to a network model with annotations meaningful in relation to the Incentives and Intentions, here such as: multicore or simply number of cores, and bandwidth, latency, etc. We can thus define, e.g.

```
User.Dev = {Smartphone}
DB1.Dev = {Virtual, MySQL, 4 cores, ...)}
DB2.Dev = {Virtual, MySQL, 4 cores, ...)}
G = ({User.Dev, Internet}, {(User.Dev, Internet)})
Gt = ({DB1.Dev, DB2.Dev}, {(DB1.Dev, DB2.Dev)})
Gp1 = ({DB1.Dev, Internet}, {(DB1.Dev, Internet)})
Gp2 = ({DB2.Dev, Internet}, {(DB2.Dev, Internet)})
```

This information allows us to generate a simple network graph such as depicted in Figure 7. Comparing this to the potential instantiations of our task graph (see Figure 4), we can immediately recognize the potential task distribution, respectively how the work could be split between resources. This is principally a "simple" graph matching task, bearing in mind that multiple solutions are valid, so greedy matching approaches will be sufficient [10].


Figure 7. Target infrastructure network graph.
Based on the performance incentive, we would try to parallelise and reduce the communication between points, which gives us a general guide to the matching strategy.

## E. Generating the Algorithm

We now have all the relevant information in place that would allow a developer to generate an algorithm that meets the specified requirements (the four "I" s). An experienced developer will also see that some of the choices made above will lead intuitively to sub-optimal solutions. Specifically, the separation of unique and count seems less than optimal, since the loops could be fused. Now, we should note at this point that the approach suggested here does aim at replacing existing compiler techniques and, e.g. loop fusion can also be performed by most compilers. Nonetheless, we will show in
the following how such techniques can be respected and will influence the transformation choices and outcome.

Following the strict usage of all information, we can derive that if both database sources should be considered, the best approach treats the databases DB1 and DB2 as R and Q, respectively (see Figure 4 (right)). We can also see how mapping to the infrastructure allows different distribution of count to exploit task parallelism and communication delays (see Figure 8).


Figure 8. Task flow (see Figure 4) mapped to target infrastructure (see Figure 7).

This analysis is straight-forward and can be directly derived from the individual task-flow graphs that can be spanned by such simple transformations as (1).

We have already seen in Section IV.A, how algorithms can be generally derived from Higher Order Functions. In general, this relationship is more or less straight-forward, though we must bear in mind that different algorithmic presentations exist. For example,
foldl f a P

## can be expressed as

$z=a ;$ for (i=0; i<P.length(); i++) $z=f(z, P[i]) ;$
or, since no order is given by foldl, also as
$z=a$; foreach ( $p$ in $P$ ) $z=f(z, p)$;
Obviously, we could use while loops, serialise the execution, recurse it, etc. Similarly,

```
\(\operatorname{map} f P\)
    can be represented as
for (i=0; i<P.length(); i++) \(z=f(P[i])\);
```

and so on. So, with the definitions for count and unique as discussed, we can derive algorithms for the individual target resources, e.g.

DB2.Device:
$Q^{\prime}=Q$
foreach (q1 in Q)
foreach (q2 in (Q\q1))
if (q1==q2) $Q^{\prime}=Q \backslash q 1$
$Q^{\prime \prime}=Q^{\prime}$
foreach (r in $R^{\prime}$ )
foreach (q3 in $Q^{\prime}$ )
if $\quad(r==q 3) \quad Q^{\prime \prime}=Q^{\prime} \backslash q 3$

It will be noticed that due to the symmetry of equality, not all elements need to be checked with all others, but in fact that if $q 1=q 2$ then $q 2=q 1$ and hence the algorithm for unique can be changed to

```
if (q1==q2)
    Q'=Q\q1
    Q=Q\q2
```

It is important to note that $q 2$ is removed from the search set, due to equality and not from the result set. If we follow the whole process through for each resource, task and all relationships, we thus can generate a task-based execution pattern such as depicted in Figure 9.


Figure 9. Full flow graph for count $\circ$ unique ( $R \cup Q$ ).
By investigating the dependencies between operations, we will also notice that, in principle, counting can be directly merged with testing for uniqueness (see Figure 10). Even though beneficial for cache access, the actual operational load does not change this way though and it is up to the service owners, which versions they prefer - in principle, the transformation processes described here can derive principally any viable distribution, leaving it up to the developer to make a final decision (or just choosing one).


Figure 10. count and unique combined.

## V. CONCLUSIONS

In this paper, we have presented an approach to generate Incentive- and Infrastructure- adapted code using a specification of the Intention of the application and the Information to be processed. The principles build up from
the initial discussions under "Complete Computing" [5] and are still work in progress. For example, while the general principles are clear, the full assumptions and scope of applicability still need to be fully developed and analysed. Even though the same methods will apply for more complex application specifications, the computational complexity rises considerably, necessitating the introduction of metrics to guide the transformation process. Such metrics can be derived from executional properties and backpropagation over the decision tree - this is currently under investigation. Additionally, due to the status of the approach industrial applications cannot be addressed.

Another question obviously arises from problems that are not directly mathematically expressible. Many algorithms have been developed that are basically a set of tasks to be performed, much rather than solving a mathematical problem as such. It can be argued that any computational problem can still be expressed mathematically, though the question would be whether the additional effort is worth the gain. The principles laid out above however easily allow for incorporation of "black boxes" that expose an interface and adhere to well-defined mathematical properties, so that they can be reasoned over, but not changed. This concept will be developed further in the follow-up project to ProThOS.
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#### Abstract

The paper presents the creation of mathematical models from experimental data, which are nonlinear and multidimensional. Such approach is required in many computer-based simulations for a variety of technical objects. It is well known that modern mathematical methods are not able to define, at the same time, both the needed numerical accuracy and the analytical properties. The presented approximation method for non-linear experimental data is a highly accurate mathematical model which contains interesting analytical properties. The method correctness has been validated analytically and experimentally for 1 -dimensional and 2 -dimensional objects. The method accuracy is based on the data "piecewise" approximation, i.e. their local fragmentation. However, in contrast to the "piecewise" approximation, the numerical model fragments are combined by multiplicative-additive transformation, and not by fulfilling coordinate-logical conditions. Therefore, such numerical model has analytical properties, which are used in the mathematical transformations, as multiplicative transformation of the created analytic functions, called "cut out" functions. These functions are locally approximating the data fragments and have analytical properties, which enable them to be added, when the combined analytical model is defined. The method implementation consists of the following successive and relatively independent stages: (1) splitting the data array into fragments, (2) their polynomial approximation, (3) the multiplicative transformation of fragments and (4) their additive combination into only one analytical function. The proposed method is appropriate for the experimental mathematical modeling of complex non-linear objects, in particular, for their use in the physical and technical simulation processes. The authors envisage that this proposed method would be especially useful for the mathematical modeling of the physics occurring in turbulent flows.


Keywords-nonlinear multidimensional mathematical models; experimental data approximation; multiplicative analytical transformations.

## I. Introduction

The creation of Mathematical Models (MM) for various simulations, objects, systems, etc., involves acquiring their experimental raw-point data having a certain structure. Usually, the experimental input data is acquired on a regular basis, and often the principle of so-called variation by coordinates is used. The processed variables can have duplicate values, which allow the use of matrix algebra and matrix-vector data representation, as multidimensional tables and multidimensional matrices. Difficulties of formally presenting the data arise, but this can be overcome by applying the proposed mathematical methods. However, the complexity increases when the data do not have a smooth, but a fragmented structure. The term "fragmented structure" is related to the point data arrangement, when there are clearly separated fragments with significantly different slopes along the lines of their interfacing boundaries. The tabular or matrix representation does not always allow evaluating the fragments data structure nature. However, this property is clearly shown in Fig. 1.


Figure 1. An example of 3-dimensional dependence $y=f^{(3)}\left(x_{1}, x_{2}, x_{3}\right)$ with fragment structure

The methods used can describe the "kink" with the desired accuracy. The most simple and effective approach is to apply the piecewise approximation [1] - [3] with any
required accuracy. However, the resulting MM has discontinuities in its derivatives along the fragments interfacing boundary lines, and thus excludes analytical transformations. The fragments spline approximation [4] [6] disables the use of analytical MM transformations. In addition to the "fragment-oriented" approaches, there are methods aimed to build a single analytical MM, such as regression analysis [7] - [10], polynomial expansions [11] [12], methods of radial basis functions [13] [14] and others. It is important to note that they do not provide accurate data approximation for "kinks", discontinuities and finding multiple extremes.

In order to eliminate the existing approximation methods drawbacks, as mentioned above, the Cut-GlueApproximation (CGA) method was developed, having the first significant results published in [15] [16]. The CGA method combines the MM analytical properties and their quantitative accuracy. The MM approximation is based on processing the Experimental Data (ED) points arrays acquired for complex non-linear and multi-dimensional objects.

One important CGA method feature is the description of the nonlinear piecewise dependence by a single Analytical Function (AF), which has an additive structure consisting of multiplicative components. Multiplying the 2 CGA structureforming functions: (1) the local approximating fragment (LAF) function of the ED array, and (2) a Multiplicative Isolating Function (MIF) applied to LAF, creates each component. The analytical multiplication of LAF by MIF "cuts out" the LAF section along the boundaries of the ED Fragment (EDF). This leads to a new AF, called IntervalIsolated Function (IIF), having the following unique properties:

1. The IIF fragment boundaries values coincide with LAF;
2. The IIF values beyond the EDF boundaries are almost zero;
3. IIF retains the analytical property [16].

These 3 enumerated IIF properties determine the fourth property: the possibility of IIF addition obtaining only one United AF (UAF), which approximates the whole piecewise dependences and fulfills the imposed accuracy for all IIF-s. The parametric tuning of the coefficients is enabled through the MIF arguments and they allow adjusting the overall approximation accuracy [15] [16].

In [15], the CGA method base was developed and applied in solving the 1 -dimensional case. In [16], this method is generalized to the 2 -dimensional case. However, it is often necessary to approximate multidimensional dependencies [1] [4] [9] [10]. For example, the strength properties of the composite materials depend on both the concentrations of the components and the technological parameters of their production [17]. For example, the positioning of the robot multilink working body is described by essentially non-linear and multidimensional dependencies [18] [19]. In some medical applications, the positions of detected organs, modeled as mathematical objects, may have discontinuous derivatives. Finally, the solution related to
controlling nonlinear objects, by obtaining their MM in any form, is not enough to find practical solutions. What is required is that such MM , with their AFs, have the possibility to find an analytical solution by the synthesis of these objects control laws [20]- [23].

Thus, the follow up presented solution to such problem is applying the CGA method to essentially nonlinear problems of high dimensionality; this is an extremely relevant and promising approach [24] [25].

## II. PROBLEM FORMULATION

The CGA method is applied to create MMs of arbitrary objects dimension, having nonlinear dependencies [15] [16] [24] [25] for the acquired experimental data sets. In addition, the paper addresses the generic CGA methodology, which is unique and does not have any similar analogs in the modern approximation theory, as MIF can be constructed for any dimension $n$ of the model under consideration, which ensures that the construction of any n-dimensional IIF, as well as combining them into a single analytic differentiable UAF function, is made possible to describe any nonlinear dependence, which, in addition, might have discontinuous derivatives. It is also important to mention that EDFs have common boundaries taking into account any factor space dimension, which ensures the full coverage of the definition domain, for approximating dependence without affecting the approximation accuracy. Finally, the multidimensional IIFs are assembled into UAF (object's MM) by applying the algebraic summation to combine them.

## III. THE CGA METHOD PROSPECTS

The ED object modeling, when applying CGA, is implemented in 4 stages, each applying various mathematical methods and using significantly different information technologies. Currently, the Russian Foundation for Basic Research supports the CGA method development. All its 4 development stages are carried out independently, and the future plan is to supplement the developed algorithms with feedback loops. The envisaged feedbacks are representing the corrective actions for the previously developed CGA stages. Such general approximation algorithm structure should improve their quality and the applicability to model MM for the experimental data. In this paper the applied CGA version has independent stages divided into 2 blocks. The first preparatory block contains the first and second stages of the ED preprocessing to approximate fragments. The second modeling block contains the third and fourth stage, which are responsible for assembling fragments into a single MM of an object modeling the acquired experimental data.

The first CGA preparatory stage is pre-partitioning the experimental data into EDF. The second CGA preparatory stage is the applying the EDF created in the first stage. The processing result of the preparatory block is a set of LAF, fragments of the ED array. The third stage, which is part of the CGA modeling block, performs the conversion of LAF into their local fragments - IIF. In the fourth stage, all IIF are combined in UAF, which is the MM of the object.

The fragmentation process divides the ED into areas which can be well approximated. For each variable, its multidimensional dependencies are divided into intervals. This is already difficult for 2-dimensional problems, since the dependency curvature of any coordinate can vary significantly when other coordinates change. This property is well illustrated by in Fig.1. For 3 -dimensional dependencies, it is practically impossible to show the fragmentation graphically. In addition, the CGA method uses the regular ED coordinate grid with the rectangular EDF faces structure. Their curvature is approximated as nonlinear hyper-surfaces, in general, arbitrary oriented. Therefore, it is extremely difficult to define an effective distribution of hyperparallelepipeds. With an increase in the modeled dependence dimension, the complexity is related to the distribution of its properties in the factor space, and, accordingly, the fragments complexity increases the manifold dimension. From above mentioned, it can be concluded that the automation of the ED fragmentation procedure of any number of dimensions, and not only for $\mathrm{n} \geq 3$, is challenging. The software supporting the CGA method is needed, especially to process the dependencies of 3 or more arguments. It should be noted that in the CGA methodology, the fragmentation of the ED multidimensional arrays differs significantly from the remaining CGA stages, which mostly perform mathematical analysis. Therefore, the CGA fragmentation can be considered as a separate task and it is not discussed in this paper.

In accordance with the CGA method paradigm [14] [15] [23] [24], its second stage performs the approximation of each $k$-th fragment, selected within the $n$-th dimension experimental data array. The fragments are approximated by explicit analytical LAFs defined with $n$-independent arguments, and forming the vector

$$
\begin{equation*}
\boldsymbol{x}=\left(x_{1}, \ldots x_{n}\right)^{T} \tag{3}
\end{equation*}
$$

which for each $k$-th is

$$
\boldsymbol{x}_{\boldsymbol{k}}=\left(\begin{array}{lll}
x_{l k} & \ldots & x_{n k} \tag{4}
\end{array}\right)^{T} .
$$

The functions of the vector argument $x_{k}$ approximates the $k$-th fragment, which is denoted by $n$-LAF, and mathematically described by the expression

$$
\begin{equation*}
y_{j k}=\varphi_{j k}\left(\boldsymbol{x}_{\boldsymbol{k}}\right), \tag{5}
\end{equation*}
$$

The analysis of the results from [4-9] shows that constructing analytical functions to approximate experimental data having fairly smooth fragments of nonlinear objects should be carried out with a welldeveloped Classical Regression Analysis (CRA) [12] - [16]. When CRA is applied to the polynomial functions, the regression coefficients obtained from the Least Squares Method (LSM) can effectively optimized their parametric structure variation. In addition, Power Polynomials (PP) are extremely convenient to order the variation of their structure by including/excluding their respective polynomial
members. This allows finding the appropriate accuracy by describing the MM for each EDF, with an effective parametric (in accuracy) and structural (MM complexity) optimization of the EDF approximation. The related implementation has structural regularity, which enables creating the Complete PP (CPP) with an arbitrary dimension $n$ for the function $y_{j k}$, and approximation degree $m$, applying the following convenient recursive scheme:

$$
\begin{equation*}
y(\boldsymbol{x})=b_{0}+\sum_{i} b_{i} \cdot x_{i}+\sum_{i j} b_{i j} \cdot x_{i} \cdot x_{j}+\sum_{i j k} b_{i j k} \cdot x_{i} \cdot x_{j} \cdot x_{k}+\ldots \tag{6}
\end{equation*}
$$

where $b_{i j k \ldots}$ are multiplicative compositions coefficients defining variants of polynomial members (containing 1 to $m$ multiplied members), while the composition form $\left\langle x_{i} \cdot x_{j} \cdot x_{k} \ldots\right\rangle$ may also include the power functions of independent variables, up to one variable in the degree, which corresponds to the PP member order (for example, b222 - (x2) 3); the number of forms that define such polynomial structure is $n$.

To simplify and generalize the algorithm for calculating the optimal accuracy of the EDF approximation, by using such PP, a pseudo-extension of the polynomial dimension in accordance to the number of pseudo-independent variables $x_{p}$ is done. In this case, the nonlinear expression (6) turns into a pseudo-linear polynomial of the following form:

$$
\begin{equation*}
y(\boldsymbol{x})=b_{0}+\sum_{n} b_{i} \cdot x_{i}+\sum_{(n+l), N} b_{p} \cdot x_{p} \tag{7}
\end{equation*}
$$

where $p=n+1, N ; N-n$ is the number of possible multiplicative combinations $x_{i}, i=\epsilon(1, n)$ from 2 to n combination members; $x_{p}$ - pseudo-arguments.

In the case of non-degeneracy of the matrix $\left(X^{T} X\right)$, the vector $\boldsymbol{b}$ coefficients of the pseudo-linear polynomial (7) are optimized by the LSM criteria using the following universal matrix formula:

$$
\begin{equation*}
\boldsymbol{b}=\left(\boldsymbol{X}^{T} \boldsymbol{X}\right)^{-1} \boldsymbol{X}^{T} \boldsymbol{Y}, \tag{8}
\end{equation*}
$$

where $\boldsymbol{Y}$ is the output vector, and $\boldsymbol{X}$ is the input matrix under study, consisting of columns of independent variables $\boldsymbol{x}_{j}$, the rows are the values of these variables $\boldsymbol{x}_{i j}$ in the $i$-th tries when acquiring the experimental data modeled to support the related MM object.

Since formula (8) is obtained from the Fermat's theorem conditions for the quadratic error function approximating the point data by a power polynomial (7) of any structure, the parametric optimum of the vector $\boldsymbol{b}$ is guaranteed. However, in the general case, each JV structure is characterized by its optimum value. As a result, the discrete structural and optimized approximation polynomial for the set of all possible structures (6) arises. Thus, the EDF approximation, based on the universal polynomial MM, is a convenient tool for its structural-parametric optimization.

The polynomial MM structural optimization and the need to search for its structural and parametrical optimal approximation variant is found interesting to simplify the model. Studies of the authors have shown that, often, having defined the complete polynomial is not the guarantee to have
the best approximation accuracy. This effect is due to the fact that the properties of some nonlinear terms contradict the nature of the approximated dependence. However, it is difficult to predict in advance, what are these polynomial terms, due to the peculiarities of the hyper surfaces curvature, which approximate the experimental data of each individual fragment.

The solution to such structural optimization problem requires separate explanation. 3 points require attention: 1) the methodology for solving a discrete optimization problem on a finite set of PP structures; 2) the technology for the formation and variation of these structures, which is associated with symbolic transformations, 3) the formalization and quantitative representation of the criteria for the PP complexity, which is heuristic in nature.

The first problem has two solutions. With a small number of dimensions for modeling the object input space and with a small order of the approximation EDF polynomial, these 2 factors together give a multitude of structures that can be considered in the foreseeable time, and the problem can be solved by the full enumeration method, i.e. being combinatorial. When the cumulative properties of the same factors make a similar NP-complete problem impossible to solve in a reasonable time, it is necessary to apply heuristic search engine optimization, and the best is to apply the modified evolutionary-genetic algorithm for this problem. Its de research and development is discussed in a separate publication.

The solution of the second problem is necessary both for the combinatorial and the search optimization approaches. For coding of the nonlinear members of the PP with the dimension of the ED array $n<=9$, it is convenient to use structure (6) for PP. The index of the independent variable $x$ indicates the presence of this variable in the multiplicative term of PP, and the degree to which this variable is raised is indicated by the number of repetitions of this index in the code in the PP term. Thus, the free term $b$, in the polynomial code description, is denoted by " 0 ", the first order term $b_{i} x_{i}$ is denoted by " $i$ " (for example, $b_{3} x_{3}$ is " 3 "), the second order term $b_{i j} x_{i} x_{j}$ is denoted by "ij", the third order term $b_{i j j} x_{i( } x_{j)}{ }^{2}$ is denoted by "ijj", etc. The variant itself of the coded structure CPP of the polynomial P to be evaluated is indicated by a sequence of numeric codes separated by spaces.

For example, a 4-order incomplete 3-dimensional incomplete PP is encoded as follows:

$$
\begin{align*}
P= & b+b_{1} x_{1}+b_{3} x_{3}+b_{22}\left(x_{2}\right)^{2}+b_{112}\left(x_{1}\right)^{2} x_{2}+b_{233} x_{2}\left(x_{3}\right)^{2}+ \\
& +b_{1222} x_{1}\left(x_{2}\right)^{3}+b_{2233}\left(x_{2}\right)^{2}\left(x_{3}\right)^{2}+b_{3333}\left(x_{3}\right)^{4} \sim \\
\sim & K_{P}=01322112233122222333333 \tag{9}
\end{align*}
$$

Their correspondence is shown in (9) by the equivalence sign "~".

Due to the fact that there is not yet a universal and reliable theory for estimating the complexity of such mathematical expressions, the structure of PP has 2 heuristically formulated criteria, which have been proposed and tested when creating the CGA method. The first one is
based on the expert evaluation, in the hierarchy of which the difficulty of using a first-order term (see Table 1, column 2) is taken as a unit, while the rest are estimated as shares of it (see Table 1, column 3). The second criterion, although heuristic, has physical justification, since its scale is based on experimental estimates of the time resources spent on the calculation of each PP term (see Table 1, column 2) on the PC used by the authors of the configuration (see Table 1, column 4). Table 2 is a fragment of a general table that can be constructed for any dimension and order of the PP. The fragment is limited to the fourth order of the 3-dimensional PP. The heuristic approach to estimate the complexity applies an average hybrid complexity estimate by scaling the dimensional resource time estimate with a factor of 0.01 (Table 1, column 5).

TABLE I. QUANTITATIVE ESTIMATES OF THE POLYNOMIAL STRUCTURES COMPLEXITY

| №№ | The structure of a <br> polynomial term | Expert <br> evaluation | Resource <br> evaluation | Hybrid <br> evaluation |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 0 | 0.5 | $\sim 150$ | 2.0 |
| $2-4$ | $1,2,3$ | 1 | $\sim 275$ | 3.75 |
| $5-10$ | $11,12,13,22,23,33$ | 2 | $\sim 315$ | 5.15 |
| $11-20$ | $111,112, \ldots 233,333$ | 3 | $\sim 375$ | 6.75 |
| $21-35$ | $1111,1112, \ldots 3333$ | 4 | $\sim 450$ | 8.5 |
| $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ |

The use of all 3 criteria showed their consistency, but the actual adequacy of any of them is difficult to prove. The research in this direction is ongoing.

The structuring of ED in the form of the EDF boundary set and building the LAF for all EDF allows moving from the CGA preparatory stages to the experimental MM construction stages.

## IV. MODELING OF NONLINEAR OBJECTS FOR EXPERIMENTAL DATA USING CGA METHOD

The final stage of the CGA method is implemented in 2 operations: 1) obtaining an IIF from LAF, and 2) obtaining an UAF from IIF. The first operation is named "Cut the Fragments of LAF" (CF), and the second - "Glue the Fragments of LAF" (GF) [12] - [14] [17]. These 2 operations for one EDF describe LAF of the form (1), and can be represented by the following expressions:

$$
\begin{equation*}
\left.\mathrm{CF}: \quad f_{k}(\boldsymbol{x})=\right)_{k}(\boldsymbol{x}) \Pi_{i k=1 \ldots n k} E^{l}\left(\boldsymbol{x}, x_{\mathrm{L} i k}, x_{\mathrm{R} i k}, \varepsilon_{\mathrm{L} i k}, \varepsilon_{\mathrm{R} i k}\right) \tag{10}
\end{equation*}
$$

GF:

$$
\begin{equation*}
F(\boldsymbol{x})=\Sigma_{k=l_{\ldots K}} f_{k}(\boldsymbol{x}), \tag{11}
\end{equation*}
$$

where $f_{k}(\boldsymbol{x})$ is the $k$-th IIF; $\varphi_{k}(\boldsymbol{x})$ is the $k$-th LAF; $n$ is the coordinate dimensionality of the object; $E^{l}\left(^{*}\right)$ is the $i$-th onedimensional MIF for the $k$-th LAF with approximation tuning arguments: $x_{L i k}, x_{R i k}$-the margin values of the approximation ranges of the $k$-th EDF in the $i$-th variables; $\varepsilon_{L i k}, \varepsilon_{R i k}$ - parameters of the steepness of the fronts of the $k$-th IIF with respect to the $i$-th variables; $K$ is the number of EDF and their IIF, respectively; $x$ is an independent vector argument of the modeling object.

In other words, to create IIF of AF that locally approximates EDF, it is required that this function is multiplicative isolated along each independent variable
coordinate xi with 1-dimensional MIF, denoted as 1-MIF. Their multiplication output forms n-MIF and supports their multidimensional LAF isolation. Thus, in expression (10) this multidimensional MIF is formulated as:
$\boldsymbol{E}^{n}\left(\boldsymbol{x}, \boldsymbol{x}_{L}, \boldsymbol{x}_{R}, \boldsymbol{\varepsilon}_{L}, \boldsymbol{\varepsilon}_{R}\right)=\prod_{i=1 \ldots n} E^{l}\left(\boldsymbol{x}, x_{\mathrm{L} i}, x_{\mathrm{R} i}, \varepsilon_{\mathrm{L} i}, \varepsilon_{\mathrm{R} i}\right)$,
where $\boldsymbol{E}^{n}\left({ }^{*}\right)$ is $n$-MIF; $\boldsymbol{x}_{L}, \boldsymbol{x}_{R}, \boldsymbol{\varepsilon}_{L}, \boldsymbol{\varepsilon}_{R}$ - its $n$-vectors settings. The multiplicatively forming $\boldsymbol{E}^{n}(*) 1$-dimensional MIF $E^{l}\left({ }^{*}\right)$ is the main system-forming artifact of the CGA method. In this regard, it is necessary to study the properties of 1-MIF, which determine the result of the CF operation.

The developed 1-MIF functions in the first stages, when creating the CGA method had the following structure:

$$
\begin{equation*}
E^{l}\left(\boldsymbol{x}, \boldsymbol{x}_{B}, \boldsymbol{\varepsilon}_{B}\right)=L\left(\boldsymbol{x}, x_{L}, \varepsilon_{L}\right) R\left(\boldsymbol{x}, x_{R}, \varepsilon_{R}\right) / B\left(\boldsymbol{x}, \boldsymbol{x}_{B}, \boldsymbol{\varepsilon}_{B}\right)= \tag{13}
\end{equation*}
$$

where $L\left(\boldsymbol{x}, x_{L}, \varepsilon_{L}\right)=x-x_{L}+\left[\left(x-x_{L}\right)^{2}+\left(\varepsilon_{L}\right)^{2}\right]^{1 / 2}$;

$$
\begin{aligned}
& L\left(\boldsymbol{x}, x_{R}, \varepsilon_{R}\right)=x_{R}-x+\left[\left(x_{R}-x\right)^{2}+\left(\varepsilon_{R}\right)^{2}\right]^{1 / 2} \\
& B\left(\boldsymbol{x}, \boldsymbol{x}_{B}, \varepsilon_{B}\right)=4\left\{\left[\left(x-x_{\mathrm{L}}\right)^{2}+\left(\varepsilon_{\mathrm{L}}\right)^{2}\right]\left[\left(x_{\mathrm{R}}-x\right)^{2}+\left(\varepsilon_{\mathrm{R}}\right)^{2}\right]\right\}^{1 / 2}
\end{aligned}
$$

Expression (13) contains 2 pairs of $\boldsymbol{x}_{B}=\left(x_{L}, x_{R}\right)^{\mathrm{T}}$ and $\varepsilon_{B}=\left(\varepsilon_{L}, \varepsilon_{R}\right)^{\mathrm{T}}$ settings to implement the conditions of additional LAF approximation, when transforming it into an IIF using 1-MIF:

- Values of the left and right EDF interval boundaries $x_{L}$ and $x_{R}$ along the $x_{i}$ axis;
- Coefficients $\varepsilon_{L}$ and $\varepsilon_{R}$ of the steepness of the left and right edges of a one-dimensional pulse, which is the $1-\mathrm{MIF}$, which cuts out the IIF fragment from LAF.
The interval parameters $x_{L}$ and $x_{R}$ of the function $E^{l}\left({ }^{*}\right)$ in (13) are determined by the results of the execution of the ED fragmentation stage and strictly fulfill the conditions of boundaries identity of the neighboring EDFs:

$$
\varepsilon_{\mathrm{L} i} \equiv x_{\mathrm{R}(i-1)} ; \quad(\mathrm{L}) \quad x_{\mathrm{R} i} \equiv x_{\mathrm{L}(i+1)}
$$

which is due to the continuity requirement of the constructed MM.

More difficult is the problem of choosing the adequate values of the coefficients $\varepsilon_{L}$ and $\varepsilon_{R}$. When moving from zero to a level equal to unity, on the left border of the $x_{L}$ fragment, the slope of the pulse front and the smoothness of the transition to an asymptote parallel to the $x_{i}$ axis are affected by the $\varepsilon_{L}$ value. During the transition from the unit to the zero level on the right border of the $x_{R}$ fragment, the same characteristics of the 1-dimensional pulse are affected by the setting $\varepsilon_{R}$. Moreover, the smaller $\varepsilon$ is, the closer is the function front to the threshold transition, and the narrower is the transition region between the vertical and horizontal asymptotes. For clarity, Fig. 2 shows a family of 1-MIF graphs for 3 values $\varepsilon_{L}=\varepsilon_{R}=\in\{0.01 ; 0.1 ; 0.3\}$, decoding the curves belonging.

The effect of $\varepsilon$ on the accuracy of rectangular pulse reproduction is clearly distinguishable. It can be seen that already at $\varepsilon<=0,01$ in the range between $x_{L}$ and $x_{R}$ multiplication by 1-MIF of fragmentary LAF $\varphi_{k}(\boldsymbol{x})$ practically does not affects its values, fulfilling the accuracy sufficient for the engineering calculations. For
$\varepsilon<=0,001$, the analytical "cutting out" of the LAF fragment does not practically differ from the conventionally logical one. In this case, also, all LAF values outside the boundaries $x_{L}$ and $x_{R}$ become little distinguishable from zero, which allows additive combining of the independent fragments without having noticeable distortion of their eigenvalues.


Fig. 2. Illustration of the approximation of the 1-MIF of the form (13) to an ideal rectangular pulse with a decrease in $\varepsilon$

An analytical study of the 1-MIF was carried out in [12][14]. These results showed that 1-MIF in the form of (13) have a number of properties that are useful for performing the analytical isolation of approximating functions sections. These properties are compactly summarized in Table II.

TABLE II. MAIN PROPERTIES OF 1-MIF, SUPPORTING THE MULTIPLICATIVE PROCESSING OF LAF

| No | Property Description | Values |
| :---: | :---: | :---: |
| 1 | Function (13) is analytic, since decomposable in a Taylor series at any point in its domain of definition: | $\mathrm{x} \in]-\infty, \infty[$ |
| 2 | Function (13) has a continuous range of values from zero to one: | $\mathrm{E} 1(\mathrm{x}) \in] 0,1[$ |
| 3 | Function (13) has a single maximum $x_{\max }<1$ at the point $x_{0}$, depending on $\boldsymbol{x}_{B}, \varepsilon_{B}$ : | E1extr=E1(x0) |
| 4 | The supremum $E_{\text {supr }}^{l}(\varepsilon)=1$ for $\varepsilon \rightarrow 0$ and for any range $\left[x_{L}, x_{R}\right]: x_{L}<x_{R}$. | $\begin{aligned} & \forall \mathrm{xL}, \mathrm{xR} \mathrm{\&} \mathrm{\varepsilon} \rightarrow 0 \\ & \rightarrow \mathrm{E} 1(\varepsilon) \rightarrow 1 \end{aligned}$ |
| 5 | Function (13) has zero infimum on the set $x:\|x\| \rightarrow \infty$ | E1inf=0 |
| 6 | The function (13) at small $\varepsilon_{B}$ even near the boundary of the interval (for example, at a distance in 0.05 of the scale division) deviates very little from zero outside the interval and from the unit inside it. | $\begin{aligned} & \varepsilon=0.01 \rightarrow \\ & \Delta \mathrm{E} 1<0.01 ; \\ & \varepsilon=0.001 \rightarrow \\ & \Delta \mathrm{E} 1<0.0001 \end{aligned}$ |
| 7 | The function (13) with $\varepsilon_{L}=\varepsilon_{R}$ is symmetric about the midpoint of the $x_{0}$ range of the approximated region, i.e. $x_{0} E^{l}\left(x_{0}-\Delta x\right)=E^{l}\left(x_{0}+\Delta x\right)$ | $\mathrm{x} 0=(\mathrm{xL}+\mathrm{xR}) / 2$ |
| 8 | At $\varepsilon_{\mathrm{L}} \neq \varepsilon_{\mathrm{R}}$, function (13) becomes asymmetric, which makes it possible to adapt the shape of the front of the IIF pulse to the boundary properties of neighboring EDF. | $\begin{gathered} E^{1}\left(x_{0}-\Delta x\right) \neq \\ E^{1}\left(x_{0}+\Delta x\right) \end{gathered}$ |
| 9 | The values of function (13) at the pulse boundaries are within $0.25 \div 0.5$ and depend only on the pulse width and on $\varepsilon_{B}$ : $E_{B}^{1}{ }_{B}(\Delta x, \varepsilon)=0.25 \cdot\left[\Delta x+\left(\Delta x^{2}+\varepsilon_{B}\right)^{0.5}\right] /\left(\Delta x^{2}+\varepsilon_{B}\right)^{0.5}$ | $\mathrm{E} 1 \mathrm{~B} \in[0.25,0.5]$ |

Analysis of the identified 1-MIF properties showed that all the formulated multiplicative paradigm tasks of the CGA method are performed.

First, the multiplicative processing preserves the analyticity property of the approximating function. That is,

IIF like LAF, a continuous analytic function (properties 1 and 2).

Second, 1-MIF has range values limits (infimum and supremum) 0 and 1. Multiplication of LAF and 1-MIF represents the cutouts of the LAF fragment, i.e. storing its values within the interval (with possible slight distortion properties 3, 4). The same multiplicative operation isolates a fragment within its interval, making the LAF values outside the interval practically zero (property 5) for the entire ED definition domain.

Third, 1-MIF has the range limits (infimum and supremum) 0 and 1 . When LAF and 1-MIF are multiplied, this provides a solution to the problem of cutting out the LAF fragment, i.e. storing its values within the interval (with possible slight distortion - properties 3, 4). The same multiplicative operation provides a solution to the problem of isolating a fragment within its interval, making the LAF values in the entire ED definition domain outside the interval practically zero (property 5 ).

Fourth, the magnitude of the distortion of the LAF values arising from its multiplicative processing manifests itself only near the fragment boundary, and is effectively regulated by the tuning arguments $1-\mathrm{MIF}-\varepsilon \mathrm{B}=(\varepsilon \mathrm{L}, \varepsilon \mathrm{R}) \mathrm{T}$. In this case, the error can be made arbitrarily small (property 6). This property is illustrated in Fig. 3.


Fig. 3. Deviation dependence of 1-MIF values from 1 within the interval and from 0 beyond its boundaries

Five, the properties of symmetry and asymmetry, declared in clauses 7 and 8 , offer ample opportunities for varying the $1-$ MIF settings to improve the quality of approximation of ED by the experimental MM as a whole. This is due to the fact that varying the value of $\varepsilon B$ can change the edge configuration of the IIF, reducing the error in joining the neighboring fragments. This factor is complemented by the special properties of the boundaries of $1-$ MIF, which are shown in paragraph 9.

The last of the 1-MIF properties considered is the variability property of the boundary settings. It plays a crucial role when used as the main tool of the CGA method. It makes it possible to formulate two important points. First, all the EDFs bordering on each other, formed at the first preparatory stage of the CGA method from the initial ED array, should have common borders (necessarily common, but not adjacent). Secondly, the tuning arguments of 1-MIF can be used for search optimization of the final error of the
experimental MM obtained at the last stage of the CGA method.

The requirement postulated above for the fragmentation of ED at the EDF with an obligatory commonality of boundaries needs to be clarified in particular. Analysis of expression (13) for 1-MIF shows that the ordinate of crossing the border xB by its graph depends only on the pulse width $\Delta x=x_{R}-x_{L}$ and on $\varepsilon_{B}$, here ( $B \in\{L, R\}$ depending on the boundary under study). The formula for this dependence is given in the condition line 9. In Fig. 4, several curve graphics are plotted for several $\varepsilon$ for this dependence. It is clearly seen that even with a sufficiently large $\varepsilon=0.2$ ordinate, the intersection of the boundary abscissa is almost 0.5 already for $\Delta x=2$. When $\varepsilon=0.01$, this is true in almost the entire range $\Delta x=1$. The value 0.5 is a supremum for $E^{l}\left(x_{B}, \boldsymbol{x}_{B}, \quad \boldsymbol{\varepsilon}_{B}\right)$. Therefore, only additively combined boundaries of the EDF can reconstruct the values of the boundary experimental points with averaged accuracy of their description of LAF for neighboring fragments.

The considered rule is valid when implementing the GFoperation of the additive "gluing" IIF into a single UAF function, which is the experimental MM of the object under study. This is true not only for 1-dimensional ED. Studies have shown that $\boldsymbol{E}^{n}\left(\boldsymbol{x}, \boldsymbol{x}_{I}, \boldsymbol{x}_{R}, \boldsymbol{\varepsilon}_{I}, \boldsymbol{\varepsilon}_{R}\right)$, is formed by the product of $n 1-\mathrm{MIF}$ for all coordinates, according to (12). When multiplying by $n$-dimensional LAF, this $n$-dimensional MIF also forms $n$-dimensional IIF, which has common borders with neighboring IIF of various types. This is reflected in their boundary values.

In the 1-dimensional version, as shown above, 1-MIF has only 2 boundary points - the edges is a curve fragment, which gives a coefficient of $\sim 0.5$ for multiplicative processing.


Fig. 4. Dependence of the 1-MIF borders properties on the pulse width and $\varepsilon$
This leads to the fact that the addition of two neighboring IIF $f_{k}(x)$ and $f_{k+l}(x)$, provided that $x_{R k}=x_{L k+l}$ and $E^{l}\left(x_{R k}, x_{R k}, \varepsilon_{R k}\right)=E^{l}\left(x_{L k+l}, x_{L k+l}, \varepsilon_{L k+l}\right)=0.5$, is determined by the expression

$$
\begin{gather*}
f_{k}\left(x_{R k}\right)+f_{k}\left(x_{L k+l}\right)= \\
=\varphi_{k}\left(x_{R k}\right) \cdot E^{l}\left(x_{R k}, x_{R k}, \varepsilon_{R k}\right)+\varphi_{\kappa+1}\left(x_{L k+1}\right) \cdot E^{l}\left(x_{L k+1}, x_{L k+l}, \varepsilon_{L k+1}\right)= \\
=0.5 \cdot\left(\varphi_{\kappa}\left(x_{R k}\right)+\varphi_{\kappa+1}\left(x_{L k+1}\right)\right) \tag{15}
\end{gather*}
$$

those will be equal to the average value of the output variable in LAF of these fragments in their common coordinate point.

As the dimension of the modeled dependencies increases, the number of different types of boundary sets increases linearly. So with $n=2$ and the regular construction of the ED, which was declared at the beginning, its fragment will be a rectangle that is connected not with two segments along the x axis, but with 8 adjacent rectangles on the $x_{1}-x_{2}$ plane. At the same time, he forms 2 types of boundaries: straight line segments - 4 sides, and points - 4 vertices. At experimental points located on adjacent sides and common to $2 \mathrm{EDF}, E^{2}\left(x_{B k}, x_{B k}, \varepsilon_{B k}\right)$ will have a value of $\sim 0.5$, and at points that are vertices common to 4 EDF, the value $2-\mathrm{MIF}$ will be equals $\sim 0.25$. This is easily verified by performing a mathematical analysis (13). At each such point four values are averaged to approximate this point for different EDF.

Table III shows the values of the MIF edge coefficients at the boundaries of various types for the dimensions of the objects being modeled up to and including 4. Very characteristic and useful for solving problems by the CGA method is the fact that the decreased coefficient of n-MIF for any of its boundary (boundary) point is always equal to the value close to the result of dividing one by the number of $n$ EDF bordering at that point.

The revealed phenomenon of MIF properties in the form of (12) allows, along with the main function of CF - the isolation of LAF values $\varphi_{k}\left(x_{B k}\right)$ along the fragment boundaries, to use CF to filter experimental errors and local approximation.

This allows to some extent reduce the overall methodological error of the ED approximation when performing a GF operation: the additive formation of the final UAF. The possibility of minimizing the error arises from the alternative trends in the dependence of the boundary values of 1-MIF on $\varepsilon_{i j}$. When $\varepsilon_{i j L}$ and $\varepsilon_{i j R}$ approach zero, the steepness of the isolated fragments fronts increases, i.e. improves the fragment isolation accuracy. The optimal values of the MIF settings - $\varepsilon_{i j}$ can vary over a wide range of values, sometimes quite far from zero [12].

TABLE III. BOUNDARY VALUES $N$-MIF FOR EDF - PARALLELEPIPEDES UP TO 4 DIMENSIONS

| $n$ | 1 | 2 |  | 3 |  |  | 4 |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\begin{aligned} & \stackrel{\rightharpoonup}{0} \\ & \text { in } \end{aligned}$ |  |  |  |  |  |  |  |  |  |  |
|  | $\cdots$ | $\cdots$ | กิ้ | $\cdots$ | Nิ | $\stackrel{\text { ® }}{\sim}$ | $\cdots$ | Nơ | $\stackrel{\text { a }}{3}$ | - |

However, the discussion on how the CGA method could be improved is too voluminous to be considered in this
paper. Its follow up developments are envisaged in the coming future as extensions to the achieved results in this work.

## V. CONCLUSION

The following 2 conclusions summarize the results achieved in this paper:

1. The presented CGA has a completely logical and has largely original structure, as follows:

- Collection of experimental data (ED);
- Fragmentation of ED to multiple EDFs;
- Approximation of each EDF by a unique LAF;
- Multiplicative transformation of each LAF using its unique function MIF with related IIF isolated in the argument space;
- Algebraic summation of all IIFs forming UAF, which is MM of the studied object, created according to non-linear ED, but being, in this case, AF.

2. It was found that the CGA method characteristics are promising and motivate its application in solving the variety of engineering problems. The method has no analogues within the existing mathematical tools. It has practically unlimited application areas, especially adopted for modeling the non-linear n-dimensions dependencies. So far, the development and testing of the CGA method is validated for objects of the first and second order, which has been revealed and partially described in this paper, together with many of its promising developments aspects, to be undertaken in the future.
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#### Abstract

In this paper, we present a conceptual Spatial Trajectory Planning (STP) method using Rapid Random Trees (RRT) planner, generating visibility motion primitives in urban environments using Inverse Reinforcement Learning (IRL) approach. Visibility motion primitives are set by using Spatial Visibility Clustering (SVC) analysis. Based on the STP planning method, we introduce IRL formulation and analysis which learns the value function of the planner from demonstrated trajectories and generates spatial visibility trajectory planning.
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## I. INTRODUCTION

Spatial clustering in urban environments is a new spatial field from trajectory planning aspects [1]. The motion and trajectory planning fields have been extensively studied over the last two decades [2][4][6]. The main effort has focused on finding a collision-free path in static or dynamic environments, i.e., in moving or static obstacles, using roadmap, cell decomposition, and potential field methods [11].

The path-planning problem becomes an NP-hard one, even for simple cases such as time-optimal trajectories for a system with point-mass dynamics and bounded velocity and acceleration with polyhedral obstacles [7].

Path planning algorithms can be distinguished as local and global planners. The local planner generates one, or a few, steps at every time step, whereas the global planner uses a global search to the goal over a time-spanned tree. Examples of local (reactive) planners are [9][14]. These planners are too slow, do not guarantee safety and neglect spatial aspects.

Efficient solutions for an approximated problem were investigated by LaValle and Kuffner, addressing nonholonomic constraints by using the Rapidly Random Trees (RRT) method [15][16]. Over the years, many other semirandomized methods were proposed, using evolutionary programming [5][18].

The randomized sampling algorithms planner, such as RRT, explores the action space stochastically. The RRT algorithm is probabilistically complete, but not
asymptotically optimal [13]. The RRT* planner challenges optimality by a rewiring process each time a node is added to the tree. However, in cluttered environments, RRT* may behave poorly since it spends too much time deciding whether to rewire or not.

Overall, only a few works have focused on spatial analysis characters integrated into trajectory planning methods such as visibility analysis or spatial clustering methods [11].

Our research contributes to the spatial data clustering field, where, as far as we know, visibility analysis has become a leading factor for the first time. The SVC method, while mining the real pedestrians' mobility datasets, enables by a visibility analysis to set the number of clusters.

Analyzing pedestrian's mobility from a spatial point of view mainly focused on route choice [3], simulation model [19] and agent-based modeling [12].

The efficient computation of visible surfaces and volumes in 3D environments is not a trivial task. The visibility problem has been extensively studied over the last twenty years, due to the importance of visibility in GIS and Geomatics, computer graphics and computer vision, and robotics. Accurate visibility computation in 3D environments is a very complicated task demanding a high computational effort, which could hardly have been done in a very short time using traditional well-known visibility methods.

The exact visibility methods are highly complex, and cannot be used for fast applications due to their long computation time. Previous research in visibility computation has been devoted to open environments using Digital Elevation Model (DEM), representing raster data in 2.5D (Polyhedral model), and do not address, or suggest solutions for, dense built-up areas.

Most of these works have focused on approximate visibility computation, enabling fast results using interpolations of visibility values between points, calculating point visibility with the Line of Sight (LOS) method [7]. Lately, fast and accurate visibility analysis computation in 3D environments has been presented [10].

In this paper, we present, for the first time as far as we know, a unique conceptual Spatial Trajectory Planning
(STP) method based on RRT planner. The generated trajectories are based on visibility motion primitives set by SVC Optimal Control Points (OCP) as part of the planned trajectory, which takes into account exact 3D visible volumes analysis clustering in urban environments.

The proposed planner includes obstacle avoidance capabilities, satisfying dynamics' and kinematics' agent model constraints in 3D environments, guaranteeing probabilistic completeness. The generated trajectories are dynamic ones and are regularly updated during daylight hours due to SVC OCP during daylight hours. STP trajectories can be used for tourism and entertainment applications or for homeland security needs.

In the following sections, in Section II, we introduce the RRT planner and our extension for a spatial analysis case, such as 3D visibility. In Section III, we present the STP planner, using RRT and SVC capabilities. In the last section of the paper, we present the Inverse Reinforcement Learning (IRL) approach and algorithm based on the proposed STP planning method, learning the value function of the planner from demonstrated trajectories.

## II. Spatial Rapid Random Trees

In this section, the RRT path planning technique is briefly introduced with spatial extension. RRT can also deal with high-dimensional spaces by taking into account dynamic and static obstacles including dynamic and nonholonomic robots' constraints.

The main idea is to explore a portion of the space using sampling points in space, by incrementally adding new randomly selected nodes to the current tree's nodes.

RRTs have an (implicit) Voronoi bias that steers them towards yet unexplored regions of the space. However, in case of kinodynamic systems, the imperfection of the underlying metric can compromise such behavior. Typically, the metric relies on the Euclidean distance between points, which does not necessarily reflect the true cost-to-go between states. Finding a good metric is known to be a difficult problem. Simple heuristics can be designed to improve the choice of the tree state to be expanded and to improve the input selection mechanism without redefining a specific metric.

## A. RRT Stages

The RRT method is a randomized one, typically growing a tree search from the initial configuration to the goal, exploring the search space. These kinds of algorithms consist of three major steps:

1. Node Selection: An existing node on the tree is chosen as a location from which to extend a new branch. Selection of the existing node is based on probabilistic criteria such as metric distance.
2. Node Expansion: Local planning applied a generating feasible motion primitive from the current node to the next selected local goal node, which can be defined by a variety of characters.
3. Evaluation: The possible new branch is evaluated based on cost function criteria and feasible connectivity to existing branches.
These steps are iteratively repeated, commonly until the planner finds feasible trajectory from start to goal configurations, or other convergence criteria.


Figure 1. The RRT algorithm: (A) Sampling and node selection steps; (B) Expansion step.

A simple case demonstrating the RRT process is shown in Figure 1. The sampling step selects $\mathrm{N}_{\text {rand }}$, and the node selection step chooses the closest node, $\mathrm{N}_{\text {near }}$, as shown in Figure 1.A. The expansion step, creating a new branch to a new configuration, $\mathrm{N}_{\text {new }}$, is shown in Figure 1.B. An example for growing RRT algorithm is shown in Figure 2.


Figure 2. Example for growing RRT algorithm.

## B. Spatial RRT Formulation

We formulate the RRT planner and revise the basic RRT planner for a 3D spatial analysis case for a continuous path from initial state $x_{\text {init }}$ to goal state $x_{\text {goal }}$ :

1. State Space: A topological space, $X$.
2. Boundary Values: $x_{\text {init }} \subset X$ and $x_{\text {goal }} \subset X$.
3. Free Space: A function $D: X \rightarrow\{$ true, false $\}$ that determines whether $x(t) \subset X_{\text {free }}$ where $X_{\text {free }}$ consist of the attainable states outside the obstacles in a 3 D environment.
4. Inputs: A set, $U$, contains the complete set of attainable control efforts $u_{\mathrm{i}}$, that can affect the state.
5. Incremental Simulator: Given a current state, $x(t)$, and input over time interval $\Delta t$, compute $x(t+\Delta t)$.
6. 3D Spatial Analysis: A real value function, $f\left(x ; u, O C P_{i}\right)$ which specifies the cost to the center of 3D visibility volumes cluster points (OCP) between a pair of points in $X$.

## C. Spatial RRT Formulation

We present a revised RRT pseudo code described in Table I, for spatial case generating trajectory $T$, applying $K$ steps from initial state $x_{\text {init }}$. The $f$ function defines the dynamic model and kinematic constraints, $\dot{x}=f(x ; u, O C P i)$, where $u$ is the input and $\mathrm{OCP}_{i}$ sets the next new state and the feasibility of following the next spatial visibility clustering point.

TABLE I. Spatial RRT Pseudo code

```
Generate Spatial RRT ( \(\left.x_{\text {init }} ; K ; \Delta t\right)\)
T.init ( \(x_{\text {init }}\) );
For \(k=1\) to \(K\) do
    \(x_{\text {rand }} \leftarrow\) random.state();
    \(x_{\text {near }} \leftarrow\) nearest.neighbor \(\left(x_{\text {rand }} ; T\right)\);
    \(u \leftarrow\) select.input ( \(x_{\text {rand }} ; x_{\text {near }}\) );
    \(x_{\text {new }} \leftarrow\) new.state \(\left(x_{\text {near }} ; u ; \Delta t ; f\right)\);
    T.add.vertex \(\left(x_{\text {new }}\right)\);
    T.add.edge ( \(\left.x_{\text {near }} ; x_{\text {new }} ; u\right)\);
End
Return \(T\)
```


## III. Spatial Trajectory Planning (STP)

Next, we present a conceptual STP method based on RRT planner. The method generates visibility motion primitives in urban environments. The STP method is based on a RRT planner extending the stochastic search to specific $O C P$. These primitives connecting between nodes through OCP are defined as visibility primitives.

A common RRT planner is based on greedy approximation to a minimum spanning tree, without considering either path lengths from the initial state or following or getting close to specific OCP. Our STP planner consist of a tree's extension for the next time step with probability to goal and probability to waypoint, where trajectories can be set to follow adjacent points or through OCP. The planner includes obstacle avoidance capabilities, satisfying dynamics' and kinematics' agent model constraints in 3D environments. As we demonstrated in the previous section, the OCP are dynamic during daylight hours. Due to $O C P ' s$ dynamic character, the generated trajectory is also a dynamic one during daylight hours.

We present our concept addressing the STP method formulating planner for a UGV model, integrating $O C P$ 's as part of the generated trajectories along with obstacle avoidance capability.


Figure 3. Four-Wheeled Car Model with Front-Wheel Steering [17]

## A. Dynamic Model

In this section, we suggest an Unmanned Ground Vehicle (UGV) dynamic model based on the four-wheeled car system with rear-wheel drive and front-wheel steering [17]. This model assumes that only the front wheels are capable of turning and the back wheels must roll without slipping, and all the wheels turn around the same point (rotation center) which is co-linear with the rear axle of the car, as can be seen in Figure 3, where $L$ is the length of the car between the front and rear axles. $r_{\mathrm{t}}$ is the instantaneous turning radius.

Thus, the UGV dynamic model can be described as:

$$
=\left\{\begin{array}{c}
v \cos (\theta) \\
v \sin (\theta) \\
\frac{v}{\mathrm{~L}} \tan (\phi)
\end{array}\right\}
$$

$$
(1) \dot{x}=f(x, u)=\left\{\begin{array}{l}
\dot{x} \\
\dot{y} \\
\dot{\theta}
\end{array}\right\}
$$

The state vector, $x$, is composed of two position variables ( x , $y$ ) and an orientation variable, $\theta$. The $x-y$ position of the car is measured at the center point of the rear axle. The control vector, $u$, consists of the vehicle's velocity, $v$, and the angle of the front wheels, $\phi$, with respect to the car's heading.

## B. Search Method

Our search is guided by following spatial clustering points based on 3D visible volumes analysis in 3D urban environments, i.e., Optimal Control. The cost function for each next possible node (as the target node) consists of probability to closest $O C P, P_{O C P i}$, and probability to random point, $\mathrm{P}_{\text {rand }}$.

In case of overlap between a selected node and obstacle in the environment, the selected node is discarded, and a new node is selected based on $P_{O C P i}$ and $P_{\text {rand }}$. Setting the probabilities as $P_{O C P i}=0.9$ and $P_{\text {rand }}=0.1$, yield to the exploration behavior presented in Figure 4.


Figure 4. STP Search Method: (A) Start and Goal Points; (B) Explored Space to the Goal Through OCP

## C. STP Planner Pseudo-Code

We present our STP planner pseudo code described in Table II, for spatial case generating trajectory $T$ with the search space method presented in the Section V.B. The search space is based on $P_{O C P i}$ and $P_{\text {rand }}$. We apply $K$ steps from initial state $x_{i n i t}$. The $f$ function defines the dynamic model and kinematic constraints, $\dot{\mathrm{x}}=f(x ; u)$, where $u$ is the input and $O C P i$ are local target points between start and goal states.

## TABLE II. STP Planner Pseudo Code

```
STP Planner \(\left(x_{\text {init }} ; x_{\text {Goal }} ; K ; \Delta t ; O C P\right)\)
T.init ( \(x_{\text {init }}\) );
\(x_{\text {rand }} \leftarrow\) random.state ();
\(x_{\text {near }} \leftarrow\) nearest.neighbor \(\left(x_{\text {rand }} ; T\right)\);
\(u \leftarrow\) select.input \(\left(x_{\text {rand }} ; x_{\text {near }}\right)\);
\(x_{\text {new }} \leftarrow\) new.state. \(O C P\left(O C P_{1} ; u ; \Delta t ; f\right)\);
While \(x_{\text {new }} \neq x_{\text {Goal }}\) do
    \(x_{\text {rand }} \leftarrow\) random.state();
    \(x_{\text {near }} \leftarrow\) nearest.neighbor \(\left(x_{\text {rand }} ; T\right)\);
    \(u \leftarrow \operatorname{select.input}\left(x_{\text {rand }} ; x_{\text {near }}\right)\);
    \(x_{\text {new }} \leftarrow\) new.state. \(O C P\left(O C P_{i} ; u ; \Delta t ; f\right)\);
    T.add.vertex \(\left(x_{\text {new }}\right)\);
    T.add.edge \(\left(x_{\text {nearr }} ; x_{\text {new }} ; u\right)\);
end
return \(T\);
```

```
Function new.state. \(O C P\left(O C P_{i j} \cdot u ; \Delta t ; f\right)\)
Set \(P_{O C P i}\), Set \(P_{\text {rand }}\)
\(p \leftarrow\)-uniform_rand[0..1]
    if \(0<p<P_{O C P i}\)
    return \(x_{\text {new }}=f\left(O C P_{i}, u, \Delta t\right)\);
else
    if \(P_{O C P i}<p<P_{\text {rand }}+P_{O C P i}\)
then
    return RandomState();
    end.
```


## D. Completeness

Motion-planning and search algorithms commonly describe 'complete planner' as an algorithm that always provides a path planning from start to goal in bounded time. For random sampling algorithms, 'probabilistic complete planner' is defined as: if a solution exists, the planner will eventually find it by using random sampling. In the same
manner, the deterministic sampling method (for example, grid-based search) defines completeness as resolution completeness.

Sampling-based planners, such as the STP planner, do not explicitly construct search space and the space's boundaries, but exploit tests with preventing collision with obstacles and, in our case, taking spatial considerations into account. Similarly, to other common RRT planners, which share similar properties with the STP planner, our planner can be classified as a probabilistic complete one.

## IV. Stp-Irl Algorithm

In most Reinforcement Learning (RL) systems, the state is basically agent's observation of the environment. At any given state the agent chooses its action according to a policy. Hence, a policy is a road map for the agent, which determines the action to take at each state. Once the agent takes an action, the environment returns the new state and the immediate reward. Then, the agent uses this information, together with the discount factor to update its internal understanding of the environment, which, in our case, is accomplished by updating a value function. Most methods are using the use well-known simple and efficient greedy exploration method maximizing Q-value.

In case of velocity planning space as part of spatial analysis planning, each possible action is a possible velocity in the next time step, that also represents a viewpoint. The Qvalue function is based on greedy search velocity, with greedy local search method. Based on that, the TemporalDifference (TD) [10] and the State-Action-Reward-Action (SARSA) [21] methods for Reinforcement Learning (RL) can be used, generating a visible trajectory in 3D urban environment.

## A. Markov Decision Processes (MDP)

The standard Reinforcement Learning set-up can be described as an MDP, consisting of:

- A finite set of states $S$, comprising all possible representations of the environment.
- A finite set of actions $A$, containing all possible actions available to the agent at any given time.
- A reward function $R=\psi\left(s_{t}, a_{t}, s_{t+1}\right)$, determining the immediate reward of performing an action at from a state $\mathrm{s}_{\mathrm{t}}$, resulting in $\mathrm{s}_{\mathrm{t}+1}$.
- A transition model $\mathrm{T}\left(\mathrm{s}_{\mathrm{t}}, \mathrm{a}_{\mathrm{t}}, \mathrm{s}_{\mathrm{t}+1}\right)=\mathrm{p}\left(\mathrm{s}_{\mathrm{t}+1} \mid \mathrm{s}_{\mathrm{t}}, \mathrm{a}_{\mathrm{t}}\right)$, describing the probability of transition between states $\mathrm{s}_{\mathrm{t}}$ and $\mathrm{s}_{\mathrm{t}+1}$ when performing an action $\mathrm{a}_{\mathrm{t}}$.


## B. Temporal Difference Learning

TD learning interpolates ideas from Dynamic Programming (DP) and from Monte Carlo methods. TD
algorithms are able to learn directly from raw experiences without any particular model of the environment.

While in Monte Carlo methods an episode needs to reach completion to update a value function, Temporal-Difference learning is able to learn (update) the value function within each experience (or step). The price paid for being able to regularly change the value function is the need to update estimations based on other learnt estimations (recalling DP ideas). While in DP a model of the environment's dynamic is needed, both Monte Carlo and TD approaches are more suitable for uncertain and unpredictable tasks.

Since TD learns from every transition (state, reward, action, next state, next reward) there is no need to ignore/discount some episodes as in Monte Carlo algorithms.

## C. STP Using Inverse Reinforcement Learning

In this section, we present the Inverse Reinforcement Learning (IRL) approach based on the proposed Spatial RRT planning method. It considers that the value function $f$ is related to each point $x$. The Spatial RRT planner seeks to obtain the trajectory $T^{*}$ that is based on visibility motion primitives set by SVC Optimal Control Points (OCP) as part of the planned trajectory, which takes into account exact 3D visible volumes analysis clustering in urban environments, based on optimizing the value function $f$ along $T$.

The generated trajectories are then represented by a set of discrete configuration points $T=\left\{x_{1}, x_{2}, \cdots, x_{N}\right\}$. Without loss of generality, we can assume that the value function for each point can be expressed as a linear combination of a set of sub-value functions, that will be called features $\mathrm{c}(\mathrm{x})=\sum \mathrm{c}_{\mathrm{i}} \mathrm{f}_{\mathrm{j}}(\mathrm{x})$. The cost of path $T$ is then the sum of the cost for all points in the path. Particularly, in the RRT, the value is the sum of the sub-values of moving between pairs of states in the path:

$$
\begin{align*}
c(\zeta) & =\sum_{i=1}^{N-1} c\left(x_{i}, x_{i+1}\right)=\sum_{i=1}^{N-1} \frac{c\left(x_{i}\right)+c\left(x_{i+1}\right)}{2}\left\|x_{i+1}-x_{i}\right\| \\
& =\omega^{T} \sum_{i=1}^{N-1} \frac{f\left(x_{i}\right)+f\left(x_{i+1}\right)}{2}\left\|x_{i+1}-x_{i}\right\|=\omega^{T} f(\zeta) \tag{2}
\end{align*}
$$

Based on the number of demonstration trajectories $\mathrm{D}, \mathrm{D}=$ $\left\{\zeta_{1}, \zeta_{2}, \cdots, \zeta_{D}\right\}$, by using IRL, weights $\omega$ can be set for learning from demonstrations and setting similar planning behavior. As was shown by [10][21], this similarity is achieved when the expected value of the features for the trajectories generated by the planner is the same as the expected value of the features for the given demonstrated trajectories:

$$
\begin{equation*}
\mathbb{E}(f(\zeta))=\frac{1}{D} \sum_{i=1}^{D} f\left(\zeta_{i}\right) \tag{3}
\end{equation*}
$$

Applying the Maximum Entropy Principle [22] to the IRL problem leads to the following form for the probability density for the trajectories returned by the demonstrator:

$$
\begin{equation*}
p(\zeta \mid \omega)=\frac{1}{Z(\omega)} e^{-\omega^{T} f(\zeta)} \tag{4}
\end{equation*}
$$

where $Z(\omega)$ is a normalization function that does not depend on $\zeta$. One way to determine $\omega$ is maximizing the (log-) likelihood of the demonstrated trajectories under the previous model:

$$
\begin{equation*}
\mathrm{L}(\mathrm{D} \mid \omega)=-D \log (Z(\omega)) \quad+\sum_{i=1}^{D}\left(-w^{T} f\left(\zeta_{i}\right)\right) \tag{5}
\end{equation*}
$$

The gradient of the previous log-likelihood with respect to $\omega$ is given by:

$$
\begin{equation*}
\nabla \mathcal{L}=\frac{\partial \mathcal{L}(\mathcal{D} \mid \omega)}{\partial \omega}=\mathbb{E}(f(\zeta))-\frac{1}{D} \sum_{i=1}^{D} f\left(\zeta_{i}\right) \tag{6}
\end{equation*}
$$

As mentioned in [22], this gradient can be intuitively explained. If the value of one of the features for the trajectories returned by the planner is higher than the value in the demonstrated trajectories, the corresponding weight should be increased to increase the value of those trajectories. The main problem with the computation of the previous gradient is that it requires to compute the expected value of the features $\mathrm{E}(f(\zeta))$ for the generative distribution (4). We suggest setting large amount of D cased, with relative $w$ values for our planner characters, as seen in Table III.

TABLE III. STP-IRL PLANNER PSEUDO CODE

```
STP - IRL Planner
Setting Trajectory S Examples \(D, D=T^{*}\).init ( \(x_{\text {init }}\) );
Calculate function features Weight, w
\(f_{D} \leftarrow\) AverageFeatureCount(D);
\(w \leftarrow\) random_init();
Repeat
            for each \(T^{*}\) do
            for rrt_repetitions do
            \(\zeta_{i} \leftarrow \operatorname{getRRTstarPath}\left(T^{*}, \omega\right)\)
            \(f\left(\zeta_{j}\right) \leftarrow\) calculeFeatureCounts \(\left(\zeta_{i}\right)\)
            end for
                \(\left.f_{\text {RRT }}\left(T^{*}\right) \leftarrow \sum_{i=1}^{r r t-r e p e t i t i o n s ~} f\left(\zeta_{i}\right)\right) /\) rrt_repetitions
            end for
            \(f_{R R T} \leftarrow\left(\sum_{i=1}^{S} f_{R R T}\right) / s\)
            \(\nabla L \leftarrow f_{R R T}-f_{D}\)
                \(w \leftarrow\) UpdatedWeigths ( \(\nabla L\) )
Until convergence, Return w
```


## V. CONCLUSIONS

In this paper, we have presented a unique planner concept, STP, generating trajectory in 3D urban environments based on the UGV model. The planner takes into account obstacle avoidance capabilities and passes through optimal control points calculated from spatial analysis. The spatial analysis defines the number of clusters in a dataset based on an analytic visibility analysis, named SVC.

Based on SVC and STP analysis, we presented an Inverse Reinforcement Learning (IRL) approach based on the proposed STP planning method, learning the value function of the planner from the demonstrated trajectories.

Future research will also include performances and algorithm complexity analysis for STP and SVC methods.
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