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Foreword

The Twelfth International Conference on Evolving Internet (INTERNET 2020), held
between October 18–22, 2020, dealt with challenges raised by evolving Internet making use of
the progress in different advanced mechanisms and theoretical foundations. The gap analysis
aimed at mechanisms and features concerning the Internet itself, as well as special applications
for software defined radio networks, wireless networks, sensor networks, or Internet data
streaming and mining.

Originally designed in the spirit of interchange between scientists, the Internet reached
a status where large-scale technical limitations impose rethinking its fundamentals. This refers
to design aspects (flexibility, scalability, etc.), technical aspects (networking, routing, traffic,
address limitation, etc), as well as economics (new business models, cost sharing, ownership,
etc.). Evolving Internet poses architectural, design, and deployment challenges in terms of
performance prediction, monitoring and control, admission control, extendibility, stability,
resilience, delay-tolerance, and interworking with the existing infrastructures or with
specialized networks.

We take here the opportunity to warmly thank all the members of the INTERNET 2020
Technical Program Committee, as well as the numerous reviewers. The creation of such a high
quality conference program would not have been possible without their involvement. We also
kindly thank all the authors who dedicated much of their time and efforts to contribute to
INTERNET 2020. We truly believe that, thanks to all these efforts, the final conference program
consisted of top quality contributions.

Also, this event could not have been a reality without the support of many individuals,
organizations, and sponsors. We are grateful to the members of the INTERNET 2020 organizing
committee for their help in handling the logistics and for their work to make this professional
meeting a success.

We hope that INTERNET 2020 was a successful international forum for the exchange of
ideas and results between academia and industry and for the promotion of progress in the field
of the evolving internet.
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Abstract—Internet of Things (IoT) environments are composed
of heterogeneous sensors and devices that collect and share
contextual information. This data can improve the accuracy and
usability of access control systems, as authentication and autho-
rization requirements can be specified more precisely. However,
certain security requirements need to be enforced in order to
use such data in access control decision processes. In short,
the data must be authentic, recent, and unforgeable. In this
paper, we present a generic model for context, which takes data-
security into account along with properties about the device, or
context-source. Security-objects, such as message signatures, are
modeled as proofs, which are verifiable, while information about
the context-source, communication channel, and the data itself
is captured as meta-data. This model allows an access control
system to verify the authenticity and trustworthiness of context-
data by (1) checking the presence of a specific proof and verifying
it, and (2) analyzing the associated meta-data. It covers not only
data from IoT sources, but also authorization and identity tokens.
In addition, we present IoTSEAR, a middleware for trustworthy
context-aware access control, which uses this model internally.
Finally, we show performance results of our IoTSEAR prototype,
which show that the overhead is low and that the system is usable
even on commodity hardware.

Keywords–Access Control, Security, Internet of Things

I. INTRODUCTION

The rapid advancement of computing technologies has
led to the paradigm shift from static device configurations
to dynamic ubiquitous environments. Such a shift brings with
it opportunities and challenges. On the one hand, users demand
access to software services or information resources in an
anytime, anywhere fashion. On the other hand, access to
such services or resources needs to be carefully controlled,
due to the additional security challenges and threats coming
with dynamically changing environments. Consider a home-
care setting in which IoT technologies enable the elderly
and patients recovering from invasive treatments to stay in
their own home instead of a healthcare facility. In such
an environment, automation capabilities can facilitate the
homeowner’s day-to-day activities, while caregivers provide
routine care to the inhabitant. The home is equipped with a
smart lock, which automatically opens to the caregiver if (1)
the patient is present in the home, (2) the health care provider
authenticates the caregiver when she scans her NFC badge,
and (3) the visit was scheduled. The home is equipped with an
access control server, which accesses patient’s presence status
through a presence detector. Furthermore, the healthcare facility

operates a federated access control service through which an
(authenticated) identity is obtained using the output from an
NFC terminal, which is integrated in the smart lock. Finally
this identity is used to verify whether the visit is scheduled.

The access controller is required to combine different types
of contextual information, whose properties and origin are
completely different. The calendar service could authenticate
itself with an SSL certificate, and the information it provides
can be signed, while the presence detector sends its information
over a Bluetooth channel without additional security controls.

Using context information empowers access control sys-
tems with extra capabilities and flexibility. However, it also
opens up new attack vectors. Therefore, the following issues
have to be addressed: (1) identifying the context information
and associated context sources that satisfy a set of security
requirements for it to be used in the access control decision
process; (2) defining policies to specify context-aware access
permissions; (3) enforcing these access control policies.

In order to address the first issue, we have developed a
generic model for context, taking into account the device,
or context-source, that produces the context information and
the environment it was collected in. In addition, abstractions
in this model encapsulate both context generated from IoT
environments, and by (third party) access control systems, such
as authorization tokens and identity assertions. System designers
are able to translate security requirements to a set of conditions
on properties of this model. Examples of such requirements are:
the context must originate from a trusted device (authenticity
+ integrity), the connection must be end-to-end secured, or the
context must be explicitly linked to a specific person.

The second issue defines the requirement for a context-
aware access-control policy language. IoTSEAR supports the
PACCo policy language [1] by default. However, it can be
extended so support other policy languages as well.

To address the third issue, we propose IoTSEAR, a context-
aware access control middleware designed for IoT applications.
The IoTSEAR middleware framework is designed with the same
design principles in mind as the Priman framework [2]. Priman
provides application developers with secure and privacy-friendly
authentication mechanisms in a developer-friendly manner.
It offers a generic, easy to use API with simple, intuitive
concepts by isolating the security- and technology-specific
details into configuration policies. This separation of concerns
between application developers and security experts furthermore
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increases the manageability of systems, as service providers are
able to modify authentication mechanisms at run-time, without
requiring application code modifications. As IoTSEAR’s design
follows these principles, its implementation should result in
a usable (from a developer’s point of view), configurable
(from a service provider’s point of view), and extensible
middleware. Moreover, while Priman is an authentication
framework, IoTSEAR is a general access control middleware.
It includes support for context-aware authorization, distributed
authorization schemes and authentication schemes.

This work presents two main contributions:

• A generic model for context in an IoT-based access
control setting. This model also encapsulates infor-
mation related to data-security and data-origin, with
which a third party is able to verify the authenticity
and trustworthiness of the context information.

• The architecture, prototype implementation, and bench-
marks of IoTSEAR, a system for enforcing access
control rules in IoT environments.

This paper is structured as follows: Section II contains
an overview of the related work, after which the generic
model for context is explained in Section III. Furthermore,
Section IV details the IoTSEAR middleware, which is discussed
and evaluated in Section V.

II. RELATED WORK

Automation is a central goal in many IoT ecosystems [3].
Several existing solutions [4] rely on cloud infrastructure to
specify and enforce policies. Another cloud-based approach
that defines intents and scopes on which these intents will
have an effect is described in [5]. Besides academic initiatives,
commercial solutions, like Google Cloud IoT [6], Home
Assistant [7] and OpenRemote [8] offer intuitive cloud-based
support to create automation rules. Similar to access control
systems, a set of policy rules consisting of a set of conditions
that must be fulfilled to trigger one or more actions are specified
and enforced. However, the heterogeneity of IoT devices and
the fact that many devices have low capabilities open new
attack vectors [9]–[11]. An extensive access control framework
to manage access to devices, however, is still missing [12].

Attribute-based access control (ABAC) [13] is a general
purpose access control model which allows access rights to
be constrained based on the attributes of subjects, objects,
actions and the environment. In an ABAC policy, a logical
expression consisting of attribute information is defined as a
conditional rule. The applicability of such a policy to a request
is determined by matching the attributes in the request and the
environment to the attributes in the policy. The application of
ABAC to the IoT has seen much interest in the last decade [14].
However, the potentially large amount of attributes required to
establish dynamic policies is a challenge.

Capability-based access control (CapBAC) [15] defines a
capability as a self contained key or token, that references a
target object or resource along with an associated set of access
rights. This allows for fine-grained, flexible access control, as
holding such a token access to only those resources that are
necessary for the holder’s legitimate purpose. CapBAC has
seen much interest in the IoT-sphere [16]–[19]. However, to
our knowledge, no system exists that combines support for (1)
attributes, capabilities and context in authorization, (2) dynamic

verification controls for the used context, and (3) support
for authentication into a complete access control middleware.
IoTSEAR accomplishes this by building on previous work [1],
[2], and with our context model (Section III), as all objects are
internally handled as generic context structures.

PACCo [1] is a system that focuses on the secure and
privacy-friendly collection of contextual information, after
which capability tokens can be issued. Furthermore, a protocol
is proposed in which personal verifiable context can be verified
in a privacy-friendly, unlinkable, manner. This type of context
allows a third party to cryptographically verify the authenticity
and ownership of certain contextual information (i.e. the
information is authentic and it belongs to the subject that
makes the access request). The PACCo policy language, is a
context-aware policy language which focuses on expressing
rich context-based requirements and also considers the security
requirements that appropriate context sources must adhere to.
This policy language is used as the default policy language for
the IoTSEAR implementation, in large part due to its capability
to express such security constraints. However, the IoTSEAR
architecture allows to support other policy languages as well.

III. A GENERIC MODEL FOR CONTEXTUAL INFORMATION

In order to uniformly reason about different types of
contextual information and their security properties, a generic
model for context in access control is proposed in this section.

A. Context in access control
Abowd et al. [20] specifies a broad definition of context:

“Any information that can be used to characterize
the situation of an entity. This entity is a person,
place, or object considered relevant to the interaction
between a user and an application, including the user
and applications themselves.”

IoT environments produce a wide variety of information that
is useful to take into account when making access control
decisions. Some examples are: the current location of a subject,
the proximity of a subject to a sensor or even to a specific
person, the current time, etc. For access control systems, three
context origins are clearly distinguishable:

a) IoT Device: The situation of an entity or environment
is measured by, and accessible through IoT devices. For
example, networked sensors and smart devices.

b) System state: The access controller’s internal state
is an important source of context, such as the current session
information, connection type, internal database and clock.

c) Third party/Cloud Service: The information about a
particular entity can be provided by a third party, such as a cloud
service or a database. This information is often signed by the
provider, and/or it is obtained through a secure, authenticated
connection. Certificates, identity and authorization tokens are
produced by these sources.

When access control systems consider not only system state
information, but also information originating from sensors
and third party services, they can enforce more context-
rich policies. However, the context information that does not
originate from the system itself should not be treated as
trustworthy, but as potentially faulty or even dangerous. Indeed,
the external context source (i.e. the sensor or third party) can
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-type : string

-value : byte[]

Attribute
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AttributeMetaData
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Figure 1. Model for context: the core element is Attribute, while Source, and Proof complete the set of the three most important elements.

be compromised, spoofed, or the context information could
be forged or replayed. Therefore, it is essential that context is
validated before it is used in critical application functions. Such
validation strategies can range from simple input validation
and error correction to integrity and authenticity validation,
depending on the use case.

B. Context Model
In order to uniformly reason about different types of

contextual information, their security requirements and the
validation thereof, a generic model for contextual information
is proposed. This model defines the concept of “contextual
information” as an Attribute. This element has a variety of
(optional) associated elements, that are dependent on the manner
of context collection, or the environment in which the context is
collected. Different validation strategies are possible depending
on the availability of certain optional elements. The generic
model for context is illustrated in Fig. 1.

Attribute: The core of the model is the Attribute element,
which has a value and an type field. The value represents the
raw output from the attribute’s Source. This can range from a
sensor-reading to an identity assertion or an authorization token.
The type determines the actual type of the attribute, which also
implies the encoding. The Attribute is the model’s core, all
other elements are optional. Attributes can have associated
AttributeMetaData elements. This element also has a type
and value fields. Examples of AttributeMetaData are: the
time when the attribute is collected, the accuracy of a sensor
reading, or other information related to the Attribute.

The Attribute is related to a Subject, which is either an
Entity, or an Environment. Each distinct subject has a unique
identifier. An Environment is characterized by the set of
sources that are active in this particular environment. Entities
represent people (or their personal device). An Entity contains
a proof field, which is used to verify the authenticy of the
Subject’s identifier (see Proof paragraph below).

Source: A Source is either an IoTDevice (sensor, actuator,
smart device), but it can also be a Proxy, CloudService Autho-
rizationServer, or an IdentityProvider. A Proxy acts similar to
network proxy for a set of IoT devices (i.e. an Environment).
Every source is uniquely identified by its identifier field.
Similar to the Attribute element, the Source can have associated
SourceMetaData. Examples are: the source’s owner, operator,
location, software version, device attestation status, etc.

Proof: The model supports three Proof kinds: Ownership-
Proof, AuthenticityProof and IntegrityProof. Each proof has a
type field, which has a similar function to the attribute’s type.
A Proof has a proofOrigin field, which verifiably links it
to its source. In addition, Proxies are able to add proofs and
meta-data to the context structures that it relays. However, this
depends on the scenario and system configuration.

Attributes that are used to establish an authenticated
identity (e.g. [id=‘Alice’, location=‘room123’]) must contain
an OwnershipProof, which links an Attribute to a specific
Entity in a verifiable manner. For example, proving ownership
of a certificate (and the attributes it contains) is done by
proving knowledge of the certificate’s private key, i.e. by
signing a nonce. Note that a protocol for capable IoT devices
(e.g., smartphone, proxy device) to create ownership proofs of
contextual information is detailed in [1]. An AuthenticityProof
allows to verify whether a specific source produced an attribute
(e.g., a message signature). Finally, the IntegrityProof shows
that the attribute value has not been modified or corrupted. Note
that both Ownership- and AuthenticityProof are IntegrityProofs.

C. Instances of the context-model
To illustrate the flexibility of the generic model for context,

it is applied to two distinct context types, which are extracted
from the scenario illustrated in the introduction: (1) a sim-
ple Bluetooth beacon reading (presence context), and (2) a
SAML [21] identity assertion (authenticated identity).

type = attribute:type:array:deviceID

value = [..., 00:1B:44:11:3A:B7, ...]

deviceID : Attribute

value = 1583246897

type = att-data:ts

timestamp :

AttributeMetaData

identifier = mySmarthome:gateway

gateway : Proxy
sources = [gateway, bt-beacon]

identifier = mySmarthome

env : Environment

gateway-signature :

AuthenticityProof type = dev-data:net-sec

value = BLE-SM1L2

net-sec : SourceMetaData

identifier = mySmarthome:proximity

bt-beacon : IoTDevice

Figure 2. The context model applied to a proximity sensor reading

Fig. 2 shows the modeled context from a proximity
sensor (e.g., a Bluetooth beacon). All types and identifiers,
and their implications (value-encoding, device configuration,
supported Attribute- and Source-MetaData types) are known
to the system. In this example, the deviceID attribute has
a timestamp as meta data, while the associated source
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(bt-beacon) has associated meta data detailing the wireless
network security properties: BLE-SM1L2, or Bluetooth Low
Energy, security mode 1 level 2, meaning ‘unauthenticated
pairing with encryption’. The environment in which the attribute
is collected (env) is a room consisting of bt-beacon and
gateway, a device which acts as a proxy to bt-beacon.

type = samlAttribute:subject

value = Alice

saml-UID : Attribute

type = samlAttribute:subject:role

value = caretaker

saml-role : Attributetype = att:type:samlToken

value = <samlp:Response ...

saml-token : Attribute

type = att-data:ts

value = 1583246600

timestamp : AttributeMetaData

type = saml:AuthnContextClassRef

value = NFCBadge

authnContext : AttributeMetaData

type = att-data:expiration-ts

value = 1593561600

not-after : AttributeMetaData

identifier = https://idp.my-healthcare.com

healthcare-IDP : IdentityProvider
proof = saml-signature

identifier = Alice

subject : Entity

proofOrigin = healthcare-IDP

type = xmldsig#rsa-sha1

saml-signature :

AuthenticityProof

Figure 3. The context model applied to a SAML identity assertion

Fig. 3 shows the modeled context from a SAML
response, received from a third party identity provider
(healthcare-IDP). The value of the main attribute,
saml-token, is the full content of the SAML response.
This response asserts the values of two identity-attributes:
‘subject=Alice’ and ‘role=caretaker’. The meta data attributes
(timestamp, not-after, authnContext) are extracted
from the raw SAML response, as is the saml-signature,
which is modeled as an AuthenticityProof.

IV. IOTSEAR
The IoTSEAR middleware has two main responsibilities:

managing contextual information and enforcing context aware
access control rules.

A. Context management

Gathering context information is done by accessing IoT sen-
sors, cloud services, and processing identity- and authorization-
tokens. When IoTSEAR receives context data, it creates a
context structure that conforms to the context model using
the received data itself and known information about the envi-
ronment, its devices and network properties. Fig. 4 illustrates
three different ways of context collection. The middleware
can process third party objects from a cloud service, identity
provider (IDP) or authorization server (AS). Furthermore, part
of the middleware can run on capable IoT devices, such as a
smartphone. The IoTSEAR software running on these devices
will read the sensor data and construct a context structure
conforming to the model. Depending on the configuration,
verification proofs are added to this structure. Proxy devices
function similarly: they access the sensor readings, create the
context structure, and (optionally) add a verification proof.
Additionally, devices running the full middleware can act as a
Proxy in addition to Identity Provider and Authorization Server.

Context DB is the database containing all context structures.
Note that most types of contextual information have a limited
lifetime. Hence, this database is regularly pruned of old context
structures. The second database, Environment DB, contains
information from which the SourceMetaData is constructed.
Moreover, this database is initialized with all required verifica-
tion objects: certificates, shared keys, and trust-relationships.

Access Controller

Context DB

D

Phone

Cloud Service/
IDP / AS

GPS sensor
read sensor / add
ownership proof

(DEV)

Environment
Information

D

process context

Sensor1

Proxy Gateway

read sensor /
add authenticity

proof (GW)
Sensor2

Policy Enforcement

Figure 4. Context processing for three distinct sources.

Figure 5. Context aware authentication and authorization

During Policy Enforcement, the middleware analyses the
set of applicable policies. The necessary context structures are
retrieved from Context DB. Absent context structures can be
created at run-time by accessing the appropriate sources, after
which all information is known to enforce the policies.

B. Context aware Authentication and Authorization
The typical IoTSEAR transaction is divided in four stages

(see Fig. 5). The system has access to a set of context structures,
represented in the figure by the ‘context cloud’. The first stage
starts when the system receives a request from a user. An
appropriate authentication policy is selected based on the user’s
claimed identity. Here, the system can determine that stronger
authentication is appropriate (e.g., two factor authentication), or
that a more relaxed authentication is suitable, using predefined
rules specified in policies. Note that the request itself also
produces contextual information (i.e. session info), which can
be used in the next steps, or subsequent transactions.

Biometric context and identity objects from third parties
can be involved in the authentication phase. Afterwards, the
system will produce a new Authentication token. These two
steps can be skipped in case the user already authenticated, or
authentication/identification is not necessary.

The authorization policy selection occurs analogous to
the authentication policy selection. After the desired policies
have been selected, their conditions are evaluated. The actions
associated with those policies whose condition is satisfied are
allowed or denied, according to the policy effect. Finally, when
approved, an authorization token is created.

C. Architecture
The high-level architecture of the access control middleware

is shown in Fig. 6. Applications interact with the middleware
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by inserting a policy enforcement point (PEP) in their code.
This is a code block in which a a policy decision request is sent
to the middleware, or more specifically, to a policy decision
point (PDP). The PDP can be located on a different device or
network. The request contains information, such as the type
of event (e.g., an access request, an authentication request,
etc.) and the (claimed) identity of the subject. The high-level
architecture of IoTSEAR is divided in three main components:

a) Abstraction layer: In this layer, the abstractions
and APIs used by developers are defined. In addition, the
mechanisms with which the plugins are loaded, initialized and
configured are implemented in this layer.

b) Plugin Layer: This layer encapsulates the plugins and
extensions that are available. These plugins contain the actual
functionality implementations of the IoTSEAR middleware.

c) Middleware Configuration: This component contains
the environment-specific configurations, and the middleware
configuration settings. Policy mappings enable the middleware
to load the correct plug-ins with identifiers found in the policies.

The main APIs for application developers are located in
the abstraction layer. This layer defines the interfaces to which
each plugin must comply. The Context Model component is also
located in this layer. Next, the API, abstractions and plug-in
managers for a PDP, Policy Engine and Policy Repository are
defined in this layer. These three components are responsible for
policy selection and authorization. The Authentication Engine,
on the other hand, is responsible for loading and executing the
correct authentication plugin.

The Plugin-layer contains the plugins that are active
in the system. The Crypto primitives component contains
implementations for cryptographic operations, such as the
different encryption, hashing and signature algorithms that
are required to perform authentication, and to verify context
structure. The PDP implemenations component contains, as the
name suggests, implementations for different PDPs. Different
PDPs (e.g., LocalPDP, TlsPDP, ...”) support different commu-
nication methods (e.g., through a local or a TLS socket). The
Policy Rules component contains the implementation of every
condition and matching function in the policy language (see [1]).
Hence, extending the policy language can be accomplished by
defining a new plugin. Using the same strategy, it is also
possible to support a completely different policy language. The
authentication protocols component contains the extensions
that execute a specific authentication protocol. This component,
together with the Authentication Engine originates from the
Priman Framework [2] (with minor adaptations).

V. DISCUSSION AND PRACTICAL EVALUATION

This section entails a discussion on how contextual security
requirements are enforced by IoTSEAR in addition to a
performance analysis of the middleware.

A. Enforcing security requirements
In order to enforce security requirements on context used in

access control decisions, the PACCo policy language [1] allows
policy conditions to be labeled with a security attribute. This
security attribute corresponds to a set of security requirements
to which the used context must comply.

One possible security attribute configuration is inspired by
the Eurosmart Security Assurance levels [22]:

Context Model PDP Policy Engine Policy 
Repository

Authentication 
Engine

Crypto Primitives PDP Impl. Policy Rules Repository 
Impl.

Authentication 
Protocols

PEP1 PEP2 PEP

App Logic App Logic

Policy Mappings

MW 
Configuration

Env. 
configuration

Figure 6. IoTSEAR Architecture

Basic: Minimize the basic risks of incidents.
Substantial: Minimize the known risks, and the risk of incidents
carried out by actors with limited skills and resources.
High: Minimize the risk of state-of-the-art attacks carried out
by actors with significant skills and resources.

These descriptions must be translated to a set of require-
ments on properties of a context structure. For example, basic
can require that the context Source is trusted, i.e. the Source
identifier is in a list of trusted sources

The level substantial can require the usage of a secure
network, and an authenticity proof in addition to the basic
requirements. Network information can be accessed through
the SourceMetaData. A whitelist of allowed network types must
be known, analogous to the list of trusted device identifiers.
This is also the case for the whitelist of allowed proof types.

The level high can require that the software of the context
source has no known bugs, that device attestation has been
recently performed, in addition to the substantial requirements.
The new requirements, however, require the used whitelists to
be regularly updated.

The IoTSEAR middleware allows the definition and en-
forcement of custom security requirements. This requires a
new plug-in to be created for each custom security attribute.
Every plug-in implements a single method, which has one
parameter, the context structure, and returns a boolean. Note
that all elements in the model are accessible through the context
structure. The security-attribute plugins are loaded based on
the name of the security attribute in a policy, and checked
by calling the single implemented method provided with the
appropriate context structure as argument.

B. Practical evaluation
The IoTSEAR prototype is implemented in Java, and was

tested on a machine with a 2,3 GHz Intel Core i5 processor and
16GB RAM. All test have been performed 100 times, and the
(in memory) ContextDB contains 100 000 context structures.
We show the average values in milliseconds (standard deviation
is noted between parentheses).

The first test measures the processing of a context structure.
Consider a worst case scenario, in which a SAML token is
processed. Our test token contained 7KB of XML data, which is
parsed and verified (SHA265 with RSA2048). Next, the context
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TABLE I. PERFORMANCE RESULTS BASED ON THE AMOUNT OF
POLICIES AND VERIFIED CONTEXT STRUCTURES (CS).

# policies / CS Abs. Layer CS Verif. Evaluation Total

10 / 1 1 (0) 16 (3) 4 (0) 21
40 / 1 1 (0) 67 (5) 7 (0) 75

100 / 1 2 (1) 180 (9) 11 (0) 193

10 / 10 2 (0) 198 (11) 16 (1) 216
40 / 10 4 (2) 760 (32) 54 (3) 818

100 / 10 7 (3) 1902 (93) 143 (9) 2052

structure is created and serialized using Google’s protocol
buffer [23]. This whole process takes 34 ms (6).

Table I shows the evaluation times for sets of simple and
complex policies. The first policies that are evaluated are
simple and pose two constraints: “subject=randomID” and
“role=manager”, which are evaluated using one SAML context
structure. Next, complex policies are evaluated, which have
additional constraints and require 10 context structures to
evaluate. For both the simple and complex policies, the used
context must adhere to the high security level. Using the
example from Section V-A, this requires (for each CS) four
SourceMetaData values to be matched to a whitelist, timestamp
verification, and the verification of one AuthenticityProof
(SHA265 with RSA2048 signature). The overhead introduced
by the Abstraction Layer is minimal, while the verification
of the context structures (CS) requires the most time. This is
mainly due to the signature verification, which occurs 1000
times (100 x 10 structure) in the heaviest test. The amount of
context structures to verify (and their verification requirements)
have a large impact, but optimizations such as multi-threaded
or ahead-of-time CS verification are possible.

Consider the scenario from the introduction, where a
caregiver is given access to a patient’s home if (1) the patient is
present, (2) the health care provider authenticated the caregiver
when she scans her badge, and (3) the visit was scheduled. Only
one policy is evaluated, as it can be uniquely targeted by the
access request (subject=caregiver-id, action=door:open). The
healthcare-IDP is consulted at run-time, and has a response-
time of 1 second. Taking this into account, it takes 1052 ms
(4) to make this access control decision (of which 1021 is used
to request and verify the context from the healthcare-IDP).

VI. CONCLUSIONS

This paper presented a generic model for context and
described IoTSEAR, a middleware for context-aware access
control. IoTSEAR uses the current context to select the most
appropriate authentication and authorization policies. In doing
so, the dynamic adaptation of the access control mechanism
is facilitated. Furthermore, the security requirements of the
used context can be precisely tailored to any given application,
and are automatically enforced by the middleware. Finally, our
performance tests showed that the overhead is limited, and that
the middleware is suitable for commodity hardware.
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Abstract—Computer networks are critical for modern society
and protecting their security is of high importance. Due to their
increasing size and complexity providing the required cyber
security counter measures has become a very difficult task. One
of the most recent approaches is to employ defensive deception
techniques, in order to provide to the attacker a false perception
about the protected network and thus increase the effort that
is needed to carry on a successful intrusion. In this paper we
present a comprehensive literature review and a comparison of
existing SDN based defensive deception methods. Additionally,
we propose a novel deception mechanism that combines moving
target and honeypots approaches and carry out extensive tests
of its functionality.

Index Terms—network security, SDN, deception, defense, mov-
ing target, honeypots

I. INTRODUCTION

Nowadays, the complexity of computer networks and our
dependence on them are continuously increasing, also pro-
jected as increasing system interconnections and interdepen-
dencies [1]. Networking becomes imperative, even across pre-
viously isolated domains such as critical infrastructures, due
to fundamental data flows that are essential for accomplishing
novel functionalities and business models. Nevertheless, this
practice enables additional attack vectors, not only from novel
attacks but also from those that are considered common
within ICT. A plethora of cyber-attacks, such as Distributed
Denial of Service (DDoS) is reported daily. These attacks
target computer networks to compromise devices and execute
malicious actions [2]. Although various works in the literature
aim to mitigate such attacks [3], [4] the complexity and
heterogeneity of the networks impede the implementation of
traditional techniques.

Software-Defined Networks (SDN) are a novel technology
aiming to facilitate the management and the programming of
large-scale networks. Notably, the control and data planes are
grouped in traditional networks. In a more flexible approach,
the SDN technology separates the control plane from the
data plane and enables the programmability of the network.
Thus, the routers and the switches can be programmed via
the control plane and therefore, the network management and

evolution are better facilitated. Furthermore, computer network
challenges such as resilience, scalability, performance, security
and dependability can also be addressed by SDN technology.

In this article, we argue that the combination of existing de-
fensive deception techniques and the dynamicity provided by
the SDN technology can be utilised for enhancing the security,
the robustness and the scalability of contemporary computer
networks. Furthermore, the dynamic reprogramming of the
network and the monitoring of the data flows are impractical
by leveraging existing defensive deception techniques such as
honeypots and Moving Target Defense (MTD). On the other
hand, SDN allows overcoming such limitations and enables
the implementation of defensive deception techniques.

The contribution of this work is twofold:

• A comprehensive survey of existing defensive deception
techniques on SDN technology is provided. The analysis
is focused on the most prominent techniques considering
five distinct properties.

• A Defensive Deception mechanism based on SDN tech-
nology is presented. This mechanism aims at misleading
malicious activities in a computer network by presenting
a virtual network topology and hiding the real network
along with possible vulnerabilities that attackers can
exploit. Furthermore, by using this Defensive Deception
mechanism defenders are able to track malicious activ-
ities in time and respond before adversaries are able to
succeed in their attacks.

The rest of the paper is structured as follows : Section II
presents related work while Section III discusses SDN tech-
nology and defensive deception techniques in general. The two
main sections of the paper are Section IV which thoroughly
analyses and compares current state of the art methods for
SDN based defensive deception and Section V which presents
the proposed novel defensive deception mechanism. Finally,
Section VI presents the results obtained through experiments
and Section VII discusses our conclusions.
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II. RELATED WORK

Various approaches exist in the literature analyzing the
application of defensive deception techniques in contemporary
systems and networks. Hoffman et al. in [5] proposed a frame-
work to identify potential attacks and defence mechanisms in
repudiation systems. Furthermore, Jajodia et al. in [6] analyzed
the implementation of the moving target defence technique in
order to protect modern computer networks. Nevertheless, the
implementation of MTD on SDN by leveraging its capabilities
is not considered. Furthermore, Lei et al. in [7] conducted a
survey on different moving target defence techniques. Through
their work, they analyzed the design principles and system
architecture of MTD. Ward et al. in [8] provide an overview
of different cyber moving target techniques, their threat models
and their technical details. However, none of the previous
works has focused on the MTD implementation on SDN.
Additionally, the SDN implementations and capabilities have
been studied in the literature. Specifically, Rowshanrad et al.
in [9] analyzed the different SDN application and different
southbound interfaces, also discussing potential SDN applica-
tions on Cloud, wireless, and mobile networks. In addition,
a comprehensive survey for the SDN has been conducted
by Kreutz et al. in [1]. Although various surveys examined
the SDN technology, none of them has considered it in
combination with the implementation of defensive deception
techniques in their architectures and how such techniques
affect the security in contemporary networks. Further, the
application of defensive deception techniques has been studied
extensively [10]–[21]. These are analyzed in detail in Section
IV towards the identification of the most appropriate defensive
deception mechanism explained and applied in Sections V and
VI respectively.

III. BACKGROUND

In this section, the basic notions on SDN technology and
defensive deception techniques are presented.

A. SDN Technology

Traditional networks consist of a three-layer architecture;
(i) Data plane, (ii) control plane and (iii) management plane
where the last two layers are to some extent considered as
one [1]. In particular, the data plane consists of the necessary
network devices that are responsible for data forwarding.
Further, the control plane contains network protocols that are
used by network devices while the management plane consists
of the software services which enable the remote monitoring
and configuration of the network. Various management and
configuration challenges arise from this architectural paradigm
since deploying elaborate policies and adjusting the network
in case of faults and changes can become cumbersome.

SDN proposes a different network architecture where dif-
ferent abstraction layers facilitate network management and
configuration. The motivation behind SDN technology is to
differentiate the control from the data plane. Particularly, SDN
technology was proposed a couple of years ago, where both
academia and industry were trying to build programmable

networks. Two distinct approaches have been proposed in [22],
[23] for active networks: (1) programmable switches and (2)
capsules. Further, different approaches have arisen regarding
programmable networks [24]–[27]. Recent initiatives such
as ForCES [28], OpenFlow [29] and POF [30] have been
described in [1]. These approaches propose the separation
of the control plane from the data plane without significant
adjustments to the network’s infrastructure. Furthermore, one
of the major approaches in the field of network virtualization
was presented in [31] in the Tempest project. In particular, this
project proposed the concept of switches in ATM networks in
order to facilitate network management, allowing the ATM
networks to communicate under the same physical resources.
Further, different projects such as Planet lab [32], MBone [33],
GENI [34], and VINI [35] proposed architectures for virtual
network topologies. SDN technology arose by the OpenFlow
work at Stanford University, CA, USA [36].

According to Kreutz et al. in [1], the forwarding state of
the data plane is managed by a remotely controlled plane
in SDN architecture. Further, eight different layers have been
developed in the SDN architecture. These are listed below:

• Network Infrastructure: Different physical systems are
installed which are responsible for forwarding packets.

• Southbound Interface: The connections between control
and forwarding elements, which is one of the major
SDN’s advantages, are represented.

• Network Hypervisor: Using contemporary virtualization
tools, SDN can virtualize machines and typologies to
share the same hardware components.

• Network Operating Systems – NOS: Programmed APIs
which provide services to the programmers in order
to facilitate the network management. Through NOS,
programmers are able to control APIs to generate the
network configuration according to specific policies.

• Northbound Interface: A software system which promotes
the application’s portability and interoperability among
the different control platforms.

• Language-based Virtualization: Different programming
languages such as Pyretic and Splendid can be used
in order to virtualize network topologies to enable the
SDN’s interoperability.

• Programming Languages: High-level programming lan-
guages are used by programmers in order to configure an
SDN topology.

• Network Applications: The application in this layer im-
plements the control logic for the SDN. Namely, such
systems compile the commands which must be imple-
mented in the data plane.

B. Defensive deception techniques

The development and application of the SDN has been
studied extensively in the literature [37]–[39]. However, dif-
ferent security techniques have been developed that could
be applied in such infrastructures in order to ensure their
operations. Defensive deception techniques are able to increase
security and dependability of Software Defined Networks.
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In the following section, we will present and describe such
techniques.

Fraunholz et al. in [40] conducted a comprehensive survey
of deception technologies. Notably, different security mecha-
nisms have been categorized considering the application layer
of each technique; (i) Network, (ii) System, and (iii) Data
layer. Furthermore, Han et al. in [41] examined deception tech-
niques in computer security and categorized existing works
according to the unit of deception, the layer where deception is
applied, the goal of the deception solution, and the deployment
mode.

This work focuses on network-based deception technologies
in order to examine their application to the SDN. According
to [41], network-based deception technologies aim to mitigate
three threat categories: network fingerprinting, eavesdropping,
and infiltration and attack propagation. To this end, ten differ-
ent techniques have been identified. These are listed below:

• Network Tarpit: This technique focuses on sticky connec-
tions aiming to slow or stall automated network scanning
in order to confuse attackers.

• Traffic forging: This technique increases the traffic flow
in the network to slow down adversary’s actions.

• Deceptive topology: This technique aims to distort net-
work topology through traffic forging to slow the attacker.

• OS obfuscation: Through this technique, a mimic of the
network behaviour of fake operating systems is created
in order to deceive potential attackers.

• Honeytokens: Honeytokens consist of honey passwords,
honey URL parameters, database honeytokens and honey
permissions.

• Deceptive attack graphs: This technique uses attack graph
representations to lead adversaries to follow a rouge
attack path in order to distract them from their real
targets.

• Deceptive simulation: The simulation enables the moni-
toring of the network topology and the creation of false
attack targets in order to deceive adversaries.

• Decoy services: The defender share fake protocol mes-
sages, respond delays and crafted error messages in order
to delay the attacker.

• Moving Target Defense: MTD is an asymmetric situation
which keeps moving the attack surface of protected sys-
tems through dynamic shifting, which can be controlled
and managed by the administrator [42].

• Honeypots: Honeypots are built to intentionally expose
vulnerable resources to attackers by emulating or simu-
lating systems such as databases, servers and file systems
and services such as authentication [13].

Existing works considering defensive deception techniques
for computer networks are depicted in Table I, while the
classification has been adopted from [41]. As can be seen,
various approaches for defensive deception have been applied
in traditional computer networks.

TABLE I
DEFENSIVE DECEPTION TECHNIQUES.

Reference Technique
[43]–[45] Network Tarpit

[46] Traffic forging
[47] Deceptive Technology
[48] OS obfuscation

[49], [50] Honeytokens
[51], [52] Deceptive attack graph

[53] Decoy services
[54] Deceptive simulation
[20] Moving Target Defense
[13] Honeypots

IV. DEFENSIVE DECEPTION TECHNIQUES ON SDN
IMPLEMENTATIONS

The application of defensive deception techniques by lever-
aging the SDN technology has been extensively studied in
the literature. The research papers analyzed in this work are
identified by searching in the ACM Digital Library, Science
Direct, Scopus, IEEE Xplore and Semantic Scholar databases
with appropriate keywords. For the selection of the articles
we consider the criterion that the proposed approach should
be exclusively related to defensive deception techniques on
SDN implementations. These approaches are analyzed below
considering their core elements such as the used systems,
defensive deception technique, and the outcome/results.

Achleitner et al. in [10] simulate network topologies based
on SDN in order to deceive potential attackers targeting the
network. The core element in this deception technique is the
Reconnaissance Deception System – RDS. The RDS is a
reconnaissance deception system which aims to defend the
network from potential adversaries. By leveraging a software-
defined network virtual network topologies, including its
physical components, are simulated. In particular, SDN is
responsible to dynamically generate flow rules, analyze flow
statistics of the switch rules in order to identify malicious
activity and steer and control network traffic by generating
rules upon the arrival of the packet.

Zhao et al. in [11] propose a decoy chain deployment (DCD)
method based on SDN and NFV as a defensive technique
against penetration attacks. The decoy chain consists of a
sequence of virtual machines which could operate as decoy
switches, middleboxes or terminal hosts. As long as an attacker
runs into a decoy chain will continue to penetrate decoy
nods without any intrusion to the network. Therefore, the
adversary’s malicious actions are slowed down, and sensitive
targets are protected, while at all times, the SDN controller
monitors the security status of the whole network.

Kyung et al. in [12] designed an SDN-based honeynet to
globally monitor all internal traffic with the help of the SDN
controller. An advance honeynet named HoneyProxy has been
proposed to improve data capture capabilities by leveraging
the SDN controller. Hence, honeynet provides more flexibility
in terms of network access management. Particularly, a hon-
eyproxy using SDN controller monitors the data flows over the
network and performs the necessary intervention to the proxy
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servers when a honeypot is compromised. Although honeypots
constitute one of the most prominent defensive deception
techniques, their implementation based on SDN technology
is limited.

Han et al. in [13] proposed an SDN-based intelligent
honeynet in order to attract attackers and learn about their
scope, tactic and behaviour. By leveraging SDN technologies,
honeynets can avoid fingerprinting attacks. Namely, HoneyMix
leverages the SDN technology in different layers of its archi-
tecture toward a more efficient and effective data control. The
programmability of the SDN offers a dynamic reconfiguration
of the network rules depending on each situation. Furthermore,
the SDN switch allows the direct connection among honeypots
and hence, increases the protection from honeypot fingerprint-
ing attacks.

Chowdhary et al. in [14] propose a MTD technique based
on shuffle strategy using an SDN controller in order to
dynamically reconfigure the network and hence, make harder
for an attacker to understand the network topology. SDN is
prefered due to its ability to reconfigure a cloud-based network
topology continuously. In this work, a shuffle based MTD
technique has been deployed where the port number for each
service or the IP address of a VM are continuously changing.

Kampanakis et al. in [15] studied the application of the
SDN technology in network-based MTD techniques. The use
of SDN in MTD techniques aims to obfuscate the attacker’s
actions. SDN implementations improve the defence against
port scanning either TCP port scan or UDP and ICMP scans.
The proposed implementation clarifies that the SDN could
open fault ports which are related to actual services in the
network and hence confuse the attacker consistently.

Steinberger et al. in [16] discuss the combination of MTD
and SDN in order to reduce the effects of a large-scale
cyber-attack. The static configuration of traditional computer
networks jeopardizes the infrastructure since attackers can
reconnaissance the network and choose the most effective
attack in order to cause damage to the network. SDN and MTD
aim to address the issues above due to the scalability of SDN.
The MTD technique is implemented by leveraging the carrier-
grade SDN network operating systems, named ONOS. Two
MTD techniques are used in this defensive solution: (i) the
network-level MTD, and (ii) the host-level MTD. The former
is based on BGP routes and multiple routers while the latter
performs IP hopping in order to set up a honeypot.

Makanju et al. propose an Evolutionary Computation (EC)
technique for MTD in combination with the SDN technology
in [17]. Particularly, EC algorithms have been designed in
order to search large spaces for optimal solutions efficiently.
The MTD technique facilitates the deployment of a new
configuration for the network, considering the network status
indicators and the intrusion alerts.

Debroy et al. in [18] proposed an implementation of MTD
technique in an SDN in cloud infrastructure. An adequate VM
location is proposed by using the SDN controller which directs
OpenFlow switches over the cloud infrastructure. The MTD
technique’s goal is to allow the proactive migration of target

TABLE II
SDN IMPLEMENTATIONS USING DEFENSIVE DECEPTION TECHNIQUES.

SDN Defensive Deception Techniques
[10] Deceptive Technologies
[11] Decoy Services

[12], [13] Honeypots, Honeytokens
[14]–[17], [17]–[21] Moving Target Defense

nodes in a VM. Additionally, the control module initiates
the migration process through the migration initiator module,
and thus, the clients are rerouted to a VM using OpenFlow
switches. The intrusion detection module ensures the migration
process by detecting DoS attacks.

Jafarian et al. in [19] developed a MTD architecture using
an SDN controller in order to change the IP addresses of
each host dynamically. The OpenFlow Random Host Mutation
(OF-RHM) technique assigns a random virtual IP which is
translated to/from the real IP of the host in order to overcome
the static configuration of the traditional computer networks.
The aim of the technique is to protect the network’s topology
for stealthy scanning, worm propagation and other scanning
based attacks.

Macfarland et al. in [20] proposed a MTD application using
SDN technology In particular, their technique aims to service
unmodified clients while avoiding scalability limitations. An
SDN controller provides to defenders the ability to distinguish
trustworthy and untrustworthy clients by using pre-shared
keys, cryptographic MACs, or embedding passwords into
hostnames. The anonymity and unlinkability are ensured by
utilizing the SDN controller since it prevents the revocation
of the flows across movements over the network.

Aydeger et al. in [21] proposed a defensive mechanism for
Crossfire DDoS attacks. By leveraging the SDN technology
and MTD technique, the dynamic reconfiguration of the net-
work environment is achieved. The SDN controller enables
the management of the traffic flow over the network and is
capable of protecting the network from both proactive and
reactive attacks. However, this work focuses particularly on
crossfire attacks. The defensive deception mechanism consists
of four inter-related SDN modules; (i) ICMP monitoring, (ii)
Traceroute profiling, (iii) Route mutation, and (iv) Congestion-
link monitoring.

Table II depicts current SDN applications considering de-
fensive deception techniques. It can be noticed that defense
deception techniques in SDN is immature state since only four
out of ten techniques have been applied.

Table IV depicts twelve of the existing techniques consid-
ering the five properties of defensive deception techniques.
These properties have been adopted from [55] and are depicted
in Table III.

Particularly, five out of twelve implementations fulfilled four
properties while seven met three out of five properties. We can
conclude that MTD techniques aim to increase the attacker’s
workload and uncertainty. On the other hand, techniques such
as honeypots or honeyproxies facilitate the identification of
the attack before adversaries succeed. Moreover, five out
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TABLE III
DEFENSIVE DECEPTION TECHNIQUES PROPERTIES.

Property Description
P1 Increase the attacker’s workload
P2 Allow defenders to better track attacks and respond before

adversaries succeed
P3 Exhaust adversary’s resources
P4 Increase the sophistication required for an attack
P5 Increase the attacker’s uncertainty

TABLE IV
COMPARISON OF ANALYZED IMPLEMENTATIONS.

Reference P1 P2 P3 P4 P5
[10] X X X
[11] X X X
[12] X X
[13] X X X X
[14] X X X X
[15] X X X
[16] X X X
[17] X X X X
[18] X X X X
[19] X X X
[20] X X X
[21] X X X X
12 10 7 5 9 9

of twelve analyzed studies aim to exhaust the adversary’s
resources. Although SDN technology can meet the aforemen-
tioned defensive deception properties, the fulfilment of all five
properties is challenging. To the best of our knowledge, there
are not implementations that consider all these properties.

V. DEFENSIVE DECEPTION MECHANISM

Due to the static nature of computer networks, intruders are
able to detect their structure and identify vulnerabilities which
they can then exploit through advanced attacks. The attackers
initially examine a target networks, in order to identify hosts,
open ports and map the network topology and to find known
or unknown (zero-day) vulnerabilities that will enable them to
continue their attack.

The approach proposed herein, aims at misleading such
malicious activities by presenting a virtual network topology
while it also hides the real network along with possible
vulnerabilities that attackers can exploit. Presenting a virtual
network falsifies all the information an intruder collects from
examining a network and delays the rate of identification of
actual vulnerable servers. Delaying the intruder is critical as
the extra time given before the actual attack is executed, can
facilitate the detection of the intruder and the timely reaction
for protecting the network.

In the threat model of this work, it is assumed that the
intruder is trying to locate the computers on the network and
collect as much information as possible about each computer
in order to continue the attack. The main purpose of our decep-
tion mechanism is to face those malicious network activities
regardless of whether they come from a compromised or a
non-compromised host.

Important part of the deception mechanism is the virtual
network composition in order to delay and mislead intruders
from locating real and possibly vulnerable computers. Further-
more, each host has a different view of the virtual network, so
the Deception mechanism is independent of the compromised
computer.

The deception mechanism consists of four essential ele-
ments:

• an SDN Controller responsible for dynamically creating
and managing the flow rules in order to direct and control
network traffic

• a Packet Handler responsible for handling network pack-
ets and for simulating specific virtual network resources

• a Virtual Network Generator that contains a description
of the virtual network components and their connectivity

• as well as a Honeypot Server responsible for the services
that honeypots will provide to the attacker after a port
scanning

When a packet arrives at a switch, the SDN Controller
applies a flow rule according to the virtual network topology.
Thus, the controller forwards ARP, ICMP, UDP packets to
the Packet Handler while it forwards TCP packets to the
destination host. When the Packet Handler receives a packet,
it creates a response packet according to the virtual topology
and sends it back to the source. The source of the packet may
be classified as an intruder according to at least one of the
following criteria:

• A packet is destined for a honeypot;
• Multiple SYN messages are sent from one source to

multiple destination ports of another network host.
The proposed defence deception mechanism has been im-

plemented in the Mininet, which is a SDN Simulator and the
POX SDN controller has been used. As mentioned above,
the proposed defensive deception mechanism consists of four
basic components the functionality of which is analyzed as
follows:

SDN Controller is responsible for dynamically creating and
managing the flow rules of switches. It is also responsible
for creating and periodically updating the virtual network
topology. The SDN Controller is able to create flow rules for
routing ARP, ICMP, UDP and TCP packets.

As regards the ARP packets, when the switch receives an
ARP request it forwards it to the Packet Handler. Then, the
Packet Handler creates an ARP reply based on the virtual
topology and sends it to the switch. The switch in turn
forwards the ARP reply to the switch port from which it
received the ARP request.

For ICMP packets, when the switch receives an ECHO
request it forwards it to the Packet Handler. Then, the Packet
Handler creates an ECHO reply based on the virtual topology
and sends it to the switch. The switch in turn forwards the
ECHO reply to the switch port from which it received the
ECHO request.

For UDP packets, the packet destination port is first
checked. If the destination port is 53 then the switch should
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forward the DNS query to the Packet Handler. Then, the Packet
Handler will create a reply based on the virtual topology and
send it back to the switch. The switch in turn must forward
the reply to the switch port from which it received the DNS
query. If the destination port is between 33434 and 33523, that
is, the traceroute command has been used; the switch should
forward the request to the Packet Handler. Then, the Packet
Handler will create a reply based on the virtual topology and
send it to the switch. The reply could be ICMP time exceeded
or ICMP destination/port unreachable. The switch in turn must
forward the reply to the switch port from which it received the
request.

In the case of TCP packets, when a switch receives a TCP
packet it will forward it to its destination given that the source
of the packet has not been identified as an intruder from
the SDN controller. A host can be identified as an intruder
by the SDN Controller in two cases. The first case is if
a host interacts with a honeypot through ping or traceroute
commands. The second case is if a host makes a port scanning
attempt against another host on the network. In order to detect
port scanning attempts, the number of SYN messages sent
from a host along with the corresponding destination ports are
examined. In the case that a host is classified as an intruder, its
network activity is forwarded to the Honeypot Server. Actually,
when the switch receives a TCP packet from such a host it
replaces its destination IP and MAC addresses with those of
the Honeypot Server. Then, in the Honeypot Server response
the switch replaces the source IP and MAC addresses with
the original addresses and forward it to the switch port where
the intruder is connected. The main reason that TCP packets
are forwarded to the Honeypot Server instead of the Packet
Handler is because in that case we can increase the level of
deception for the intruder by using a honeypot. The Honeypot
server allows for more interaction with the intruder, which in
the case of complex TCP connections can end up to with the
intruder having a largely false perception of the network.

Packet Handler is responsible for generating and sending
packets, according to the virtual topology created by the virtual
topology generator, when this is required. Packet Handler has
been implemented in Python while the Scapy Framework has
also been used. The role of the packet handler is taken up by
one of the hosts created in Mininet. Thus, the packets will be
forwarded by the switch to the Packet Handler, which in turn
will generate a response and send it back to the switch.

Honeypot Server is responsible for generating the virtual
set of services for each host, that will be provided to the
attacker after a port scanning attempt. As mentioned above,
it is not allowed to an intruder to perform a port scanning on
the actual network and the network traffic will be routed to a
honeypot. Thus, the need arises to present a different set of
services for each scanned computer. One of the hosts created in
the Mininet has the role of Honeypot Server. Honeypot Server
has also been implemented in Python and starts services on the
computer on which is running. Also, it should be mentioned
that these services are periodically updated.

Virtual topology generator is responsible for creating the

virtual topology as well as periodically updating the virtual
IP and MAC addresses of the Mininet hosts and honeypots.
This generator creates a text file that is accessible from the
SDN controller and Packet Handler. Each line of this file
corresponds to a component of the deception mechanism.
Specifically, there are four types of entities, the Packet Han-
dler, the hosts, the fake-routers and the routes.

The Packet Handler is unique to the network and is con-
nected at port 1 of the switch. In addition, the text file contains
information about the real IP and MAC addresses and about
the virtual IP and MAC addresses.

As regards hosts, they can either be Mininet hosts or honey-
pots. In addition, the text file contains information about real
IP and MAC addresses, virtual IP and MAC addresses as well
as the switch port in which is connected the Packet Handler. If
the entity is a Mininet host, then there is information about the
port that is connected to the switch. If the entity is a honeypot,
there is information about the port that the Honeypot Server
is connected to the switch. From the information contained in
host-type rows, the Packet Handler can respond to ARP, ICMP
and UDP requests. The SDN controller knows the IP addresses
of honeypots in order to designate a host as an intruder. Also,
there is information on routing TCP packets.

The fake-router rows contain information about virtual
routers that the deception mechanism will use to deceive
the traceroute command. This information is about the router
interface, the virtual IP and MAC addresses as well as the
switch port that the Packet Handler is connected to.

Route rows contain information about virtual routes from
one host to another. As well as, fake routers are used to mislead
the traceroute command. This information is about a source
host, a destination host, and the intermediate hops which are
the fake router’s interfaces mentioned above.

As mentioned above, one of the functions of the virtual
topology generator is to periodically update the IP and MAC
addresses in order to increase the attacker’s uncertainty about
the target host. However, there is a limitation regarding the
termination of the TCP connections by changing the IP and
MAC addresses. The number of subnets created by this
mechanism is static and the optimal way to create a virtual
topology given a real topology is a future track of research.

In order to present the functionality of the Defensive De-
ception Mechanism components as a whole, two different
scenarios are described, one for an attacker scanning hosts in
a network and a second one for an attacker scanning services
on a host.

In the first scenario, we assume that an attacker will interact
with a host on the network via the ping command. Thus, the
switch will receive an ARP request which will be forwarded
to the SDN Controller. The SDN Controller will send two
flow rules to the switch. According to the first flow rule the
switch will forward the ARP request to the Packet Handler.
In turn, Packet Handler will generate an ARP reply and send
it to the switch. According to the second flow rule the switch
will forward the ARP reply to the switch port from which it
received the ARP request. After that, an ECHO request will
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Fig. 1. Topology of implementation

Fig. 2. Packet handler flowchart

be sent from the attacker’s computer. The switch will forward
it to the SDN Controller and the SDN Controller will create
two flow rules. According to the first flow rule, the switch
will forward the ECHO request to the Packet Handler. In turn,
Packet Handler will generate an ECHO reply and send it back
to the switch. According to the second flow rule the switch
will forward the ECHO reply to the switch port from which
it received the ECHO request. Figure 4 depicts the sequence
diagram for the aforementioned scenario.

Fig. 3. SDN controller flowchart

In the second scenario, we assume that the attacker will
interact with a host on the network through the nmap program.
Based on the function of the nmap program, several SYN-type
messages will be sent from the attacker’s computer to many
host’s ports. All of these messages will be forwarded from the
switch to the SDN Controller, and once the number of those
SYN messages surpasses a specified limit for a multitude of
different ports then the SDN Controller will create two flow
rules. According to the first flow rule, when the switch receives
a TCP packet, from the attacker’s computer, it replaces its
destination IP and MAC addresses with those of the Honeypot
Server. According to the second flow rule, in the Honeypot
Server response the switch replaces the source IP and MAC
addresses with the original addresses and forward it to the
switch port where the attacker is connected. Figure 5 depicts
the sequence diagram for the second scenario.

VI. RESULTS

In this section, the effectiveness of the deception defense
mechanism discussed above is examined. For this purpose the
nmap port scan tool was used, in order to scan a network
protected by the proposed defensive deception mechanism.
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Fig. 4. Ping command sequence diagram

Fig. 5. Nmap sequence diagram

The results will be based on the defensive deception techniques
properties presented in Table III.

Initially, an SDN network consisting of a switch and six
computers was created in Mininet. The defensive deception
mechanism created three sub-networks, each consisting of
eight honeypots and two real computers. In total there are
twenty four honeypots and six real computers. The ping sweep
function of the nmap tool will be used to locate the computers
running on the network. The results of the scans on the three
subnets as well as the time taken for each scan are presented
in Figure 6 and Figure 7.

In these scans it was observed that we can increase the
number of computers in a network by increasing the number

Fig. 6. Nmap ping sweep results (computers per subnet)

Fig. 7. Nmap ping sweep time (in seconds)

of honeypots. Thus, we increase the workload (P1) and uncer-
tainty (P5) of the attacker. Also, we are able to track attacks
and respond before attackers succeed (P2).

Each of the network computers that responded to the ping
sweep will then be examined separately. For this reason, the
nmap tool will be used again to identify the services that each
computer hosts. The following graphs, Figure 8 and Figure 9,
show the number of services that each computer runs and the
time required for each scan.

In these scans it has been observed that we can vary the
number of services running on a computer. Thus, we increase
the workload (P1) and uncertainty (P5) of the attacker. Also,
We are able to detect attacks and respond before attackers
succeed (P2).

VII. CONCLUSIONS

As computer networks become more complex and attacks
against those become more sophisticated, the mitigation effi-
ciency of passive static countermeasures is going to decline. In
order to be able to cope up with protecting modern computer
networks from attackers we are required to come up with more
sophisticated solutions such as SDN based deceptive defense
techniques, that can delay and reveal the attacker.
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Fig. 8. Nmap scan results (open ports per computer)

Fig. 9. Nmap scan time (in seconds)

Our comprehensive literature review showed that there are
multiple efforts to set up such deceptive defense mechanisms
based on SDN and the results are promising. The different
methods have been analysed with respect to their main prop-
erties according to Table III.

Furthermore, we introduce a novel defensive deception
mechanism that leverages the capabilities provided by SDN
technologies. The proposed mechanism combines components
from multiple defensive deception techniques as identified in
the examined prior studies (see Table II), namely Deceptive

Technologies, Honeypots, and Moving Target Defense. Finally,
we have implemented the proposed mechanism and evaluated
its capacity to satisfy the defensive deception mechanisms
properties (see Table III), and more specifically to increase the
attacker’s workload, to allow defenders to better track attacks
and respond before adversaries succeed, and to increase the
attacker’s uncertainty.

As future work, the proposed system is going to be en-
hanced both in terms of detection capabilities and prevention
mechanisms. Detection is going to be expanded through the
use of machine learning techniques. Prevention is going to
be revised, to enable deception techniques to adapt to each
protected network in terms of size and type of connected hosts
or devices.
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Abstract—Video streaming has become the major source of

Internet traffic nowadays. Considering that content delivery

network providers utilize Video over Hypertext Transfer Proto-

col/Transmission Control Protocol (HTTP/TCP) as the preferred

protocol stack for video streaming, understanding TCP perfor-

mance in transporting video streams has become paramount. Re-

cently, multipath transport protocols have allowed streaming of

video over multiple paths. In this paper, we analyze the impact of

handoffs on multipath video streaming and network performance

on WiFi and cellular paths. We utilize network performance

measures, as well as video quality metrics, to characterize the

performance and interaction between network and application

layers of video data for various network scenarios.

Keywords—Video streaming; high speed networks; TCP conges-
tion control; TCP socket state; Multipath TCP; Packet retransmis-
sions; Packet loss.

I. INTRODUCTION

Transmission Control Protocol (TCP) has become the most

widely deployed transport protocol of the Internet, providing

reliable data transmission for the overwhelming majority of

applications. For data applications, the perceived quality of

service can be summarized as the total transport time of a

given file. For streaming applications, the perceived quality

of experience involves the amount of data discarded at the

client due to excessive transport delays, as well as rendering

stalls due to lack of timely playout data. These performance

measures, namely transport delays and data starvation, depend

on how TCP handles flow control and packet retransmissions.

Motivated by the evolution of multiple device interfaces,

multipath transport has been developed, allowing video

streaming over multiple IP interfaces and network paths.

Multipath streaming not only increases aggregated bandwidth

capacity, but also increases reliability at the transport level

session when a specific radio link coverage gets compromised.

Moreover, an important issue in multipath transport is the

path (sub-flow) selection; a path scheduler is needed to split

traffic to be injected on a packet by packet basis onto available

paths. Head of line blocking across different paths may cause

incomplete or late frames to be discarded at the receiver,

as well as stream stalling, compromising video rendering

performance. In this work, we analyze the effect of path

handoffs from a primary path to a secondary path on the

quality of video stream delivery. As streaming session lasts

long enough to experience path disconnection in many use

cases, such as WiFi to Cellular handoffs, it is important to

study such events from an application performance viewpoint.

The material is organized as follows. Related work is dis-

cussed on Section II. Section III details how video streaming is

supported over TCP transport protocol. Section IV introduces

widely deployed TCP variants utilized as transport for each

path. Section V characterizes handoff effects on multiple

path video delivery via WiFi and cellular paths via network

emulation, addressing performance evaluation using a default

path scheduler and a recently proposed sticky scheduler, for

each TCP variant. Our empirical results show that Video

streaming using coupled TCP variants may be impacted by

handoffs, particularly on WiFi-Cellular scenarios. Section VI

addresses directions we are pursuing as follow up to this work.

II. RELATED WORK

Although there have been several multipath transport studies

in the literature, few have focused on video performance

over multiple paths. In what follows, we classify these efforts

according to their scope, and comment on representative ones.

A. Multipath Video streaming on ad-hoc networks

These works are motivated by vehicular communication use

cases emerging for assisted driving systems. A representative

research effort within this scope is [2], which proposes an

interference aware multipath video streaming in Vehicular Ad-

hoc Networks (VANETs). They consider vehicle interference

within neighbors, as well as shadowing effects onto Signal to

Noise ratio, data delay and throughput of video streams over

multiple paths. They also provide a good survey of recent work

on multipath video streaming over VANETs. From a scope’s

perspective, even though the ultimate objective is reliable

transport of high quality video streams, minimizing video

freezes and dropped frames, these efforts are link layer ap-

proaches, such as channel interference, coupled with efficient

routing strategies on ad-hoc vehicular networks. In contrast,

our scope is video streaming over regular Internet, where

channel and route optimization opportunities are limited.

B. Application driven path selection on heterogeneous paths

The scope here is in coupling application layer with trans-

port protocol to increase video streaming quality. For instance,

[1] proposes a path-and-content-aware path selection approach

to couple MPEG Media Transport (MMT) protocol with mul-

tipath transport protocol. They estimate path quality condition

of each subflow, and selectively avoid sending I-frames on

paths of low quality. They evaluate video layer quality via

Peak Signal to Noise (PSNR) tracing, as well as network layer

goodput. A similar approach, at which different sub-flows are

used for segregating prioritized packets of Augmented Real-

ity/Virtual Reality streams has been proposed by Silva et al.
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[21]. In contrast, our previous and current work do not couple

application with multipath transport, as the coupling would

require different transport protocols for different applications.

C. Multipath path selection of data transport within MPTCP

Here, the scope is smart path selection via sub-flow transport

chanracterization. Arzani et al. [4] present a modelling of

multipath transport in which they explain empirical evaluations

of the impact of selecting a first sub-flow in throughput perfor-

mance. Hwang et al. [10] propose a blocking scheme, where

a slow path is not used when delay difference between paths

is large, to improve data transport completion time on short

lived flows. Ferlin et al. [7] introduce a path selection scheme

based on a head-of-line blocking predictor of paths. They carry

out emulation experiments of their scheduler against minimum

Round Trip Time (RTT) default scheduler, in transporting bulk

data, Web transactions and Constant Bit Rate (CBR) traffic.

Performance evaluation metrics are goodput, completion time

and packet delays, respectively.

More recently, Kimura et al. [12] have shown throughput

performance improvements on schedulers driven by path send-

ing rate and window space, focusing on bulk data transfer

applications. Xue et al. [23] has proposed a path scheduler

based on prediction of the amount of data a path is able

to transmit and evaluated it on simulated network scenarios

with respect to throughput performance. Also, Frommgen et

al. [9] have shown that stale round trip time (rtt) information

interferes with path selection of small streams such as HTTP

traffic. The authors propose an rtt probing and one way

delay based path selection to improve latency and throughput

performance of thin streams. Finally, [22] has addressed the

WiFi/Cellular(LTE) handoff scenario when transferring data

over MPTCP. They propose a radio/transport cross-layer ap-

proach, where TCP layer receives indication of a threshold

SNR event crossing, indicating likely handoff. Via simulations,

they show transport layer (throughput, RTT, retransmissions)

improvements when WiFi/LTE handoffs occur, for Reno, Lia

and Olia TCP variants on data transfers. In contrast, our

handoff characterization focuses on impact of handoffs on

video streaming quality.

D. Multipath path selection of Video Streams within MPTCP

Dong et al. [6] have proposed a path loss estimation

approach to select paths subject to high and bulk loss rates.

Although they have presented some video streaming experi-

ments, they do not measure streaming performance from an

application perspective.

By contrast, in our previous work, we have proposed

multipath path scheduling principles that can be applied to

different path schedulers to specifically improve the quality

of video streams. In [13], we have proposed Multipath TCP

path schedulers based on dynamic path characteristics, such

as congestion window space and estimated path throughput,

and evaluated multipath video streaming using these proposed

schedulers. Recently [14], we have also proposed to enhance

path schedulers with TCP state information, such as whether

a path is in fast retransmit and fast recovery, to improve

(a) TCP
(b) MPTCP

Figure 1: Video Streaming over TCP/MPTCP

video quality in lossy network scenarios. In [15], we have

introduced the concept of a sticky scheduling, where once

a path switch occurs, we stay with the new path until its

bandwidth resources become exhausted. In this work, we have

included sticky scheduler as part of our handoff performance

evaluation using widely deployed TCP variants on open source

network experiments over WiFi and cellular paths. We focus

on most commonplace scenario of handoffs between WiFi and

cellular networks on video streaming sessions originated at

home and lasting way after the user leaves its WiFi network.

III. VIDEO STREAMING OVER TCP

At application layer, a video streaming over HTTP/TCP

typically uses an HTTP server, where video files are made

available for streaming upon HTTP requests, and a video

client, which places HTTP requests to the server over the

Internet, for video streaming. At transport layer, a TCP variant

is used to store and reliably transport video data over IP

packets between the two end points. Figure 1 (a) illustrates

video streaming components. The HTTP server stores encoded

video files, making them available upon HTTP requests. Upon

HTTP video request, a TCP sender is instantiated to transmit

packetized data to the client machine, making a TCP socket

available to the application at both end points. At TCP trans-

port layer, a congestion window is used at the sender for flow

controlling the amount of data injected into the network. The

size of the congestion window, cwnd, is adjusted dynamically,

according to the level of congestion in the network, as well

as the space available for data storage, awnd, at the TCP

client receiver buffer. Congestion window space is freed only

when data packets are acknowledged by the receiver, so that

lost packets are retransmitted by the TCP layer. At the client

side, in addition to acknowledging arriving packets, the TCP

receiver informs the sender its current available space awnd,

so that at the sender side, cwnd ≤ awnd condition is enforced

at all times. At client application layer, a video player extracts

data from a playout buffer, filled with packets delivered by the

TCP receiver from its socket buffer. The playout buffer serves

to smooth out variable data arrival rate.

A. Interaction between Video streaming and TCP

At the server side, HTTP server injects data into the TCP

sender buffer according to cwnd space availability. Hence, the

injection rate of video data into the TCP socket is dictated

by the congestion network condition, and thus different than

the video variable encoding rate. Moreover, TCP throughput
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performance is affected by the round trip time of the TCP

session. This is a direct consequence of the congestion window

mechanism of TCP, where only up to a cwnd worth of data can

be delivered without acknowledgements. Hence, for a fixed

cwnd size, from the sending of a first packet until the first

acknowledgement arrives, a TCP session throughput is capped

at cwnd/RTT . For each TCP congestion avoidance scheme,

according to the TCP variant, the size of the congestion

window is computed by a specific algorithm at time of packet

acknowledgement reception by the TCP source. However, for

all variants, the size of the congestion window is capped by the

available TCP receiver space awnd sent back from the TCP

client. At the client side, the video data is retrieved from TCP

client socket by the video player into a playout buffer, before

delivering to the video renderer. However, client playout buffer

may underflow, if TCP receiver window empties out. On the

other hand, playout buffer overflow does not occur, since the

player will not pull more data into the playout buffer than it

can handle.
IV. TRANSPORT PROTOCOLS

We now describe single/multipath transport protocols.

A. Multipath TCP

MPTCP is an IETF supported transport layer protocol which

allows data transport over multiple TCP sessions [8]. The

multipath nature of the transport session is hidden to upper

layers via a single TCP socket use per application session. At

the transport layer, however, MPTCP works with TCP variant

sub-flows, each of which unaware of the multipath nature

of the overall transport session. Connecting the application

facing socket with transport sub-flow is a path scheduler,

which extracts packets from the MPTCP socket exposed to

applications, selects a sub-flow, and injects them into TCP

sockets belonging to the selected sub-flow. MPTCP transport

architecture is represented in Figure 1 (b).

The most widespread path scheduler (Linux implementa-

tion) selects the path with shortest round trip time (rtt) among

paths with congestion window space for new packets. We refer

to this path scheduler as default scheduler. In addition to this

path scheduler, we include evaluation of a sticky scheduler

[15], as follows. At the start of a new video streaming session,

the path with smallest rtt is chosen, as per default scheduler.

However, once a new path is selected (due to congestion of a

previously selected path), the scheduler remains selecting the

same path until it can no longer inject new packets. We call

this path strategy as Greedy Sticky scheduler - GR-STY.

In addition, a MPTCP packet scheduler is supported, which

adjusts the congestion window of each subflow according to

some strategy. The packet scheduler may work in one of

two different configuration modes: uncoupled and coupled.

In uncoupled mode, each sub-flow congestion window cwnd
is adjusted independently. In coupled mode, MPTCP couples

the congestion control of the sub-flows, by adjusting the

congestion window cwndk of a sub-flow k according with

parameters of all sub-flows. Although several coupled mecha-

nisms exist, we focus on Linked Increase Algorithm (LIA) [18]

and Opportunistic Linked Increase Algorithm (OLIA) [11].

MPTCP supports the advertisement of IP interfaces avail-

able between two endpoints via specific TCP option signalling.

As IP option signalling may be blocked by intermediate IP

boxes such as firewalls, paths that cross service providers

may require VPN protection. Morever, both endpoints require

MPTCP to be running for the establishment of multiple

transport paths. In addition, IP interfaces may be of diverse

nature: WiFi, cellular, etc.

B. TCP variants

TCP protocol variants can be classified into delay and loss

based. Loss based TCP variants use packet loss as primary

congestion indication signal, performing window regulation

as cwndk = f(cwndk−1), hence being ack reception paced.

Most f functions follow an Additive Increase Multiplicative

Decrease (AIMD) strategy, with various increase and decrease

parameters. TCP NewReno [3] and Cubic [19] are examples

of AIMD strategies. Delay based TCP variants, on the other

hand, use queue delay information as the congestion indica-

tion signal, increasing/decreasing the window if the delay is

small/large, respectively. Compound [20] and Capacity and

Congestion Probing (CCP) [5] are examples of delay based

protocols. Most TCP variants follow a slow start, congestion

avoidance, fast retransmit and fast recovery phase framework.

For TCP variants widely used, congestion avoidance is sharply

different.

Cubic TCP Congestion Avoidance: TCP Cubic is a loss

based TCP that has achieved widespread usage as the default

TCP of the Linux operating system. During congestion avoid-

ance, its congestion window is adjusted as follows (1):

AckRec : cwndk+1 = C(t−K)3 +Wmax

K = (Wmax
β

C
)1/3 (1)

PktLoss : cwndk+1 = βcwndk

Wmax = cwndk

where C is a scaling factor, Wmax is the cwnd value at time

of packet loss detection, and t is the elapsed time since the last

packet loss detection. K parameter drives the cubic increase

away from Wmax, whereas β tunes how quickly cwnd is

reduced on packet loss. This adjustment strategy ensures that

its cwnd quickly recovers after a loss event.

Compound TCP Congestion Avoidance: Compound TCP

is the TCP variant used in most deployed Wintel machines.

This variant implements a hybrid loss/delay based congestion

avoidance scheme, by adding a delay congestion window

dwnd to the congestion window of NewReno [20]. Compound

TCP cwnd adjustment is as follows (2):

AckRec : cwndk+1 = cwndk +
1

cwndk + dwndk
(2)

PktLoss : cwndk+1 =
cwndk

2
where the delay component is computed as:

AckRec : dwndk+1=dwndk+ αdwndKk − 1, if diff < γ

dwndk − ηdiff, if diff ≥ γ

PktLoss : dwndk+1 =dwndk(1 − β)−
cwndk

2
(3)
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TABLE I: EXPERIMENTAL NETWORK SETTINGS

Element Value

Video size 409 MBytes

Video rate 5.24 Mbps

Playout time 10 mins 24 secs

Video Codec H.264 MPEG-4 AVC

MPTCP variants Cubic, Compound, LIA, OLIA

MPTCP schedulers DFT, GR-STY

where parameter diff is the estimated number of backlogged

packets, γ is a threshold parameter which drives congestion

detection sensitivity and α, β, η and K are parameters chosen

as a tradeoff between responsiveness, smoothness and scala-

bility. Compound TCP behavior is dominated by its loss based

component, featuring a slow responsiveness to path bandwidth

variations, which may cause playout buffer underflows.

Linked Increase Congestion Control: LIA [18] window

adjustment couples the congestion control algorithms of differ-

ent sub-flows by linking their congestion window increasing

functions, while halving cwnd window upon packet loss

detection. LIA cwnd adjustment scheme is as follows (4):

AckRec :cwndik+1= cwndik +min(αBackMssi∑
n

0
cwndp

, BackMssi

cwndi )

PktLoss :cwndik+1=
cwndi

k

2 (4)

where parameter α regulates the aggressiveness of the pro-

tocol, Back represents the number of acknowledged bytes,

Mssi is the maximum segment size of sub-flow i and n is

the number of sub-flows. Equation (4) adopts cwnd in bytes,

rather than in packets (Maximum Segment Size - MSS), in

contrast with other TCP variants equations, because here we

have the possibility of diverse MSSs on different sub-flows.

However, the general idea is to increase cwnd in increments

that depend on cwnd size of all sub-flows, for fairness, but

with total increase no more than a single TCP Reno flow. The

min operator in the increase adjustment equation guarantees

that the increase is at most the same as if MPTCP was running

on a single TCP Reno sub-flow. In practical terms, each LIA

sub-flow increases cwnd at a slower pace than TCP Reno, still

cutting cwnd in half at each packet loss.

Opportunistic Linked Increase Congestion Control: OLIA

[11] congestion window adjustment also couples the conges-

tion control algorithms of different sub-flows, but with the

increase based on the quality of the available paths. OLIA

cwnd adjustment scheme is as follows (5):

AckRec : cwndik+1 = cwndik +
cwndi

(RTTi)2

(
∑

n

0

cwndp

RTTp )2
+ αi

cwndi ,

PktLoss : cwndik+1 =
cwndi

k

2 (5)

where α is a positive parameter for all paths. The idea

is to tune cwnd to an optimal congestion balancing point

(Pareto optimal sense). In practical terms, each OLIA sub-flow

increases cwnd at a pace related to the ratio of each sub-flow

RTT and the RTT of other subflows, still cutting cwnd in half

at each packet loss.

V. STREAMING PERFORMANCE UNDER PATH HANDOFF

Figure 2 describes two network testbeds used for emulating

network paths with WiFi and Cellular (LTE) wireless access

links. In WiFi only testbed (a), an HTTP Apache video server

(a) Two Path Wi-Fi Network

!"#$"%&'

(")*+%,-"*./

0111%23456678

9:1
;7<*%=/7/"+.

9>%=?"/8@

!*A%=*BC*B
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(b) Cellular and Wi-Fi Network

Figure 2: Video Streaming Emulation Network

TABLE II: EXPERIMENTAL NETWORK SCENARIOS

Scenario Path properties

(RTT, Bandwidth)

Limited BW Scenario Flow1) RTT 50 ms, BW 6 Mb/s

Each path BW is close to video rate Flow2) RTT 100 ms, BW 6 Mb/s

Large BW Scenario Flow1) RTT 50 ms, BW 18 Mb/s

Each path BW is 3 times video rate Flow2) RTT 100 ms, BW 18 Mb/s

Cellular Scenario Cellular) RTT 3.3ms, BW 24 Mb/s

(Interface BW speed) Wi-Fi) RTT 2.9ms, BW 433 Mb/s

is connected to two access routers, which are connected to

link emulators, used to adjust path delays. A VLC client

machine is connected to two Access Points, a 802.11a and

802.11g, on different bands (5GHz and 2.4GHz, respectively).

In WiFi-Cellular testbed (b), an HTTP Apache video server is

connected to two L3 switches, one of which directly connected

to an 802.11ac router, and the other connected to an LTE

base station via a cellular network card. The simple topologies

and isolated traffic allow us to better understand the impact

of differential delays, TCP variants, and path schedulers on

streaming performance. Handoff is forced by cutting off WiFi

primary path, simulating a break down of router to client

communication.

Network settings and scenarios under study are described

in Tables I and II, respectively. Video settings are typical

of a video stream, with size short enough to run multiple

streaming trials within a short amount of time. For WiFi

only scenario, path bandwidth capacity is tuned to support a

limited bandwidth and large bandwidth scenarios to stream a

video playout rate of 5.24Mbps. TCP variants used are: Cubic,

Compound, LIA and OLIA. Performance measures are:

• Picture discards: number of frames discarded by the

video decoder.

• Buffer underflow: number of buffer underflow events at

video client buffer.

• Sub-flow throughput: the value of TCP throughput on

each sub-flow.

• Packet retransmissions: number of packets retransmit-

ted by TCP.

We organize our video streaming experimental results in

three network scenarios (Table II): i) A WiFi-WiFi limited

bandwidth scenario, with 6Mbps capacity on each path and

differential delay; ii) A WiFi-WiFi large bandwidth scenario,
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Figure 3: WiFi: no Handoff with DFT
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Figure 4: WiFi Handoff: video performance with DFT
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Figure 5: WiFi Handoff: transport throughput with DFT
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Figure 6: WiFi Handoff: transport retransmissions with DFT

with 18Mbps capacity on each path; iii) A WiFi-Cellular(LTE)

scenario, with practically unlimited capacity on each path (path

bandwidth is limited only by interfaces speed). Results are

reported as average and min/max deviation bars.

A. WiFi Scenarios

Figures 3 a and b report on video streaming and TCP

performance of baseline scenario with no handoff, where flow

1 and 2 have 50, 100msec round trip times, respectively, and

default packet scheduler. We see that picture discards and

buffer underflows are as small as they can be, even when

per flow bandwidth is limited (a). Figures 4 present same

network scenario, but with WiFi-WiFi handoff. We see that for

both limited and large bandwidth scenarios, video performance

is not disturbed by handoffs. Figures 5 (a) and (b) report

throughput of each flow, verifying that a larger throughput

results on flow 2, with is the sole flow carrying traffic after

handoff. Finally, for this handoff scenario, Figures 6 report
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Figure 7: WiFi: No Handoff with GR-STY
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Figure 8: WiFi Handoff: transport retransmissions with GR-STY

on TCP layer packet retransmissions. Interestingly, in limited

(tight) bandwidth scenario, significant retransmissions occur

on both flow 1 and flow 2 for OLIA and Compound TCP

variants. We notice that these two are the slowest variants to

have their congestion window cwnd recover from packet loss,

as per respective equations of Section IV.

We have repeated handoff experiments using sticky sched-

uler instead of default scheduler, for comparison. Video perfor-

mance results are similar to Figures 4, and hence are omitted

for space’s sake, as well as throughput results. However,

transport retransmissions (Figures 8) show very little retrans-

missions on both flow 1 and flow 2 triggered by handoffs for

all TCP variants (notice scale change of y-axis), including slow

OLIA and Compound. From these and previous default sched-

uler retransmission results, we verified that large number of

retransmissions occur prior to handoff, when both flow 1 and

flow 2 are used, since the level of retransmissions is affected

by the path scheduler used, with sticky scheduler alleviating

retransmissions. Once handoff to flow 2 occurs, which occurs

quickly due to both paths being available simultaneously, some

extra retransmissions, no longer caused by the scheduler, also

occur for OLIA and Compound TCP variants.

B. Cellular Scenario

Figures 9 a and b report on video streaming performance

of WiFi - cellular network scenario with no handoff, under

default and sticky path schedulers. We can verify perfect video

streaming. In contrast, when handoffs from WiFi to cellular

occur (Figures 10), buffer underflow and picture discards are

significant for OLIA using default scheduler (a) , and LIA

using sticky scheduler (b). Cubic and Compound TCP variants

do not suffer video level performance degradation on under

either path schedulers. In addition, Figures 11 confirm handoff

from cellular link to WiFi link. Finally, Figures 12 show that

most of retransmissions occur in the LTE path, for Compound

and OLIA variants, again the least responsive variants to

congestion window recovery.
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Figure 9: WiFi-Cellular: No Handoff
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Figure 10: WiFi-Cellular Handoff: video performance
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Figure 11: WiFi-Cellular Handoff: transport throughput
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Figure 12: WiFi-Cellular Handoff: transport retransmissions

Overall, the results show that video streaming over mul-

tiple paths may sustain handoffs between WiFi and cellular

paths without significant performance degradation. In addition,

sticky scheduler helps reduce retransmissions on slow to

recover TCP variants such as OLIA and Compound.

VI. CONCLUSION AND FUTURE WORK

We have analyzed the impact of handoffs on video stream-

ing performance over multiple paths. On a WiFi only scenario,

we have shown that video streaming does not get affected by

handoffs even on tight path bandwidth conditions. For WiFi-

LTE cellular handoff, by using a VPN approach to overcome

the issue of MPTCP signalling being dropped at intermediate

nodes, we have shown video performance degradation for LIA

and OLIA TCP variants. The path coupling of these TCP

variants, where congestion window size depends on all active

paths, slows down their recovery from packet losses during

handoffs. We are currently investigating how coupled TCP

variants may be made more robust to handoffs. We are also

planning a handoff study on 5G cellular links.
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Abstract—The lack of data interoperability on today’s Internet
platforms has led to data ownership problems, which further lead
to the deprivation of netizen participation and representation
in the data economy. In this paper, we conclude that user-
oriented data interoperability is the key to change the siloed
app ecosystem toward a more decentralized direction. This paper
examines the various attempts made by the industry to increase
interoperability at different levels: software level, platform level,
and infrastructure level. Web 1.0 granted netizens the right to
view online content and Web 2.0 (Apps) has given netizens the
right to publish in a participatory manner. In this paper, we
envision that the next-generation Internet platforms will enable
netizens to access personal storage and computation, which can
recuperate netizens’ right for data ownership and representation
in the data economy.

Keywords–Data Interoperability; Web 3.0; Data Ownership; App
Ecosystem; Data Economy; Privacy.

I. INTRODUCTION

With the rise of Internet companies, Internet platforms have
become more centralized in terms of data storage, which has
led to myriad problems including data ownership [1]-[3] and
privacy issues [4]-[6]. The rise of apps and the decline of the
World Wide Web exacerbate the problem [7], [8]. A major
drawback of the app ecosystem where Internet companies
control most resources is the lack of data interoperability
between platforms [9], making the current app ecosystem de
facto app silos. Data interoperability [10], [11] not only means
different platforms sharing data between each other, but also
addresses the ability of users, platforms and other agencies
who create, exchange and consume data to have clear, shared
expectations for the usage, context, and meaning of the data
[12].

App silos (see Figure 1) depict the ill status quo of different
apps practicing their own data standards while leaving users
out of the loop. The lack of data interoperability has led to
two major issues. First, Internet companies have made the
data generated on their platforms as private properties and
make profits through which, e.g., by enhancing ads with data-
driven micro-targeting means, or directly selling user data.
Second, netizen online data are shattered on different platforms
with different accounts. The popular narrative of big data is
that platforms may learn your preferences to provide better-
personalized services. However, the app silo status quo thwarts
the ideal, since an app can only learn about a limited part of
the user. None of them can see the whole picture, nor could

the user themselves, which makes it less possible to maximize
the potential value from user data.

Moreover, the lack of data interoperability also exacerbates
the unvirtuous deeds and competitions in the internet industry,
for big companies will always be in an advantageous, if not
hegemonic position in data collections and data trades. Since
users are left out of the loop of the sales and future usages
of their data, these kinds of data sales and analysis deeds
in the capitalism market will ultimately commodify personal
information and let corporations prey back on users.

Figure 1. App Silo.

Dissatisfied with the status quo, innovators in the Internet
field have been developing new forms of protocols or technolo-
gies to increase interoperability between different agents, e.g.,
the decentralized web movement and linked-data platforms in
the Web field [13], [14], and the burgeoning use of Application
Program Interface (API) [15] in the Internet industry.

The purpose of this paper is to introduce an ongoing
project. Our aim is to protect user privacy, facilitate data
management online and enhance data interoperability among
web apps. This paper will cover the theories, methods and
products of our project.

The paper is structured as follows: Section II describes the
three levels of data interoperability with real-world examples.
Section III illustrates the architecture and characteristics of our
end-user customizable platform design proposed in the Alora
project and incorporated in its web based portal app called
Alora.
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TABLE I. THREE MAJOR ISSUES ON TODAY’S INTERNET

Issue Description

Online Privacy

Without resorting to third party
services, netizens cannot tell if a
website is collecting certain cookies or
using trackers, nor could netizens
disable them.

Data Storage

Online activities only enrich the
databases of Internet companies, rather
than the power of netizens to control
what they want to see. Moreover, the
databases of different apps are not
interoperable.

Micro-targeting Advertising

Although most of the Internet is free to
browse for netizens, yet we are paying
with our attention to the free services,
which may eventually cost more due to
the asymmetric information in the
market.

II. THREE LEVELS OF DATA INTEROPERABILITY AND
EXISTING EXAMPLES

The prevailing data ownership issues stem from when
Internet companies make it a norm to collect and privatize
user data, which has led to the rise of advertising-supported
business models. As scrutinized by Wu [16], Internet platforms
provide user free diversion in exchange for user attention,
which is monetized through advertising, and the efficiency of
which is enhanced by micro-targeting and recommendation
systems based on the data collected by internet companies.
Internet companies play the role of “attention merchants”, a
term coined by Wu to describe the role played by Internet
companies in the advertising model [16]. We have listed three
major problems faced by today’s Internet users due to the lack
of data interoperability in today’s Internet platforms, as shown
in Table 1.

A. Software Level Interoperability
Software level interoperability refers to the scenario that

the owner of the software designs data interoperability protocol
and defines how their data will be accessed by outside parties.

The app ecosystem has been constantly making progress
towards software level data interoperability. We are seeing an
ever-growing API ecosystem. With API, outside developers
can access data in the API providers’ servers with the pro-
vided calls and requests. For example, team collaboration app
Slack [17] has integrated more than 2000 frequently used
services into their platform, including Office 365 R©, GitHub,
and Google Drive.

Emerging products like Zapier and IFTTT, whose slogan
is “get all your apps and devices talking to each other”, are de
facto a combination of APIs. There are plenty of explorations
to improve the interoperability between apps, and API is the
best representative of which, yet software level interoperability
also has the app itself as the limit–making things beyond the
app out of reach.

B. Platform Level Interoperability
Platform level interoperability denotes a parent platform

that defines the data interoperability protocol adopted by
agencies residing on the platform.

In platform level interoperability, the parent platform pro-
motes platform level interoperability in a top-down manner
by enforcing standardized developing languages, data formats,
and user interaction components. One recent popular instance
is the Mini Program inside a platform. The Chinese social
media platform WeChat [18], [19] first published its Mini
Program platform in 2017, followed by Baidu and Alipay.
The parent platform provides a slew of developing standards
and functioning modules, so that all functions are accessible
to developers and there is no need to reproduce existing
solutions: authentication and authorization, QR code scanning,
augmented reality modules, online payment, map and location
service, etc. Moreover, data storage is also partially interop-
erable between Mini Programs and the parent platform. With
the help of various interoperable functions, Mini Programs can
stay light in size and focus on functions the main platform does
not provide. According to the 2019 year-end report, WeChat
has more than 3 million Mini Programs on its platform with
330 million daily active users. Moreover, users on average have
used 60 different Mini Programs in 2019.

C. Infrastructure Level Interoperability
Infrastructure level interoperability refers to a thorough set

of protocols from the front-end interface to back-end comput-
ing and storage, which all agents need to have a consensus on
the use of the data.

One and probably the only prevailing Internet platform
that meets infrastructure level interoperability is the World
Wide Web. Backed by W3C standards, the web is an immense
platform where netizens read data and write data. However,
the interoperability of the web has been declining with the
prevalence of platforms with private databases when most of
the data collecting actions are underwater.

In this section, we analyze three projects aiming at pro-
viding infrastructure level interoperability to internet services:
SoLiD, Brave, and Blockstack.

Social Linked Data (SoLiD) [20], [21] is the new project
proposed by Sir Tim Berners-Lee, the inventor of the World
Wide Web. SoLiD targets at improving data interoperability in
the infrastructure level by granting users access to their data
storage with the Personal Data Pod, which gives read/write
permissions to different apps. Social linked data also guar-
antees social connections to be a secured property linked
with users’ WebID [22], [23], which makes authentication and
social connection infrastructures on the web. SoLiD aims to
rejuvenate the web through solving problems, which we have
concluded below: privacy, storage, and advertising.

Brave is an open-sourced browser known for its novel
solutions to privacy and advertising issues. Brave aims to build
the infrastructure for online content production and consump-
tion business model. As Brave points out on its website, the
foremost problem on today’s Internet for Brave to solve is:
“[a]s a user, access to your web activity and data is sold to
the highest bidder. Internet giants grow rich, while publishers
go out of business. And the entire system is rife with ad fraud
[24].” Brave helps its users to block data-grabbing ads and
trackers [25]. Moreover, Brave introduces the Brave Attention
Token, a cryptocurrency issued by Brave that allows users to
earn frequent flier-like tokens for browsing and support web
creators with the tokens. In this way, contents on the Internet
will get matched with economic values without resorting to the
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advertisement. Brave envisions Brave Attention Token as a new
infrastructure for linking valuable content with user attention
and money.

Blockstack is a platform with the overarching mission
of giving users direct ownership of their internet assets and
protecting user privacy [26]. Blockstack is trying to achieve
the goal of infrastructure level interoperability for dApps by
providing a suite of developer tools and protocols intended to
lower the start-up barriers of dApp development [27]. The most
important feature is its enforcement of universal login with
Blockstack ID. Blockstack keeps a record of user identity on
a blockchain database and then asks its user to set up accounts
with apps built on Blockstack [28].

III. ARCHITECTURE AND CHARACTERISTICS OF OUR
END-USER CUSTOMIZABLE PLATFORM–ALORA

As discussed, Alora is a web-based platform being devel-
oped by our team [29]. Alora addresses the three problems
aforementioned, i.e., data privacy, personal storage, and adver-
tising, in a user-friendly way with existing web technologies.
Figure 2 is a screenshot of the current version of Alora
extension. The code is open-sourced [30].

Figure 2. Alora Privacy Extension.

A. Data Privacy
Alora provides a digital footprint management system in

the form of a browser extension, as shown in Fig. 3. Based
on EFF’s privacy badger project [31], the extension can detect
third party trackers and automatically block it for the users.
Moreover, Alora also automates users’ preference on managing
privacy-related data on chosen sites including cache, cookies,
history, etc. For example, if a user does not want to save
history nor cookies on www.amazon.com, the user can switch
on the button on Alora, and the extension will delete cookies

and history data related to the selected URL automatically.
Alora also provides an email for every user to do account
management.

Figure 3. Alora’s Customizable Personal Portal User Interface.

B. Personal Data Management.
Alora provides a personal portal page that serves as the

homepage of our users, where frequently visited websites will
be prioritized into a cluster of lists, as shown in the left
column in Figure 4. Furthermore, with the help of APIs of the

Figure 4. Alora’s Automation for User Private Data Management.

frequently used services of the user, users are able to maintain
a customizable portal–e.g, email notifications, Twitter feeds,
messages, etc. In this way, the features of different services
are interoperable with the user’s Alora homepage. Moreover,
Alora affords users the function to add User Generated Paratext
upon resources (see Fig. 4), which means users can save, like,
comment, annotate the resources they have browsed online. In
this way, user data and metadata are guarded inside the user’s
personal data zone at the local storage or user’s Alora personal
cloud, which is analogous to the Personal Data Pod in SoLiD,
rather than Internet companies’ servers. In future work, Alora
also plans to generate user embedding with locally stored user
data, or lets users allow third-party services to run federated
learning models on certain local user data [32]. The strength of
Alora is that the data structure is a thorough one that contains
all aspects of the user’s online activities, rather than a biased
one restricted to a single service. What’s more, users have full
knowledge and control of the data collecting and management
process.
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Figure 5. Alora’s Customizable Personal Portal User Interface.

As shown in Figure 5, Internet resources generated through
Alora include the User Generated Paratext and the User
Embedding with a user manageable data profile, which are
controlled by the user and accessible by third parties through
Alora APIs–which users have the right to decide the read/write
accessibility of their resources. Therefore, with the help of
Alora, user online data is at the fingertips of users in their
personal data storage rather than in custody by cloud service
vendors. Such an in-app approach elevates the visibility of
privacy control and grants the user convenient control of their
personal data management.

C. Data Profile Management (Work in progress)
Based on the user metadata including browsing history,

user action data, and the user-generated paratext including
likes, comments, and annotations, Alora will be able to train a
user embedding, and generate a user-readable and -manageable
data profile. The profile will include different tags as in
Figure 6. User embedding is a popular method used in today’s

TABLE II. USER DATA PROFILE EXAMPLE

Key Value
Age 18-24 years old

Gender Male
Interests Fitness, Adventure Games

Work Internet Industry

recommendation systems, yet most labels are latent [33]. The
goal of Alora’s user data profile design above is to make the
latent labels transparent to the users, and users will also have
the right to manage their data profile and assign accessibilities
to their profile and metadata. Furthermore, third party services
will no longer need to resort to trackers to collect user data,
which is hard to be comprehensive especially for small and
medium businesses. We believe the impacts of Alora on the
next-generation Internet are huge by looping users back in the
game. Data economy and the advertising business model of
Internet companies will be fundamentally changed by looping
users in the data mining process. The data monopoly by giant
Internet companies will get destroyed by granting users the
right to maintain a more comprehensive user data profile. Last
but not least, the realization of data ownership and willingness
to pay for content online will go hand in hand–if users

are willing to pay for better data ownership, they will also
appreciate the value of information and will be willing to get
information as a service.

IV. CONCLUSION

This paper scrutinized the compelling problems faced by
Internet users today: the privatization of user data has led to the
ill status quo of today’s Internet–lack of data interoperability
between platforms and users, myriad data breaches, and vari-
ous data ownership issues. The quintessential problem is not
technical bottlenecks, but a lack of user-oriented infrastructure
that protects the data ownership of Internet users, the sources
of data that are ironically left out of today’s data economy.
Alore aims to provide open-sourced, transparent, secure, user-
oriented personal cloud computing solutions. By looping users
in the data collection and mining process, the latent data
collection and data mining process will become transparent
to users, resulting in better data interoperability between users
and services.
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Abstract—Intrusion Detection Systems (IDS) are now an essential
element when it comes to securing computers and networks.
Despite the huge research efforts done in the field, handling
sources’ reliability remains an open issue. To address this
problem, this paper proposes a novel contextual discounting
method based on sources’ reliability and their distinguishing
ability between normal and abnormal behavior. Dempster-Shafer
theory, a general framework for reasoning under uncertainty, is
used to construct an evidential classifier. The NSL-KDD dataset,
a significantly revised and improved version of the existing KDD-
CUP’99 dataset, provides the basis for assessing the performance
of our new detection approach. While giving comparable results
on the KDDTest+ dataset, our approach outperformed some other
state-of-the-art methods on the KDDTest-21 dataset which is more
challenging.

Keywords–Intrusion detection; machine learning; evidence the-
ory; contextual discounting.

I. INTRODUCTION

As computer network usage grows rapidly along with the
significant increase in the number of applications running
on it, the importance of network security is increasing. As
dedicated tools designed to identify anomalies and attacks on
the network, Intrusion Detection Systems (IDS) are becoming
more valuable. Detection techniques based on anomalies and
misuse have long been the principal subject of research in the
field of intrusion detection [1].

Misuse-based IDSs operate quite similarly to most antivirus
systems. Maintaining a signature database that could identify
specific types of attacks and checking all incoming traffic
against these signatures. Overall, this approach performs well,
although it does not work properly when dealing with new
attacks, or those that were specifically crafted to mismatch
existing signatures.

On the other hand, anomaly-based IDSs operate generally
on a baseline of normal activities and network traffic. This
allows them to assess the current state of network traffic against
this baseline so that abnormal patterns can be identified. While
such an approach could be quite effective in detecting new

attacks or those that have been intentionally crafted to evade
IDSs, it can also result in a higher number of false positives
compared to misuse-based IDSs.

Dempster-Shafer Theory (DST), also known as evidence
theory [2] is one of the most versatile mathematical frame-
works, extending Bayesian theory by (i) providing each source
with the ability to integrate information at various scales of
detail, thus addressing uncertainty; and (ii) offering a robust
decision-making tool to make a consensus-based decision. This
theory was later widely applied in several domains [3][4][5].
Regardless of this popularity, mass function generation and
source reliability estimation remain an ongoing challenge.

Probabilistic frameworks for mass generation take advan-
tage of the extensive research literature of the traditional
probabilistic classifiers. These approaches usually represent
the information associated with each attribute through Prob-
ability Density Functions (PDF), typically Gaussian [6][7].
Such densities are then transformed into beliefs that can
subsequently be merged to form a joint decision. One can
attribute masses to the compound hypotheses by subtracting
the mass values related to the simple hypotheses involved [6]
or by mixing the distributions associated with these hypotheses
[7]. It should be noted that for most applications, Gaussian
densities have been widely assumed due to their simplicity.
Nevertheless, in the case where this assumption fails, the
decision-making performance may be influenced considerably.
More sophisticated approaches can be used to surmount this
limitation by transforming data attributes into an equivalent
normal space [8].

This paper offers a more effective way to overcome this
disadvantage by constructing PDFs that are better suited to
the original data histograms instead of projecting them into a
new Gaussian-like space. On a more explicit level, a kernel
smoothing estimation [9] is used on the training data to derive
an approximate PDF for each data attribute and each simple
hypothesis. These PDFs may be of any shape. Notably, they
might be non-Gaussian. During the classification phase, a given
datum is associated with a set of masses that are generated in
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an elaborated way from the aforementioned densities. Using
the proposed contextual discounting method, mass functions
are then weakened differently depending on the ability of each
source to discriminate between classes. Mass functions of the
different sources are then merged to have a consensual mass
function using a suitable fusion rule. A final decision is then
deduced using the so-called ”pignistic transform” [10].

The rest of this paper is organized as follows: Section II
recalls the theoretical tools used in the proposed approach.
Section III describes the NSL-KDD dataset. A description
of Boosted PR-DS architecture is introduced in Section IV.
Section V discusses the experimental results by comparing
them with those of some previous studies using the NSL-KDD
dataset. Final remarks and further suggestions for improvement
are given in Section VI.

II. RELATED BACKGROUND

We succinctly outline some fundamentals of Dempster-
Shafer theory, Parzen-Rosenblatt density estimation and con-
textual discounting.

A. Dempster-Shafer theory
Suppose that Ω = {ω1, ..., ωK}, and P(Ω) = {A1, ..., AQ}

is its power set, where Q = 2K . A defined mass function
M ranging from P(Ω) to [0, 1] is named a ”basic belief
assignment” (bba) if M(∅) = 0 and

∑
A∈P(Ω)M(A) = 1. A

bba M therefore defines a “plausibility” function Pl ranging
from P(Ω) to [0, 1] by Pl(A) =

∑
A∩B 6=∅M(B), and a

“credibility” function Cr ranging from P(Ω) to [0, 1] by
Cr(A) =

∑
B⊂AM(B). In addition, the two functions men-

tioned above are bound by Pl(A) + Cr(Ac) = 1. Moreover,
a probability function p could be regarded as a particular case
wherein Pl = Cr = p.

In case where two bbas M1 and M2 denote two elements of
evidence, we can combine them together using the “Dempster-
Shafer fusion” (DS fusion), which results in M = M1 ⊕M2

that is defined by:

M(A) = (M1 ⊕M2)(A) ∝
∑

B1∩B2=A

M1(B1)M2(B2) (1)

Lastly, through Smets’ technique[10], an evidential bba
M can be converted into a probabilistic one, whereby every
belief mass M(A) is evenly distributed over all elements of A,
resulting in the so-called “pignistic probability”, Bet , given
by:

Bet(ωi) =
∑

ωi∈A⊆Ω

M(A)

|A|
(2)

where |A| is the number of elements of Ω in A.
It is worth mentioning that there are various evidential

fusion rules in the literature that deal differently with the issue
of conflicting sources [11][12][13].

B. Parzen-Rosenblatt density estimation
As a statistical tool, the Parzen-Rosenblatt window tech-

nique [14][15], otherwise known as kernel density estimation,
is a way to smooth data by making population inferences based
on a finite sample. This technique can be perceived as a non-
parametric method to construct the PDF f , of an unknown

form, linked to a random variable X . Suppose (x1, x2, ..., xN )
an example of the realizations of such a random variable. The
challenge is to estimate the f values at multiple points of
interest. The smoothing of the kernel can then be seen as a
generalization of the histogram smoothing where a window,
of a predetermined shape, centered at every point is utilized
to approximate the value of density at the given point. This is
done by using the following estimator:

f̂h(x) =
1

Nh

N∑
i=1

K

(
x− xi
h

)
(3)

where K(·) is the kernel - a zero-mean non-negative function
that integrates to one - and h > 0 is a smoothing parameter
known as “kernel width”. Furthermore, it is possible to use
a variety of kernel functions like Uniform (Box), Gaussian
(Normal), Triangle, Epanechnikov [16], Quartic (Biweight),
Tricube [17], Triweight, Logistic, Quadratic [18], and others.

C. Discounting methods

Such methods can be used to estimate the weakening
coefficients assigned to a source in order to correct its decision.
These adjustments differ depending on whether it is a classic
or contextual weakening.

1) Classical discounting: The weakening of mass functions
makes it possible to model sources’ reliability by introducing
a coefficient αs where for each source s we have:{

m′s(A) = αs.ms(A) ∀A ∈ 2Ω, A 6= Ω

m′s(Ω) = (1− αs) + αs.m(Ω)
(4)

αs is the weakening coefficient of the sth source. Among the
classical weakening methods, we find [19] and [5].

2) Contextual discounting: The idea behind the contextual
weakening is that the reliability of a source can vary depending
on the truth of the object to be recognized (the context). For
example, a sensor responsible for recognizing flying targets
may be more or less able to discern certain types of aircraft.
The method we propose belongs to this category and is
described below.

Weakening using F-score: In this method, we evaluate
the ability of each attribute (source) to classify elements be-
longing to different hypotheses -simple or composite-. This is
done by considering each attribute separately to classify a new
element. Using a cross-validation process, a confusion matrix
is obtained. From this matrix, the ”F-score” performance is
calculated for all the hypotheses. These measures will be used
as weakening coefficients and the equation 5 is applied to
weaken the mass function of each source s.

m′s (A) = αsAm
s (A) A ∈

{
2Ω/Ω

}
m′s (Ω) = ms (Ω) +

∑
A∈{2Ω/Ω}

(1− αsA)ms (A)
(5)

αsA is the weakening coefficient of hypothesis A for the
sth source.
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III. NSL-KDD DATASET DESCRIPTION

In addition to the fact that attack patterns are constantly
evolving and changing, the challenge in building a robust
Network Intrusion Detection System (NIDS) is that a real-
time pattern of network data consisting of both intrusions
and normal traffic is out of reach. This is why many recent
works are still using the NSL-KDD dataset to evaluate the
performance of their approaches [20][21].

One of the most frequently used datasets for intrusion
detection tests is the NSL-KDD dataset which was released
in 2009 [22]. In addition to addressing efficiently redundant
records’ issue in the KDDCUP’99 dataset, NSL-KDD is de-
signed by reducing the number of records in the training and
test sets in a sophisticated manner to prevent the classifier from
biasing towards frequent records.

There are three datasets within NSL-KDD. One for training
which is KDDTrain+ and two for testing with an increasing
difficulty respectively KDDTest+ and KDDTest-21, all of
which having normal records as well as four distinct types
of attack records, as shown in Table I. KDDTest-21 which is a
subset of the KDDTest+ is designed to be a more challenging
dataset by removing the often correctly classified records. For
more details about how KDDTest-21 was conceived, the reader
may refer to [22].

TABLE I. DIFFERENT CLASSES OF THE NSL-KDD DATASET.

Normal Dos Probe R2L U2R
KDDTrain+ 67343 45927 11656 995 52
KDDTest+ 9711 7458 2421 2754 200
KDDTest-21 2152 4342 2402 2754 200

Each record has 41 attributes and a class label as well.
These attributes are divided into basic features, content fea-
tures, and traffic features. Attacks in the dataset are grouped
into four categories based on their characteristics: DoS (denial
of service attacks), Probe (Probing attacks), R2L (root-to-local
attacks) and U2R (user-to-root attacks). Some specific types of
attacks are included in the test set but are not included in the
training set. This makes it possible to provide a more realistic
testing ground.

IV. BOOSTED PR-DS
This section describes the theoretical basis of the proposed

intrusion detection scheme called Boosted Parzen-Rosenblatt
Dempster-Shafer (Boosted PR-DS). To do this, suppose we
have a sample of N pre-tagged multiattribute data (Z1, ..., ZN )
where each datum Zn = (Xn, Yn) with Xn ∈ Ω =
{ω1, ..., ωK} being the tag, and Yn = (Y 1

n , ..., Y
P
n ) ∈ RP

being the P -attribute observation. The challenge is then to
determine the tag of any new observation Yn′ .

As shown in Figure 1, we begin by briefly outlining the
training process carried out on the pre-tagged data sample
(Z1, ..., ZN ). Next, we illustrate the way our approach assigns
a new observation Yn′ to one of the K classes (tags).

A. Training phase
Consider the pre-tagged multi-attribute data above

(Z1, ..., ZN ). Under our Boosted PR-DS scheme, the training
phase involves two steps. The first is model adjustment which
consists of determining the optimal kernel and fusion rule for

Model adjustment

Density estimation

Generation of mass functions  

Contextual discounting

Decision making  

C
la
ss
ifi
ca
tio
n	
ph
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e
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ni
ng
	p
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Fusion of mass functions

Figure 1. Proposed Boosted PR-DS framework

the data along with the computing of weakening coefficients
for each hypothesis. The second step is density estimation
where the previously chosen kernel is used to estimate the
Probability Density Functions (PDF) of each class for all
attributes.

1) Model adjustment: In the first step, while changing
kernels and fusion rules, basic PR-DS is used in a cross-
validation process on the training data. The kernel and fusion
rule giving the highest accuracy are then selected. To compute
the weakening coefficients, we propose to use the F-score
measures obtained from classifying each attribute (taken alone)
as explained in paragraph Section II-C2.

2) Density estimation: In this step, we use the kernel
chosen during the previous step to estimate densities using
the Parzen-Rossenblatt method as described in Section II-B
instead of considering that they follow a normal distribution
as in the classical case. We thus obtain, for each class ωk ∈ Ω
and for each attribute p (1 < p < P ), a Parzen-Rosenblatt
density f̂pk .

Eventually, in addition to the estimated densities, the
trained model includes the weakening coefficients and the best-
fit fusion rule.

B. Classification phase

Given a new observation Yn′ , a mass function Mp for each
attribute is constructed based on the estimated densities. The
proposed contextual discounting mechanism is then applied
using the previously calculated weakening coefficients. Subse-
quently, the weakened mass functions are combined to obtain
a consensual report M . The final decision is made using the
so-called Pignistic Transform. In what follows, we describe
these different steps.
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Figure 2. Performance of Boosted PR-DS and the other models on KDDTest+ and KDDTest-21.

1) Generation of mass function: In order to determine the
massMp assigned to the attribute p, we will consider the rank
function δp which is defined from {1, ..,K} to Ω so that δp(k)
is the k−ranked element of Ω in terms of f̂p, i.e. f̂pδp(1)(Y

p
n′) ≤

f̂pδp(2)(Y
p
n′) ≤ ... ≤ f̂pδp(K)(Y

p
n′). Then, Mp is determined as

follows:


Mp(Ω) ∝ f̂pδp(1)(Y

p
n′)

Mp({ωδp(k), ..., ωδp(K)}) ∝ f̂pδp(k)(Y
p
n′)− f̂pδp(k−1)(Y

p
n′)

(6)
2) Contextual discounting: To fine-tune the ultimate mass

assigned to the p attribute, a weakening process based on
the proposed contextual discounting mechanism mentioned in
paragraph II-C2 is applied.

3) Fusion of mass functions: Mass Functions assigned to
different attributes are then merged into a single consensus
mass M =

⊕P
p=1M

p using the fusion rule selected on the
training phase.

4) Decision making: The final decision is made based on
the Pignistic transformation of M :

X̂n′ = arg max
ωk

∑
A3ωk

M(A)

|A|
(7)

It is worth noting that the novelty of Boosted PR-DS with
respect to those using similar architectures is based on the
steps of model adjustment, generation of mass function, and
contextual discounting.

V. EXPERIMENTAL RESULTS

To assess the performance of the proposed boosted PR-DS
method, experimental tests are conducted on the NSL-KDD
dataset containing two test sets of increasing difficulty, KD-
DTest+ and KDDTest-21 respectively, as described in Section
III.

A comparative analysis is made with regard to nine
methods: J48 decision tree learning [23], Naive Bayes
[24], NBTree[25], Random Forest [26], Random Tree [27],
Multi-layer Perceptron [28], Support Vector Machine (SVM)
[29], and Recurrent Neural Networks (RNN) [21], Parzen-
Rosenblatt Dempster-Shafer (PR-DS) [30].

While giving a comparable accuracy on the KDDTest+
dataset, Boosted PR-DS outperforms the other state-of-the-art
methods on the KDDTest-21 testing set as shown in Figure
2. This is mainly due to taking the estimated reliability into
account by using the contextual discounting mechanism along
with adjusting the model by selecting the most suitable kernel
and fusion rule for a given training dataset.

To demonstrate the effect of kernel selection, we assess our
approach on the KDDTest-21 dataset by changing the kernel
each time, while maintaining the other parameters. Figure 3
shows that three kernels at least are getting better results than
the Normal kernel which confirms the relevance of choosing
an adapted kernel to suitably constructing our densities instead
of using the normality assumption.

79.50

80.00

80.50

81.00

81.50

82.00

Figure 3. Boosted PR-DS on the KDDTest-21 dataset using different kernels
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VI. CONCLUSION AND FUTURE WORK

As a conclusion, we can consider Boosted PR-DS as
a combination of multiple classifiers where each attribute
(source) is a classifier. By using contextual discounting, one
may prioritize the decision of an individual classifier regarding
those classes in which its accuracy was high in the training
phase and be doubtful regarding those classes it did not classify
well. Furthermore, Boosted PR-DS choose a suitable fusion
rule to take advantage of each individual classifier’s knowledge
to achieve a consensus decision. Experimental results validate
the interest of this approach with respect to other state-of-the-
art intrusion detection models. As a possible future direction,
it would be interesting to consider handling conflicting sources
with a more sophisticated fusion rule.
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Abstract— Online social networks are being intensively used by 
millions of users, Twitter being one of the most popular, as a 
powerful source of information with impact on opinion and 
decision making. However, in Twitter as in other online social 
networks, not all the users are legitimate, and it is not easy to 
detect those accounts that correspond to fake profiles. In this 
work in progress paper, we propose a method to help 
practitioners to identify fake Twitter accounts, by calculating 
the “fake probability” based on a weighted parameter set 
collected from public Twitter accounts. The preliminary 
results obtained with a subset of an existing annotated dataset 
of Twitter accounts are promising and give confidence on using 
this method as a decision support system, to help practitioners 
to identify fake profiles.  

Keywords – online social networks; Twitter; fake profiles. 

I. INTRODUCTION 
The exponential growth of social networks and the role 

they play in today's society, both socially and in business, 
means that it is important to study in depth how they work. 
The popularity of these applications has led to the possibility 
of exposing confidential information, the spread of phishing 
and other cybercrime related activities.  

One of the ways to enhance these cybercrime episodes is 
to use fake profiles, as the information conveyed through 
fake online social networks profiles may cause disastrous 
damage to individual and business entities. The cybercrime 
on online social networks is rising and the “real” authors are 
not usually punished [3]. These profiles are created for the 
purpose of anonymizing the account owner or to promote 
alienation, which challenges law enforcement to identify and 
trace the attacker. 

Online social networks providers have implemented 
security mechanisms to mitigate these problems, by applying 
captchas or email validation, and also by requesting the 
mobile number to send a verification code. Research 
community is also aware of this issue and machine learning 
techniques have also been applied to mitigate the problem 
[10]-[12]. Despite the promising results obtained with some 
techniques, there are still limitations regarding the access to 
the public data and the lack of tools available to analyze the 
“fakeness probability” of an account.     

A major challenge is to understand how fake profiles are 
created and how they work, in order to come up with a 
solution that may help and warn the users about a possible 
identified fake profile. The method proposed in this paper 

aims to contribute to identify a presumable Twitter fake 
profile, by calculating its fake probability. The developed 
method collects the values of a predefined set of parameters 
associated with a public profile, and further applies a 
weighted parameter set derived from the method published 
in [1], to calculate the likelihood of an account to be fake. 
The tests were based on published datasets with Twitter 
accounts classified as legitimate or associated to a fake 
profile. Other parameters, not previously mentioned, were 
added to the weighted parameter set, in order to enhance the 
results. A comparison between both approaches revealed the 
usefulness of these new parameters. This methodology and 
the algorithm may also be extended to other social networks, 
since the limitations on accessing and using the available 
Application Programming Interface (API) may be overcome. 

The results obtained are promising both in performance 
and in the level of assertiveness. The datasets used for the 
tests have provided good indications regarding the level of 
accuracy to identify accounts related with fake profiles. 

The paper is organized as follows: Section II describes 
the state of art related with the subject; Section III depicts the 
architecture and the methodology defined to process the 
Twitter profiles. Section IV describes the tests setup and the 
datasets used; Section V presents the results; and finally, in 
Section VI we delineate the conclusions and present actions 
for future work. 

II. BACKGROUND 
This work is based on the method proposed by El Azab et 

al. [1]. The methodology presented was designed for Twitter, 
but it can be extended to other social networks. According to 
[1], the Twitter account analysis is based on a set of 
parameters and a corresponding assigned weight. 

The authors’ approach proposes the use of as few 
parameters as possible. Firstly, the factors that categorize a 
profile as fake were found. Secondly, a classification 
algorithm that uses the factors previously found to classify 
an account as corresponding to a fake profile was applied. 

Other works have proposed different parameters set, as 
depicted in Table 1 [1][2][3]. It was found that unnecessarily 
high number of parameters were used, many of them were 
not used by social network users or had default values. 
However, more important than the number of parameters is 
their relevance in a fake profile detection scenario. In [1], the 
initial set was of 22 parameters (Table 2).  
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TABLE I. PARAMETER SET PROPOSED BY DIFFERENT RESEARCHERS (ADAPTED FROM [1]). 

Benevenuto et al. [2] Gurajala et al. [8] Stringhini et al. [9] 

• Number of followers 
• Number of followees 
• Followers / followees ration 
• Number of wweets 
• Age of the user account 
• Number of times the user was mentioned 
• Number of times the user was replied to 
• Number of times the user replied someone 
• Number of followees of the user’s followers 
• Number of tweets received from followees 
• Existence of spam words on screen name 
• Minimum time between tweets 
• Maximum time between tweets 
• Average time between tweets 
• Median time between tweets 
• Number of tweets posted per day 
• Number of tweets posted per week 

• Numer of followers 
• Identification 
• Friends count 
• Account verified 
• Date of creation 
• General description 
• Location 
• Account is updated 
• URL of profile image 
• Screen name 

• Following / Followers ratio 
• URL ratio 
• Similarity among the messages sent by a user. 
• Friend Choice between screen names 
• Number of messages sent by a profile  
• Spammers that send less than 20 messages 
• Number of friends of a profile 

 
After running the following five learning algorithms with 

k-fold cross-validation, against a dataset based on “the Fake 
project” [5], namely: Random Forest, Decision Tree, Naïve 
Bayes, Neural Network and Support Vector Machine, 19 
parameters were chosen. By applying a gain measure 
algorithm, a weight for each parameter was calculated. 

TABLE II.  THE INITIAL PARAMETERS SET [1]. 

Attributes Weight 
The account has at least 30 followers  
The account has been geo-localized  
It has been included in another user’s favourites 
It has used a hashtag in at least one tweet 
It has logged into Twitter using an iPhone  
It was mentioned by a twitter user  
It has written at least 50 tweets  
It has been included in another user’s list 
Number of followers and friends’ ratio 
User have at least one favourite list 
the profile contains a name  
the profile contains an image 
the profile contains a biography 
the profile contains a URL 
it writes tweets that have punctuation 
it has logged into Twitter using an iPhone  
it has logged into Twitter using an Android device  
the profile contains a physical address  
it has logged into twitter.com website  
it is connected with Foursquare 
it is connected with Instagram 
it has logged into Twitter through different clients 

0.53 
0.85 
0.85 
0.96 

0.917 
1 

0.01 
0.45 
0.5 

0.17 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
N/A 
N/A 
N/A 

 
 
 

 
By applying a comprehensive task list to choose the best 

parameters set [4][6], a list of the ten most relevant was 
obtained, which should be used to identify an account as fake 
[1]. From this list, the parameters whose weight is above 
50% and which contribute heavily to the calculation, were 
identified. The seven parameters obtained, and their 
corresponding weight are the following [1]: 

• The account has at least 30 followers. 0.53 
• The account has been geo-located: 0.85 
• It has been included in user’s favorites: 0.85 
• It has used a hashtag in at least one tweet: 0.85 
• It has logged into Twitter using an iPhone: 0.96 
• It was mentioned by a Twitter user: 1 
• Numbers of followers and friends’ ratio: 0.5  

 
This set of seven parameters, and its corresponding 

values were tested in the proposed method described in 
Section III and benchmarked with other sets, with eight, ten, 
and eleven parameters. 

III. PROPOSED METHOD 
The algorithm receives a profile name (“screen name”) or 

a set of profiles and processes them through Twitter API, 
available at [13]. The first step is to identify if an account 
with the “screen name” provided exists. Then, for each 
parameter, the method queries the available profile 
parameters through the Twitter API. After processing all the 
parameters, the probability of fakeness of the account is 
calculated, according to the weight value of each parameter, 
as described in Section II.  

Tests have also been done for Facebook and Instagram, 
but due to the successive restrictions of the corresponding 
API, it has become inviable. Some restrictions were related 
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with General Data Protection Regulation (GDPR) and other 
with successive privacy breaches that were exploited and 
addressed by various companies. Another limitation found 
on Twitter has to do with the privacy settings that the user 
can select. If the user limits access to the data by defining it 
as private, it becomes impossible to calculate the level of 
fakeness of a profile. 

IV. DATASET 
To perform the tests, two datasets, each one with 100 

accounts, both in .CSV format, with the screen names of 
users to search, were prepared. One dataset has only genuine 
accounts (not fake) and another has accounts previously 
classified as fake. The datasets were collected from the My 
Information Bubble (MIB) Project [7] and a summary is 
shown in Table 3. 

TABLE  III. DATASETS INFORMATION FROM MIB PROJECT. 

group name Description acc tweets 
genuine acc  
(2011)  

Verified human operated 
accounts 

3,474 8,377,522 

social spambots #1 
(2012)  

retweets of an Italian 
political candidate  

991 1,610,176 

social spambots #2 
(2014) 

spammers of paid apps for 
mobile devices  

3,457 428,542 

social spambots #3 
(2011) 

spammers of products on 
sale at Amazon.com  

464 1,418,626 

traditional spambots 
#1 (2009)  

training set of spammers 
used by Yang, et al. [14] 

1,000 145,094 

traditional spambots 
#2 (2014) 

spammers of scam URLs  100 74,957 

traditional spambots 
#3 (2013) 

automated accounts 
spamming job offers  

433 5,794,931 

traditional spambots 
#4 (2009)  

automated accounts of 
spamming job offer.  

1,128 133,311 

fake followers  
(2012) 

accounts that inflate the 
number of followers of 
another account  

3,351 196,027 

 
The dataset used, which includes 100 examples of each 

class (fake and genuine) is a subset of the vast datasets of 
Twitter accounts, available at MIB. The examples used in 
our experiments were identified as being related with active 
Twitter accounts.  

V. RESULTS 
Table 4 illustrates the average of fake percentage for both   

genuine and fake accounts presented in the dataset, by 
calculating the parameters values with 7, 8, 10 and 11 
parameters. That is, for genuine accounts the percentage of 
fake is expected to be low. However, for the fake accounts, 
the probability of fakeness should be high. 

The average results obtained for each dataset were as 
follows. For the genuine accounts dataset, we have obtained 
52.92% of fake probability with 11 parameters, 55.88% with 
10 parameters, 41.38% with 8 parameters and, the best 
result, 33,59% with 7 parameters. For the fake accounts 
dataset, the best result was obtained with an average of 
87.73%, by using the set with 11 parameters, 86.5% with 10 
parameters, 83.13% with the 8 parameters and 80.71% with 
7. This means that in the dataset with only genuine accounts, 
the lower the fake probability (33.59%) is, the better chance 

the account has to be genuine. Otherwise, in the dataset of 
fake accounts, the higher the fake probability (87.73%) is, 
the better chance the account has to be fake.  

TABLE IV. AVERAGE OF FAKE PERCENTAGE. 
 

11 par. 10 par. 8 par. 7 par. 

Genuine accounts 52,92 55,88 41,38 33,59 

Fake accounts 87,73 86,50 83,13 80,71 

 
In order to better understand the values obtained, the 

“fake probability” was sliced into six stripes, between 40% 
and 90% in intervals of 10%. The underpinning idea is to 
have a closer precision regarding the level of assertiveness 
which is intended to be considered in the analysis. In a 
decision support system approach, this analysis could tune 
the level of confidence of the decision maker.  

Table 5 represents the number of accounts on each 
percentual range, for the dataset of genuine accounts. 
Analysing the table, it is possible to observe that, with 11 
parameters, 9 accounts have a high probability of being fake 
(90%). This means that, in a dataset with genuine accounts, 
almost all of them have a low probability of being fake. For 
the same parameters set, it is also possible to observe that 96 
accounts have a fake probability below 50%, which may 
infer they are legitimate. 

TABLE V. RESULTS IN PREDEFINED INTERVALS FOR GENUINE ACCOUNTS 

% >=40 >=50 >=60 >=70 >=80 >=90 

11 par. 96 66 41 24 15 9 

10 par. 70 45 29 22 15 9 

8 par. 64 41 29 19 11 7 

7 par. 45 29 20 19 10 7 

 
However, with a threshold >= 80% the number of false 

positives increases to 15, and with a percentage >= 70%, 
increases to 24 accounts misclassified.  

The range of values with the largest difference is between 
60% and 70%. For the 10 parameters set with a threshold of 
40%, we obtained 70 accounts, with a value >= 50% the 
value decrease to 45, and with a value of >60% we registered 
29 accounts. Finally, we obtained 22 accounts that have a 
fake probability >=70%, with 80% the value decreases to 15, 
and with a value >=90% only 9 were classified as fake. In 
this case, the interval with the largest decrease is between 
40% and 50%. 

Table 6 represents the values obtained for the fake 
dataset, identifying the accounts in each fake interval. For a 
fake threshold of 70% all accounts are classified as fake 
except for the set of 7 parameters which has classified 97 
accounts as fake. For 11 parameters set and for a threshold < 
90%, 99 accounts were classified as fake, and only one 
account was misclassified.  Even for the threshold of 90%, 
that is a high level of sensitivity, the method classifies 40% 
of the accounts correctly. 
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TABLE VII. RESULTS IN PREDEFINED INTERVALS FOR FAKE ACCOUNTS 

% >=40 >=50 >=60 >=70 >=80 >=90 

11 par. 100 100 100 100 99 40 

10 par. 100 100 100 100 97 40 

8 par. 100 100 100 100 97 33 

7 par. 100 100 100 97 96 33 

 
Considering the data represented in Table 5, for values 

>=80%, and in Table 6 for values >=90%, comparing the 
values of the different parameter sets, we may infer that 
some parameters have no impact on the overall values 
obtained in the experiments. 

VI. CONCLUSIONS 
It is important to give people the knowledge needed to 

identify fake accounts on social networks. For the police 
investigators, in a digital forensics’ perspective, this kind of 
solutions helps to better deal with cybercrime and malicious 
activity in online social networks.  

This work in progress aims to contribute to identify fake 
profiles in online social networks. The work provides an 
additional resource that may help deciding about the veracity 
of a Twitter profile. The sensitivity of the decision was 
calculated by the probability intervals defined in the analysis. 
For instance, if an account shows a fake probability of 90%, 
it is possible to infer that it is strongly fake; being legitimate 
means that an account shows a fake probability of 40% or 
less. This method does not give a guarantee that an account 
is fake or genuine, but it gives an additional help on the 
overall final decision. 

Besides the proposed methodology and the preliminary 
tests carried on, it was also evaluated the impact of the 
number of parameters extracted from the Twitter profiles. 
The development of a web application that incorporates the 
method and work described in this paper, is now being 
carried on. The web application should be available to those 
who aim to evaluate the legitimacy of a Twitter account.  

The research is now focused on two major directions: i) 
to explore others API besides Twitter, such as Facebook, 
LinkedIn and Instagram. It is important to explore the 
various directions that may lead to obtain more information 
from the API, even using a paid version; ii) to work on the 
optimization of the parameters set and its continuous 
evaluation, by applying machine learning techniques for 
optimization. Finally, the parameters set can also be 
improved, not only in the weights but also in the selected 
parameters, as some of them are directed towards a specific 
scope (e.g., users that have a specific equipment, like 
iPhone) and some adjustments can be made in this subject. 
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Abstract—Pets have difficulties in communicating with their
owners or veterinarians on healthcare problems. Mobile sensing
can consistently detect their health problems and deliver the
problems to their owners, so the owners can help them out.
Data transferring and battery usage are two major challenges in
mobile sensing, especially when continuous and long-term data
transmission are needed if pets get lost. In this paper, we develop
an intelligent energy-driven system for conditional data analysis
and transferring, so sensing devices can work longer and more
efficiently without recharging. Our system can be applied to the
sensing devices used in other agents, such as babies, animals, and
patients.

Keywords–Mobile sensing; Healthcare monitoring; Energy
aware system; Feature embedding.

I. INTRODUCTION

In mobile sensing field, data transferring and battery
consumption are major issues to continuous data tracking
and uploading [1] [2], especially when devices are in the
wild without charge stations. That is why most of mobile
sensing-based health data tracking are mainly operated under
experimental environment where humans intensively control
the sensing devices [3]. The sensing data transmitted to the
cloud are usually raw data, which can consume large amount
of transmission resources with low efficiency. However, unlike
human beings who can manually adjust sensor devices and
watch out for battery usage [4] [5] [6], pets (and monitored
animals) are agents who have communication difficulty and
cannot operate devices, especially when they get lost in the
wild without power charge stations.

Most of people can communicate with families, friends and
doctors when they are not feeling well. But pets cannot directly
tell their owners when they are sick or in danger. In some
situations, pet owners cannot stay with their pets all day long
because they have to work or travel to other places. However,
pet owners want to make sure the safety of their pets when
they are not around.

As far as we known, there is limited work on developing an
intelligent energy aware system to efficiently transfer sensing
data based on real time battery level and help find the lost
pets in the wild [7]. In this paper, we use pet as the agent
example, but our methods can be applied to any agents that
have communication difficulties, including but not limited to
babies, wild animals, patients, etc.

After this introductory section, in Section II, we explain a
framework to help find lost pets using energy aware mobile
sensing. In Section III, we introduce an energy-driven mobile

sensing system for pets.In Section IV, we further go through
how the model is automatically trained and optimized through
feature embedding on the cloud end and then be applied to the
agent device.

II. FINDME: A MODEL TO FIND LOST PETS BY ENERGY
AWARE MOBILE SENSING

With the prevalence of mobile devices using worldwide,
mobile sensing are widely applied in different areas varying
from GPS tracking [8], activity recognition [5], sleep quality
measuring [9], daily social media usage [10] to personality
traits [6], working performance evaluation [11], and mental
health detection including depression [12] [13], anxiety [14]
[15], and schizophrenia [4] [16]. Sensor equipped devices
are also applied to monitor the health of pets, such as dogs
and cats [17]. But all sensing based devices can not avoid
one essential issue on saving battery and dealing with large
raw data uploading and computing, which is a challenge to
continuous data tracking and recording. This issue will be even
more profound when the pets get lost without power charger.
Once battery is out, there are limited ways to help owners
find their pets. Based on real situations, we want to answer
the question: How to prioritize battery consumption and data
processing of mobile sensors in the wild?

1) Sensors applied in the system: Sensors in our system can
be put into two groups: personal sensors embedded in a device
and environmental sensors equipped at home. Personal sensors
refer to thermometer, pulsimeter, sphygmomanometergravity
sensor, GPS, Bluetooth, photoplethysmography, electrocardio-
gram, etc. Environmental sensors include beacon, camera,
microphone ambient light detector, etc. With these two kinds
of sensors, we can record and track agent behaviors both at
home and in the wild, when the agent carries the device.

2) FindMe function applied in different situations: Figure
1 shows the functions of a FindMe model applied in different
situations, at home and in the wild. A wearable device with
integrated sensors will capture pets GPS locations and record
their sound and environment features as well as their health
conditions. When pets are at home, environmental sensors,
such as beacon and camera are also included. When a beacon
detects that a pet is getting into danger, such as standing beside
an open window, it will send an alarm directly to the owner’s
phone. When a camera combined with health sensors detects
that a pet’s health is at risk, such as bleeding or in pains at
home, it will also send warning to the owner. In the wild, if
the sensors in a pet’s device detect that the pet is getting lost
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Figure 1. The FindMe model applied in the sensing system

or reported lost, the device will report to the owner about the
pet’s location and provide timely updates of the pet’s safety.

III. AN ENERGY-DRIVEN MOBILE SENSING SYSTEM FOR
PETS

Regarding the FindMe model discussed in Section II,
energy consumption is a challenge especially when the agents
are in places without power chargers nearby. Unlike human-
beings who can speak with each other and ask for help, pets
cannot speak human languages or ask for help as easily as us.
Instead, they are very dependent and not able to control the
devices manually. A system with energy-driven adaptive data
analysis and upload that can improve battery life of mobile
sensing devices is essential to help these agents get back home
safely.

A. The battery level
Different batteries have different voltage decreasing rates.

They have different discharge curves for real battery test [18].
To develop an energy aware system to save battery intelligently
and automatically, we need to first understand their voltage
rate during consumption by time. And what we can do here
is that the battery level can be defined into a lookup table in
the device ROM. We can use lookup table to know battery
consumption and control sensors according to battery levels.
Taking the battery consumption into consideration, the battery
usage is not likely to be decreasing in a linear trend but a sharp
drop after it reaches a certain level. However, with the lookup
table written in the device ROM, a system will get timely
updates about its battery usage rate and make adjustment to
current working sensors.

B. An energy-driven system design and development

In order to prioritize tasks, when the battery level de-
creased, a system should reduce data processing to save power,
i.e., the lower the battery, the less unimportant conditions
should be processed. Let ai be a parameter showing if data of
sensor i can be processed, i.e., ai = 1, depending on battery
level. Assuming a device has m battery levels, the higher the
level, the more power left. Let bi = 1, ...,m be the cutoff
battery level of a sensor, which is predefined for each sensor.
Note that the higher the cutoff level, the less chance a sensor
will work when battery level is low, i.e., a sensor will only
work when the battery level is higher than its cutoff level. Let
bt be the battery level at time t, H be the Heaviside function,
and

ai = H(m− bi) =

{
1, if bi < bt
0, if bi >= bt

Note that ai will be normalized based on the available
sensors in the integration process, the green rectangle in the
figure. The goal of using ai is to only process the important
conditions when battery level is low, Figure 2.

In Figure 3, another innovation of this system design is
about using Long Short-term Memory (LSTM) to automati-
cally learn the time-series data continuously from the multiple
sensors. Facilitated by the deep learning model of LSTM, this
system can intelligently react to the battery level by opening or
shut down certain sensors to save energy and make the device
working longer. Usually, some less important sensors with high
data transferring demands will be shut down or decreased
usage when the battery is running out in the wild. Not like
the manually controlling and decision making of which sensor
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Figure 2. An energy-driven system for adaptive data profile and upload

should be first shut down or decrease usage frequency to what
extent, our system aims to automatically learn from the data
and making intelligent decision from the sensors, environment
and battery level. This could be very helpful and essential for
lost pets or agents to get more support and protection in the
wild.

In our model, LSTM network is applied to track the
changes in sensor data. Other machine learning methods can
be applied to this modal too. Because each agent is different,
so not only the values but the value changes are important
features to tell how an agent’s conditions change. Thus, a
machine learning method that can track changes will help track
the conditions of an agent.

IV. FEATURE EMBEDDING ON THE CLOUD-END

How could our system automatically learn when to lower
the frequency or shut down certain sensors? On the agent’s
device, we utilized feature embedding trained on the cloud
service and then applied to local end (agent’s device) after a
fine-tuned model is achieved. Feature embedding [19] is an
emerging research area which intends to transform features
from the original space into a new space to support effective
learning. A generalized feature embedding algorithm (GEL)
can learn feature embedding from any type of data or data
with mixed feature types [20]. Specifically, multi-modal sensor
data (i.e., time-series data from various sensors) are uploaded
to the cloud where a feature embedding encoder can be trained
based on the data from all devices. Note this step can be
unsupervised that does not require any user input. Eventually,
we obtain feature embedding algorithms for each sensor (or
a combination of several related sensors), where a time series

data can be represented as a special point in a multidimensional
space. Similar time series (that most probably have similar
semantics) will be mapped to close areas in the space. Such
embedding algorithm are updated online and synced to the
portable devices regularly.

Once the edge has downloaded the embedding algorithm
from the cloud, it can generate features for its own sensor data
using the model. In this way, it utilizes the patterns learned
from the cloud. Locally on the edge, a customized decision
tree model is trained using the embedded features and user
labels. The owners or doctors can label some period as risky,
so that the model can learn local thresholds for sensor data to
classify risky behavior in the future.

V. CONCLUSION

Mobile sensing is important in health management. The
FindMe model facilitates timely monitoring and health warn-
ing to owners when agents are in danger or get lost. To
extend battery life and achieve intelligent sensing in the
wild, we design an energy-driven system for conditional data
analysis and transferring, so sensor device can work longer
and more efficiently. This system can be utilized in devices for
agents with communication difficulty. Agents, such as infants,
toddlers, seniors or patients with dementia and Alzheimer’s
disease are vulnerable and dependent to caregivers and med-
ical devices. Our model will make sure that these devices
provide seamless cares to agents. In addition, our system and
methods can extended to IoT scenarios, such as machine-to-
machine(M2M) communications as well as edges and cloud
nodes with communication challenges.
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and R. Cipı́n, “3d modelling and study of electrochemical character-
istics and thermal stability of commercial accumulator by simulation
methods,” Int. J. Electrochem. Sci, vol. 11, 2016, pp. 1938–1950.

[19] Y. Jia, E. Shelhamer, J. Donahue, S. Karayev, J. Long, R. Girshick,
S. Guadarrama, and T. Darrell, “Caffe: Convolutional architecture for
fast feature embedding,” in Proceedings of the 22nd ACM international
conference on Multimedia, 2014, pp. 675–678.

[20] E. Golinko and X. Zhu, “Generalized feature embedding for supervised,
unsupervised, and online learning tasks,” Information Systems Frontiers,
vol. 21, no. 1, 2019, pp. 125–142.

40Copyright (c) IARIA, 2020.     ISBN:  978-1-61208-796-2

INTERNET 2020 : The Twelfth International Conference on Evolving Internet

                            48 / 75



Comparison of a Supervised Trained Neural Network Classifier and a Supervised

Trained Aggregation Function Classifier

Alexandre Croix, Thibault Debatty, Wim Mees

Royal Military Academy
Brussels, Belgium

Email: a.croix@cylab.be, t.debatty@cylab.be, w.mees@cylab.be

Abstract—In this paper, we compare the efficiency of two binary
classifiers. The first one uses the Weighted Ordered Weighted
Averaging (WOWA) aggregation function whose coefficients are
learned thanks to a genetic algorithm. The second is based
on an artificial neural network trained by a backpropagation
algorithm. They are trained to be used in a multi-criteria decision
system. These kind of multi-criteria system are more and more
common in the cyber-defence field. In this work, we compare
the performance of these two classifiers by using two criteria:
Area Under the Curve of a Receiver Operating Characteristics
(ROC) curve and the Area Under the Curve of a Precision-
Recall (P-R) curve. This second criterion is more adapted for
imbalanced dataset what is often the case in the cyber-security
field. We perform a complete parameter study of these classifiers
to optimize their performance. The dataset used for this work is
a pool of Hypertext Preprocessor (PHP) files analyzed by a multi-
agent PHP webshell detector. We obtain different good results,
especially for neural networks and highlights the advantage of the
genetic algorithm method that allows a physical interpretation of
the result.

Keywords–Machine learning; neural network; aggregation
functions; webshell.

I. INTRODUCTION

In the machine learning field, these last years, one method
appears to be better than other ones: neural network, and par-
ticularly deep learning. The principle of this kind of algorithm
has been known for a long time, but the usage increased these
last years for two main reasons: new neural network structures
were discovered, and the hardware is now powerful enough to
produce good results in an acceptable time.

Sometimes, without a good analysis, a neural network is
used to solve a problem. But in some cases, it is not the
best choice for autonomous learning. It is often interesting
to compare the performance of different learning algorithms to
solve a problem. This comparison avoid to use a non-optimized
algorithm for the question we are trying to answer. That can
increase the performance and can produce better results.

In this paper, we focus on a specific task: the training of
two classifiers whose objective is to distinguish if a PHP file,
previously analyzed, is a webshell or a harmless PHP file.
These two classifiers are: (i) an aggregation function in which
the parameters are learned by a genetic algorithm and (ii)
a neural network trained by the backpropagation algorithm.
These classifiers are chosen instead of others (e.g., decision
tree, Support Vector Machines (SVM), etc ) to compare the
performance of a classifier structure very used in practice and

an classifier using an aggregation function that is not widely
known.

In order to be classified, the PHP files were analyzed by
a PHP multi-agent detector composed of 5 different modules.
Each agent produces a score between 0 and 1 that is used as
inputs for the two classifiers.

We performed a parametric study on both of the classifiers
to determine the set of parameters that produces the best result.
The dataset used for this work contains 23,415 PHP files where
1,833 [1] are actual PHP webshells.

In this situation, it is really interesting to study the per-
formance of the classifiers for two mains reasons. First, the
study can give some information about the efficiency of the
different agents used by the detector. Then, the dataset is highly
unbalanced and the obtained results can be very different from
a ”classical” dataset (balanced, a lot of elements).

The rest of the paper is arranged as follow: Section II
explains which aggregation function is used for the classi-
fication and describes the structure of the genetic algorithm
that learns parameters. Section III describes the structure of
a neural network, and more specifically the neural network
uses in this work. In Section IV, we present our comparison
methodology and the results obtained. We conclude and we
talk about some way to continue this work in Section V.

II. WOWA AGGREGATION FUNCTION AND GENETIC
ALGORITHM STRUCTURE

In this section we describe the WOWA operator and its
advantages, how a genetic algorithm works and why this
algorithm was chosen for this problem.

A. WOWA operator

The WOWA operator, WOWA for Weighted Ordered
Weighted Averaging, is an aggregation function introduced
by Viçen Torra in 1996 [2]. This operator generalizes the
Weighted Mean (WM) and the Ordered Weighted Averaging
(OWA) and allows to merge a set of numerical data in a
single result. To aggregate numerical data, WOWA uses two
weighting vectors: one for the weighted mean (w) and the other
for the OWA operator (p). The weighted mean, weights data
in agreement with their sources and OWA gives importance to
the data according to their scores.

WOWA combines the advantages of Weighted Mean and
OWA operator. In the other hand, WOWA is more complex
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because it requires two parameters for each data source.

WOWA = f(a1, a2, ...an, w1, w2, ...wn, p1, p2, ...pn) (1)

where

• ai are data sources
• wi are WM weights
• pi are OWA weights

This operator allows good accurate results and can be tuned
with more parameters than usual aggregation functions. De-
spite this, this operator is only rarely used in practice.

Learning aggregation operator weights from training
dataset is an optimization problem[3]. The optimization algo-
rithm minimizes (or maximizes) a cost function to try to find
the global minimum (or maximum) of the solution surface.
According to the literature, the algorithm selected to optimize
the different weights of the aggregation function is a genetic
algorithm[4].

B. Genetic Algorithm structure
A Genetic Algorithm is an evolutive process that maintains

a population of chromosomes (potential solutions). Each chro-
mosome is composed of several characteristics called ”genes”.
In this work, a ”gene” is a single weight and a ”chromosome”
is an element composed of two weight vectors (w and p). The
weight vectors contain several ”genes” whose the sum is equal
to 1.

The algorithm has five main steps represented in Figure 1.

Figure 1. Structure of a Genetic Algorithm

• Initial population generation: a set of potential
solutions is randomly generated. All ”genes” (weights)
are random values between 0 and 1. Then, the weights
vectors are normalized.

• Fitness score evaluation: all population elements are
evaluated by a fitness function.

• Selection: according to their fitness score, some ele-
ments are selected to be used in the next generation
t+ 1.

• Crossover: the selected elements from the previous
generation are combined two-by-two to generate new
chromosomes for the current generation. These new
elements keep some characteristics from their parents.

• Mutation: each element in the new population has a
probability to be mutated. Concretely, a random gene
is selected and replaced by another random value. The
mutation is very important to avoid converging too fast

to a local minimum. The mutation allows to ”jump”
to another location in the space of solutions and can
discover better results.

This process is repeated until it reaches a termination
condition. That can be a sufficient accuracy, a slow
convergence since some generations or a fixed number of
generation. A complete description of these steps is available
in [5].

III. NEURAL NETWORK STRUCTURE AND
BACKPROPAGATION ALGORITHM

An artificial neural network is a computing system inspired
by the biological neural networks that constitute animal brains.
An Artificial Neural Network is based on a collection of con-
nected units or nodes called artificial neurons, which loosely
model the neurons in a biological brain. Each connection, like
the synapses in a biological brain, can transmit a signal to other
neurons. An artificial neuron receives a signal, processes it and
can transmit the result to other neurons connected to it. Figure
2 represents the structure of an Artificial Neural Network. It
contains three neurons as inputs, five in the hidden layer and
two for the output.

Figure 2. Structure of an Artificial Neural Network

Except for the input layer, a neuron receives several signals
(usually real numbers) from the previous layer. These signals
are weighted by coefficients and added. Then, the neuron
produces an output signal following an activation function
that it transmits to the next layer. Figure 3 represents the
functioning of an artificial neuron.

In a mathematical point of view, a neuron works following:

y = φ(
∑

(x1ω1 + x2ω2 + ...+ xnωn + b)) (2)

A deep neural network is an artificial neural network with
several hidden layers and is very efficient for image recognition
or voice recognition there are some big datasets with a lot of
features as input (pixels, etc.).

In our problem, it is very difficult to find real PHP
webshells and we have only five inputs for each analyzed file.
A classical neural network is more suitable for this kind of
classification. Our neural network is made of three layers: a
five neurons input layer (for the five agents in the webshell
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Figure 3. Representation of the functioning of an artificial neuron

detector), a hidden layer and a two neurons output layer
(webshell or harmless file).

The job of the algorithm is to find a set of internal
parameters (edge’s weight and bias) that perform well against
some performance measure. It is the cost function. The process
is iterative, the convergence occurs over multiple discrete steps
that improved internal parameters.

Each step involves using the model with the current set
of internal parameters to make predictions on some samples,
comparing the predictions to the real expected outcomes,
calculating the error, and using the error to update the internal
model parameters. This update procedure is the backpropaga-
tion (backward propagation) algorithm.

Backpropagation aims to minimize the cost function by
modifying the network’s weights. The level of adjustment is
determined by the gradients of the cost function with respect
to those parameters [6]. We do not describe the mathematical
principle of the backpropagation algorithm, it is relatively
complex and it is not the purpose of this work.

IV. PARAMETRIC STUDY AND EVALUATION

A parametric study has been performed on the classifiers in
order to optimize their performances before comparison. The
training dataset used for this work is composed of 23,415 PHP
files and contains 1,833 PHP webshells [1].

To evaluate the performance of our classifiers, we use the
k− fold cross-validation[7] method (k equals to 10 is known
to produce good results). It consists of separating the dataset in
k folds, performing the training part on k−1 folds and testing
on the last fold. This operation is repeated k times by changing
the fold used for the evaluation. All these k intermediate results
are meant to obtain a general result.

The number of PHP webshell in the dataset is small. With
a random fold generation, there is a high probability to obtain
very different repartitions. To avoid this issue, each fold is
generated with a fixed number of webshells.

The number of webshells in a fold is quite smaller than
the number of regular PHP files. To increase the penalty of
not detecting a webshell, we artificially increase the number
of webshells in the learning dataset. Concretely, we duplicate
several times each score related to a webshell.

A. Performance evaluation methodology
To evaluate the efficiency of a binary classifier, we used

two measurements: (i) the AUC of a ROC curve and (ii) the
AUC of P-R curve.

1) Roc curve: The ROC curve is a classical tool to evaluate
the performance of a binary classifier[8]. The ROC is a
graphical plot that illustrates the diagnostic ability of a binary
classifier system as its discrimination threshold is varied. It is
created by plotting the true positive rate (true detection) against
the false positive rate (false alarm) as shown in Figure 4

Figure 4. Example of a ROC curve

The Area Under the Curve gives a score that allows us
to easily evaluate and compare the performance of several
classifiers. Closer to 1 the AUC is, better is the classifier.

The dotted blue line represents the behaviour of a random
classifier. If the ROC curve is under the curve, that means it
is less efficient than a random classification.

2) Precision-Recall curve: A Precision-Recall curve (P-
R curve) is, as the ROC curve, a graphical tool to evaluate
the efficiency of a binary classifier. It is created by plotting
the Recall (X-axis) against the Precision (Y-axis) as shown in
Figure 5. Concretely, the precision and the recall are computed
for several threshold values. This tool is more informative than
the ROC curve for imbalanced dataset [9][10]. Indeed, the P-R
curve focuses on the minority class, whereas the ROC curve
covers both classes.

Like for the ROC curve, it is very difficult to compare
visually different graphs, the AUC solves this issue and allows
us an easy comparison. In our dataset, the ratio webshell-
harmless file is smaller than 0.1. The evaluation of efficiency
by using a P-R curve is perfectly adapted in this situation.

The dotted blue line on the graph represents the behaviour
of a random classification. A P-R curve under this line is less
efficient than a random classifier. The value of this line is
y = Webshell

normal files

B. Genetic Algorithm parametric study
A genetic algorithm has several parameters that can be

tuned to optimize results. In our parametric study we tested
the following parameters:

• Population size: number of elements in each gen-
eration of the population. We varied this parameter
between 40 and 200 by step of 10.

• Crossover rate: percentage of the population kept to
set up the next generation. We varied this parameter
between 5 and 95 by step of 5.
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Figure 5. Example of a Precision-Recall curve

• Mutation rate: probability that a gene is randomly
mutated. We varied this parameter between 5 and 95
by step of 5.

• Generation number: number of generations before
stopping the algorithm. The way the algorithm is
built, the best element of a generation is equal or
better than the best element of the previous generation.
Increasing the number of generation can only improve
the performance of the classifier, but the improvement
is not really significant for generation higher than 200.
We fixed the generation number parameter to 200.

• Fitness score evaluation: method used to determine
the fitness score of a chromosome. Two fitness criteria
are implemented in our algorithm: (i) the distance
criterion and (ii) the AUC criteria.

To determine the best parameters combination, we tested each
parameter independently of the others. It is an approximation.
Indeed, it is highly improbable the parameters are completely
non-correlated. However, the parametric study shows the im-
portance of the different parameters. We tested all the values
of population size, crossover rate and mutation rate with the
distance fitness score evaluation and the AUC fitness score
evaluation. For each parameter, we perform a 10-folds cross-
validation and kept the parameter values that produce the best
AUC ROC result and the best P-R AUC value.

a) Distance fitness score: For each chromosome in the
population, the WOWA function is computed on all examples
of the dataset. The obtained results are substracted to the
results given in the training dataset. All these differences are
added to obtain a total distance that is the fitness score of the
chromosome.

b) AUC fitness score: For each population element, the
WOWA function is also computed on all examples of the
dataset. Then, these results are used to obtain the ROC. The
AUC of this curve is the fitness score of the chromosome.

1) Parametric study results: The first thing we note is the
AUC fitness score produces better scores than the other fitness
score for all values of all parameters. Intuitively it is logical.
This criterion tries to optimize the AUC of a ROC curve that
is also a performance criterion of the classifier.

Table I shows, for each parameter, the value that produces
the best ROC AUC and the result associated with it. All these
parameter values will be used in combination as a new model
in the next section.

TABLE I. GENETIC ALGORITHM PARAMETER VALUES THAT PRODUCE THE
BEST RESULTS IN THE PARAMETRIC STUDY FOR THE ROC CRITERION

Parameter name Parameter value ROC result
Population size 75 0.88114
Crossover rate 40 0.88117
Mutation rate 20 0.88125
Fitness function AUC 0.88125

TABLE II. GENETIC ALGORITHM PARAMETER VALUES THAT PRODUCE
THE BEST RESULTS IN THE PARAMETRIC STUDY FOR THE P-R CRITERION

Parameter name Parameter value P-R result
Population size 130 0.73502
Crossover rate 30 0.73612
Mutation rate 5 0.73401
Fitness function AUC 0.73612

Table II shows, for each parameter, the value that produces
the best P-R AUC and the result associated with it. All these
parameter values will be used in combination as a new model
in the next section.

C. Neural Network parametric study
As for the genetic algorithm, neural networks can be tuned

by modifying some parameters. It is a very difficult point to
design correctly a network with the right parameters. The set
of basic network parameters are called Hyperparameters. In
this work, we tuned the most common ones:

• Activation function: function used by neurons for
the activation. The activation function manages the
value of the neuron output. The signals of the previous
layer are weighted by the internal parameters, added
together and this result is used as input for the
activation function. In this work, we used the most
common activation functions: tanh, ReLu, sigmoid.
Figure 6 represents these three functions.

• Neurons number: number of neurons in the hidden
layer. Intuitively, we can guess that more neurons
are in the hidden layer, more accurate will be the
classification. In practice, it is more complicated. Too
many neurons can produce an overfitting phenomenon.
We varied the number of neurons between 5 and 50
for each activation function.

• Learning rate: parameter that controls how much the
model change in response to the estimated error each
time the model weights are updated. Choosing the
learning rate is challenging as a value too small may
result in a long training process that could get stuck,
whereas a value too large may result in learning a sub-
optimal set of weights too fast or an unstable training
process. We varied this parameter between 0.1 and
0.95 by step of 0.05, between 0.01 and 0.009 by step
of 0.01 and between 0.001 and 0.009 by step of 0.01
for each of the three activation functions.

• Batch size: size of the batch. During the training, the
dataset elements passed through the network one after
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one. The batch size is the number of elements that
pass through the network before tuning the weights
of the network. We varied the batch size between
1000 and 2000 by step of 200 for each of the three
activation functions. It was not possible to use a batch
size smaller than 1000 in Google Colaboratory.

• Epoch number: number of time the entire dataset is
passed through the network. A high value of this pa-
rameter usually increases the efficiency of the learning
but also the time needed. We varied this parameter
between 100 and 350 by step of 50. As for the batch
size, it was not possible to use epochs number bigger
than 350 in Google Colaboratory

As explained in Section I, the learning of an Artificial Neural
Network is clearly faster with GPU. To train our model in
a reasonable time, we used the Jupyter Notebook on Google
Colaboratory platform. Unfortunately, this platform has some
time restriction and does not provide a sufficient infrastructure
and to test the whole range of parameters we wanted to test.

Figure 6. Equations and curves of activation functions

1) Parameters study results: As for the Genetic Algorithm
classifier and the fitness function, the activation function in the
neural network classifier that produces the best results for all
values of all parameters is the ReLu function. Table III and IV
show the values of the parameters that produce the best results
for the two evaluation criteria.

TABLE III. NEURAL NETWORK PARAMETER VALUES THAT PRODUCE THE
BEST RESULTS IN THE PARAMETRIC STUDY FOR THE ROC CRITERION

Parameter name Parameter value ROC result
Neurons number 38 0.93761
Learning rate 0.04 0.93979
Batch size 2000 0.92746
Epochs number 350 0.94989
Activation function ReLu 0.94989

Table III shows, for each parameter, the value that produces
the best ROC AUC and the result associated with it. All these
neural network parameter values will be used in combination
as a new model in the next section.

TABLE IV. NEURAL NETWORK PARAMETER VALUES THAT PRODUCE THE
BEST RESULTS IN THE PARAMETRIC STUDY FOR THE P-R CRITERION

Parameter name Parameter value P-R result
Neurons number 38 0.80854
Learning rate 0.05 0.81336
Batch size 2000 0.78883
Epochs number 350 0.83951
Activation function ReLu 0.83951

Table IV shows, for each parameter, the value that produces
the best P-R AUC and the result associated with it. All these
neural network parameter values will be used in combination
as a new model in the next section.

D. Comparison of the classifiers
For each classifier (genetic algorithm or neural network),

we selected the set of parameters that produces the best ROC
AUC and the best P-R AUC. With these four models, we ran
10 times a 10-folds cross-validation and we meant the results
to minimize the variance.

Table V shows the results for all the 4 classifiers with the
corespondent evaluation criterion.

TABLE V. RESULTS OF A 10-10-CROSS VALIDATION OF THE CLASSIFIERS

Classifier ROC P-R
Genetic Algorithm 0.900598 0.745871
Neural Network 0.946812 0.812567

The parameter values of these four models are given in the
Tables I, II, III and IV in Section IV.

Figures 7, 8 and 9 represent some example curves obtained
during the 10-folds cross-validation.

Figure 7. Representation of a Precision-Recall curve for a Neural Network.
Parameters: Neurons Number: 46 - Learning Rate: 0.01 - Batch Size: 2000 -

Epochs Number: 100 - Activation Function: ReLu

V. CONCLUSIONS AND FUTURE WORKS

In this work, we show that a classification based on
an artificial neural network trained by the backpropagation
algorithm gives better results than a classification using an
aggregation function trained by a genetic algorithm.
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Figure 8. Representation of a Roc curve for a Genetic Algorithm.
Parameters: Population Size: 125 - Crossover Rate: 60 - Mutation Rate: 25 -

Fitness score: AUC

Figure 9. Representation of a Roc curve for a Neural Network. Parameters:
Neuron number : 40 - Learning Rate : 0.06 - Batch Size : 2000 - Epoch

number : 350 - Activation function : ReLu

The neural network is more efficient on the two per-
formance criteria used in this work: ROC AUC and P-R
AUC. Moreover, because of the restrictions applied to Google
Colaboratory, we were not able to test a significant amount of
values for the batch size and epochs number parameters. It is
logical to assume that the results would be even better with a
much larger number of epochs.

However, it is important to note that the training of a
neural network is very slow on CPUs. To obtain results in
a reasonable time, it is essential to equip yourself with GPU
which is expensive.

We noted that for the genetic algorithm, the AUC criteria
produces always better results than the distance criteria. On
the neural network, we noted the activation function that gives
the best results, is always the ReLu function.

During our work, we noted that the parameters of the ge-
netic algorithm have only a very small influence on the result.
It may depend on the dataset used, however, a parametric study
seems to be much less important for the genetic algorithm than
to train a neural network.

Another important point is about the interpretation of the
internal parameters after the training. On an artificial neural
network, it is difficult to interpret the meaning of the network
parameters (weight, bias, etc). A neural networks is often used
as a ”black-box”. The trained aggregation function, on the
other hand, gives interesting information about the modules
that are aggregated. It highlights the modules with high im-
portance and, mostly, the less important. This could point out
that a module is inefficient and improve it in priority.

For example, a typical w weights vector obtained by the
genetic algorithm with the dataset used in this work is w =
[0.4407, 0.532, 0.0204, 0.0027, 0.0042]. We note easily that the
most important agent is the second one: the webshell signature
analyzer. On the other side, the least effective agent is the
obfuscation detector in the fourth position.

This work could be improved in several points. In the first
time, it should be interesting to perform a bigger parametric
study on the neural network classifier. We think it is possible
to increase the efficiency of the results obtained with a better
infrastructure to train the model.

It seems interesting to determine the correlation between
the different parameters of the algorithms. Indeed, we per-
formed our parametric study by tuning independently each
parameters. If we knew the correlations between the different
parameters, we would probably be able to determine a better
parameters combination.

The algorithms designed for these works are made to be
easily used in another project. It could be interesting to test
these classifiers on different types of data to determine if the
parameters are independent of the dataset or not.
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Abstract— Recently, the Multipath Transmission Control 

Protocol (MPTCP) comes to be used widely.  It allows more than 

one TCP connections via different paths to compose one 

Multipath TCP communication.  Our previous papers pointed 

out that insufficient send socket buffer makes the throughput 

worse than that of single path TCP, when the subflows have 

different transmission delays.  Although our previous papers 

gave the detailed analysis on the throughput degradation 

focusing on the relationship between the send socket buffer size 

and the delay, they did not clarify the reason of the throughput 

degradation.  This paper investigates the Linux MPTCP 

software and the MPTCP communication details, and clarifies 

why the insufficient socket buffer degrades the MPTCP 

throughput.   

Keywords- multipath TCP; send socket buffer; head-of-line 

blocking. 

I. INTRODUCTION 

Recently, mobile terminals with multiple interfaces have 
come to be widely used.  For example, most smart phones are 
installed with interfaces for 4G Long Term Evolution (LTE) 
and Wireless LAN (WLAN).  In order for applications to use 
multiple interfaces effectively, Multipath TCP (MPTCP) is 
being introduced in several operating systems, such as Linux, 
Apple OS/iOS and Android.  MPTCP is defined in three RFC 
documents by Internet Engineering Task Force.  RFC 6182 
[1] outlines the architecture guidelines for developing MPTCP 
protocols.  It defines the ideas of MPTCP connection and 
suflows (TCP connections associated with an MPTCP 
connection).  RFC 6824 [2] presents the details of extensions 
to the traditional TCP to support multipath operation.  It 
defines the MPTCP control information realized as new TCP 
options, and the MPTCP protocol procedures.  RFC 6356 [3] 
presents a congestion control algorithm that couples those 
running on different subflows. 

MPTCP has some problems when subflows are 
established over heterogeneous paths with different delay, 
such as an LTE network and a WLAN.  TCP 
ACKnowledgment (ACK) segments from a path with longer 
delay return later than those from a shorter delay path.  This 
causes a Head-of-Line (HoL) blocking, in which TCP data 
segments over a longer delay subflow block the window 
sliding while waiting for their ACKs [4].  In order to avoid 
this problem, the selection of the appropriate subflow is 
required.  The function to select a subflow for transferring a 
data segment is called a scheduler, and several scheduler 
algorithms have been proposed so far.  Originally, MPTCP 

implementation adopted the lowest Round-Trip Time (RTT) 
first and the round-robin schedulers [5].  However, both of 
them suffer from the HoL blocking.  The opportunistic 
Retransmission and Penalization mechanism (RP mechanism) 
[6] [7] is used in the current MPTCP implementation as a 
default.  When a data sender detects that new data cannot be 
sent out due to an HoL blocking over a specific subflow, it 
retransmits the oldest unacknowledged data through a subflow 
with the lowest RTT (opportunistic retransmission).   At the 
same time, the subflow that occurred this HoL blocking is 
punished by halving its congestion window (penalization).   

The Delay Aware Packet Scheduling (DAPS) [8] and the 
Out-of-order Transmission for In-order Arrival Scheduling 
(OTIAS) [9] take account of subflow delays and schedule data 
segment sending for in-order receiving.  The BLocking 
ESTimation scheduler (BLEST) [10] estimates whether a 
subflow will cause an HoL blocking and dynamically adapts 
scheduling to prevent blocking.   

Those schedulers improve the MPTCP performance 
compared with the original scheduler algorithm, and several 
studies report the results of MPTCP performance evaluation 
through heterogeneous paths [11]-[15].  However, those 
proposals of schedulers and the performance evaluation 
reports are focusing only on the receive socket buffer.  While 
insufficient receive socket buffer invokes HoL blocking, the 
send socket buffer also gives some impacts on the TCP 
throughput.  

In our previous papers [16] [17], we pointed out that an 
insufficient size of send socket buffer provokes more serious 
throughput degradation than insufficient receive socket buffer.  
Although our previous papers analyzed the detailed behaviors 
of MPTCP by investigating the MPTCP and TCP level 
sequence numbers and windows, they did not discuss why 
such performance degradation happens.  In this paper, we 
clarify the reason by investigating the Linux MPTCP software 
and the communication traces.   

The rest of paper consists of the following sections.  
Section 2 shows the details of MPTCP data transfer procedure 
and the related work on the MPTCP scheduler.  Section 3 
gives the results of performance evaluation in the case that an 
MPTCP connection provides poor throughput than a single 
TCP connection due to the insufficient send socket buffer.  
Section 4 shows the behavior of Linux MPTCP software in 
the case of limited send buffer, and discusses the reason of the 
performance degradation.  Section 5 concludes this paper.   
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II. RELATED WORK 

This section describes the related work of our work.   

A. MPTCP Data Transfer Procedures 

As described in Figure 1, the MPTCP module is located 
on top of TCP.  MPTCP is designed so that the conventional 
applications do not need to care about the existence of MPTCP.  
MPTCP establishes an MPTCP connection that is associated 
with two or more regular TCP connections called subflows.  
The management and data transfer over an MPTCP 
connection is done by the TCP options newly introduced for 
MPTCP operation.  In the beginning, one subflow and an 
MPTCP connection are established through the TCP three 
way handshake using a Multipath Capable (MP_CAPABLE) 
TCP option.  Next, another subflow is established and 
associated with the existing MPTCP connection by use of a 
Join Connection (MP_JOIN) option.  This option contains the 
identification of the MPTCP connection to be joined.   

After establishing multiple subflows, MPTCP takes one 
input data stream from a sender-side application, splits it into 
subflows, and reassembles the split data streams at the 
receiver side.  The MPTCP connection level maintains the 
data sequence number independent of the subflow level 
sequence numbers.  The data and ACK segments used in a 
subflow may contain a Data Sequence Signal (DSS) option 
depicted in Figure 2.  The number is assigned on a byte-by-
byte basis similarly with the TCP sequence number.  The 
value of data sequence number is the number assigned to the 
first byte conveyed in that TCP segment.  The data sequence 
number, subflow sequence number (relative value) and data-
level length define the mapping between the MPTCP 
connection level and the subflow level.  The data ACK is 
analogous to the behavior of the standard TCP cumulative 
ACK, and specifies the next data sequence number a receiver 
expects.   

We need to say that there is no window size field in the 
DSS option.  Instead, the window size contained in the TCP 
header is used for the flow control in MPTCP.  That is, the 

flow control is performed for the data sequence number at the 
MPTCP connection level as well as the subflow level.  The 
control for the data sequence number is done in a way that the 
data sequence number is not more than the data ACK plus the 
window size.  It is also required that the upper window edge 
in the MPTCP connection level (the data ACK plus the 
window size) does not shrink.  In order to fully utilize the 
capacity of all subflows, a receiver needs to provide the 
following buffer space so that a sender can keep all subflows 
fully utilized [2].    

 Buffer size =  ∑ 𝑏𝑤𝑖 × 𝑅𝑇𝑇𝑚𝑎𝑥 × 2.𝑛
𝑖=1  (1) 

Here, n is the number of subflows, 𝑏𝑤𝑖is the bandwidth of 
subflow i, and 𝑅𝑇𝑇𝑚𝑎𝑥is the highest RTT among all subflows.  
This equation means that an MPTCP connection can send data 
segments at full speed during the highest RTT, even if a loss 
event occurs.   

B. Related Work on MPTCP Scheduler 

As stated in the previous section, the mechanism to assign 
data to multiple subflows is called a scheduler.  The MPTCP 
implementation for Linux operating system supports the 
default scheduler, the lowest RTT first with RP mechanism, 
which is called minRTT.  The minRTT scheduler first sends 
data over one subflow with the lowest RTT until its window 
is full.  Then, it starts transmitting over the next subflow.  
When it detects an HoL blocking, it retransmits the oldest data 
as a new data segment over the lowest RTT subflow, and 
halves the congestion window of the subflow that caused this 
blocking.   

The other schedulers mentioned in the previous section 
can be summarized as follows.  DAPS aims for in-order 
arrival at the receiver to prevent its buffer from blocking [8].  
It sends data segments in inverse proportion to the delay of 
individual subflows with the strategy that the younger 
numbered data segments are transferred through the path with 
shorter delay.  OTIAS provides the out-of-order transmission 
at the sender for the in-order arrival at the receiver [9].  One 
of the difference between DAPS and OTIAS is that DAPS 
focuses on the scheduling of multiple packets, but OTIAS 
tries to determine the scheduling of only one packet.  BLEST, 
on the other hand, takes a proactive stand towards minimizing 
HoL blocking [10].  Rather than penalizing the slow subflows, 
it estimates whether a path will cause HoL blocking and 
dymamically adapts scheduling to prevent it.    

Several publications discussed the performance evaluation 
[6] [7] [11][-15].  The early stage papers [6] [7] [11] [12] focus 
mainly on measuring MPTCP throughput with changing the 
receive socket buffer size.  Kim et al. [13] proposes a 
scheduler using the buffer blocking prediction based on 
receive buffer size and RTT.  It gives the time variations of 
throughput as a performance evaluation.  Zhou et al. [14] 
shows the MPTCP performance evaluation over the real 
Internet by changing socket buffer size under the assumption 
that the sizes of send and receive socket buffers are the same.  
Dong et al. [15] compares the performance of several 
schedules including DAPS, OTIAS, and BLEST.  In the 
performance evaluation, it measured the file transfer 
completion time by changing RTT ratio, receive socket buffer 
size, and transferred file size.   

Application

MPTCP

Subflow (TCP) Subflow (TCP)

IP IP
 

Figure 1.  MPTCP layer structure. 
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Subtype
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Data sequence number (4 or 8 octets, depending on flags)

Subflow sequence number (4 octets)

Data-level length (2 octets) Checksum (2 octets)
 

Figure 2.  Data sequence signal option. 
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Those papers have two problems.  First, all of them use 
only macroscopic performance metrics, such as the average 
throughput and the completion time for a file transfer.  They 
do not discuss the detailed performance analysis taking 
account of the MPTCP parameters, such as data sequence 
number and data ack number.  Secondly, they mainly focus on 
the receive socket buffer.  However, the send socket buffer 
also gives some impacts on the TCP throughput.   

In contrast, we took a microscopic approach that analyzes 
the detailed MPTCP internal behaviors in the performance 
evaluation, and focused on send socket buffer size as well as 
receive buffer size.  In [16], we evaluated the MPTCP 
performance by changing receive and send socket buffer sizes 
independently, and clarified that an insufficient send socket 
buffer provokes more serious throughput degradation than 
insufficient receive socket buffer.  Kato et al. [17] provided 
more detailed analysis of the MPTCP communicatison under 
insufficient send socket buffer through dissimilarly delayed 
subflows. 

III. THROUGHPUT DEGRADATION DUE TO INSUFFICIENT 

SEND SOCKET BUFFER 

As for the case that send socket buffer is insufficient, our 
previous papers showed the following results when MPTCP 
communication is done by two subflows whose transmission 
delay is different; fast subflow and slow subflow.  In the case 
that the send socket buffer size is small, the communication is 
done through only the fast subflow.  As the send socket buffer 
size increases, the communication is done through two 
subflows, but the MPTCP connection level throughput is 
lower than the single path TCP communication whose delay 
is equal to the fast subflow.  When the send socket buffer size 
becomes bigger, two subflows are used in the MPTCP 
communication and its throughput is larger than the 
bandwidth of one subflow.   

In this section, we show the detailed MPTCP behaviors 
when the MPTCP connection level throughput is lower than a 
single path TCP throughput.   

A. Experimental Settings 

In the experiment, we use the network configuration of 
shown in Figure 3.  Two hosts running the Linux operating 
system (Ubunts 16.04 LTS), data sender and receiver, are 
connected together through two 1Gbps Ethernet links.  The 
private IP addresses are assigned as shown in the figure.  In 
one Ethernet link, a network emulator is inserted in order to 
provide delay.  Although the physical data rate is 1Gbps, the 
frame transmission speed is limited to 100 Mbps using Linux 
traffic control (tc) command.  We establish one MPTCP 
connection between two hosts with two subflows, one 
between 192.168.0.1 and 192.168.0.2 (called fast subflow) 
and the other between 192.168.1.1 and 192.168.1.2 (called 

slow  subflow).  The scheduler is the default one, minRTT.  By 
consulting the results in our previous papers, the delay 
inserted at the network emulator is set to 40 msec for one 
direction, i.e., 80 msec in round-trip.  The send socket buffer 
size is set to 1,048,576 bytes (1 Gibibytes) for the minimum, 
default, and maximum sizes, using the sysctl –w 

net.ipv4.tcp_wmem command.  The receive socket buffer 
at the receiver uses the default value, which is 4,096, 87380, 
and 6,291,456 bytes for the minimum, default, and maximum 
sizes, respectively.   

In the performance evaluation, iperf is used in both hosts 
and bulk data transfer is executed for 10 seconds.  During the 
bulk data transfer, packet traces are collected at the sender side 
by use of tcpdump.  Those traces are examined in detail with 
Wireshark, a network protocol analyzer whose version is 3.2.4.  
We also execute tcpprobe in the sender side in order to collect 
TCP related information like congestion window size during 
data transfer.   

B. Results and Analysis 

We executed five experiment runs under the conditions 
described above.  The throughput measured at the receiver 
side ranges from 42.4 Mbps to 49.8 Mbps.  The average is 
46.8 Mbps and the standard deviation is 3.54 Mbps.  Since the 
link bandwidth of the fast subflow is 100 Mbps, the MPTCP 
connection level throughput is lower than the subflow 
bandwidth.   

Hereafter, we pick up the forth experiment run whose 
throughput is 48.6 Mbps.  Figure 4 shows the time variation 

 
Figure 3.  Network configuration for evaluation. 

Ethernet 1Gbps (traffic 
controlled to 100 Mbps)

sender receiver

Network
emulator

192.168.0.1

192.168.1.1

192.168.0.2

192.168.1.2

inserting delay
(40 msec each)

 
(a) from 0 sec to 2.5 sec. 

 
(b) from 7.5 sec to 10 sec. 

Figure 4.  Time variation of data sequence number. 
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of the data sequence number sent over the fast and slow 
subflows. In this figure, we show the graph focusing on the 
results during the first and the last 2.5 secs.  The two graphs 
show similar tendencies.  The data sequence number is 
increasing in both fast and slow subflows.  The increase itself 
is intermittent, that is, the data transmission in this case repeats 
sending and stopping.  This behavior is considered to be the 
reason for low throughput.   

 Figure 5 shows the time variation of the MPTCP data 
sequence number and the TCP sequence number focused on 
the period between 7.5 sec and 8.1 sec.  By zooming in the 
change of the data sequence number, we can find that there 
are several retransmissions in the fast subflow, e.g., at 7.55 sec, 
7.74 sec, 7.78 sec, some of which are explicitly indicated in 
the figure.  Figure 5(b) shows the increase of TCP sequence 

numbers in the fast and slow subflows, and there are no 
retransmissions in both of them.  This result means that the 
retransmissions shown in Figure 5(a) are the opportunistic 
retransmissions installed in the minRTT scheduler.   

We also measured the values of the congestion window 
size of the fast and slow subflows, at the timing of sender 
receiving ACK segments by use of the tcpprobe module.  
Figure 6 shows the time variation of congestion window size 
in the fast and slow subflows.  The congestion window size of 
the slow subflow increases up to around 700 packets and 
undergoes drops more than 20 times.  We confirmed that there 
were no packet losses in the TCP level, and so these drops are 
caused by the penalization implemented in the minRTT 
scheduler.  The congestion window size in the fast subflow, 
on the other hand, experienced no drops.  The reason that the 
window is kept in a relatively low value is that the congestion 
window validation [18] was effective due to small RTT in the 
fast subflow.   

IV. ANALYSIS OF LINUX MPTCP SOFTWARE 

This section shows the detail of Linux MPTCP software 
and discusses why the performance degradation happens.   

A. Internals of Linux MPTCP Software 

When an application sends a data using MPTCP, function 
tcp_sendmsg_locked() processes this request.   Figure 7 
shows its outline.  The main part of this function is a while 
loop for handling data given by an application.  In the loop, 
the buffer status is checked at first.  If there is no send socket 
buffer space, checked by sk_stream_memory_free(), or if 
the socket buffer for a data segment cannot be allocated, done 
by sk_stream_alloc_sk(), then the control is jumped to 
wait_for_snnbuf.  Here, this module will wait for some 
period by sk_stream_wait_memory().  On the other hand, 
if the send socket buffer has enough space, the data is copied 
to the allocated buffer (skb_add_data_nocache()) and 
transmitted (__tcp_push_pending_frames() or 

 
(a) data sequence number 

 
(b) TCP sequence number 

Figure 5.  Detailed behavior between 7.5 sec and 8.1sec. 

 
Figure 6.  Time variation of congestion window size. 

 
Figure 7. Outline of tcp_sendmsg_locked().  

51Copyright (c) IARIA, 2020.     ISBN:  978-1-61208-796-2

INTERNET 2020 : The Twelfth International Conference on Evolving Internet

                            59 / 75



tcp_push_one()).  The latter two functions will eventually 
call mptcp_write_xmit() to perform actual sending out.  
This program structure tells that the waiting on the send socket 
buffer shortage follows a different processing path from the 
sending data segment.   

 Figure 8 shows the relationship of function calls in the 
data sending and receiving.  As described above, the data 
sending is handled in mptcp_write_xmit(), which calls 
mptcp_next_segment() for obtaining the data segment 
being sent next, and tcp_write_xmit(), which sends the 
data segment out to the IP module.  Within the 
mptcp_next_segment() function, mptcp_rcv_buf_ 

optimization() is called to check whether to perform the 
RP mechanism.  When the RP mechanism is performed 
actually this function returns the buffer addresses that contains 
the data segment to be transmitted.   

This figure also describes the function calls when 
receiving a data or ACK segment.  When the TCP module 
receives a segment in the ESTABLISHED state, 
tcp_rcv_eshtablished() is called.  In this function, the 
segment itself and its parameters are checked in 
tcp_validate_incoming(), which calls mptcp_handle 
_options() for processing a DSS option.  In this function, 
mptcp_process_data_ack() is called for a data ACK 
parameter, and then this function calls 
mptcp_write_xmit() eventually.  In this function, the RP 
mechanism is performed when it is necessary.   

The following two points need to be mentioned.  First, the 
waiting for buffer release in sk_stream_wait_memory() 
and the other processing are completely independent.  
Especially, the behavior of sending data requested from the 
upper layer stops completely during this waiting, because 
tcp_sendmsg_locked() is the only function to handle the 
data send request from the upper layer and it is blocked in this 
waiting function.  The other is that the RP mechanism is 
applied to the subflows other than the one invoked the 
mptcp_rcv_buf_optimization() function.   

B. Behaviors of Linux MPTCP Software 

Figure 9 shows the time variation of congestion window 
sizes in the fast and slow subflows from 7.5 sec to 8.1 sec.  

During this period, the window of the slow subflow is reduced 
twice, between 7.6 sec and 7.7 sec, and between 8.0 sec and 
8.1 sec.   

In order to analyze the MPTCP software behavior in Linux, 
we modified the Linux kernel to generate the timestamps of 
the entry and exit of sk_stream_wait_memory(), and 
those of the penalization in mptcp_rcv_buf_ 

optimization().  Figure 10 shows those results between 
7.5 sec and 8.1 sec.  In this figure, the blue line is the situation 
of the processing of wait-for-memory timer.  The upper side 
in the graph means the timer is on, i.e., the function is blocked 
by waiting for memory release.  The lower side indicates the 
function is not blocked but working.  The black points indicate 
that the penalizations are invoked.   

This figure suggests the followings.  First, the tcp_ 
sendmsg_locked() function blocks very often in order to 
wait for the send buffer release, and the blocking keeps long 
and so the tcp_sendmsg_locked() function seems to be 
almost always blocked.  During the blocked periods, the 
function cannot perform anything for resolving the throughput 
degradation.  The other is that the penalization that reduces the 
congestion window size of the slow subflow does not occur so 
many times as the send socket buffer starvation.  During the 
0.6 sec shown in the figure, only two sets of penalization occur.   
It should be noted that, at each set of penalization, the actual 
window reduction occurs multiple times.  In the case of this 
figure, three reductions happened at each penalization.  
Throughout a 10 sec data transfer analyzed here, the buffer 
starvation happened 278 times.  On the other hand, the 

 
Figure 8.  Function calls of data sending and receiving. 

 
Figure 9.  Time variation of congestion window size  

between 7.5 sec and 8.1 sec.   

 
Figure 10.  Behavior of wait for memory and penalization.   
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penalization occurred 28 times, each of which included one to 
three window reductions.   

Based on those considerations, we can summarize the 
reason of the throughput degradation is the followings.  First, 
the handling of send socket buffer starvation is done in the 
very beginning of TCP data send processing, and the way is 
just to block the control for some period.  During this waiting 
period, no mechanisms to recover degraded throughput, such 
as the RP mechanism, can be invoked.  Second, these 
mechanisms may be invoked when an MPTCP sender 
receives ACK segments, but the frequency of these 
invocations are much less than that of buffer starvations.   

V. CONCLUSIONS 

In this paper, we pointed up the MPTCP performance 
degradation in the situation that subflows have different 
transmission delays and the send socket buffer size is 
insufficient.  We showed this situation by the experiments 
using the in-house network and discussed the details of the 
MPTCP parameters during the degradation.  We also showed 
the internal structure of Linux MPTCP software focusing on 
the buffer starvation and the MPTCP scheduler.  In the end, 
we showed a possible reason why the performance 
degradation occurs.  We are going to propose a new scheduler 
function to resolve this degradation caused by the insufficient 
send socket buffer size.   
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Abstract—Internet of Things (IoT) has attracted a recent spark in
research on Internet of Vehicles (IoV). In this paper, we focus on
one research area in IoV: preserving location privacy of vehicle
data. We discuss existing location privacy preserving techniques
and provide a scheme for evaluating these techniques under IoV
traffic condition. We propose a different strategy in applying
Differential Privacy using k-d tree data structure to preserve
location privacy and experiment on real world Gowalla data
set. We show that our strategy produces differentially private
data, good preservation of utility by achieving similar regression
accuracy to the original dataset on an Long Term Short Term
Memory (LSTM) neural network traffic predictor.

Keywords–Internet of Things; Internet of Vehicles; Location
Privacy; Differential Privacy; Privacy Preservation Scheme.

I. INTRODUCTION

In recent years, a new networking concept has emerged.
From the growing number of devices that are connected to
each other by various means, researchers have coined a term
for this network: the Internet of Things. The Internet of
Things (IoT) has exploded in the last decade, facilitating the
arrival of other novel ideas such as “Big Data”, and many
derivatives have spawned from IoT’s core philosophy which
involves a globally connected society. One of these derivatives
involves facilitating the arrival of automated vehicles. This
network specifically deals with vehicles communicating with
each other, their infrastructure and other connected devices to
form a cohesive, safe environment for automated vehicles to
thrive in. This derivative is appropriately named the Internet
of Vehicles (IoV). IoV is an evolution of traditional Vehicular
Ad Hoc Networks (VANETs) with new enabling technologies
such as Cloud and 5G [1]. Of course, in order to provide the
necessary support for a network of automated vehicles, some
data needs to be exchanged. Such data may include the location
of a vehicle, an ID, and a timestamp. Unfortunately, however,
the integrity of the data could be threatened by malicious
individuals or companies.

In this paper, we focus on protecting the identity of
individuals being revealed from sharing location data in IoV
applications. There are several reasons why location privacy is
challenging in IoT and IoV:

• Compared to relational data, location data imposes
additional challenges in adding privacy protection with
a balance between privacy and utility. For example,
location data from wearable sensors that record an
individual’s trajectory has an uneven geometric dis-
tribution. Downtown areas may have dense trajectory,
whereas, suburbs may have sparse trajectory. Applying

state-of-the-art privacy protection, such as differential
privacy protection to each single point will greatly
affect data utility because the sparsely distributed
location data will be overwhelmed with noise. This
challenge remains true in IoV, where certain areas
have heavier traffic and certain areas have lighter
traffic.

• The utility of location data is very important for many
IoT applications. For example, in location-based social
networks, the preservation of location patterns (com-
binations of locations) are important for the analysis
of protected data. In IoV, traceability poses an even
higher standard on the utility of location data.

• Due to the high velocity and volume of location data
from sensors, it is very challenging to design an
efficient data structure to represent location data in
both IoT and IoV.

II. RELATED WORK

In the traditional location privacy research in VANETs,
a large amount of work have concentrated on the use of
pseudonyms to achieve anonymity and trace-ability at the
same time. Raya and Hubaux [2] propose a Privacy-Preserving
Authentication (PPA) scheme based on traditional Public Key
Infrastructure (PKI) that uses traditional digital signature tech-
niques to authenticate messages. However, this scheme is
not scalable as it adds both a huge storage burden to the
vehicles for preloading the digital certificates and a burden
to communication bandwidth by including the digital cer-
tificates in the message. Wang et al. [3] introduce a Two-
Factor LIghtweight Privacy-preserving (2FLIP) authentication
scheme by using Message-Authentication-Code (MAC) and
hash operations. 2FLIP is the first authentication scheme that
achieves both strong privacy preservation and DoS resilience,
however, it relies on the assumption of additional available
devices. Each vehicle is bonded to a telematics device with
biometric technology to verify the identities of multiple drivers
and to provide evidence to trace each driver. A Tamper-
Proof Device (TPD) is embedded in an On-Board-Unit (OBU)
to store the system key and to sign and verify messages.
Zhong et al. [4] propose a privacy-preserving scheme using a
certificate-less aggregate signature to achieve secure Vehicle
to Infrastructure (V2I) communications. The authors use a
Trace Authority (TRA) to generate pseudonyms and track the
real identity during the communication to achieve trace-ability.
The computation cost is reduced through pre-calculation at the
Road Side Unit (RSU).
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With regards to location data in IoT, Bates et al. [5]
explore some ideas regarding privacy protection in a fitness
tracking social network using location fuzzing to introduce
“geo-indistinguishability”. However, this only protects large
locations and not the single location scenario that we consider
here. In a recent paper [6], the authors propose an algorithm
LPT-DP-k for location privacy protection of location access
count data. The algorithm first constructs a Location Privacy
Tree (LPT) to preserve relationships among location patterns
(i.e., trajectories of locations). It then selects k location patterns
with probabilities based on access frequency for data sampling.
In the last step, Laplace mechanism for differential privacy
protection is applied to the selected sample patterns. The
authors show that their algorithm achieves high utility and
effectiveness of protecting location access data. However, there
are a few drawbacks of this work, which we will address in
this paper. First, the protection of frequent accessed location
patterns does not protect individual privacy at less popular
locations in ID based IoV data. Second, the LPT data structure
grows exponentially when the number of locations grow,
making the algorithm impractical for large amount of data.

Throughout our research, we find that almost every re-
searcher has had different ideas about what location privacy
should be and how to protect it. Despite efforts in exploring
different techniques in achieving location privacy of IoT data,
there is a lack of consensus on the definition of location
privacy. Furthermore, there are few holistic views of location
privacy breaches and mitigation at different stages of an IoV
application.

The contributions of this paper are as follows:

1) We examine potential attacks of location privacy for
IoV traffic condition service.

2) We provide a novel birds eye view of existing lo-
cation privacy preserving techniques and provide a
scheme of evaluating these techniques for IoV traffic
condition service.

3) We investigate a different strategy of applying Dif-
ferential Privacy (DP) to the real world Gowalla
dataset than the one proposed by [6]. We show
that instead of locations that are accessed frequently,
the locations with less unique visitors are extremely
sensitive. Instead of applying DP to frequencies of
location patterns, we apply DP to aggregated location
groups based on their geometric positions. We use a
k-d tree data structure which is a natural choice for
generalizing the locations so that differential privacy
can be more appropriately applied to protect sensitive
locations. We show that our strategy produces for
differentially private data, good preservation of utility
by achieving similar regression accuracy to the orig-
inal dataset on an Long Term Short Term Memory
(LSTM) neural network traffic predictor the location
groups.

The paper is organized as follows: Section III and Section
IV discuss the necessary motivation, problem and background
knowledge to understand the concepts discussed in this paper.
Section V includes the bird’s eye view of the location privacy
preservation scheme and an overview of the metrics by which
we evaluate each method. Section VI and section VII include
explanation of our experiment in Differential Privacy and

analysis of the results. Finally, we conclude with section VIII
where our contributions are summarized and we propose some
future work for this topic.

III. MOTIVATION

The phrase “data is the new oil” refers to the priceless
value that data has. We have been experiencing the early
stages of the “information age” since the wide adoption of
the world wide web. Only in recent years has the general
public slowly realized the value of the data that they generate
when interacting with internet capable devices. It has become
common to hear about data privacy breaches in various compa-
nies. Facebook, Mariott, and even United States Postal Service
have all been victims of data privacy breaches in the millions
of records within the past year [7]–[9]. These companies all
stored their records in plain text. However, if these companies
had employed some privacy preserving techniques within their
data, this would have prevented attackers from being able to
derive any value from the data. This is one of the reasons
privacy preservation in general is important.

A general IoV model involves communication between
vehicles, infrastructure and a number of other entities. The
data stored in or exchanged between any of these entities
may contain all sorts of sensitive data. Even though it would
be unwise to store a direct universal identifier (e.g., license
plate number for an ID), these systems will need some way
to identify each of the vehicles that are on the network. It has
been shown that even by storing seemingly harmless qualities
of vehicles or individuals, or using weak privacy protection
techniques, it is trivial to re-identify an individual. Qualities
such as age, salary, and geographic location can all lead to re-
identification through a background information attack [10].
These qualities are referred to as “Quasi-identifiers”, and can
be surprisingly elusive if one is not aware of general privacy
attacks and techniques.

A. Model Setting and Problem Statement
For the purposes of this paper, we are concerned with

vehicle’s data, specifically the storage of this data in the IoV
Cloud. Each data record includes some ID, a Timestamp,
and Location. The Cloud stores such information to perform
operations on it in order to provide services to automated
vehicles such as traffic condition services which we will
focus on here. Traffic condition services are a classification
of services that provide solutions to the problem of avoiding
traffic related issues or gaining traffic related information. The
Traffic condition service model consists of three main stages.

• The first stage is concerned with vehicles updating
the Cloud with its ID, location, and timestamp. This
is essential for being able to support basic traffic
related services as it provides information about where
vehicles are at a particular time.

• The second stage regards the vehicle querying the
Cloud about traffic information around a particular
location. An example query may look like: “How
many vehicles are at location X?” The Cloud will
compute the query and return the answer to the vehicle
that queried the Cloud via the third stage of this model.
It is clear that the data about a vehicle or group of
vehicles contain extremely sensitive information, and
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should be stored with the utmost privacy in the data
storage unit (the Cloud in this case).

• Although the data are stored in the Cloud, they may
be requested for a number of reasons that do not fall
under the use case of providing the traffic condition
service. The data may be published to allow for the
research community to experiment ideas on real data
sets in order to fine tune, improve and innovate new
services. Additionally, and unique to traffic data, the
data here may be audited by an insurance company
in the event of a vehicle insurance claim. The data
may also be requested by a police department or other
law enforcement agency to aid in the investigation or
search for a criminal. These requirements alone cast a
wide and complicated net when considering how best
to store the data so that it maintains realistic utility,
and preserves the privacy of the individuals using the
services.

In our paper, we analyze location privacy preservation in the
three stages of data handling for IoV traffic condition service.
We take this opportunity to outline some of the potential
attacks that can be carried out on this model. We assume for
the first two following attacks menitoned below, the Cloud uses
some ID for each user, that the adversary does not initially
know. However, the Cloud does not utilize any other privacy
protection techniques. In the last attack, we assume that the
Cloud is the adversary and would like to track a user through
the user’s queries.

B. Attack 1: Simple UserID background attack
The first attack involves an adversary querying the Cloud

to gain an individual’s location based on their user ID. The
adversary does not know the user’s ID in the Cloud. However,
with a small amount of background information, the adversary
can easily obtain this ID as we will demonstrate. Assume our
victim is Officer Tom. Each day Tom checks in at a military
base that only he has access to. Therefore he is the only person
that is ever at this location. The adversary happens to know
this, as well as the location of the military base. The adversary
decides they would like to find out Tom’s user ID but cannot
query this directly. So the clever adversary decides to query
the Cloud with the following instead: “SELECT * FROM DB
WHERE UserID = (SELECT UserID FROM DB WHERE
location = X)”, where X is the location of the military base.
Since Officer Tom is the only person ever at this base, the
Cloud will return a single row from the database that contains
Tom’s UserID. Now the adversary can learn the location of
Officer Tom even when he is not at the military base.

C. Attack 2: Dynamic UserID background attack
This attack is similar to Attack 1, however in this case, the

Cloud employs the use of dynamic UserIDs, where the ID for
any user is mapped to a unique list of values that change from
time to time, so that even if an adversary obtains one of their
UserIDs, they cannot successfully track the location of that
particular user. However, we show that this approach is still
not effective to ensure location privacy. Consider the situation
from Attack 1, where Officer Tom is still the only resident
at a military base that the adversary knows the location of.
The adversary can determine whether Officer Tom is there at
a given time or not. Suppose the adversary runs the query:

“SELECT count(*) FROM DB WHERE location = X”, again
where X is the location of Officer Tom’s military base. The
Cloud will return a value, 0 or 1 indicating whether Officer
Tom is there or not at the current time.

D. Attack 3: Untrusted Cloud attack
For this final attack, the Cloud is untrusted and is the

adversary. We assume that the users are innocent and trusted.
The Cloud contains traffic conditions of various locations that
a user may be interested in but does not have this particular
user’s location. The Cloud would like to find the location of
the user, say user Tom. If Tom queries the Cloud regarding
a particular location, then the Cloud can infer that Tom may
be interested in this location and may either be heading there
at some time in the future, or Tom may already be in that
location. If the Cloud’s method for identifying individual users
are unclear, the Cloud can still determine which locations are
popular and which are not based on the number of queries
about a particular location. Although, this attack is less likely
to happen in practice, it is important to be considered.

In the following section, we describe work that has been
conducted on data privacy in general that is relevant to the
techniques we explore in this paper.

IV. BACKGROUND: PRIVACY TECHNIQUES

This section details the core concepts of the privacy tech-
niques that we have chosen to consider in our paper, as well
as some pros and cons of these techniques as a whole.

A. Differential Privacy
Differential Privacy is first presented in 2006 by Dwork

[11]. Differential privacy is a technique used in long-term
data storage or data publishing. The core idea here is to
eliminate the risk of an individual joining a statistical data set
[12] (i.e., the risk is the same as if you had not joined the
set). Differential Privacy involves comparing two databases
that differ by at most one row [11]. Differential Privacy is
achieved if the probability of selecting any two rows from
the databases is the same or worse than a coin flip [12]. This
effectively removes the possibility of a background knowledge
attack since the likelihood of picking any two rows is the
same, regardless of what an individual knows about the data
set. Specifically, we explore ε-differential privacy. To achieve
ε-differential privacy, noise is added among the rows of a
database using a Laplace distribution, according to the value
of ε [12]. As ε is increased, the utility of the data is increased
and privacy is decreased. As ε is reduced, the opposite happens
and we achieve better privacy at the cost of losing utility [12].
Generally, Differential Privacy is superior to many other data
privacy techniques such as k-anonymity [10], t-closeness [13],
l-diversity [14] and their variants since Differential Privacy
provides privacy and removes the possibility of a background
knowledge attack, which all of these other techniques are
susceptible to [15]. ε-Differential Privacy can also be extended
to group privacy or individuals that contribute more than one
row to the data set. Although Differential Privacy is a valuable
concept and an admirable goal, it is not perfectly private. To
be perfectly private would mean not releasing any data at all,
ever. However in order to be productive, as a society we need
to agree that the benefits of sharing some data outweigh the
risks [12].
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B. Private Information Retrieval
Private Information Retrieval (PIR) is a concept that is

proposed in 1997 by Chor et al. [16]. The authors of this
original paper realize that although there are many techniques
developed to protect the privacy of data stored in a database,
there are no techniques to protect the users that query the
database. For example, if a user queried the database about
some points of interest at some location, this implies that the
user has some interest and may be heading to this location,
or is already at this location. The authors achieved this private
information retrieval by encrypting the user’s query and giving
the database the encrypted query. Then, the database will
run some computation on the encrypted query and return an
encrypted result. Here the database has no idea what has been
queried or returned. A recent improvement on PIR for vehicles
is known as PIR in Vehicle Location-Based Services (VLBS)
proposed by Tan et al. [17] in 2018. This technique is designed
to work well in the vehicular setting and is much faster than
standard PIR. PIR in VLBS allows the user to filter the queried
data set such that privacy is maintained. This is achieved by
partitioning the queryable area into segments and assigning
Points of Interest (POI) to certain areas based on their distance
from a road segment. The size of the groups of POI are always
the same, and since the query and response are encrypted,
there is no way for the adversary to know what data have
been requested or returned.

C. Garbled Circuit
Garbled Circuits are a relatively old concept presented

by Yao in 1986 [18]. This concept provides an environment
for secure (and therefore private) computation between two
parties, where the receiving party (evaluator) is only able to
perform computation on the encrypted result of the sending
party’s (garbler’s) message. In circuit logic, a set of gates can
be mapped to a simple truth table, where the gates represent
logical operations. In a garbled circuit however, the mapping
to the truth table is rearranged by the garbler. The garbler
will take input values to a gate and encrypt them, so that
the other communicating party does not know the input. The
garbler will perform the gate operation on the input values
prior to encryption to obtain the output value. Then, each
encrypted input is paired with the corresponding output and the
value is stored together in the re-arranged truth table. Figure
1 follows from [19], here WY

X is mapped from X = Y , so
W 0
G = (g = 0):

Figure 1. The garbling of an AND gate [19]

Now the evaluator would like to decrypt exactly one
ciphertext from the garbled truth table, to revel the values of
g and e that correspond to W g

G and W e
E that the garbler has

sent [19]. The evaluator also receives the garbled gate from the
garbler. But there are some restrictions on this decryption. The
evaluator cannot be sent both W 0

E and W 1
E because then the

evaluator can decrypt two ciphertexts [19]. The evaluator can
not ask for which specific value they want either since they

do not want the garbler to know which specific value they are
after. This is called oblivious transfer and allows the evaluator
to find out only W e

E without revealing e to the garbler. The
evaluator also needs to know when decryption succeeds and
when it does not in order for this technique to succeed [19].

The next section will describe techniques that we consider
will achieve vehicle location privacy, as well as some attacks
and mitigation that can be imposed on these techniques.

V. OVERVIEW OF PRIVACY TECHNIQUES AND PROPOSED
ATTACKS, WITH SOLUTIONS

We evaluate the techniques using three metrics. As shown
in Table I, each metric is concerned with location privacy at
a different stage in our model. The three metrics are: location
privacy at traffic update, location privacy at traffic storage (or
trajectory privacy) and location privacy at traffic query. The
number of ticks represents the effectiveness of a technique
for a particular privacy concern. Table II shows that each
technique uses a slightly different model in terms of which
communicating party is identified as the adversary. In certain
techniques, the Cloud is the adversary, and the vehicle is an
innocent user. In other techniques, the Cloud is trusted and the
vehicle is not trusted.Some models may also involve a trusted
third party, in addition to the Cloud and the vehicle. This third
party is commonly referred to as a Trusted Authority (TA) in
IoV literature.

TABLE I. LOCATION PRIVACY METRICS IN IOV FOR TRAFFIC CONDITION
SERVICE

Privacy Concerns Dynamic
Pseudonym

Differential
Privacy

Private In-
formation
Retrival

Trusted Agency
+ Garbled Cir-
cuit

Location Privacy
at Traffic Update

X X

Location Privacy
at Traffic Storage

X XX XX

Location Privacy
at Traffic Query

X XX XX

TABLE II. LOCATION PRIVACY PARTIES IN IOV FOR TRAFFIC CONDITION
SERVICE

Parties Dynamic
Pseudonym

Differential
Privacy

Private In-
formation
Retrival

Trusted Agency
+ Garbled Cir-
cuit

Third Party
Agency

Trusted N/A N/A Trusted

Cloud Not
Trusted

Trusted Not
Trusted

Not Trusted

Vehicle Trusted Not
Trusted

Trusted Trusted

A. Dynamic Pseudonyms
The first technique we examine involves the use of

pseudonyms. The Cloud is the adversary and the vehicle and
TA are trusted. This technique is centered around the idea of
protecting a user’s location by mapping their real identifier to
a constant pseudonym that is generated by the TA. Here, the
TA is used as an intermediary between the vehicle and the
Cloud. However, this technique is susceptible to Attack 1. So
location privacy is not adequately preserved here.

An alternative pseudonym technique that is also considered
is the dynamic pseudonym, where, a user’s real identifier is
mapped to a list of pseudonyms that change at a predetermined
time, and therefore appear different to the Cloud. Only the
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TA is able to determine the real identity of the mapped
pseudonyms. This technique is, however, susceptible to At-
tack 2. Therefore the pseudonym approach does not achieve
location privacy for an individual.

B. Differential Privacy
The second technique we consider involves adding Differ-

ential Privacy to the Cloud that stores our data. In this model,
we have only the Cloud and the vehicle involved in communi-
cations, where the Cloud is trusted however the vehicle/ user
is not. Here the user will attempt to gain information about
other users using seemingly harmless queries. As is standard
in Differential Privacy, noise is added to the database rows to
add privacy. However if an adversarial user queries the Cloud
regarding traffic information in various locations they may be
able to obtain a picture of what the general traffic concentration
appears to be. Another weakness of this technique is the fact
that vehicles are constantly checking in their locations to the
Cloud with updates. This breaks Differential Privacy if the
Cloud is not dynamically updating its records. Making an
attack similar to Attack 1 or Attack 2 viable.

C. Private Information Retrieval
For our third technique, we explore a special case of Private

Information Retrieval. PIR in VLBS can be utilized to provide
privacy at query time. Here the Cloud is the adversary and the
vehicle is trusted. Since the queries to the Cloud are encrypted,
the Cloud has no way of knowing what the vehicle’s are
querying. However, the Cloud attempts to figure this out based
on which rows are returned after a query. But according to PIR,
a group of the same number of rows are returned each time
a query is asked making it impossible to pin point exactly
what the vehicle was querying about. However, if a vehicle
chooses to update the Cloud at any point, its exact location
will be revealed to the adversary. As a consequence of this,
the vehicle’s location privacy at storage is not maintained since
the vehicle checks in to update its location over time.

D. Garbled Circuit
Finally, our fourth technique involves using a garbled

circuit in conjunction with a TA. This technique attempts to
satisfy each metric that we are evaluating with. In this model,
the Cloud is our adversary and is untrusted once again, and
the vehicle/ user is trusted, along with the TA. Consider the
situation where the vehicle updates the Cloud with its location.
The Cloud only receives encrypted data to store and cannot
directly decrypt this without some assistance from the TA,
which does not expose the location of the vehicle without the
vehicle’s permission. On this same note, location privacy of a
vehicle is preserved over the long term as the data stored is
encrypted. On a query about traffic related to a certain location,
the Cloud is not aware of the value that is being requested
for. Therefore location privacy is preserved once again. This
technique seems to be the most private, however it is also the
most complex.

VI. EXPERIMENT

As shown in section 2, row based location data is suscep-
tible to attacks that may personalize sensitive location data.
In our experiment section, we investigate Differential Privacy
to centrally stored location data in the same real dataset used

by Yin et al. [6]. The location check in data Gowalla was a
location-based social network that was active between 2007
and 2012. The dataset includes a total of 6,442,890 check-
ins of these users over the period of Feb 2009 and Oct 2010.
Figure 2 shows a snapshot of the Gowalla dataset. Although

Figure 2. Snapshot of Gowalla Dataset

the dataset is not strictly IoV data, it shares similairty with
IoV data by having location, timestamp, and ID in each
row. It should be mentioned that since this dataset is not
strictly traffic data and does not necessarily have continuous
timestamps for each user by minutes or hours, this issue can be
rectified by generalizing timestamps to dates and then building
a contingency table with missing dates, as we will discuss in
a later subsection.

We generalize individual locations to location groups by
splitting the geometric plane using k − d tree such that each
group has roughly the same amount of locations. Each row of
the aggregated data includes timestamp, location group, and
unique count of users. We then apply Laplace noise to the
user count to achieve ε−Differential Privacy for the location
data. The programs are written in Python, and the experiments
are run on a MacBook Pro with 2.3 GHz Intel Core i5 and 8
GB 2133 MHz LPDDR3.

A. Data Cleaning
After plotting the normalized Gowalla locations, we notice

some outliers that affect the generalization of geometric dis-
tribution. As shown in Figure 3, a few outliers at the topright
corner greatly affects the performance of k − d tree.

Figure 3. Gowalla Locations With Outliers

We remove these outliers by removing 37 locations with
large z scores, a statistical metric of a value relative to the

58Copyright (c) IARIA, 2020.     ISBN:  978-1-61208-796-2

INTERNET 2020 : The Twelfth International Conference on Evolving Internet

                            66 / 75



sample mean and standard deviation. Figure 4 shows the plot
of normalized Gowalla locations after the outliers are removed.

Figure 4. Normalized Gowalla Locations Without Outliers

B. Building Contingency Table
In order to prepare a differentially private dataset for shar-

ing and publishing, it is important to make sure a contingency
table is built on top of the original generalized data and before
Differential Privacy is applied [20]. For our data, building a
contingency table means to create continuous dates for each
location group and unique user combination. To do this, we
calculate the minimum and maximum dates in the dataset, and
add missing dates to all location groups with user count set
to 0. Note that the original dataset has timestamps based on
hours and minutes, however it is less common for a user to
visit a location on an hourly basis and more common for
the user to visit the location at different times of different
dates. Therefore, we generalize the timestamp to dates to avoid
excessive numbers of rows being added to the contingency
table, which affects the data utility.

C. Generalization
We experimented different depths of 4, 5, 6 of the k − d

tree for the generalization of locations. Through evaluation we
determine that depth 6 is proper for the group generalization
as it provides more granularity. After each location is assigned
a group ID, the original dataset is aggregated to a dataset
with dates, location groups, and count of unique users at the
date/location group combination. The data cleaning and gen-
eralization shrinks 6,442,890 checkins to 40,128 aggregated
records. Figure 5 shows the generalized location data of the
Gowalla dataset.

D. Differential Privacy
For each generalized data point, Lap(1/ε) is added to the

user counts. In our experiments, we tried ε = 0.1, 0.5, 1.0.
Figure 6 shows 0.1−differentially private Gowalla dataset.
From the first glance, this dataset shares similar distributions
as the original dataset. At a closer look, we can notice the
noise added to each location group.

Figure 5. Gowalla Location Groups and User Counts (k − d tree depth = 6)

Figure 6. Gowalla Location Groups and User Counts with Differential
Privacy (k − d tree depth = 6)

VII. EVALUATION AND ANALYSIS OF RESULTS

A. Data Quality

In order to quantify the utility of our differentially private
dataset, we measure and compare the regression accuracy of
a traffic predictor when it is trained by the original dataset
and the differentially private dataset. This approach is similar
to the evaluation of classification quality in Mohammed et al.
[20]. We use an LSTM traffic predictor utilized in Fu et al.
[21] and train two models using 2009-02-04 to 2010-08-31 of
the original and differentially private datasets as training data
respectively, and then we use the 2010-09-01 to 2010-10-23
of the original dataset as test data. The model is trained with a
sliding window of 7 (representing one week) and iteration of
600. After successfully training our predictors, we measure

TABLE III. LOCATION GROUP 63 PREDICTION COMPARISON OF
DIFFERENT TRAINING MODELS

Measurement Orig
model

DP ε =
0.1

DP ε =
0.5

DP ε =
1.0

Explained variance
score

0.713 0.670 0.390 0.469

RMSE (root mean
squared error)

45.676 48.893 56.583 50.343

R2 score 0.513 0.442 0.253 0.409

the regression accuracy of the predictors in terms of explained
variance score, Root Mean Squared Error (RMSE) and R2
score using the metrics package of Python scikit-learn [22].
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Figure 7. Location Group 63 Real Data vs. Prediction

Table III shows the comparison of predictions made by models
trained by different versions of location data for Gowalla
location group 63. We observe that the predictor trained with
0.1−differentially private data has very close accuracy to the
model trained with original data. Figure 7 shows that in
general, the predicted data by all DP-data-trained models are
reasonable compared to the real data.

VIII. CONCLUSION AND FUTURE WORK

In this paper, we conduct a thorough study of location
privacy in IoV traffic condition service through investigation
of potential attacks and mitigations. Based on this knowledge,
we develop a novel overview of location privacy preservation
scheme. Lastly, we develop a Differential Privacy strategy to
centrally store location data and demonstrate the preservation
of data utility quantitatively.

There is a lot of potential for future work. Section V leaves
many avenues open for pursuing research on the techniques
we have proposed here. Private Information Retrieval can
be studied much more extensively to determine its overall
effectiveness and to examine whether there is another variant
of PIR or some existing technique coupled with PIR to
satisfy location privacy using the three metrics designed in this
section. Conducting some experiments on the TA and Garbled
Circuit technique could also be an important step to implement
a robust location privacy preserving technique as it provides
the most utility and the most privacy of all models observed
in this paper.
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Abstract—Cyber attacks have become a major factor in the
world today and their effect can be devastating. Protecting
corporate and government networks has become an increasingly
difficult challenge, when new persistent malware infections can
remain undetected for long periods of time. In this paper,
we introduce the Multi-agent ranking framework (MARK), a
novel approach to Advanced Persistent Threat detection through
the use of behavioral-analysis and pattern recognition. Such
behavior-based mechanisms for discovering and eliminating new
sophisticated threats are lacking in current detection systems,
but research in this domain is gaining more importance and
traction. Our goal is to take a on-hands approach in the detection
by actively hunting for the threats, instead of passively waiting
for events and alerts to signal abnormal behavior. We devise a
framework that can be easily deployed as a stand-alone multi-
agent system or to compliment many Security Information and
Event Management systems. The MARK framework incorporates
known and new beyond state-of-the-art detection techniques, in
addition to facilitating incorporation of new data sources and
detection agent modules through plug-ins. Throughout our testing
and evaluation, impressive true detection rates and acceptable
false positive rates were obtained, which proves the usefulness of
the framework.

Keywords–anomaly-based analysis; command & control chan-
nel; advanced persistent threat; aggregation.

I. INTRODUCTION

Corporate, government and military networks have often
been prime targets for malicious actors and the current security
solutions have proven not to be sufficient any longer. In recent
years, these types of attacks have become more frequent and
more sophisticated; using zero-day vulnerabilities and social
engineering, the attackers can set a foothold in a network and
work unnoticed for long periods of time. A recent example
of a cyber-attack on a major scale is the one orchestrated
on computer systems from Ukraine to the United States in
2017 [1]. The attack hijacked a tax accountant package widely
used in Ukraine and distributed the malware via its update
mechanism, targeting the supply-chain, a common Advanced
Persistent Threat (APT) attack technique.

Currently major networks are protected via Security In-
formation and Event Management (SIEM) systems, collecting
log events and alerts and then correlating them; Splunk [2]
or IBM QRadar [3] are some prominent examples of such
systems. Useful as they may be, these detection solutions often
focus on the initial attack and less on the possible persistency
of a threat as they lack understanding of (1) the complex

behavior of Advanced Persistent Threats (APT) and (2) the
precision needed to correlate prolonged malicious activity that
may take place over multiple hosts over prolonged periods of
time. Our paper introduces the MARK framework, with the
goal to detect APTs once they have established a foothold in
a network. Contrary to the majority of currently established
Intrusion Detection Systems (IDS) and their use of signature-
based detection, focused on passive detection through the
correlation of events and alerts, our system takes a more active
approach by automating the data-driven threat hunting process.
This type of detection approach has become more and more
relevant, a lot of new research has been invested in new threat
hunting methods [4]. The MARK framework accomplishes this
by analysing data from multiple sources and searching for
abnormal or suspicious behavior, through pattern recognition.

The rest of the paper is arranged as follows: Section II
describes the design and methodology used for the imple-
mentation of the MARK framework. The detection agents
that are used for the analysis are presented together with
the aggregation and scoring system set in place. Section III
presents the different steps in the evaluation of our framework
and the results produced. Finally we conclude in Section IV
and offer possible future avenues to advance our framework
in Section V.

II. THE MULTI-AGENT RANKING FRAMEWORK

In this section, an overview of the Multi-Agent Ranking
Framework is provided. The general goal and design of the
framework is discussed, together with an explanation of the
methodology used for the different agents and the score
aggregation mechanism.

A. Goal
The MARK framework uses multiple agents to detect

possible APTs, using behavioral analysis instead of the com-
mon knowledge-based approach, focused on signature analysis.
Research into the subject of creating a modular behavior-based
analysis has been conducted, such as the one proposed by [5]
and [6]. In our project we combine domain knowledge with
information collected from multiple agents about the behavior
of possible threats and apply fuzzy logic to determine the
possibility of malicious intent. We designed the framework
as a multi-agent system that can be deployed on a centralized
server, collecting raw data from multiple sources and correlat-
ing the findings.
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Our framework is developed with the goal to be deployed
as a stand-alone detection system, or complement currently
available off-the-shelf SIEM systems, working in parallel with
other detection tools, providing exponential benefits over an
extended period of time. The implementation and integration
of the MARK framework are shown in Figure 1.

The solid red arrow represents how the malicious actor can
set-up the instructions which should be relayed to the infected
machine inside the compromised network via a Command
& Control (CnC) channel, represented by the dashed red
arrow. This channel can be used by a malicious actor to
send commands to the infected machine and receive responses,
for example network reconnaissance information or exfiltrated
data. In the majority of protected networks, the outbound traffic
is restricted to only layer 7 channels, such as HTTP(S), SMTP
or DNS. This means that any CnC channel must pass through
the proxy choke point, denoted in blue. This is an important
reason why our system focuses primarily on analysis of HTTP
and SMTP proxy logs, as those are the most likely means
to detect the CnC channel communication with the malicious
server. The MARK framework continuously collects data from
the proxy, alongside netflow data and end-point data, shown
in green. All this information is fed to the MARK framework,
analyzed, aggregated and then, using visualisation techniques,
displayed to the domain expert for analysis. For a more in-
depth look at how the system is developed, the code for the
MARK framework is available at [7]. The agents, described

Figure 1. MARK framework diagram

in Section II-B, work independently from each other and their
results are aggregated. Afterwards a ranking of the possible
threats is created, as shown in Section II-C. Our goal is to
observe the behavior of the different clients in the monitored
network and based on a list of characteristics, the framework
will decide the degree of suspiciousness a given connection
has. The MARK framework is not intended to classify by
itself what is a threat and what is benign, but to combine the
detection system with the knowledge of a domain expert in
analysing and filtering the results to come to these conclusions.
This is enabled through:
• new agents can be configured for different precision

through parameterization and new ones can be added
as plug-ins

• using ”detection through visualization” implementing
Visual Analytics techniques [8]

• a whitelisting option is present so the analyst can
eliminate known harmless domains that may have
been flagged as false positives

B. Agents

The MARK framework is designed to be data agnostic;
different data sources can be added with minimal difficulty, and
the analysis capabilities can be extended, via a plug-in system,
with new detection techniques. In our current implementation,
we have multiple detection agents for analysis of HTTP logs
and SMTP data. These agents are not meant to run on the
client machines, but act as independent modules, that focus
on specific behavioral characteristics of an APT. Through the
analysis of these different characteristics, the agent’s findings
are aggregated so significant patterns can be discovered. Each
agent can also be adapted through the use of parameters,
specific for each detection technique. The characteristics that
we focus on are the following:

• number of unique domains per IP and visa versa

• frequency and periodicity of the connection

• geo-positioning of connection’s server

• upload size and POST count

• ”lonely” single connections and time anomalies that
signify abnormal behavior

• unreachable server connections

C. Scoring and Aggregation

In the area of intrusion detection, aggregation can be
applied for a number of reasons. A first motivation can be
to obtain a condensed view of the outputs from a number
of IDS sensors located at different positions in the network
[9]. Another motivation can be to reduce the false alarm
rate by modeling attacks and correlating observed events with
known attack scenarios or intrusion objectives [10]. In our
APT detection system however, potential evidence about a
single event needs to be accumulated, evidence that is produced
by a number of independent agents, each verifying some a
priori defined hypothesis. Such a malware behavior hypothesis
expresses a specific part of the domain knowledge of a human
network security expert, who will typically use vague natural
language terms when expressing his knowledge. For that
reason the knowledge is represented in the form of fuzzy sets
and fuzzy expert system rules. The fuzzy set is defined as a
pair (U,m) with membership function:

m : U → [0, 1] (1)

For each evidence score produced, the suspiciousness of the
evidence x is defined by:

0 < m(x) < 1 (2)

In order to combine the fuzzy evidence, produced by the
different agents, we use the Ordered Weighted Averaging
(OWA) operator, introduced by Yager [11], that has been used
successfully for a number of evidence aggregation problems
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in the area of network security [12]. The OWA operator is
defined by the function:

F (a1, ..., an) =

n∑
j=1

wjbj (3)

for a collection of weights W = [w1, ..., wn] and where bj is
the largest jth of the scores an.

At the end of the aggregation, a ranked list of possible
threats is compiled, where false positives are ranked lower and
the true positives are elevated.

III. EVALUATION THROUGH SIMULATED SCENARIOS

To determine the detection capabilities of the MARK
framework, three scenarios were developed and simulated log
files were generated to be analyzed by the system. This section
discusses how we simulate scenarios using real world data and
documented APTs, that are modeled and injected into the real
world log files. The flow of the aggregation and evaluation is
shown in Figure 2.

Figure 2. MARK evaluation diagram

A. Scenario configuration file

We test and validate the MARK framework through the use
of simulated scenarios and each scenario is defined through a
configuration file with the following parameters:

• predetermined duration of the scenario

• predetermined number of clients and respective IPs

• real world data used to generate the logs to be ana-
lyzed

• set number of attacks, which have:
◦ predetermined victim (internal IP that is con-

sidered infected)
◦ type of attack
◦ characteristics of the attack

When each scenario is generated, a ”ground truth” file is also
created that holds information about the attacks that have been
injected. This ”ground truth” file is used during the evaluation
to determine if the attacks have been successfully detected and
placed high in the ranked list.

1) Dataset used: Recent real world log files, provided by
various agencies, are used to simulate our scenarios and keep
them as close as possible to real world situations. Each log
file, originally in JSON proxy format, consists of all the HTTP
connections from a single day. The proxy logs are transformed
from JSON format to SQUID format, but other formats can
easily be supported by the framework. The specifications of the
real world datasets used for evaluation, are shown in ”Table I”.
The scenario configuration file is read to determine the start

TABLE I. REAL WORLD DATASET SPECIFICATIONS

Original Format real world proxy logs
Transformed Format Squid logs
Number of Log Files 106

Size 336.3 GB

date, end date and the IP addresses of the network. A mapping
is done between the real world IP addresses from the proxy
logs and the IP addresses to be used in the scenario.

2) Whitelisting: While running the scenarios, whitelisting
is used to remove known no-threat servers from the results.
This is done for two reasons:

1) Known servers such as facebook/google/etc. have
services that constantly send requests to their servers
in a periodic manner, which can cause false detection
(ex. facebook groups, google analytics, windows live)

2) Known adwares have similar behaviors to APTs,
where periodic connection is established to the ad-
server, which can also be regarded as a false positive
detection.

For the preliminary analysis we use two whitelists:
• Whitelist.txt - holds a regex of known non-threat

domains which have produced an evidence. After
analysis they have been considered harmless

• 1Hosts Pro Domains.txt - a compilation of 217.530
known adware domains [13]

B. Simulated Scenarios
A number of attacks are simulated and injected in the

real world log files to act as our simulated network activity.
These logs serve to simulate the background traffic that occurs
daily in any given network and is used by malicious actors to
obfuscate their actions. The injected attacks range from basic
periodic attacks to high complexity real world APTs such as
the Trojan Nap APT [14], the Regin APT [15] and Careto
APT [16]. These APTs are used as baseline and modified
to generate synthetic APTs with variable behavior through
parameterization, where a variable density of attacks is defined
for each scenario. In such a manner the framework’s detection
capabilities can be tested with varying degrees of difficulty.

For the sake of brevity we will showcase the characteristics
of one of the scenarios used.

1) Scenario 1: The first scenario consists of multiple hosts
inside a network that have been infected and a static, periodic
CnC channel has been established between them and an outside
server.

2) Scenario 2: The second scenario uses state models that
simulate real world APTs, with high density through the use
of outbound connections with high periodicity.
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3) Scenario 3: In the third generated scenario, the du-
ration is doubled and a larger number of clients are used.
State models of real world APTs are used, but lower APT
density is defined through lower and varying periodicity. The
characteristics of Scenario 3 are shown in ”Table II” and the
generated scenario variations are shown in ”Table III”.

TABLE II. SCENARIO 3 SPECIFICATIONS

File Format text file
Logline Format Squid logs

Subnet 10.0.0.1 - 10.0.0.249
Number of Attacks 10

Average Running Time 90 hours

TABLE III. SCENARIO 3 GENERATED LOGFILES

Name Lines Unique Client-Server pairs
scenario3.1 2302306 97230
scenario3.2 2208271 91528
scenario3.3 2619919 93360
scenario3.4 2867952 98962
scenario3.5 2590393 96000
scenario3.6 2994435 106286
scenario3.7 2453249 89857
scenario3.8 2697416 102319

C. Iterative Evaluation
To evaluate our findings, each scenario is run multiple

times, where each time we run a different variant of the sce-
nario with different modeled attacks and varying parameters.
The evaluation happens in multiple:

1) review the results generated by the individual agents
2) evaluation of the precision of the OWA operator

weights
3) generate the Receiver Operand Characteristics (ROC)

and Area Under the Curve (AUC) for each scenario
variation using the produced ranked list

4) compute the amount of data a domain specialist has
to manually analyze to discover all true threats

1) Agent Evaluation: Each agent is responsible for a spe-
cific characteristic analysis and presents different paradigms.
We can evaluate the results generated by comparing them
to the already known behavior of the generated APTs and
further analyze other highly ranked connections that might
be of importance. To showcase how the different agents are
evaluated, the output of the Frequency Agent is presented.

Frequency Agent: As with other agents, a set of specific
parameters exists that can be adapted to fine-tune the detection
rate of the agent. The Frequency agent is defined through the
following parameters:

• time window of analysis, by default set to 24 hours
• sampling interval, set to 2 seconds
• minimum coverage by the peaks detected, modeled

using fuzzy logic parameters set to [0.1, 0.5, 0, 1]

• peak threshold, set to 1.3
• suspiciousness score, modeled using fuzzy logic pa-

rameters set to [1.3, 2, 0, 1]

First the periodicity is determined through the computation
of a Frequency Spectrum using a Fast Fourier Transformation
(FTT) and further removing unnecessary noise data as shown
in Figure 3. Through this type of visualization, it is clear that
a periodic frequency is present. Any peaks under the threshold
(blue line) are considered noise and disregarded. As with all
detection agents, the threshold selected is adapted manually for
the highest performance. A Time Sequence is also generated
as shown in Figure 4, to better visualise if a periodicity is
present. Comparing the results to the ”ground truth” can show
if adjustment of the parameters is needed for better precision.

Figure 3. Frequency Spectrum between (Client:Server) smoothing for
10.0.0.10 : cnc.apt.com

Figure 4. Frequency Time Sequence between (Client:Server) 10.0.0.10 :
cnc.apt.com

2) Scatterplot Evaluation: By plotting the highest and the
second highest scores for each tuple client-server, using a
scatterplot, we can evaluate if the weights used in our OWA
aggregation are precise or if they need to be adjusted. A scatter-
plot generated for one simulated scenarios is shown in Figure
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5. The weights used for the evaluation are [0.2, 0.4, 0.3, 0.1],
where the highest produced score is assigned a lower score to
prevent agents that are more active and produce a large amount
of evidence to generate high quantities of false positives. The

Figure 5. Example Scatterplot Scenario 2.6

true detection scores are all situated in the top right corner
of the graph, signifying that both the highest and the second
highest scores given by the detection agents were high. The
majority of false detection are placed on the bottom, as a score
for them has been generated only by one of the agents, where
the other one didn’t qualify them as suspicious.

The goal is to find a separation line and its slope in such
a way that all true detection is above the line and as many
possible false detection are situated under the line. To do that,
we first need to calculate the blue line and rotate it 90◦ to get
the function describing the black line and its slope. A number
of false positives will always be included above the separation
line, but that number can be minimized.

3) Boxplot and ROC: To evaluate our ranked list and the
precision of our detection, we compute ROC and calculate the
AUC. The ROC is a graphical representation that illustrates
the diagnostic capabilities of a detection system. It is created
by plotting the true positive rate (true detection) against the
false positive rate (false alarm). The goal is to have a ROC
that climbs as fast as possible, which would signify that the
true positives are encountered earlier in the list, ideally at the
top of the ranked list.

The Area Under the Curve gives a score that allows us to
easily evaluate and compare the performance of the framework
across multiple scenarios. The closer to 1 the AUC is, the
better is the performance. All the calculated ROC and AUC for
Scenario 3, described in Section III-B3, are shown in Figure 6.
Sub-figure (a) shows the results when no whitelisting was used.
For comparison, in sub-figure (b) the results when whitelisting
has been applied to the generated ranked lists are shown. It is
important to note that the results become better as we embody
the role of the domain expert and analyze the entries of the
ranked list.

In the Boxplots presented in Figure 7, the distribution of
the AUC values calculated for our scenarios is presented. The

results show a high detection rate, though the results are not
tightly grouped. By applying whitelisting the resulting median
is higher and lower variation in results is present. This signifies
that our results become more homogeneous and even though in
each scenario and its variations the attacks were parameterized
differently, generally all attacks were ranked high and close
together.

4) Manual analysis of the generated data: The final step
is to consider the amount of entries a domain expert has to go
through manually, to be able to detect all possible infections.
As we see in the results presented in Table IV, with some
exceptions, 100% of all attacks have been ranked in the top 20.
This means that an analyst would need to analyze 20 entries,
to be sure to go through all possible attacks in these particular
scenarios. T his is highly important as our framework is

TABLE IV. SCENARIO 3 NUMBER OF ENTRIES TO ANALYZE FOR
100% TRUE DETECTION

# List PD score Scenario 3 variants
Entries 3.1 3.2 3.3 3.4 3.5 3.6 3.7 3.8

10 0.4 0.9 0.9 0.9 0.6 0.4 0.9 0.9
20 0.9 1.0 1.0 1.0 1.0 0.9 1.0 1.0
30 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0
40 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0
50 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0

designed to work hand in hand with a real world domain expert
through the use of Visual Analytics and domain knowledge.
It is imperative to minimize the time spent by the analyst on
reviewing insignificant data and instead focus on information
that is of greater importance.

IV. CONCLUSION

Throughout the research and development of the MARK
framework, it became evident that the need for a robust system
for APT detection is apparent. The system we developed offers
a novel solution for the detection of attacks that typically offer
greater challenge to detect, because of their unique nature.

During the evaluation we discovered the importance of
setting the OWA operator weights correctly greatly benefices
the correct ranking of the threats. Furthermore, by judiciously
choosing the assigned weights, the amount of false positives
can be lowered drastically.

The efficiency of the framework is demonstrated via the
ROC and AUC computed for the different generated scenarios.
It can be observed that the AUC is close to 1, signifying that
all malicious connections have been discovered and placed at
the top of the ranking list. This also leads to better visibility for
the domain expert and significantly less time spent on analysis
of large amounts of data.

V. FUTURE WORK

There are multiple avenues that can be examined for the
future development of the MARK framework. First we will
research and implement new detection techniques such as the
use of graph theory for APT detection, as showcased in [17].

The aggregation of our evidences can be fine-tuned
by incorporating the Weighted Ordered Weighted Averaging
(WOWA) operator [18] and combine it with Machine Learning
algorithms to augment the multi-criteria decision system [19].
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Using WOWA we are not limited to assigning weights to the
different scores produced by the agents, but also to the agents
themselves.

Different network infrastructures have different specifica-
tions. As a future work we intend to implement Machine
Learning algorithms and semi-supervised learning techniques
[20], that will help configure the parameters used by the dif-
ferent detection agents depending on the environment wherein
the MARK framework is deployed.
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(a) (b)

Figure 6. (a) Scenario 3 no whitelisting (b) Scenario 3 with whitelisting

(a) (b) (c)

Figure 7. Boxplots for the computed AUC, without and with the use of whitelisting, for Scenario 1, Scenario 2 and Scenario 3
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