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Forward

The Thirteenth International Conference on Evolving Internet (INTERNET 2021) continued a series of
events dealing with challenges raised by the evolving Internet making use of the progress in different
advanced mechanisms and theoretical foundations. The gap analysis aimed at mechanisms and features
concerning the Internet itself, as well as special applications for software defined radio networks,
wireless networks, sensor networks, or Internet data streaming and mining.

Originally designed in the spirit of interchange between scientists, Internet reached a status where
large-scale technical limitations impose rethinking its fundamentals. This refers to design aspects
(flexibility, scalability, etc.), technical aspects (networking, routing, traffic, address limitation, etc), as
well as economics (new business models, cost sharing, ownership, etc.). Evolving Internet poses
architectural, design, and deployment challenges in terms of performance prediction, monitoring and
control, admission control, extendibility, stability, resilience, delay-tolerance, and interworking with the
existing infrastructures or with specialized networks.

We take here the opportunity to warmly thank all the members of the INTERNET 2021 technical
program committee, as well as all the reviewers. The creation of such a high quality conference program
would not have been possible without their involvement. We also kindly thank all the authors who
dedicated much of their time and effort to contribute to INTERNET 2021. We truly believe that, thanks
to all these efforts, the final conference program consisted of top quality contributions. We also thank
the members of the INTERNET 2021 organizing committee for their help in handling the logistics of this
event.
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A Study of In-Vehicle-Network by New IP  

Lin Han, Lijun Dong, Richard Li 
Futurewei Technologies, Inc. 

Santa Clara, California, U.S.A 

email: {lin.han, lijun.dong, richard.li}@futurewei.com

 
Abstract— More and more applications in the latest vehicle 

have higher Quality of Service (QoS) and more deterministic 

networking requirement for communication. This paper will 

analyze the challenge of latency requirements for In-vehicle-

network (IVN). The paper proposes an architecture to support 

that requirement based on New IP technology. The new 

architecture can provide the End-to-End (E2E) Latency 

Guaranteed Service (LGS) for IP flow level. It can be used for 

IVN and V2X communication for future Internet. The paper 

focuses on the design of new IVN control plane and data plane 

especially queuing and scheduling. The theoretical latency 

analysis, estimation and experimental verification are provided.  

Keywords- IVN, V2X, TCP; IP; QoS; Deterministic 

Networking; In-band signaling; Guaranteed service for 

bandwidth and latency; Class Based Queueing and Scheduling; 

Cyclic Queueing, End-to-End; Traffic Shaping 

I. INTRODUCTION 

Recently, a trend in vehicle industry is that electrical or 
hybrid motors are replacing the combustion engine and power 
transmission. The major components of Electrical Vehicle 
(EV) are battery and electrical motors. They are simpler, more 
modular, and easier to be manufactured with standard and thus 
reduce the manufacturing threshold. This results in tougher 
competitions in other areas, such as Tele-driving, Self-driving, 
Infotainment System, etc. All those advanced futures are 
computing driven and require advanced networking 
technologies. There are two areas of networking for vehicle: 

1. In-Vehicle-Network (IVN): this is the network inside 
vehicle to connect different electronic devices, such as 
Sensors, Actuators, Electrical controller unit (ECU), 
GPS, Camera, Radar, LiDAR, Embedded computer, 
etc. 

2. Vehicle-to-Everything (V2X): This is a technology 
that allows moving vehicle to communicate with other 
moving vehicles, the traffic control system along 
roads, and communicate anything in Internet, such as 
Cloud, home, environment, people, etc.  

There are different types of applications within a car using 

IVN or V2X. Based on the requirements for network, traffic 

can be categorized as three types: 
1. The time sensitive: For this type of communication, 

the latency requirement is stringent, but the data 
amount is limited. This includes the communication 
for control data, such as the control for powertrain 
system, braking system, security system, etc. The data 
rate is up to Mbps per flow. 

2. The bandwidth sensitive: For this type of 
communication, the latency requirement is not 
stringent, but the data amount is higher. It includes 

GPS display, Radar, LiDAR data feeding. The data 
rate could be up to tens of Mbps per flow. 

3. Best-Effort: This is the traditional IP traffic that is not 
belonging to 1 and 2. Network will deliver the traffic 
to destination without any guarantee. 

The paper proposes to use New IP technology to realize IP 
based IVN. Section II introduces the New IP. Section III 
reviews the current technologies. Section IV, V and VI will 
discuss the architecture for introduction, control plane, and 
data plane respectively. Section VII addresses the latency 
analysis and estimation. Section VIII describes the network 
modeling and experiments. Section IX is about the 
conclusions. 

II. NEW IP INTRODUCTION 

New IP is a broad technology set dedicated to solving 
requirements from future Internet, it is still in research stage. 
It was first proposed in ITU [1], and some research papers 
were published [2][3][4]. 

Compared with the existing IPv4 and IPv6, New IP has 
many forward-looking visions and will support some new 
features, such as Free Choice Addressing, Deterministic E2E 
IP service, it can provide the guaranteed service to satisfy the 
pre-negotiated Service Level Agreement (SLA). New IP can 
be used for IVN and V2X since both have very strict QoS 
requirements especially in latency, jitter, and packet loss that 
the current IP technology cannot meet. 

The paper [4] proposed key technologies to realize a E2E 
guaranteed service for Internet, details are as following: 

1. In-band signaling. This is a control mechanism to 
provide a scalable control protocol for flow level 
guaranteed service. Through in-band signaling, the 
QoS path setup, SLA negotiation, Resource 
Reservation, QoS forwarding state report and control 
are accomplished without running extra control 
protocol like RSVP [5] for IP, or Stream Reservation 
Protocol (SRP) [6] for TSN. 

2. Class based queuing and scheduling. It uses the 
concept of Class as defined in Differentiated Service 
(DiffServ) [7] to identify different types of traffic. 
Different class of traffic is queued into different queue 
for differentiated service. Priority Queuing (PQ) 
combined with Deficit Weighted Round Robin 
(DWRR) or any other Weighted Faired Queuing 
(WFQ) are used. Compared with other algorithms, this 
is the simplest to be implemented in high-speed 
hardware, and can achieve very satisfactory QoS in 
bandwidth, latency, jitter, and packet loss ratio. It also 
solves the scalability issue in Integrated Service 
(IntServ) [8] where the per-flow queueing was used. 

1Copyright (c) IARIA, 2021.     ISBN:  978-1-61208-880-8
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3. New TCP/UDP transport stack. The current TCP/UDP 
transport protocol stack was designed based on the 
best-effort service from IP, new or enhanced protocols 
are expected to obtain the benefits if the network can 
provide guaranteed service while keep the backward 
compatibility. 

 Above technologies set will have different way to use for 
IVN and V2X. For V2X, all technologies could be used, but 
for IVN, control methods (such as SDN controller) other than 
In-band signaling can also be used.  
 It must be noted that the current V2X technologies in 
3GPP or academy research are majorly in wireless or 
spectrum. They are insufficient to solve E2E latency issue in 
Internet since there are many fixed line networks involved for 
E2E communication. Only after combining New IP with V2X 
wireless technologies, we can provide the complete solutions 
for deterministic service. Figure 1 illustrates New IP enabled 
IVN architecture in future Internet where both 5G and Internet 
also need New IP enabled, with such architecture, the true E2E 
deterministic service can be realized. 
 

 

Figure 1.  New IP enabled IVN architecture in future Internet  

 Due to the space limit, the paper will only focus on the 
queuing and scheduling technology used in IVN to 
demonstrate and prove that the New IP can provide the 
satisfactory deterministic service for new IVN. The use of 
New IP in 5G and other areas will be discussed in the future. 

III. REVIEW OF CURRENT TECHNOLOGIES 

The section will brief the networking protocols used in 
current IVN and analyze the latency requirement for IVN. 

A. Network technologies in current IVN 

 The traditional IVN uses the legacy protocols, such as 
Local Interconnect Network (LIN) [9], Controller Area 
Network (CAN) [10], FlexRay [11]. These are specifically L2 
technologies, they use the special designed physical media, 
signaling to manage strictly and timely for data to satisfy the 
requirements for communications inside car. 
 When more and more IP based applications come to IVN, 
the disadvantage of above legacy protocols is obvious. Its cost 
is normally higher than the TCP/IP plus Ethernet based 
network, IP based application must re-write the interface with 
new underlayer network if it is not Ethernet. AutoSAR [12] 
has proposed all IP based interface for IVN, and IP based IVN 
was proposed in [13][14].  
 However, without special technology, traditional TCP/IP 
and Ethernet cannot satisfy the requirement of IVN in terms 

of QoS. That is why IEEE TSN [15] was proposed for IVN 
[16].  

B. Requirement for IVN 

 The most important requirement in terms of QoS for IVN 
is the communication latency, jitter, and packet loss ratio.  
 The latency is crucial to the safety of vehicle and will 
determine if a new technology can be used in IVN. So far, 
there is no industry standard or requirement for the latency for 
IVN. Below are some existing publications about the topic: 

• From the perspective of fastest human reaction time, the 
IVN latency must not be slower than that. It is said the 
fastest human reaction time is 250ms [17]. Some papers 
gave lower values but not shorter than 100ms if human 
brain is needed to process the input signal. 

• The paper [16] mentioned the latency for control data must 
be less than 10ms. The paper [13] and [18] said the latency 
for control data must be less than 2.5ms. 

 Based on all available analysis, it is safe to assume that the 
qualified IVN must support the E2E latency not bigger than 
2.5ms. 
 There is no requirement for the jitter from current research. 
Theatrically, jitter can be removed by buffering technology 
when the maximum latency is within the target. 

The zero-packet-loss is expected for control data. In a 

packet network (Ethernet or IP), the packet loss is normally 

caused by two factors: (1) the congestion in network (2) 

physical failure, such as link, node, hardware. The 1st factor 

has much more probability and higher packet loss ratio than 

the 2nd factor. Thus, it must be eliminated for control data in 

New IP based IVN. The 2nd factor can be mitigated and 

eliminated by sending the same data to two or multiple 

disjoined paths to reach the same destination, and/or, sending 

the same data more than one time as long as the time period 

is chosen below the upper bound of the latency. 

IV. THE ARCHITECTURE - INTRODUCTION 

 The new architecture of IVN is based on New IP 
technologies and consists of Control plane and Data Plane. 
This section will discuss some basics for architecture.  

A. Topologies 

 The topologies of new IVN can be any type, but to reduce 
the complexity and to provide a redundant protection, the 
paper proposes to use two topologies, one is the Spine-Leaf 
topology, and another is Ring topology, as shown in Figure 2 
and 3.  

 

Figure 2.  The Spine-Leaf IVN topology 
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Figure 3.  The Ring IVN Topology  

 In the topologies shown in Figure 2 and 3, there are always 
two disjointed physical paths between any network devices. 
Also, the Ethernet Bus is supported. The advantages of such 
design are: 

• The protection of physical link. Any failure of any link 
does not completely stop the communication. 

• The higher reliability for zero packet loss. Multiple paths 
can be used to transport critical packet to compensate 
possible packet loss due to temporary failure or fault in 
physical transmission media. 

• Ethernet Bus can make the plug-and-play possible for 
most of sensors, ECU, computers, etc.  

B. Network Device and Link 

 The network device can be either IP Router or Ethernet 
Switch, IP router is more powerful to provide more features in 
networking, such as more flexibility in routing and network 
state changes, higher link utilization, secured communication, 
etc. 
 When Ethernet Switch is selected, DPI (Deep Packet 
Inspection) should be configured to check the IP level 
information (address, port, protocol, DSCP values) for 
admission control for IP flows.  
 The Physical Link and protocol can be any type of Layer 
2 link, Normal Ethernet or IEEE802.1 with the speed higher 
than 100 Mbps is minimum, and 1G ~10G is better to achieve 
a shorter latency. There is no need to select any special 
IEEE802.1Q serials, such as TSN. This is one of the 
advantages of the new architecture compared with TSN. 

C. New Service 

 The new service provided by New IP based IVN is “E2E 
and flow level guaranteed service for bandwidth, latency, jitter 
and packet loss”. Following is detail about the new service: 

• The E2E is defined as “From Application(s) of one end-
user device to other Application(s) of another end-user 
device. For IVN, the end-user device is any device 
connected to IVN that supports TCP/IP protocols, and 
application is running on top of TCP/IP, such as TCP/IP 
capable ECU, Embedded computer, Infotainment system, 
Mobile device, etc. 

• The Flow can be any granularity, for example, it can be an 
IP flow defined by 5 tuples (source/destination address, 
source/destination port number, protocol), or a group of 
flows defined by less tuples, such as source/destination 
address. 

• The Guaranteed service means that the service provided 
by system will go through some crucial steps like Service 

Level Agreement (SLA) negotiation or provisioning, 
admission control and user traffic conformity 
enforcement, etc. After all procedures are accomplished, 
the promised service will meet the negotiated bandwidth, 
latency, jitter, and packet loss defined in SLA. 

• Different application may need different guaranteed 
service. For example, critical sensor and control data may 
need the guaranteed service for both bandwidth and 
latency. The new service is like the service for Scheduled 
traffic and Real-time traffic defined in FlexRay [11]. For 
these types of traffic, the strictest service is needed to 
achieve the minimum latency, jitter, and packet loss ratio. 
almost all other type of data does not need any guaranteed 
service, the best-effort service is good enough. For any 
application, weather it needs the new service is case by 
case and up to the application’s requirement from the 
networking. 

V. ARCHTECTURE- CONTROL PLANE 

This section discusses the aspects of control plane for new 

IVN architecture including the Control Plane Candidates, and 

Control Plane Functions. 

A. Control Plane Candidates 

The control plane could have the following candidates: 

• Central controller: such as SDN controller or network 
management controller. For IVN, it is normally a 
controller’s responsibility to provision some basic 
function for IVN, such as address assignment, routing 
protocol configuration (for dynamic routing) and static 
routing table installation (for fast and simple system boot 
up). Central controller can also be used for the static 
provisioning for the guaranteed service, such as scheduled 
and real-time traffic configuration on ECUs,  

• In-band signaling protocol [4] is an alternative control 
method distributed to all network nodes. It can be used for 
connections between IVN and cloud for critical data in 
V2X scenario, it can also be used in IVN for dynamic 
service state report, network state OAM and network 
problem diagnosis. In-band signaling is not mandatory for 
communication within IVN. 

B. Control Plane Functions 

 In addition to the static provisioning from a central 
controller described in A, another key function for the 
control plane to achieve the guaranteed service support is 
the Admission Control. All flows requesting new service, 
except the Best Effort, must obtain the approve for the 
admission from central controller or from in-band 
signaling process. This includes three steps: 

• An application requesting new service specifies the 
expectation of service type (BGS, LGS), the traffic pattern 
(rate specification) and expected End-to-End latency. 

• System (Central controller or the network device) will 
process the request and try to reserve the resource for the 
flow, and notify the application about the CIR (Committed 
Information Rate), PIR (Peak Information Rate), bounded 
end-to-end latency and jitter values, packet loss ratio, etc. 
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• The application agreed the offered service will send traffic 
according to the system notification, i.e., send traffic no 
more than CIR, and monitor the notification from network 
to adjust the traffic pattern accordingly. 

VI. ARCHITECTURE - DATA PLANE 

This section discusses the aspects of data plane for new 

IVN architecture including the Protocol Selection, Queuing 

and Scheduling Algorithm, Traffic shaping, Latency 

estimation. 

A. Protocol Selection 

As new IVN is IP based, IPv4 is proposed to be the basic 
protocol for New IP, a protocol extension is needed if in-band 
signaling is used [19]. All data process, such as forwarding, 
traffic classification, traffic shaping, queuing, and scheduling, 
are for IPv4 data. It is noted that New IP’s “Free address 
choice” feature can provide address shorter than IPv4 that can 
benefit the latency, but it is not discussed here. 

B. Traffic Classification 

 This paper will propose to classify all IVN traffic as Four 
types. Both Scheduled Traffic (ST) and Real-Time Traffic 
(RT) are treated as Latency Guaranteed Service (LGS) as 
described in [4], and other type of traffic that only needs the 
bandwidth guarantee is treated as Bandwidth Guaranteed 
Service (BGS):  

1. Scheduled traffic (ST). This type of traffic has fixed 
data size, exact time of when the data is starting and 
what is the interval of the data. Normally, all sensor 
data report and control data belong to this type. 
Typically, IVN can configure the polling mechanism 
for all sensors to make use of this type of traffic. The 
service associated with this type of traffic will get 
LGS. This type of traffic is classified as EF class in 
DSCP value defined in DiffServ. 

2. Real-Time Traffic (RT). This type of traffic has fixed 
data size, but the time of the data starting, and the data 
rate is unknow. Normally, all urgent sensor data report 
and control data belong to this type. IVN can configure 
the critical sensors to send data to controller in the 
situation of emergency and the polling mechanism did 
not catch the latest data changes. The service 
associated with this type of traffic is also LGS. But the 
latency and jitter might be a little bigger than for the 
ST depending on the algorithm and burst of RT. This 
type of traffic is classified as AF41 class in DSCP 
value. 

3. Bandwidth Guaranteed Traffic. This type of traffic has 
special requirement from the network bandwidth, but 
not the latency, jitter, and packer loss ratio. Normally, 
the IVN software update from cloud, diagnosis data 
uploading to cloud, on-line gaming and streaming for 
infotainment system, etc., belong to this type. It can be 
classified as any AFxy class (other than EF and AF41) 
in DSCP value. 

4. Best-Effort Traffic. This is a default class of traffic, all 
applications that do not require any special treatment 

from network perspective can be classified as this type 
of traffic, Best Effort Class is used. 

C. Queuing and Scheduling Algorithm 

 The paper proposes two types of algorithms illustrated in 
the Figure 4 and 5. One is for asynchronous environment that 
there is no clock sync for network. Another is synchronous 
environment that clock is synced with certain accuracy for 
network including all devices. Below are details, also, the 
experiment section is based on the two algorithms discussed 
here. 
 

 

Figure 4.  1st Algorithm: Asynchrous Solution 

 

Figure 5.  2nd Algorithm: Synchrous Solution 

• For asynchronous environment, Priority Queuing (PQ) 
combined with Deficit Weighted Round Robin (DWRR) 
or any type of Weighted Faired Queuing (WFQ) are used. 
It is called the 1st Algorithm in the document thereafter. 
Normally, the time sensitive flows, i.e., scheduled traffic 
(EF class) and real-time traffic (AF41 class) are put into 
the 1st and 2nd priority of the queue, and other classes of 
traffic, BGS and Best Effort class of traffic, are put into 
the lower priority queues. For admission control and 
scheduler configuration, the total CIR for LGS class, and 
the WEIGHT values of BGS class can be calculated from 
the sum of CIR of all flows in the same class. This 
algorithm has already deeply analyzed in [4]. 

• For synchronous environment, above asynchronous 
PQ+DWRR algorithm is combined with Cyclic Queuing 
(CQ). It is called the 2nd Algorithm in the document 
thereafter. Each class of traffic has a dedicated time 
window to be served by the scheduler. The service time is 
associated with the sum of CIR of all flows in the same 
service. The Scheduler will calculate and adjust the 
serving time window for each class when a flow’s state is 
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changed, such as new flow is added, or old flow is 
removed.  

D. Traffic Shaping 

 Traffic shaping is used to absorb the overflow and burst of 
the traffic in the class and its objectives are: (1) the packet in 
the class is never built up, thus reducing the latency (2) traffic 
in lower priority class is never starved by higher priority 
traffic. Existing Single Rate Three Color Marker [20] or Two 
Rate Three Color Marker [21] could be used for traffic 
shaping. Other type shaping like leaky bucket shaping can also 
be used. Traffic shaping deployment is very flexible. It can be 
configured in both ingress and egress interface. It can be per 
flow based, or per class based. 
 Flow-level traffic shaping in ingress interface can also be 
used as the policy enforcement module, it will check the user’s 
traffic to see if it is allowed to pass or trigger some policy, 
such as discard or put into lower priority to process. 

VII. LATENCY ANALYSIS AND ESTIMATION 

To provide the Latency Guaranteed Service (LGS) for ST 

and RT, the network must be able to estimate the latency for 

a network path and offer to user in the provisioning stage. 

This is the requirement for SLA negotiation. This section will 

analyze all factors that can result in network latency and 

discuss some basic formulas. 

A. The Latency Analysis for IP Network 

 In this paper, the latency estimation is for E2E from the 
perspective of user’s application. The latency must include all 
delay occurred in network and hosts. This is illustrated in the 
Figure 6. The formula for the latency is as in (1) and (2). The 
superscript “LGS” denotes LGS packet. 
 

𝐷𝑒2𝑒
𝐿𝐺𝑆 = 𝑃𝐷 + ∑(𝑂𝐷𝑖

𝐿𝐺𝑆 + 𝑄𝐷𝑖
𝐿𝐺𝑆)

𝑛

𝑖=1

+ ∑ 𝑆𝐷𝑠
𝐿𝐺𝑆 = 𝑡1 − 𝑡0

𝑚

s=1

 

(1) 

𝑆𝐷𝑆
𝐿𝐺𝑆 =  𝐿𝐿𝐺𝑆 ∗ 8/𝑅𝑜𝑢𝑡  (2) 

 

o t0: the time the 1st bit of a pack is leaving the application 

process on the source host. 

o t1: the time the 1st bit of the pack is received by the 

application process on the destination host. 

o 𝑃𝐷: Propagation delay, this delay is limited by the 

speed of light in a physical media. For example, it is 

approximately 200k KM/s in optical fiber. 

o 𝑂𝐷𝑖 : The other delays (pack process, deque, de-

capsulation, lookup, switch, L2-rewrite, encapsulation, 

etc.) at the i-th hop and source host. This delay is 

related to the Forwarding Chip and hardware, it is 

normally and relatively steady for a specified router or 

switch and can be easily measured. This delay is 

insignificant compared with 𝑄𝐷 𝑎𝑛𝑑 𝑆𝐷 described 

below. 

o 𝑄𝐷𝑖: The queuing delay at the i-th hop and source host. 

o 𝑆𝐷𝑠: The serialization delay at the s-th link segment, it 

can be calculated by the formula (2). 𝐿𝐿𝐺𝑆 is the packet 

length (byte) for the LGS flow. 𝑅𝑜𝑢𝑡 is the link speed. 

 

 

Figure 6.  The End-to-End Latency for IP Applications 

B. Estimation for the Queuing Latency (QD) 

The formulas for the queueing latency estimation (for the 

same packet size) have been derived in [4] for the 1st 

Algorithm. In this paper, different packet size for two class is 

used, thus formulas are different as in [4]. The maximum 

number of packet and queuing time for a queue (EF or AF4x) 

under the worst scenario for a hop are shown in equations 

from (3) to (8).  

   𝑁𝑚𝑎𝑥
𝐸𝐹 =  ⌈𝑅𝑖𝑛

𝐸𝐹 𝑅𝑜𝑢𝑡⁄ ∗ (𝐿𝑚𝑎𝑥
𝐿𝑂𝑊 𝐿𝑚𝑎𝑥

𝐸𝐹⁄ + 1) + 1⌉  (3) 

𝐷𝑚𝑎𝑥
𝐸𝐹 =  𝑁𝑚𝑎𝑥

𝐸𝐹 ∗ 𝐿𝐸𝐹 ∗ 8/𝑅𝑜𝑢𝑡  (4) 

   𝑁𝑚𝑎𝑥
𝐴𝐹4𝑥 =  ⌈𝑅𝑖𝑛

𝐸𝐹 𝑅𝑜𝑢𝑡⁄ ∗ (𝐿𝑚𝑎𝑥
𝐿𝑂𝑊 𝐿𝑚𝑎𝑥

𝐸𝐹⁄ + 1) + 1⌉ +  

⌈(𝑅𝑖𝑛
𝐴𝐹4𝑥 𝑅𝑜𝑢𝑡⁄ ∗ (𝐿𝑚𝑎𝑥

𝐿𝑂𝑊 𝐿𝑚𝑎𝑥
𝐴𝐹4𝑥⁄ + 1) + 1) ∗ (𝑅𝑖𝑛

𝐴𝐹4𝑥 𝑅𝑜𝑢𝑡⁄ )⌉ 

(5) 

𝐷𝑚𝑎𝑥
𝐴𝐹4𝑥 =  𝑁𝑚𝑎𝑥

𝐴𝐹4𝑥 ∗ 𝐿𝐴𝐹4𝑥 ∗ 8/𝑅𝑜𝑢𝑡  (6) 

𝑅𝑖𝑛
𝐸𝐹 = 𝑟𝐸𝐹 ∑ 𝑐𝑖𝑟𝑖

𝐸𝐹𝑚

𝑖=1
   (7) 

𝑅𝑖𝑛
𝐴𝐹4𝑥 = 𝑟𝐴𝐹4𝑥 ∑ 𝑐𝑖𝑟𝑖

𝐴𝐹4𝑥𝑛

𝑖=1
  (8) 

 For the 2nd Algorithm, the packet in any queue is served 
on a pre-allocated time window, and this will guarantee that 
flows will not be interfered by any packets in other queues. So, 
it is easy to estimate that the maximum number of packets in 
a queue is as in (9), (10). The associated queuing time is the 
same as in (4) and (6). However, for the worst scenario when 
a packet is out of the allocated window for some reason, the 
maximum latency will be as the (11). 

   𝑁𝑚𝑎𝑥
𝐸𝐹 =  ⌈𝑅𝑖𝑛

𝐸𝐹 𝑅𝑜𝑢𝑡⁄ + 1⌉  (9) 

   𝑁𝑚𝑎𝑥
𝐴𝐹4𝑥 =  ⌈𝑅𝑖𝑛

𝐴𝐹4𝑥 𝑅𝑜𝑢𝑡⁄ + 1⌉   (10) 

𝐷𝑚𝑎𝑥
𝐸𝐹 =  𝐷𝑚𝑎𝑥

𝐴𝐹4𝑥 = 𝑇   (11) 

 The symbols and parameters in the formulas above are 
described as below,  

o The symbol “ ⌈ ⌉” is the rounding up operator. 

o 𝑁𝑚𝑎𝑥
𝐸𝐹 : the maximum queue depth for EF queue. 

o 𝑁𝑚𝑎𝑥
𝐴𝐹4𝑥: the maximum queue depth for AF4x queue. 

o 𝐷𝑚𝑎𝑥
𝐸𝐹 : the maximum queueing time for EF queue. 

o 𝐷𝑚𝑎𝑥
𝐴𝐹4𝑥: the maximum queueing time for AF4x queue. 

o 𝑅𝑖𝑛
𝐸𝐹: the ingress rate for EF queue. 
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o 𝑅𝑖𝑛
𝐴𝐹4𝑥: the ingress rate for AF4x queue. 

o 𝑐𝑖𝑟𝑖
𝐸𝐹: the Committed Information Rate (cir) for the i-th 

flow for EF queue. 

o 𝑐𝑖𝑟𝑖
𝐴𝐹4𝑥: the Committed Information Rate (cir) for the i-

th flow for AF4x queue. 

o 𝑟𝐸𝐹: the burst coefficient for the traffic of EF queue. 

o 𝑟𝐴𝐹4𝑥: the burst coefficient for the traffic of AF4x queue. 

o 𝑇: the cycle time for the scheduler when CQ is used. 

VIII. NETWORK MODELING AND EXPERIMENTS 

To verify and analyze the New IP based IVN architecture 
can meet the requirements of IVN, OMNeT++ [22] is used to 
simulate the network, the detailed bandwidth, E2E latency, 
pack loss, etc., can be retrieved from tests. 

A. Network Topology 

The network is illustrated in the Figure 7. It is a ring 
topology but with the cut of another ring link to focus on the 
latency simulation under the worst scenario (longer latency). 
All links speed is 100 Mbps. The network consists of ECU, 
computers, and routers. ECU is to simulate the sensors with 
control connected on Ethernet Bus. it has a full TCP/IP stack 
and responsible for the ST and RT generation and process. 
The ST and RT are simulated by UDP packets. Computers are 
simulating the generation and process of Best-Effort traffic 
(TCP and UDP) that is used to interfere ST and RT between 
ECUs. 

 

 

Figure 7.  Network Topology and traffic 

 The purpose of simulation is to illustrate the new 
architecture can provide the E2E guaranteed service for ST 
and RT when the network is severely congested and interfered 
by the Best-Effort traffic. The E2E guaranteed service 
includes three criteria: (1) bounded latency (2) bounded jitter 
(3) congestion free and lossless. Moreover, the tested latency 
and jitter for ST and RT should be close to the estimated 
latency described in the section VII. 

B. Network Devices 

 Each router consists of Ingress Modules, Switch Fabric 
and Egress Modules that are illustrated in the Figure 8. The 
Ingress Modules simulate the traffic classification and ingress 
traffic shaping functions; The Egress Modules simulate the 
egress traffic shaping, queuing, and scheduling functions. The 
Switch Fabric Modules simulate the IP lookup, switching and 

L2 re-writing functions. Two types of schedulers are used.  
Only class level traffic shaping is used for ST for ingess and 
egress. 
 

 

Figure 8.  Router structure 

C. Traffic Configuration 

 To simulate the worst scenario, very heavy traffic for the 
IVN simulation is configured as below: 

• There is total 100 ST flows and 100 RT flows using 
UDP, each flow has the packet size 254 bytes (200 
bytes data, 54 bytes of UDP and Ethernet header), 
the send interval is 10ms. So, each flow has a rate of 
203.2 Kbps. Both rate for ST flows and RT flows are 
20.32Mbps, it means the remained bandwidth for 
BGS, and BE is about 60Mbps. 

• 50 ST flows and 50 RT flows are from ECU H01 and 
H02 to H31 and H32, these flows’ results are 
checked and compared with the estimation. 50 ST 
flows and 50 RT flows are from ECU H11 and H12 
to H21, H22.  

• There is total 250 interference flows configured 
between other computers. The interference flows 
will cause all links between routers congested, R1 
link Eth[0] is the most severely congested router and 
link. All flows packet size are 200 bytes or 1500 
bytes. Both TCP and UDP are configured for 
interference flows. 

D. Cyclic Queueing and Scheduler Configuration 

 For the 2nd algorithm, the detail of the cyclic queuing is 
configured as in Figure 9. 
 

 

Figure 9.  The Cyclic Queueing Configuration 

o The cycle T for all router and hosts are 10ms. 
o A guard band of 1500 bytes or 120 us are configured for 
both AF41 and BE classes. This is to protect the higher 
priority packets (EF and AF4x) are not interfered by lower 
priority packet. 
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o The time window size for EF and AF41 are 22% and 32% 
of the cycle T respectively. 

E. Experiment Results and Analysis 

 The Table 1 shows the detailed calculation for the E2E 
latency estimation. First, estimate the maximum number of 
packets in each egress link of all routers on the path, then 
calculate the maximum queuing delay. The minimum E2E 
latency means there is no queueing latency in each hop, so it 
is determined by the sum of all link segment’s serialization 
latency on the path. Each 100M link will have 20.3 us 
serialization latency for 254 bytes ST or RT traffic. The burst 
coefficient for each case is also shown in the Table. Higher 
coefficients for router R0 and R1 are selected since there are 
aggregation of the traffic for the routers. For other routers, the 
coefficient is selected as 1, or no burst effect. 

TABLE 1. THE E2E DELAY ESTIMATION OF ST AND 

RT FLOWS 

 
 

Table 2 shows the Min/Max E2E Delay for the worst 
performed flow, and estimation values also compared. The 
worst performed flow is defined as that the flow’s Max E2E 
delay is the biggest in all flows in the same class. 

Jitter is not shown in the table, but it can be easily 
calculated by the variation of mean and Min/Max value, the 
mean value can be simply calculated by the average of 
Min/Max values. 

TABLE 2. THE COMPARISON OF EXPERIMENT 

RESULT AND ESTIMATION 

  
 

Figure 10-13 illustrate the E2E delay changes with time 
for the worst performed flows shown in the Table 2. 

 

Figure 10.  1st Algo: The E2E Latency (min=108us, max=391us)   

for the worst performed ST flow 

 

Figure 11.  1st Algo: The E2E Latency (min=278us, max=542us)   

for the worst performed RT flow 

 

Figure 12.  2nd Algo: The E2E Latency (min=109us, max=152us)   

for the worst performed ST flow 

 

Figure 13.  2nd Algo: The E2E Latency (min=169us, max=169us)   

for the worst performed RT flow 
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 To demonstrate the lossless and congestion-free for ST 
and RT flows, Figure 14 shows the statistics of all queues in 
R1 for two algorithms. No packet dropped in EF and AF4x 
queues while there are packets dropped in BE queue. This is 
as expected, congestion should only happen for BE traffic, ST 
and RT flows are not impacted and are lossless and 
congestion-free. R1 is the most severely congested, other 
Router’s queues also have similar pattern. No packet drops for 
EF and AF4x. 
 

 

Figure 14.  The statistics for all Queues for two algorithms 

Here is a summary from the test results: 

• The queuing latency of higher priority queues by PQ is 
very short and is not impacted by the congestion of lower 
priority class of traffic. E2E Maximum latency estimation 
in the section VII can cover almost all traffic’s real 
maximum latency. 

• Lossless and congestion free can be achieved for ST and 
RT flows if the admission control is done for the flows. 

• The E2E latency shown in the experiment does not include 
“Other Delay” and “Propagation Delay” described in 
section VII. “Propagation Delay” is very trivial in IVN, 
but “Other Delay” should be considered and added up if 
they are significant compared with the final queueing 
latency. For most of forwarding chip, “Other Delay” is 
very small and below hundred microseconds, but for x86 
based virtual router, it might not be true depending on the 
forwarding software design. 

• The latency per hop is inversely proportional to the link 
speed. For example, the experiment using 100M link with 
4 hops network can achieve hundreds microsecond for 
E2E latency.  It is expected that the corresponding latency 
for the same network is about tens of microsecond and 
couple microseconds for 1G and 10G link, respectively. 
Higher link rate will not only reduce latency, but also 
provide more bandwidth for non-time-sensitive 
applications. So, the paper proposes to use at least 1G link 
for the IVN in the future. 

IX. CONCLUSIONS 

 Classed based queueing and scheduling plus traffic 
shaping can provide per-hop guaranteed LGS and BGS. 
Combined with Central Controller or In-band Signaling, the 
E2E guaranteed service for IP network can be achieved by 
enforcing the per-hop guaranteed service on all network 
devices on the IP forwarding path. The solution is backward 

compatible as the existing IP traffic can coexist with the new 
classes of traffic. 
 If the accurate clock can be provided, the synchronous 
solution by using CQ could improve the latency and jitter 
significantly. But it must be noted that costs of synchronous 
solution are not trivial, following tasks are mandatory: 

• The crucial requirement of using CQ is the clock sync in 
the IVN, this is a different topic, and the paper does not 
address it. Basically, a central controller or distributed 
protocol, such as IEEE1588 can be used to sync all device 
clock with a certain accuracy. 

• Cycle value selection. The cycle value and the clock 
accuracy requirement depend on each other, both will 
determine the granularity of the served packet size, the link 
utilization, the maximum latency, and the cost of the 
scheduler design. 

• Time window allocation for different flows with different 
constraints in bandwidth and latency. The optimized 
solution needs complicated math and cause an overhead 
for the solution. 
As a summary, the New IP based IVN can satisfy very 

well the requirements for the communications of different 
applications. It opens the door for future IVN and V2X. 

Further research is still needed in the following areas: 

• TCP congestion control: The congestion control for 
different service is expected to be different. New 
algorithms are critical for application to effectively utilize 
the new guaranteed service provided by network. 

• New TCP and UDP stack for IVN: More efficient and 
faster protocol stack are needed to improve the control of 
new service and reduce the latency happened on host 
protocol and interface. 

• Algorithm for network resource planning and allocation 
for synchronous solution, such as optimized cycle number, 
fast and efficient time slot allocation, scheduler 
management, etc. 
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Abstract—Internet traffic nowadays is predominantly com-
posed by video streaming. Moreover, most video streaming traffic
is carried over Hypertext Transfer Protocol/Transmission Control
Protocol (HTTP/TCP). Understanding TCP stack performance
in transporting video streams has become paramount, specially
in face of recent multipath transport protocol evolutions and
multiple client device interfaces available. In this paper, we
characterize path schedulers performance of streaming of video
sessions over cellular and Wi-Fi access networks, the two most
common and dominant wireless technologies in the market. We
use network performance level as well as video quality level
metrics to characterize multiple path schedulers and resulting
network and application layers’ interactions.

Keywords—Video streaming; TCP congestion control; TCP
socket state; Multipath TCP; Packet retransmissions; Packet loss.

I. INTRODUCTION

Internet data transmission relies heavily on transport pro-
tocols to pace data delivery to avoid network congestion and
uncontrolled data losses. Transmission Control Protocol (TCP)
has arguably become the most successful transport protocol of
the Internet, supporting reliable data delivery for most diverse
applications nowadays. In particular, streaming applications,
the most dominant type of application in sheer volume, data
transport quality is related with the amount of data discarded
at the client due to excessive transport delay/jitter, as well
as data rendering stalls due to lack of timely playout data.
Transport delays and data starvation performance measurers
depend heavily on how TCP handles flow and congestion
control, as well as packet retransmissions.

More recently, the evolution of portable device hardware, in
particular support of multiple high bandwidth interfaces, has
prompted the development of multipath transport protocols,
allowing, for instance, video streaming over multiple IP inter-
faces and diverse network paths. Multipath video streaming is
advantageous because it not only increases aggregated device
downloading bandwidth capacity, but also improves transport
session reliability during transient radio link impairments.
An important issue in multipath transport is selecting a path
among various active networking paths (called sub-flows),
which can be done on a packet by packet basis. A path packet
scheduler is used for this purpose, and should be designed
to prevent head-of-line blocking across various networking
paths, potentially with diverse loss and delay characteristics.
Head-of-line blocking occurs when data already delivered at
the receiver is waiting for additional packets that are blocked

at another sub-flow, potentially causing incomplete or late
frames to be discarded at the receiver, as well as stream
stalling. Interplay between path schedulers and TCP variants
will untimately define streaming quality, hence we propose to
analyze video performance vis-a-vis popular TCP variants and
path schedulers.

The paper is organized as follows. Related work is in-
cluded in Section II. Section III describes video streaming
transport over Transmission Control Protocol. Section IV de-
scribes recently proposed alternative path schedulers. Section
V characterizes video streaming performance over Wi-Fi and
cellular paths via network emulation, addressing performance
evaluation of a default path scheduler, as well as alternative
schedulers, working with popular TCP variants. Section VI
summarizes our studies and addresses directions we are pur-
suing as follow up to this work.

II. RELATED WORK

Since the advancements of multipath transport protocols,
several multipath transport studies have appeared in the lit-
erature, mostly focusing on throughput performance of data
transfers over mobile networks (see [18] aggregate through-
put studies and related work). Only recently, however, path
scheduler research has been recognized as an important piece
of multipath transport sessions performance. For instance,
[13] has analyzed loss based congestion control TCP variants
interactions with minimum Round Trip Time (RTT) default
Multipath TCP (MPTCP) path scheduler, and showed how
sender/receiver buffers dimentioning impacts throughput per-
formance via inflation of sub-flow RTTs. Little research work,
however, has focused on video performance over multiple
paths. Recent multipath video streaming on ad-hoc network
studies have appeared, motivated by vehicular communica-
tion in assisted driving systems. [2], for instance, introduces
an interference aware multipath video streaming scheme in
Vehicular Ad-hoc Networks (VANETs). Vehicle to vehicle
throughput performance of video streams over multiple paths
is evaluated, taking into account interference within neighbors,
as well as shadowing effects onto Signal to Noise ratio, and
data delay. Their goal is reliable transport of high quality video
streams, minimizing video freezes and dropped frames, via
link layer channel interference control, coupled with efficient
routing strategies on ad-hoc vehicular networks. In contrast,
we focus on video streaming over regular Internet paths,

10Copyright (c) IARIA, 2021.     ISBN:  978-1-61208-880-8

INTERNET 2021 : The Thirteenth International Conference on Evolving Internet

                            17 / 37



where link layer channel and route optimization opportuni-
ties are limited. [1] focuses at integrating application layer
with transport protocol, by introducing a path-and-content-
aware path selection approach which couples MPEG Media
Transport (MMT) with multipath transport. They estimate
path quality conditions of each subflow, and avoid sending I-
frames on paths of low transport quality. A similar approach,
where different sub-flows are utilized for segregating high
priority packets of Augmented Reality/Virtual Reality streams
has been introduced by Silva et al. [23]. In contrast, our
previous and current work do not couple applications with
multipath transport, rather focusing on generic path schedulers
and TCP variants to deliver high quality video streaming.
Recently, Ferlin et al. [7] have introduced a path scheduler
based on a path head-of-line blocking predictor. They carry
out emulation experiments of their proposed scheduler against
minimum RTT default scheduler, in transporting bulk data
traffic, Web transactions and Constant Bit Rate (CBR) applica-
tions. Hence, they use goodput, data transport completion time
and packet delays as performance evaluation metrics. Kimura
et al. [12] have shown throughput performance improvements
using schedulers driven by path sending rate and TCP window
space, on bulk data transfers. Xue et al. [26] has introduced
a path scheduler based on estimation of the amount of data
each path is able to transmit. They evaluated the scheduler’s
throughput performance on simulated network scenarios. Also,
Frommgen et al. [9], consistent with [13] work, have shown
that stale RTT information causes problems with path selection
of small streams, such as HTTP traffic. Similar to [13] tail
burst probing, the authors propose an RTT probing to improve
transport latency and throughput performance of thin streams.
In contrast, the schedulers evaluated in our work do not rely
on path probing mechanisms, but on sender based passive
path evaluation metrics to steer video traffic appropriately.
Along the same lines, Dong et al. [6] have introduced a
path loss estimation scheme to select paths that may be
subjected to high and bulk loss rates. Although they have
presented video streaming experiments, they do not measure
application level stream performance, as we do. By contrast,
in our previous works, we have introduced multipath path
scheduling generic principles, which can be applied in the
design of various path schedulers to specifically improve video
stream quality. Using these principles, we have introduced in
[14] Multipath TCP path schedulers based on dynamically
varying path characteristics, such as congestion window space
and estimated path throughput. In addition, in [15], we have
also proposed to enhance path schedulers with TCP state
information, such as whether a path is in fast retransmit and
fast recovery states. Finally, in [16], we have introduced a
novel concept of sticky scheduling, where once a path switch
is executed, the scheduler stays with the new path until the
path bandwidth resources become exhausted. In this work,
for the first time we propose to evaluate a multitude of path
schedulers, some of our proposal, over realistic Wi-Fi/Cellular
multipath scenarios, focusing on video quality at application
layer. Our evaluation include widely deployed TCP variants,
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(b) MPTCP

Figure 1: Video Streaming over TCP/MPTCP

exposing best TCP/path scheduler combinations.

III. VIDEO STREAMING OVER TCP

Video streaming over HTTP/TCP typically sources video
content from an HTTP server, where video files can be
streamed from upon HTTP requests over the Internet to video
clients. At the transport layer, a TCP variant provides reliable
transport of video data over IP packets between the server and
client end points. Figure 1(a) illustrates these video streaming
components. As mentioned, HTTP server stores encoded video
files. Triggered by a HTTP video request, a TCP sender is
instantiated to transmit packetized data to the client machine,
connected to the application by a TCP socket. At this TCP
transport layer, a congestion window is used at the sender
to control the amount of data injected into the network. The
size of the congestion window (cwnd) is adjusted dynamically,
according to the level of congestion experienced through the
network path, as well as the space available for data storage
(awnd) at the TCP client receiver buffer. Congestion window
space at the sender is freed only when data packets acknowl-
edged by the receiver arrive. Lost unacknowledged packets are
retransmitted by the TCP layer to ensure reliable data delivery.
At the client, in addition to acknowledging arriving packets,
the TCP receiver informs the TCP sender about its current
available space (awnd), so that cwnd ≤ awnd condition is
enforced by the sender at all times. At the client application
layer, a video player extracts data from a playout buffer, which
drains packets delivered by the TCP receiver from its socket
buffer. The playout buffer hence serves to smooth out variable
data network throughput.

A. Video Application and TCP Transport Interaction

As mentioned earlier, at the server side, the HTTP server
transfers data into the TCP sender socket according to TCP
cwnd space availability. Hence, the injection rate of video
data into the TCP socket is constrained by the congestion
condition of the network path used, and thus does not follow
the video variable encoding rate. On its turn, TCP throughput
performance is affected by the RTT of the TCP session over
a specific path, since only up to a cwnd worth of data
can be delivered without acknowledgements. Hence, for a
given cwnd size, from the moment a first packet is sent
until the first acknowledgement arrives back, the TCP session
throughput is capped at cwnd/RTT . As there are various TCP
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congestion avoidance schemes regulating cwnd, according to
the TCP variant, the size of the congestion window size
is computed by a specific algorithm at the time of packet
acknowledgement reception by the TCP source. Regardless
of the variant, however, the size of the congestion window
computed is capped by the available TCP receiver space awnd
communicated back from the TCP client, in order to ensure
no receiver buffer overflow. At the client side, video data is
retrieved from the TCP client socket by the video player into
a playout buffer, from which data is delivered to the video
renderer. Even though client playout buffer may underflow, if
TCP receiver window empties out, the playout buffer never
overflows, since the player will not pull more data into the
playout buffer if space is not available during video rendering.

B. Multipath TCP
Multipath TCP is an Internet Engineering Task Force (IETF)

transport layer protocol that supports data transport over
multiple concurrent TCP sessions [8]. The multipath nature
of the transport session is hidden from application layer by
a single TCP socket exposed per application session. At the
transport layer, however, MPTCP works with concurrent TCP
variant sub-flows, each of which in itself unaware of the
multipath nature of the application session. A path scheduler
connects the application facing socket with transport sub-
flows, extracting packets from the MPTCP socket exposed to
the application, selecting a sub-flow, and injecting packets into
a selected sub-flow TCP socket. MPTCP transport architecture
is illustrated in Figure 1(b).

The most commonly used path scheduler, called default
scheduler, selects the path with shortest RTT among paths
with currently available congestion window space for new
packets. Path schedulers may operate in two different modes:
uncoupled, and coupled. In uncoupled mode, each sub-flow
congestion window cwnd is adjusted independent of the other
sub-flow. In coupled mode, MPTCP couples the congestion
control of the sub-flows, by adjusting the congestion window
cwndk of a sub-flow k according with current state and
parameters of all sub-flows. Although several coupling mech-
anisms exist, we focus on Linked Increase Algorithm (LIA)
[20], Opportunistic Linked Increase Algorithm (OLIA) [11],
and Balanced Linked Adaptation algorithm (BALIA) [25].
We include also evaluation of various alternative uncoupled
schedulers recently proposed.

IETF MPTCP protocol supports the advertisement of IP
interfaces available between two endpoints via specific TCP
option signalling. As IP option signalling may be blocked
by intermediate IP boxes, such as firewalls, paths that cross
service providers may require VPN protection so as to preserve
IP interface advertizing between endpoints. Morever, both
endpoints require MPTCP to be running for the establishment
and usage of multiple transport paths. Notice that IP interfaces
may be of diverse nature (e.g., Wi-Fi, cellular).

C. TCP variants
TCP protocol variants can be classified into delay and

loss based congestion control schemes. Loss based TCP

variants use packet loss as primary congestion indication
signal, typically performing window regulation as cwndk =
f(cwndk−1), hence being ack reception paced. Most f func-
tions follow an Additive Increase Multiplicative Decrease
(AIMD) window adjustment scheme, with various increase and
decrease parameters. TCP NewReno [3] and Cubic [21] are
examples of AIMD strategies. On the other hand, delay based
TCP variants use queue delay information as the congestion in-
dication signal, increasing/decreasing the window if the delay
is small/large, respectively. Compound [22] and Capacity and
Congestion Probing (CCP) [5] are examples of delay based
congestion control variants. Most TCP variants follow a phase
framework, with an initial slow start, congestion avoidance,
fast retransmit, and fast recovery phases, regardless of the
window adjustment congestion control used during congestion
avoidance.

IV. MPTCP PATH SCHEDULERS

MPTCP scheduler selects a sub-flow to inject packets into
the network on a packet by packet basis. As mentioned earlier,
the default strategy is to select the path with shortest average
packet delay, hereafter called LRF. Other path schedulers
evaluated in this paper are as follows:

• Low RTT First (LRF): In low RTT first, the scheduler
first rules out any path for which there is no space
in its sub-flow congestion window (cwnd). Among the
surviving paths, the scheduler then selects the path with
small smooth RTT (sRTT ). Smooth RTT is computed
as an average RTT of recently transmitted packets on
that sub-flow. Since on most TCP stacks each sub-flow
already keeps track of its smooth RTT, this quantity is
readily available.

• Largest Packet Credits (LPC): In largest packet cred-
its scheduler, among the sub-flows with space in their
congestion window cwnd, this scheduler selects the one
with largest available space. Here available space consists
of the number of packets allowed by current cwnd size
subtracted from the number of packets that have not been
acknowledged yet.

• Largest Estimated Throughput (LET): In largest esti-
mated throughput scheduler, among the sub-flows with
large enough cwnd to accommodate new packets, the
scheduler estimates the throughput of each sub-flow, as
cwnd/sRTT , selecting the one with largest throughput.

• Greedy Sticky (GR-STY): As it is the case of default
scheduler (LRF), on the onset of a video streaming
session, greedy sticky scheduler selects the path with
smallest RTT. However, once a new path is selected, the
scheduler stays on a new path for as long as there is
available congestion window space, until the new path
experiences congestion.

• Throughput Sticky (TP-STY): Similar to default sched-
uler (LRF), throughput sticky scheduler selects the path
of lowest RTT. However, a new path is selected only if the
throughput of the new path is larger than the throughput
of the currently selected path.
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Figure 2: Video Streaming Emulation Network

TABLE I: EXPERIMENTAL NETWORK SETTINGS
Element Value
Video size 409 MBytes
Video rate 5.24 Mb/s
Playout time 10 mins 24 secs
Video Codec H.264 MPEG-4 AVC
MPTCP variants Cubic, Compound, LIA, OLIA, BALIA
MPTCP schedulers LRF, LET, LPC, GR-STY, TP-STY, TR-STY

TABLE II: EXPERIMENTAL NETWORK SCENARIOS
Scenario Emulator Path properties

(RTT)
A- Baseline (LTE/Wi-Fi) LTE) Delay 0 ms RTT 80 ms
no loss Wi-Fi) Delay 20 ms RTT 40 ms
B- TwoPath (LTE/Wi-Fi) LTE) Delay 0 ms RTT 80 ms
no loss Wi-Fi) Delay 30 ms RTT 60 ms
C- TwoPath (LTE/Wi-Fi) LTE) Delay 0 ms RTT 80 ms
Wi-Fi 6% loss Wi-Fi) Delay 30 ms, Loss 6% RTT 60 ms
D- TwoPath (LTE/Wi-Fi) LTE) Delay 0 ms RTT 80 ms
no loss Wi-Fi) Delay 40 ms RTT 80 ms
E- TwoPath (LTE/Wi-Fi) LTE) Delay 0 ms RTT 80 ms
Wi-Fi 6% loss Wi-Fi) Delay 40 ms, Loss 6% RTT 80 ms

• Throughput RTT Sticky (TR-STY): As with default
scheduler (LRF), the path of lowest RTT is first chosen.
However, in addition to requiring a larger throughput of
a new candidate path as per TP-STY, in throughput RTT
sticky scheduler, path switch requires also that a new path
has smaller RTT than the current one.

LPC focuses on scenarios in which addresses a large RTT
path has plenty of bandwidth, as compared to a shorter RTT
path. LRF default scheduler may avoid this path due to its large
RTT, regardless of having plenty of bandwidth for the video
stream to flow unimpeded. LET addresses another scenario,
in which a short path has plenty of bandwidth. Although the
default scheduler may select this path due to its short RTT,
if the short RTT has a smaller cwnd, LET will divert traffic
away from this path prior to path congestion, whereas default
scheduler will continue to inject traffic through it. Finally, the
last three sticky schedulers attempt to reduce the number of
path switches during transport session, in an attempt to reduce
head of line blocking probability during the streaming session.

V. PATH SCHEDULERS OVER WI-FI & CELLULAR PATHS

Figure 2 describes the network testbed used for emulating
network paths with Wi-Fi and Cellular (LTE) wireless access
links. An HTTP Apache video server is connected to two L3
switches, one of which directly connected to an 802.11a router,
and the other connected to an LTE base station via a cellular
network card via emulator boxes. In this paper, the emulator
boxes are used to vary each path RTT, as well as inject
controlled packet losses. The simple topology and isolated
traffic allow us to better understand the impact of differential

�

��

��

��

��

���

���

��� ��� ��� ��	
�� ��	
�� ��	
���
�
��
�
��
�
�
�
�
��
	

�
��

�
�
�
��

�
���������������

����
 �������� ���  ��� !����

(a) Buffer Underflow
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(b) Picture Discard

Figure 3: A- Baseline Scenario - Video Performance
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(b) Throughput Wi-Fi

Figure 4: A- Baseline Scenario - Throughput Performance

delays, packet loss, TCP variants, and path schedulers on
streaming performance.

Network settings and scenarios under study are described
in Tables I and II, respectively. Video settings are typical of a
video stream, with video playout rate of 5.24 Mb/s, and size
short enough to run multiple streaming trials within a short
amount of time. Emulator boxes are tuned to generate various
multiple path network conditions, and have been selected as
per Table II to represent commonplace LTE/WiFi streaming
situations at home. TCP variants used are: Cubic, Compound,
LIA, OLIA and BALIA. Performance measures are:

• Picture discards: number of frames discarded by the
video decoder.

• Buffer underflow: number of buffer underflow events at
video client buffer.

• Sub-flow throughput: the value of TCP throughput on
each sub-flow.

We organize our video streaming experimental results in
network scenarios summarized in Table II): A- A Wi-Fi-
Cellular (LTE) baseline scenario, where Wi-Fi path of good
quality (RTT/loss) is predominantly used; B- A Wi-Fi-Cellular
scenario, where a slightly larger Wi-Fi path delay causes
cellular path to be used; C- A Wi-Fi-Cellular scenario, where
a Wi-Fi link with medium delay suffers a 6 % packet loss
degradation, representing user situation at which device is at
the end of Wi-Fi range; D- A Wi-Fi-Cellular scenario, with
a Wi-Fi path delay large enough to have cellular path pre-
dominantly being used; E- A Wi-Fi-Cellular scenario, where
a Wi-Fi link with large delay also suffers a 6 % packet loss
degradation.

A. Baseline Scenario
Figures 3(a) and (b) report on video streaming buffer un-

derflow and picture discard performance. Video performance
is excellent for all TCP variants and path schedulers. Figures
4(a) and (b) report of Cellular and Wi-Fi throughput. We can
see that Wi-Fi path is most used for all TCP variants and path
schedulers.
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(a) Buffer Underflow
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(b) Picture Discard

Figure 5: B- Medium Delay Wi-Fi - Video Performance
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(b) Throughput Wi-Fi

Figure 6: B- Medium Delay Wi-Fi - Throughput Performance
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(b) Picture Discard

Figure 7: C- Medium Delay&loss Wi-Fi - Video Performance
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(b) Throughput Wi-Fi

Figure 8: C- Medium Delay&loss Wi-Fi - Throughput Performance

B. Two path Medium Delay Wi-Fi Scenario
Figures 5(a) and (b) report on video streaming performance

of Wi-Fi - Cellular network scenario with a medium Wi-Fi
path delay. Even though most TCP variants and path sched-
ulers perform well, LIA TCP variant under GR-STY scheduler
results in video degradation, albeit not serious. Throughput
performance in Figures 6 shows an that path schedulers drive
the usage of one path versus the other, independent of the
TCP variant. In particular, LRF (default), LET, LPC utilize
Wi-Fi path mostly, whereas all sticky schedulers (GR-STY,
TP-STY, TR-STY) use mostly the cellular path. This shows
how sensitive path selection is to delay differentials.

C. Two path Medium Delay&Loss Wi-Fi Scenario
Figures 7(a) and (b) report on video streaming performance

of Wi-Fi - Cellular network scenario with a medium Wi-Fi
path delay and 6 % packet loss. We notice a wide variety
of performances vis a vis path scheduler/TCP variant com-
binations, which is expected because of loss impact on TCP
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(b) Picture Discard

Figure 9: D- Large Delay Wi-Fi - Video Performance
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(b) Throughput Wi-Fi

Figure 10: D- Large Delay Wi-Fi - Throughput Performance
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(b) Picture Discard

Figure 11: E- Large Delay&loss Wi-Fi - Video Performance
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(b) Throughput Wi-Fi

Figure 12: E- Large Delay&loss Wi-Fi - Throughput Performance

variants’ performance and delay differential impact on path
schedulers. We can identify, however, some trends. Firstly,
GR-STY path scheduler delivers high video quality across all
TCP variants. Noticeable also is Cubic consistent performance
across all path schedulers. Finally, if taken together as a class,
coupled TCP variants seem to incur video degradation across
all schedulers.

Throughput performance in Figures 8 shows that a Wi-Fi
packet delivery degradation pushes path utilization to mostly
cellular path, regardless of the TCP variant. Good path sched-
ulers design are expected to select high quality paths in both
delay and loss path attributes.

D. Two path Large Delay Wi-Fi Scenario
Figures 9(a) and (b) report on video streaming performance

of Wi-Fi - Cellular network scenario with a large Wi-Fi path
delay. Even though most TCP variants and path schedulers
perform well, LIA and OLIA TCP variants under all sticky
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(b) GR-STY - Picture Discard

Figure 13: TCP & Scheduler-Picture Discard Video Performance

schedulers results in video degradation. Throughput perfor-
mance in Figures 10 shows that cellular link is mostly used,
although some video traffic still goes through Wi-Fi path. We
can see that sticky schedulers are responsible for streaming
over the Wi-Fi path, despite its large RTT delay.
E. Two path Large Delay&Loss Wi-Fi Scenario

Figures 11(a) and (b) report on video streaming performance
of Wi-Fi - Cellular network scenario with a large Wi-Fi path
delay and 6 % packet loss. We again notice a wide variety of
performances vis a vis path scheduler/TCP variant combina-
tions. Firstly, all scheduler deliver similar video performance
across all TCP variants. We believe this is because once the
scheduler selects the cellular path, it continues to re-selecting
it unless the path degrades, which does not occur in this
scenario. Also, default scheduler operating with Cubic variant
presents video degradation on picture discards. Throughput
performance in Figures 12 shows that Cellular path is used
predominantly during video streaming, due to Wi-Fi large
delay and packet loss.

Finally, Figures 13(a) and (b) report on TCP Cubic variant
and GR-STY scheduler impact on picture discard performance
across multiple no loss Wi-Fi delay scenarios, respectively.
TCP Cubic consistently deliver high performance, whereas
GR-STY delivers high performance across all TCP variants
except coupled LIA, OLIA and BALIA. A Cubic and GR-
STY combo is our recommended variant/scheduler choice.

VI. CONCLUSION AND FUTURE WORK

We have provided an extensive analysis of path schedulers
and TCP variants impact on video streaming performance over
multiple paths. We have shown that some combinations of
path schedulers with TCP variants negatively impact video
streaming performance under certain network scenarios. In
particular, we have shown video performance degradation
for popular LIA and OLIA TCP variants, for which their
congestion adjustment coupling slows down their recovery
from packet losses. We are currently investigating if similar
performance issues appear in 5G cellular links.
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Abstract—Mobile Medium Ad Hoc Network (M2ANET) is the 
network model that can replace the Mobile Ad Hoc Network 
(MANET) model. New features of the simulation environment 
for experimenting with Mobile Medium are presented:  random 
motion generation with no border effect, a technique for 
transforming motion paths and extensions of 2D simulation to 
3D. Factors impacting Mobile Medium performance are 
reviewed, including node density and node mobility patterns.  
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I. INTRODUCTION 
Ten years have passed since the introduction of Mobile 

Medium: a new model of a mobile ad hoc network [1]. Since 
then, in collaboration with 10 graduate students, we 
developed simulation tools for evaluating new models and 
investigated numerous scenarios and configurations 
demonstrating the power of the new model. The purpose of 
this paper is to provide a summary of our findings and give a 
single go-to resource for referencing the body of our research. 

In Section II, we compare the new Mobile Medium model 
to a standard MANET. In Section III, we present selected 
contributions to wireless network simulation that were 
developed when investigating M2ANETs.  In Section IV, the 
highlights of the developed network configurations and their 
performance are summarized. Finally, Section V presents the 
ideas about the future of Mobile Medium. 

II. MANET VS M2ANET 
A Mobile Ad hoc Network is created from a group of 

mobile wireless nodes exchanging messages with one 
another [2]. Mobile devices are linked together through 
wireless connections without infrastructure and can change 
locations and reconfigure network connections. During the 
lifetime of the network, nodes are free to move around within 
the network and node mobility plays an important role in 
determining mobile ad hoc network performance [2]. A 
Mobile Medium Ad Hoc Network, proposed in [1], is a 
particular configuration of a typical MANET where mobile 
nodes are divided into two categories: (i) the forwarding only 
nodes forming the so called Mobile Medium, and (ii) the 
communicating nodes, mobile or otherwise, that send data 
and use this Mobile Medium for communication. The 
advantage of this M2ANET model is that the performance of 
such a network is based on how well the Mobile Medium can 
carry the messages between the communicating nodes and 

not based on whether all mobile nodes form a fully connected 
network (Figure 1, note that the path between two 
communicating nodes marked in red exists, while some of the 
forwarding nodes in blue remain out of range).  
 

 
Figure 1. Sample M2ANET with two communicating nodes [1]. 

 
Multi-hop transmissions are possible when routing is used 

to forward packets to more distant nodes. An example of an 
implementation of a M2ANET is a cloud of drones equipped 
with routers released over an area of interest to facilitate 
communication in this area. A deployment of a MANET is 
characterized by the physical parameters of transceivers at 
each node, the number of nodes used, their movement pattern 
and the routing and transmission protocols used. They all 
impact the performance of the network. Given a MANET 
with its many complicated deployment characteristics, 
simulation can be applied to evaluate its performance.  

III. ADVANCES IN MOBILE NETWORK SIMULATION 
Mobile Medium can be viewed as a cloud of nodes 

buzzing in space and ready to carry a message between any 
nodes trying to communicate through it. Standard simulation 
tools used for MANET research can be used for 
experimenting with such a network. In our work, we 
addressed two particular features of the modelling 
environment: modelling motion and modelling in 3D. 

 
A. Avoiding the border effect 
Random mobility model is commonly used as a reference 
scenario in mobile network investigations. The model 
available in a popular open source simulator ns2 is the 
Random Way Point (RWP) model [3]. In RWP, nodes are 
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moved in a piecewise linear fashion, with each linear segment 
pointing to a randomly selected destination and the node 
moving at a constant, but randomly selected speed. RWP 
models suffer from what is called the border effect, which is 
a non uniformity in node density along the edges of the region 
where the mobile nodes are confined to stay. To create 
models of Mobile Medium with uniform density of nodes, we 
modified the RWP movement generator and created a new 
movement generator for the ns2 simulator that does not suffer 
form the border effect [4]. 

 
B. Transforming movement paths 
A typical RWP movement generator directs the node to move 
along a straight path. Aiming at a new modelling 
environment with movements along curves, we created a new 
tool, which uses the RWP generated paths as input and then 
generates new movements with each straight line replaced by 
a fractal curve [5]. 

 
C. Modelling mobile networks in 3D 
A typical mobile network simulation environment, like ns2, 
models mobile nodes moving on a 2D plane. We modified 
the open source ns2 simulator [3] to allow for modelling 
Mobile Medium with nodes moving in 3D [6]. This work 
included developing an RWP movement generator for the 3D 
environment.  

IV. FOCUS ON DENSITY AND NODE MOVEMENT IN 
M2ANETS 

Mobile Medium is a structure (medium) through which 
data is transmitted. The quality of communication depends on 
the properties of individual nodes (range, data rate, protocol) 
and the placement of the nodes in the network. The topology 
of the network and the movement of the nodes was the main 
focus of our research on Mobile Medium.  

 

 
Figure 2. A typical relation between node density and user connectivity 

in a M2ANET [1]. 
 
The early work demonstrated a strong relation between 

the node density and the quality of the channel (measured as 

user connectivity, Figure 2) [1]. Using the RWP movement 
as the base scenario, we researched the Mobile Medium 
behavior with the node movement constrained. Either the 
allowed paths were constrained, like in a simulated city grid 
where the nodes travel in the predetermined corridors only 
[7], or the individual node movement was controlled by an 
algorithm. Two controlled movement scenarios were used: 
nodes moving in formations with the leader node moving at 
random and a number of follower nodes tracing behind at a 
distance [8], and all nodes still moving along random paths 
but exercising autonomous control ever their speed [9]. In the 
latter scenario the nodes would slow down when placed in a 
location with lots of network traffic. 

V. CONCLUSION AND FUTURE WORK 
Mobile Medium proved itself as an interesting way to 

model ad hoc networks. In the course of investigating Mobile 
Medium, a number of generic simulation tools were created. 
These include novel traffic generators, a novel tool for 
transforming movement directions used in simulation and a 
3D version of a popular open source simulator. The 
experiments showed Mobile Medium works best when there 
are enough nodes in the medium (high density) to form 
reliable paths for communication and when nodes are able to 
stay in the areas where most traffic occurs.     

The model may form the basis of future infrastructureless 
autonomous and adaptable ad hoc networks.   
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Abstract—We model the autonomous path planning problem as
a three-objective minimization problem with the constraint of
collision free. We optimize the three objectives of distance, time,
and traffic congestion, measured by the inverse of road network
congestion index, with Non-dominated Sorting Genetic Algorithm
II (NSGA-II) using real time traffic information on the road.
In order to reduce the domino effect of congestion, we propose
a novel technique to improve our optimization algorithm with
road point clustering using Speed Performance Index (SPI) based
similarity measurement. Our experiment shows that NSGA-II
with clustering produces more congestion smart solutions than
NSGA-II without clustering.
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I. INTRODUCTION

Long Term Path planning for an autonomous vehicle is
a complex task. Autonomous planning algorithms should be
efficient and, most importantly, avoid traffic collisions. The
efficiency of the algorithm is usually measured by the travel
time and/or travel distance [1] under dynamic real time traffic
conditions on the road network. With the importance of re-
ducing greenhouse emission, being traffic aware and choosing
less congested paths have become important objectives as well
[2]. The traffic on the road adds some constrains in route
planning. Depending on the real time traffic condition, the
shortest path may not be the fastest route, or the “greenest”
route (least congestion), or the safest route (collision-free).
While this paper does not consider the steps for an autonomous
vehicle after the initial long term path planning, such as short
term maneuvers and decision making, we argue that it is
important to generate more than one path at the path planning
stage to provide the decision making process with alternative
paths for different preferences of the sometimes conflicting
objectives. Therefore, we model our autonomous path planning
task as a multi-objective optimization problem [3]. The multi-
objective optimization problem is to solve the minimization
or maximization of N conflicting objective functions fi(x)
for i ∈ [1, N ], simultaneously, subject to equality constraint
function gj(x) = 0 for j ∈ [1,M ] and inequality constraint
function hk(x) ≤ 0 for l ∈ [1,K], where the decision
vectors x = (x1, x2, ...xn)

T belongs to the nonempty feasible
region S ⊂ Rn [4] [5]. Solution x1 dominates x2 if two
conditions are satisfied: 1) ∀i ∈ [1, N ]: fi(x1) ≤ fi(x2), and
2) ∃j ∈ [1, N ]: fi(x1) < fi(x2). Solution x1 is also called
the non-dominated solution. The goal of the multi-objective

optimization problem can also be modeled as finding the
Pareto front that has the set of all non-dominated solutions.
Multi-objective optimization problems are often NP-hard [5].
Therefore, exact or deterministic algorithms are infeasible.

A road network can be modeled as a planar graph, where
the nodes represent road points, and edges represent road
segments. This graph may be considered as static or dynamic
(time-dependent), and as deterministic or stochastic with re-
spect to different aspects of the network. We consider our road
network as dynamic and stochastic taking into consideration
the effect of real-time traffic that changes over time. Evolution-
ary algorithms, based on natural and biological systems, have
been adapted to solve dynamic optimization problems. Genetic
algorithms is one such common evolutionary algorithm. Evolu-
tionary meta-heuristics have applications in difficult real-world
optimization problems that possess non-linearity, discreteness,
large data sizes, uncertainties in computation of objectives and
constraints, and so on [5] [6] .

We model the autonomous path planning problem as a
three-objective minimization problem: that is, minimization of
distance, time, and traffic congestion, with collision avoidance
as the constraint. We consider one of the most applicable
evolutionary algorithms, Non-dominated Sorting Genetic Al-
gorithm II (NSGA-II) [7] in this paper. We further improve our
optimization algorithm using real time traffic information on
the road. The road network exhibits both spatial and temporal
locality. Spatial because a congested road affects other roads
within its neighbourhood and temporal because the traffic
spreads over a period of time. This creates a domino effect
on the road network. We propose an innovative technique
to solve the route planning problem on this traffic network.
We propose to cluster road points based on traffic conditions
and integrate the clusters with the multi-objective optimization
algorithm to reduce the domino effect of congestion. The paper
is organized as follows. Section II discusses the related work
in multi-objective path planning using NSGA-II and traffic
clustering. Section III provides the formal problem statement,
objectives and assumptions. Section IV explains the workings
of our algorithm. Section V shows our experiment result
and analysis, including visualization of the pareto front and
alternative routes. Finally, Section VI concludes the paper with
a summary and thoughts for future work.

II. RELATED WORK

Chitra and Subbaraj [8] use NSGA to minimize cost
and delay of the dynamic shortest path routing problem in
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computer networks. The authors show that the pareto approach
generates more diverse pareto optimal solutions than the single
objective weighting factor method based on Genetic Algorithm
(GA). NSGA-II is an improvement of the NSGA algorithm
in terms of diversity preservation and speed. In [9], timeli-
ness reliability and travel expense are considered as the two
objectives in path planning on a stochastic time-dependent
transportation network. A route between an origin-destination
pair is encoded as a variable-length chromosome in the NSGA-
II to find the pareto-optimal routes. A road network, consisting
of main streets in Beijing is considered as the case study. The
selection of the route from the resulting pareto-front is said
to be dependent to the travelers’ decision based on their risk-
sensitivity and cost-sensitivity.

Rauniyar et al. [10] formulate the pollution-routing prob-
lem with two objectives, minimization of fuel consumption
(CO2 emissions), and minimization of total distance to be
traversed by multiple vehicles. The authors incorporate a
new paradigm of evolutionary algorithm, called multi-factorial
optimization, into NSGA-II and show better performance and
faster convergence than the traditional NSGA-II framework.
In [11], we study 4-objective dynamic path planning using
NSGA-II based on real road network and real traffic data from
Aarhus, Denmark. Our 4 objectives include Total vehicular
Emission Cost (TEC), travel time, number of turns, and dis-
tance. Our experiments produced a diverse set of solutions for
this problem and provided the user the flexibility of selecting
a path based on their preferences of the four objectives.
However, this framework does not consider the collision avoid-
ance constraint. It also does not include clustering the traffic
network first before searching for the routes in the network.

We further notice that in the literature of multi-objective
path planning on dynamic and stochastic road networks, the
focus has been on the total cost of individual road segments
that are part of the paths. Few works have extended the con-
sideration of node-node relationship that exists naturally on a
dynamic road network, that is, the temporal and spatial domino
effects of traffic congestion. One approach of understanding
this node-node relationship is through traffic clustering. Wang
et al. [12] developed a distributed traffic clustering system
based on affinity propagation algorithm [13] using Internet of
Things (IoT) technologies and sensors around road points, that
dynamically collects and analyzes the traffic flow data using
concepts from network theory, in particular maximum flow and
shortest path algorithms.

In this paper, we will first improve the traffic cluster-
ing in [12] with Speed Performance Index (SPI) [14] based
similarity instead of flow based similarity. Then, we will
integrate the traffic clustering into the multi-objective path
planning to improve the overall solution quality of the path
planning algorithm. To our best knowledge, there are few
works in improving the accuracy of multi-objective dynamic
path planning with clustering. In the literature, clustering has
been employed to reduce the complexity of multi-objective
problems. In [15], clustering of objectives is used to reduce the
dimension of the optimization problem. In [16], density based
clustering is used to classify regions into clusters to improve
the efficiency and reliability of coverage path planning method
for autonomous heterogeneous Unmanned Aerial Vehicles
(UAVs). The contributions of this paper are as follows:

1) We improve the multi-objective dynamic path plan-

ning algorithm in [11] with a new objective for traffic
congestion minimization and collision free constraint.

2) We improve the traffic clustering in [12] with SPI
[14] based similarity instead of flow based similarity.

3) We propose an innovative technique to integrate the
clusters with the multi-objective optimization algo-
rithm to improve route planning.

III. OBJECTIVES

A road network is modeled as a directed graph G = (V,E),
where V is the set of nodes, and E is the set of edges. A link
from node vi ∈ V to node vj ∈ V is shown by eij ∈ E. A
loop-free path is represented as a linked list of nodes, with
the source node S as the head and the destination node T as
the tail of the linked list, with no node appearing more than
once. The constrained multi-objective path planning problem
is a minimization problem that finds a set of solutions with the
minimum travel time, minimum distance and minimum traffic
congestion, with the constraint of avoiding collisions based on
real-time sensor data.

A. Objective 1: Distance
The distance of a path is calculated using (1)

f1(Distance) =
∑
e

le,∀e (1)

where le is the length of edge e on a path. le is calculated
based on the static road network once a path is determined.

B. Objective 2: Time
The total time on a path is given by (2)

f2(Time) =
∑
e

te∀e (2)

where e is an edge on a path, and te is the total time the
vehicle travels on the edge. te is recorded by the simulator
based on real-time vehicle dynamics.

C. Objective 3: Inverse of Road Congestion Index
Road Segment Congestion Index is a measure introduced

by He et al. [14]. In [14], the SPI Rv is expressed in
(3), where v represents average vehicle speed in km/h, and
Vmax represents speed limit on the road segment in km/h. To
normalize SPI, speeding is not considered in this equation, and
Rv is in the range of [0, 100].

Rv =

{
min(v,Vmax)

Vmax
× 100 if vehicle count > 0

100 otherwise
(3)

The traffic state level is considered

• heavy congestion if Rv ∈ [0, 25]

• mild congestion if Rv ∈ (25, 50]

• smooth if Rv ∈ (50, 75]

• very smooth if Rv ∈ (75, 100]

The Road Segment Congestion Index, Ri, is calculated in (4)
and (5), where Rv represents the average of SPI, RNC denotes
the proportion of non-congestion state, i.e., when the SPI is
in the range of (50, 100], tNC denotes the duration of non-
congestion state in minutes, and Tt denotes the length of the
observation period in minutes. The value of Ri is in the range
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of [0, 1]. The smaller the value of Ri, the more congested a
road segment is.

Ri =
Rv

100
×RNC (4)

RNC =
tNC

Tt
(5)

The road network congestion index, R is then expressed in
(6), where Li is the length of road segment in km. Similarity,
R ∈ [0, 1], and the smaller the value of R, the more congested
a road network is. For our minimization problem, we want to
find the minimal values of R−1 for the least congested paths
using (7). Theoretically, it is possible for R to be 0, meaning
that every road segment on a path is congested. However, this
scenario rarely happens in reality. As shown in Figure 1, at the
rush hour of 7:30 a.m., only a few disconnected road segments
were color coded as red, representing high congestion status.
Even if a path has R as 0 and therefore infinite value for R−1,
this path will be deemed a bad solution and abandoned by the
optimization algorithm.

R =

∑
i

RiLi∑
i

Li
(6)

f3(R
−1) =

∑
e
Le∑

e
ReLe

∀e (7)

D. Constraints
The minimization optimization of the three objectives is

subject to the following constraints:

e ∈ G,∀e ∈ P (8)

count(v) = 1,∀v ∈ P (9)

g(e) =
∑
e

CollisionCounte = 0,∀e ∈ P (10)

where the first constraint (8) ensures that a path P is valid,
that is, all its edges belong to the road network G, the second
constraint (9) ensures that a path P is loop free by making sure
any node in P appears exactly once, and the third constraint
(10) ensures that the collision count on the entire path is zero.

IV. SOLUTION METHODOLOGY

A. Affinity Propagation Clustering
Clustering is a preprocessing step for the multi-objective

path finding. Our clustering algorithm is based on the dis-
tributed, message-passing Affinity Propagation clustering pro-
posed by [12]. We further improve the clustering algorithm
with SPI based similarity instead of flow based similarity.

First, we generate a node based SPI using algorithm 1.
Then we calculate pairwise similarity based on SPI at nodes

using algorithm 2. The similarity is based on the assumption
that if the target node j is congested, then the similarity
between source node i and j is related to the most congested
node on the shortest path from i to j. In addition, the closer i
and j are spatially, the more likely they are similar.

Once the similarity is defined, the Affinity Propagation
clustering algorithm works as follows. First, a node i considers

Algorithm 1 Node Speed Performance Index

Require: road graph G, node i, time step t, SPI Matrix S
Ensure: SPIi

1: ine = G.in edges(i)
2: oute = G.out edges(i)
3: ineSPI, outeSPI = 0
4: for i, j, d in ine do
5: ineSPI = ineSPI + S[i, j][t]
6: end for
7: for i, j, d in oute do
8: outeSPI = outSPI + S[i, j][t]
9: end for

10: SPIi = average( ineSPI
len(ine) , outeSPI

len(oute) )

Algorithm 2 Pairwise SPI Similarity

Require: road graph G, origin i, target j, time step t,
SPI Matrix S

Ensure: Sim(i, j)
1: Calculate SPIj
2: p = G.ShortestPath(i, j)
3: minSPI is the smallest SPI on p
{Distance in km}

4: dist = len(p)
5: Sim(i, j) = minSPI

SPIj∗max(dist,1)

itself as a cluster k, then it calculates two local variables
responsibility r(i, k) using (11), and availability a(i, k) using
(12) based on a, r values from other nodes of its commu-
nication range, as well as pair-wise similarity s it calculates
based on the traffic information received from the other nodes.
To compute responsibility r(i, k), the algorithm finds another
data point k

′
that has the highest (maximum) availability and

similarity, and computes the difference in the similarity. In
addition, responsibility r(i, k) represents how well k is the
center of i, so it does not only consider how similar i and k are,
but also considers which one of i and k is more suitable be the
center. Self responsibility r(k, k) could be negative or positive.
If it is negative, it implies that the node is more likely to be
a member of some cluster rather than the center of a cluster.
Finally, node i belongs to the center k that gives maximum
a(i, k) + r(i, k). The message passing Affinity Propagation
clustering algorithm has no central control, does not require
the number of clusters to be given, and runs dynamically unless
terminated deliberately.

r(i, k) = s(i, k)−max
k′ 6=k

(a(i, k′) + s(i, k′)) (11)

a(i, k) =


min(0, r(k, k))−

∑
i′ 6=i,k

max(0, r(i′, k)) if i 6= k∑
i′ 6=i,k

max(0, r(i′, k) if i = k

(12)

B. Multi-objective Path Finding

Once we have cluster ids of each node at time step t, the
NSGA-II multi-objective path finding process in (4) [11] is
executed.
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Algorithm 3 Message Passing Affinity Propagation Traffic
Clustering at Node i

Require: road graph G, time step t
Ensure: cluster id k

1: Initialize availability ai = [0]
2: while not terminated do
3: Compute pair-wise similarity s
4: Collect a from adjacent nodes
5: Calculate ri
6: Broadcast ri
7: Receive r from adjacent nodes
8: Calculate ai
9: Broadcast ai

10: Compute local cluster id k at time t
11: end while

Algorithm 4 NSGAII for Traffic Aware Many-Objective Dy-
namic Route Planning

Require: road graph G, start node s, end node t,
initPopulationSize, generations, crossoverPoints,
tournamentSize, mutationProb

Ensure: paretoFront
{Initialization}

1: population = randomLoopFreePath
(s, t, initPopulationSize)
{Main loop}

2: for generation← 1, generations do
3: population = breedPopulation(population,

crossoverPoints, tournamentSize, mutationProb)
4: scores = scorePopulation(population)
5: population = buildParetoPopulation(population,

scores)
6: end for
{Final Pareto Front}

7: scores = scorePopulation(population)
8: paretoFront = identifyPareto(population,scores)

1) Collision Avoidance: The constraint of collision avoid-
ance is added to the solution selection process of the main
algorithm. Solution x1 constrained-dominate x2 in the follow-
ing three situations [5]:

• solution x1 is feasible and x2 is not.
• x1 and x2 are both infeasible, but x1 has a smaller

constraint violation.
• x1 and x2 are both feasible and solution x1 dominates

solution x2 in the usual sense.

This relaxed selection process allows infeasible but less
constrained parents to be included in the breed process, and
allows for better diversity in the end. At the selection of the
final pareto front, all the infeasible solutions are removed from
the solution set.

2) Clustering Incorporation: In order to incorporate the
clustering result into the process, we make an important
assumption: if start node i and j of a directed edge e = i− > j
are in the same traffic cluster at time t, then all the incoming
edges of i are affected by e in terms of traffic, because the
traffic flows in this order: the incoming edges of i− > i− > j.
Based on this assumption, we take the average of all SPI values
of the incoming edges of i and e, and assign the average value

back to these edges. This process is described in the following
algorithm 5.

Algorithm 5 Cluster Average SPI

Require: road graph G, begin node i, end node j, time step t,
SPI matrix S, Cluster matrix C

Ensure: Cluster Average SPI matrix S’
1: if C[i][t] == C[j][t] then
2: ine = G.in edges(i)
3: eid = G.edges.index((i,j))
4: sumSPI = S[eid][t]
5: for a, b, d in ine do
6: eid = G.edges.index((a,b))
7: sumSPI += S[eid][t]
8: end for
9: avgSPI = sumSPI

(1+len(ine))
10: for a, b, d in ine do
11: eid = G.edges.index((a,b))
12: S[eid][t] = avgSPI
13: end for
14: end if

V. EVALUATION AND ANALYSIS OF RESULTS

A. Road Network and Traffic Data
The road network of Aarhus, Denmark [17] is represented

as a graph composed of 136 nodes and 443 edges. In addition
to the topology, the metadata also includes the latitude and
longitude of the nodes, the street name of a node, and the
speed limit and length of an edge. The traffic data includes
sensor data recorded on each edge from February to June 2014,
such as vehicle counts and average speed. The sensor data is
collected every five minutes. Because there is no collision data
available at the data set, we simulated random collision points
using the roulette wheel selection, that is, if a random number
is smaller than the probability calculated using a small constant
p and the road segment congestion index Re, then there is a
collision on the road. In this paper, p = 5. Since Re ∈ [0, 1],
the selection probability is in the range of [5%, 10%]. The
more congested a road segment is, the more likely there is a
collision. In the future work, we will simulate the traffic flow
and collision in the road network simulator SUMO (Simulation
of Urban MObility) [18].

B. Implementation and Parameters
The code of the paper is written in Python 3, with refer-

ences to code snippets from [19]–[21].The experiments are run
on a MacBook Pro with 2.3 GHz Intel Core i5 and 8 GB 2133
MHz LPDDR3.

For our experiments, we consider multi-objective dynamic
path planning from startNode 4320 (city of Hinnerup) to
endNode 4551 (city of Hasselager). We determine experimen-
tally the parameters for NSGA-II as initPopulationSize =
100, generations = 100, crossoverPoints = 5,
tournamentSize = 2, mutationProb = 0.8. For traffic
data, we treat the beginning timestamp 2014-03-01T07:30:00
as timeIdx = 0.

C. Improvement of Traffic Clustering using SPI Based Simi-
larity

We evaluate the cluster quality using the same metrics used
by [12], including Silhouette coefficient [22] and the mean
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TABLE I. RESULT COMPARISON OF FLOW BASED AND SPI BASED
AFFINITY PROPAGATION CLUSTERING

Time
Stamp

Flow Based Clustering SPI Based Clustering
Number
of Clus-
ters

Silhouette
coeffi-
cient

Mean
Simi-
larity

Number
of Clus-
ters

Silhouette
coeffi-
cient

Mean
Simi-
larity

2014-03-01
T07:30:00

0 0 0.041 25 0.481 0.710

2014-03-01
T07:35:00

26 0.207 0.313 25 0.480 0.713

2014-03-01
T07:40:00

21 0.174 0.266 25 0.480 0.712

2014-03-01
T07:45:00

22 0.206 0.296 25 0.475 0.710

Figure 1. Traffic Clustering of the road network of Aarhus, Denmark

similarity within all clusters. Silhouette coefficient evaluates
item similarities of inter and intra clusters. Mean similarity
is the average of all pairs of intra-cluster similarity. For both
metrics, higher values indicate higher cluster quality. As shown
in table I, the use of SPI based similarity is very effective in
improving the clustering of the road points. In these four time
stamps, SPI based clustering creates much higher values of
Silhouette coefficient and mean similarity consistently. Figure
1 is a visualization of the road map of Aarhus, Denmark at
7:30 a.m. on 2014-03-01, where the nodes are marked and
color coded with their cluster ids, and the edges are color
coded with road segment congestion index Ri. The color red
means heavy congestion with Ri = 0, and green means very
smooth with Ri = 1. The visualization shows that adjacently
connected road points usually belong to the same cluster, and
these road segments have similar traffic conditions. This is
because the SPI based similarity considers both congestion
conditions and spatial adjacency between two road points.

D. Improvement of Multi-objective Path Planning with Clus-
tering

For the multi-objective path planning, we compare our
NSGA-II with clustering with the same algorithm without in-
corporation of clustering. Table II shows the comparison of A*
[23] shortest path, NSGA-II and NSGA-II with clustering in
terms of the three objectives, one constraint, and an additional
metric called total vehicular emission cost (TEC) [24]. This
metric is used in our previous paper [11] as one objective of
monetized value for vehicular emission. For the convenience of
comparison, we take average of each object for all the pareto

TABLE II. RESULT COMPARISON OF A*, NSGA-II, AND NSGA-II
WITH CLUSTERING

Path
Finding
Algorithm

Number
of
Solutions

Objectives Constraint Other
Metric

Average
Dis-
tance
(KM)

Average
Time
(Min-
utes)

Average
R
Inverse

Average
Colli-
sion

Average
TEC

A* 1 22.825 33.031 1.201 1 0.069
NSGA-II 100 29.769 57.828 1.132 0 0.075
NSGA-
II with
Cluster-
ing

100 31.072 45.457 1.089 0 0.068

Figure 2. MOO with Clustering Pareto Front Visualization

front solutions in three independent executions of the pro-
grams. The single objective A* path has the shortest distance,
but it does not guarantee collision free. It also has higher than
average R−1 compared to the multi-objective approaches. In
comparison, the multi-objective approaches produce a diverse
variety of solutions for the decision making process to choose
from. Between the two multi-objective approaches, we observe
that although the clustering based approach generates longer
paths in average, the travel time and congestion are both more
optimized than the other approach. The lower average value of
TEC also indicates that these solutions are more traffic smart.
Figure 2 is the parallel coordinate visualizations of pareto
front.

Finally, Figure 3 shows three alternative paths found by the
clustering based approach: the path with minimum distance
(blue nodes), the one with minimum time (yellow nodes), the
one with least congestion (green nodes). For comparison, A*
shortest path is also highlighted (red nodes). This visualization
has a limitation that a node belonging to multiple paths only
carries the color of one path following the coloring sequence
mentioned in the previous sentences. For example, if a node
is on both the MOO path of least congestion and the A*
path, it is colored as red. Despite of this limitation, this figure
shows different possibilities of path planning depending on the
preference of the decision making system.

VI. CONCLUSION AND FUTURE WORK

In this paper, we model the autonomous path planning
problem as a three-objective minimization problem with the
constraint of collision free. We show that our NSGA-II based
framework finds a diverse set of alternative solutions for
the decision making system to choose from based on the
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Figure 3. MOO with Clustering Path Examples Visualization

preference of the three objectives: distance, time, and traffic
congestion, instead of one single solution from the A* shortest
path algorithm. We propose a novel approach to integrate
SPI based road point clustering into the multi-objective op-
timization considering the domino effect of congestion. Our
experiment shows that NSGA-II with clustering produces more
congestion smart solutions than NSGA-II without clustering.

As a future work, we would like to extend our work in
three directions:

1) Explore other multi-objective evolutionary algo-
rithms, such as multi-objective Ant Colony Optimiza-
tion (ACO) [25] and MultiObjective Evolutionary
Algorithm based on Decomposition (MOEA/D) [26].

2) Explore traffic prediction techniques such as the
emerging Graph Neural Networks [27].

3) Simulate the traffic flow and collision in the road
network simulator SUMO (Simulation of Urban MO-
bility).
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Abstract: The main focus of the cyber-security community has 

been to make operating systems and communication networks 

more secure and harder for attackers to penetrate. The most 

frequently used web application and user web pages are 

developed today with the Web Content Management System 

(WCMS), as it allows user-friendly access, easy development 

and operation. Any malware that can penetrate the WCMS 

can significantly affect the system itself and the service the web 

pages offer. This paper presents the approach for identifying 

the vulnerabilities of the majority of Internet sites with WCMS 

applications and the remedies to be applied with the use of an 

automated, fast and dynamic vulnerability detection tool. The 

state of the web sites vulnerability in Europe and the impact 

factors that influence the vulnerability to be present are 

presented and discussed. 

Keywords- cybersecurity; scanners and crawlers; WCMS 

vulnerability; security state of European web space. 

I. INTRODUCTION 

We do business, pay through the Internet, store 
documents and share our personal information, card numbers 
and identification data online very frequently. There is no 
doubt that this data is private and should be stored as safely 
as possible. The vision of the future Internet involves 
building a new generation of applications made by merging 
services and data from different providers and organizations 
[1]. Web services provide the basic interface between the 
provider and the consumer, supported by complex software 
components like the operating system, the server application 
and many additional systems like databases, shops and 
selling systems, appliances for different services, etc. Web 
services are subject to several unique security concerns, due 
to their pervasiveness, seamless interoperability and 
operations that can be remotely invoked by the user, and they 
need to be carefully considered in view of the envisioned 
architecture of the future Internet. The major web-security 
concern is related to the differences between the web 
applications that do not have embedded security protection 
and the security solutions present in traditional messaging 
techniques applied within other Internet services. For 
instance, the SOAP protocol used in web-service 
communications does not address the security itself and can 
be bypassed by a firewall [2]. 

This article provides a brief overview of the tools used 
for inspecting the web vulnerability at large and the newly 
developed tool called VulNet that scan the Internet web 
space at large for identifying vulnerability within websites 
built with WCMS (Web Content Management System) 
application. The tool is an advancement in the field when 
compared with other known proprietary or open-access tools. 
Its major improved properties are fast scanning at large, 
ethical search of vulnerability, acceptable scoring 
mechanism enabling comparison of the security between the 
web spaces in different regions of the world. The paper is 
divided into five sections. After the introduction, the second 
section introduces the reader to the area and describes the 
problem being addressed. The third section presents the tool 
components and its functionality. The next section provides 
an overview of the results and informs about the factors that 
impact the appearance of higher presence of vulnerability 
among particular web spaces. The paper ends with a 
conclusion and points to the limitation of the tool and the 
presented study results.   

 
II. OVERVIEW OF THE AREA 

   
A. WCMS  

 
The continuous evolution of networks based on Internet 

technology has made its services very attractive and many 
different new applications appeared with the use of WCMS. 
A modern Content-Management System (CMS) like Word- 
Press simplifies website creation as it allows the 
functionality of the site to be extended with additional 
applications known as plug-ins that are available for 
downloading from known databases. Currently, the 
estimated number of plug-ins is close to 54,000 and the total 
number of downloads is close to 900 million. Public web 
applications are usually accessible from anywhere in the 
world, but many corporate web applications that are set on 
networks with restricted access are also accessible. Web 
applications handle very sensitive information, ranging from 
banking to health directories, as well as personal images and 
photographs that are of interest to criminals and attackers. 
According to a survey carried out by W3Tech, about 52.9% 
of Internet websites use some kind of web-content 
management system [3]. The most popular open-source 
Web-Content Management Systems (WCMSs) are 
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WordPress, Drupal and Joomla [4]. A technology survey by 
BuiltWith Pty Ltd in 2017 concluded that about 46% of the 
top one million websites use WordPress [5]. The reason is 
that WCMSs allow users, even without an in-depth 
knowledge of web technology, to deploy and offer system 
content to users. Due to the popularity of these systems, they 
have become an interesting target for malicious attackers, 
and, therefore, the importance of the security features and the 
overall vulnerability of these applications have become very 
important, especially in cases where the web-content owners 
do not possess the necessary knowledge and understanding 
of the possible threats to the system. Writing computer 
programs is a complex task and modern software 
development usually involves combining many libraries and 
frequently not all the bugs have been removed in the 
developed software. Design errors become a risk, especially 
when the security of the program has not been taken into 
consideration from the beginning of the design process. The 
architecture and the design of a computer system are 
expected to be coherent and to follow the security principles, 
but this is not the case in the current web space [5]. Knowing 
the system’s vulnerability represents the most vital and 
precious information for malicious parties. The removal of 
the vulnerability increases the resilience of the underlying 
system. That is why the operation and management of the 
web system should be actively monitoring and removing the 
vulnerable parts of the system to prevent possible attacks. 
The vulnerability testing of websites can be performed using 
two approaches. One is called white-box testing, in which 
the testing software has access to the source code of the 
application and this source code is then analyzed to track 
down defections and vulnerabilities in the code. These 
operations are expected to be integrated into the web-
development process with the help of add-on tools within the 
development environments, but they are usually not used, 
especially when the system is upgraded with new plug-ins to 
enhance the service and user satisfaction. The other approach 
is called black-box testing, where the tool has no direct 
access to the source code, but instead it tries to find 
vulnerabilities and bugs with special input test cases that are 
generated by the tool and then sent to the application.  
Responses are then analyzed for unexpected system 
behaviors that indicate the errors or vulnerabilities of the 
system. A black-box security scanner typically uses a 
mixture of passive (typically, during the crawl) and active 
(typically, post-crawl) vulnerability- testing techniques like 
code execution [6].  
 

B. Crawlers and scanners  

 

       Identifying the vulnerabilities across the whole web 

space of the Internet is not an easy task, though this 

information is extremely valuable, helpful and required by 

the website owners. The available vulnerability-testing tools 

are either restricted to internal use by the owners of corporate 

or organization networks, as they use software mimicking 

real attacks, or they just scan the basic web server’s 

vulnerability, without providing sufficient information about 

the whole WCMS system and the associated plug-ins. A 

common approach for inspecting the web vulnerability is 

scanning the Internet sites and associated domains with the 

use of a web crawler in combination with a search engine, 

such as Google. Web crawlers, however, have multiple 

problems. Some crawlers access the same URLs [7] more 

than 1000 times, as there is no intelligence in-built into the 

crawler that help in avoiding repeating accesses to a web 

site. Any web-vulnerability inspection of the web 

application, besides the crawler, needs additional software, 

as the information sought beyond the port data is located in 

the plug-ins and in the web pages applications. The detection 

of infinite loops and the actual depth of crawling in the web 

space are difficult as the websites are not static and the web 

pages change over time due to user intervention. A more 

difficult problem is related to the large number of pages and 

the amount of data included. As a consequence, the crawling 

process can take a long time and the results are frequently 

not a snapshot of the system, as multiple pages might have 

changed during the scan. However, in recent years some 

improvement to Internet-wide scanning was achieved with 

tools such as ZMap and MasScan [8]. ZMap was developed 

by the University of Michigan and is now the main tool of 

the Internet-search service known as Censys [9]. Shodan is a 

similar service that uses behavior or grab techniques to 

identify the vulnerabilities of sensors and similar devices. 

Shodan collects data mostly on web servers, but it is supplied 

with applications to access FTP servers and other known 

Internet ports such a Telnet (virtual terminal), SNMP (mail), 

IMAP (encrypted mail) and the Real Time Streaming 

Protocol. The latter are used to access web cameras and their 

video stream. However, Shodan does not conduct a deep 

review of the sites. Despite the popularity of these tools, they 

are not real crawlers, but rather ports scanners looking for 

the HTTP type of servers that are usually extended with 

additional applications. The collected port information using 

these tools does not include information about the 

vulnerability of the applications and the plug-ins as they 

operate only with an IP address and do not crawl links within 

the website’s content. The systems are proprietary, but the 

service is publicly available. A similar publicly available tool 

is called Nmap [8], which requires multiple machines and 

weeks to complete any horizontal scan of the public address 

space, making it rather slow [5]. Running regular web 

vulnerability scanners against numerous websites is time 

consuming and, if exploit techniques are used, the scan is 

considered as illegal if browsing permission is not granted by 

the owners. Another way of detecting the vulnerability 

without breaking the law [6] is to detect the application and 

then identify its issuing version or its fingerprint and then 

look in a database with the identified vulnerabilities of that 

particular version. The most well-known vulnerability 

database with vulnerable plug-ins is the National 

Vulnerability Database (NVD) that is hosted by the National 

Institute of Standards and Technology [10] and is used by 

most of the known scanners. The capacity of scanning web 
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sites differs among the scanners.  The first group of known 

scanners usually scans data sets between 20,000 and 200,000 

websites [11]–[13], but forgetting the rest of the web, and 

they are focusing on specific vulnerability, such as XSS, 

SSL, SQL injection, phishing, Heartbleed and search-

redirection attacks, instead of covering all of them at once. In 

addition, their methods are also time-consuming: they need 

more than 9 days to measure a dataset of 200,000 websites. 

They focus on determining whether a given input propagates, 

rather than efficiently finding the propagating inputs, for 

arbitrary vulnerabilities [12] [14]. The second group 

performs the scanning of the Internet IPv4 protocol for a 

specifically defined subject area, such as hosted services, 

SSL/TLS, vulnerabilities or specific software or protocol 

vulnerabilities by using mass scan tools such as ZMAp, 

Nmap and Massscan [15]–[17]. This technique is good for 

the fast TCP/IP stack-fingerprinting technique to identify the 

OS’s type, port range scan, and basic web, but not for a 

detailed overview of the online content vulnerabilities. In 

this case the CMS’s core and plug-in vulnerabilities are not 

inspected. 

                                                                                       
TABLE I. TOOLS COMPARISON 

 
      

      IV. VULNET AND ITS FUNCTIONALITY 
 
The general methodology for web scanning and data 

collecting consists of six steps: a) collecting the IP 
addresses of the web targets, b) accessing and c) getting 
responses, d) sending queries for application patterns, e) 
collecting vulnerability information and f) saving and 
validating the results. The last three steps in current web 
scanners differ very much due to their capability to catch 
relevant objects, the range of the collected data, the speed 
of the provision of answers and the vulnerability analysis 
provided. The VulNet tool provides effective search for 
vulnerable servers on a large scale by scanning multiple 
web pages on the same host with different IP addresses.   

The VulNet tool is built from four modules presented 
on Figure 1. The first module is the local Signature 
database, which stores all the known WordPress plug-ins 
and different core versions of the WCMS. The second 
module is the Common Vulnerabilities and Exposures 
(CVE) database, built up from different public resources 
available online (CVE databases, Exploit databases, etc.). 
In the production of these two blocks a specific 
methodology for scoring the vulnerability was used that 
indexes each known plug-in or version of the WCMS. The 
value of a particular index depends on the assessment of 
the potential threat if the vulnerability is exploited. The 
CVE database contains 300 identified vulnerabilities of the 
WordPress core versions and more than 1300 WordPress 
plug-ins exploits. The index value is assigned based on the 
developed scoring mechanism that enables easier 

verification of the potential damage and the vulnerability 
assessment. The index values for seven known  
vulnerabilities run from 3 to 9, but the group of all the 
vulnerability types is scored to 10. 

 

 
                           Figure 1. The tool components 

 
The search mechanism is fast as the likelihood  of false 

or repeated access to web site is reduced feedback 
information received from the crawler and the matching 
with the data of the temporary set data base that is set up to 
prevent repeating access to already visited web server. 
Enabled parallel computation of the code as well reduce 
the time for scanning. Specific scoring mechanism of 
insecurity based on the found vulnerability enables a rapid 
and reliable analysis and assessment. Since there is no list 
of WordPress sites on the Internet, the first step in the 
search process is to scan the entire web space and to find 
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the sites with a WCMS. According to Verisign’s data 
(verysign.com) the web space is enormous, as there are 
more than 350 million web domains registered on the 
Internet. Unfortunately, not all DNS (Domain Name 
Server) zones are accessible (due to private networks) and 
for that reason a list of root domains is created in the 
initiation operational phase of the tool. To speed up the 
process, all the services that allow the use of shortened 
URLs, and large sites like Facebook, YouTube, and 
Instagram are removed from the search list as they are not 
operating any significant device. After identifying the 
presence of a WCMS the query part of the tool looks for 
the presence of the file under the name ‘‘robots.txt’’, used 
to verify whether the site allows browsing, meaning that 
the reviewing of the web applications is legal. The next 
step is sending queries to the site and collecting 
information about the content.  

 
 

      Figure 2. The vulnerability of one affected domain. 

 
The tool looks for the web meta tag generator (<meta 

name ‘‘generator’’ content ‘‘WordPress 
5.1.1’’>), which usually contains information about the 
version of the plat- form. If the data is missing, then the 
tool looks for CSS and JS files, (/wp-includes/js/wp-emoji-
release.min.js?ver 5.2); this information is provided at the 
end of the file. The tool then parses the plug-ins (wp-
content/plugins/wp-hide-post/public/js/wp-hide-post-
public.js?ver2.0.10) to obtain the version applied. If the 
version of the plug-ins is not avail- able in the CVE 
database, then the plug-ins are stored in a separate folder 
for further analysis and a search of exploits. The server 
vulnerability of the affected domain (e.g., the country top-
level domain) is presented in a way that does not show   
the ownership of the web site type (e.g. Apache/2.2.15 
CentOS), and the IP address are also stored and used later 
to identify the server’s location and the country of origin. 
The scoring assessment for the vulnerability of the 
website’s page is based on two sets of parameters: the first 
set is used for the risk assessment of the website’s core 
C(s), and the second set is used for a risk assessment of the 
attached plug-ins P(s). The version of the website’s core is 
first verified and then the tool looks for the potential 

vulnerability of the core in the signature database. In the 
case of several identified vulnerabilities in a web page, the 
score with the highest value is selected for the website 
core’s risk parameter. The same approach is applied to the 
plug-ins: the first match is found for each of the plug-ins 
and then the vulnerability with the highest risk parameter 
is selected for the plug-in’s risk value. 

The calculated vulnerability-risk score for the web 
WCMS is calculated as an aggregated score from the score 
obtained of the web-server core and the highest found 
vulnerability found among the plug-ins. The scan speed 
and the answers that provide the data are very important 
characteristics of any scanning tool. VulNet is capable of 
scanning 90,000 web pages in 15 minutes. The answering 
speed is variable, as the response of the WCMS pages 
depends on how fast the web server is at delivering the 
responses. Some servers need up to 15 seconds to respond 
and that timing influences the speed of the data collection. 
The program’s logic is written in the Python programming 
language. 

 
IV. THE STUDY  RESULTS 

A. General findings 

In the first scan with Vulnet 115 million randomly 
scanned web addresses from around the world (over 194 
countries) were accessed. The tool established 
126,086,633 links, but some of the visited web servers 
were found to not be active as the waiting time response of 
15 seconds was exited. Among these sites there were 
16,274,980 valid WordPress installations and 14,887,047 
plug-in installations. In the identified web set, more than 
5,018,262 were found to be vulnerable, representing 31% 
of all the WordPress installations on the Internet, where 
2,475,337 had a higher score than 5. A total of 4,356,067 
vulnerabilities were detected among the detected plug-ins 
and 2,795,855 had a score higher than 5. The analysis of 
the results revealed that there are very vulnerable core 
versions of WordPress, recent versions of WordPress 
accounting for over 1 million vulnerable pages tool of 
found vulnerability in an affected domain. The repeated  
scan that was implemented  six  months  later showed that 
the number  of identified top-10  vulnerable plug-ins   as 
well the top-10 outdated vulnerable plug-ins were not 
changed very much, neither in frequency nor in plug-in 
type. However, some other changes were noticed in the 
general scan. The status of 12,865,441 websites  from the 
first run  and   10,330,577 among them  retained the same 
vulnerability status. There was found lower number of 
unknown core version and higher version of secure web 
sites.  This transitions from hidden core versions with the 
implementation of new WP core versions release in 2020 
contributed the percentage of the   overall security to be 
higher.   

 
B. Study results from  the inspected European web 

spaces  
The exploratory study with the Vulnet tool  started in 

the middle of September 2019. The scanning of the  
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European web space provided  a  set of   23,131,336 
websites, among which  3,738,654 with WordPress 
applications  (16%)   The websites belong to the following  
European countries: Germany (DE), Netherlands (NL), 
France (FR), Great Britain (GB), Italy (IT), Denmark 
(DK), Poland (PL), Spain (ES), Sweden (SE), Switzerland 
(CH), Czech Republic (CZ), Ireland (IE), Finland (FI), 
Austria (AT), Romania (RO), Belgium (BE), Hungary 
(HU), Bulgaria (BG), Norway (NO), Slovakia (SK), 
Estonia (EE), Slovenia (SI), Portugal (PT), Croatia (HR), 
Lithuania (LV), Luxembourg (LU), Greece (GR), Iceland 
(IS), Latvia (LT), and Cyprus (CY). The selection of these 
countries was based on the availability of data regarding 
the digital development provided from credible sources 
like the International Telecommunication Union (ITU) 
(ITU, 2019) and Eurostat (Eurostat, 2019).  The number of 
WordPress sites that were vulnerable in the European 
sample of 3,738,654 WordPress websites was 1,339,325 
and the number of websites without vulnerabilities was 
1,187,085.  The rest of the websites did not provide 
vulnerability information as the versions of the core and 
plug ins were hidden. A website was considered to be 
secure if no vulnerability was detected in the core and in 
the attached plug-ins.  The percentage of insecure 
WordPress sites in a particular EU country ranged between 
30 and 47 %, with the average of the whole set being 38%. 

The macro-analysis of the collected data provided a 
good insight into how plug-ins and the web core state 
influence the overall state of a website’s vulnerability. The 
correlation between the plug-ins vulnerability and the 
overall web site vulnerability was high (r = 0.91). So it 
concluded that the number of insecure websites  primarily 
depends on the number of insecure plug-ins (at least one) 
in the web sites. All found insecure-core websites were 
critically unsafe, as their score was, for the majority,  
above 5 from maximum score of 10.  Plug-ins overall  
insecurity is the greatest risk for  a website to become 
insecure,  similar conclusion was presented in the study  
presented by  Vases & Moore [18] but on  much less 
entries in their  sample. The comparison of the level of 
digital development with the level of web insecurity 
among was intended to discover whether different 
parameters that measure the digital economy and social 
advancement provide   an impact on the appearance of 
higher insecurity. Two indexes were considered Cost of 
the fixed access to Internet normalized with GNI data 
(Gross National Income) and the level of Digital skills 
among country population. Eurostat recognize three levels 
of DS: low, middle and high. Figure 3 shows the    
relationship between the percentage of secure and insecure 
websites in a particular country with indication of the    DS 
levels. DS index higher than 75 is colored in green, orange 
is used for  a DS index between 75 and 50, and the lowest 
DS country index being  below 50 is colored blue. 

 

 
Figure 3. Percentage of secure and insecure sites in a country with 

different level of Digital skills. 

 
        The following countries: Finland, Sweden, Norway, 

the Netherlands, Denmark, Switzerland, Germany with 

high digital skills, have high percentage of secure websites 

and a low percentage of insecure websites are grouped in 

the bottom-right corner in Fig 3. They have high DS index 

as well. In the group of countries with low digital skills 

and a high percentage of insecure websites, the following 

countries are found: Lithuania, Poland, Bulgaria, Greece, 

Latvia, Portugal, Ireland, Czech, Romania, Slovenia, 

Croatia, Hungary and Cyprus. In the group of countries 

with a middle level of digital skills and a moderate 

percentage of insecure websites are Belgium, Austria, 

Slovakia, Great Britain, France, Austria, Iceland, Estonia, 

and Italy.  The findings suggest that high DS contributes to 

the higher security of the country web space. 

The correlation of the fixed-cost access to the Internet 

normalized with the country’s GNI, as shown in Fig. 4, 

provides  another  insight   into  the influential factors 

affecting the presence of insecurity with the Cost of access 

to fixed Internet normalized with GNI (the Gross Income 

of a Country).  At a lower fixed-access cost rate, the 

percentage of insecure websites is also the lowest, and the 

countries that belong to this group have the highest level 

or middle DS level, similar to the group in Fig 3. In this 

group, the following countries can be found: Denmark, 

Germany, Switzerland, Norway, Finland, Sweden, the 

Netherlands and Austria. The other group of countries with  

a much higher cost of fixed access have higher  percentage 

of insecure websites. They are as follows: Hungary, 

Bulgaria, Italy, Croatia, Slovenia, Poland, Latvia, 

Romania, Czech Republic, Estonia, Italy, Iceland, 

Luxembourg and Belgium. They form the middle group.  

These findings are also in line with the linear dependency 

between the level of DS and the percentage of insecurity 

sites (r = -0.68) and imply that a low fixed-access price for 

the internet is a positive factor for higher security.  Both 

factors have indirect influence on the awareness about the 

security provision in the web sites. 
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           Figure 4.  Impact of the Fixed cost for Internet access per GNI  

 

         The Vulnet tool was further reshaped as publicly 

available notification service for better management of the 

web site vulnerability.  Developed platform is offered   as 

a public service available to any   individual web owner or 

web administrator for regular  monitoring of  the  websites 

and discovering the vulnerabilities. By entering the 

website’s URL and the owner’s e-mail address on the 

platform portal, the platform sends information about this 

URL’s inspection regarding the potential presence of 

vulnerability. The vulnerabilities of the website are   

revealed only to the owner on the platform screen or by 

notification with an e-mail.   

 
V. CONCLUSION AND LIMITATIONS OF THE STUDY 

 

        The current known services and tools for measuring 

the WCMS vulnerabilities lack to provide real insight in 

the security of the websites operating with WordPress 

applications [18] as they usually provide only raw data, the 

address of the accessed server and the associated ports. 

The effectiveness of these known security tools is low as 

they do not provide information about the security holes 

within the web applications supported by the installed 

plug-ins. The presented tool and the study results show 

that known vulnerabilities and potential exploits can be 

found among the great part of the web space on the 

Internet. The advantage is in the applied scanning 

approach that allows a fast and reliable overview of almost 

all accessible web space and enables safe patch 

fingerprinting to be applied for improving the web 

security. Evidence that this is happening was notified in 

2020 when the security of   WordPress site installations 

rose sharply after the release of the new version of 

WordPress applications by the WordPress organization, 

that happen for a first time from 2007 year on. However, 

the approach and the tool have some limitations. The study 

was carried on websites with WCMS WordPress 

applications only. Although they represent the largest part 

of open-source WCMS installations in the whole web 

space, other systems like Joomla were not inspected.  An 

additional limitation comes from the collected data sample 

for the further stud, with sites having in their URL the Top 

Level Domain of a particular EU country and accessible 

zone files. The presence of other websites in the country 

with TLD different from the TLD of that country were not 

collected as affiliation to the country population was not 

known.  Despite that, the size of the obtained samples 

contained enough data for the carried exploratory analysis 

to be credible.  The applied and improved scoring system 

for insecurity follows the approaches in other studies with 

added vulnerabilities of the plug-ins.  Due to the ethical 

requirements of the applied web scanning, the search for 

vulnerabilities was limited only to websites with an 

accessible web core and a displayed   core version, which 

can be considered as another limitation of the study.  In 

case of hidden core version, data were not obtained.  
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