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MMEDIA 2017

Forward

The Ninth International Conferences on Advances in Multimedia (MMEDIA 2017), held
between April 23-27, 2017 in Venice, Italy, was an international forum for researchers,
students, and professionals where to present recent research results on advances in
multimedia, and in mobile and ubiquitous multimedia. MMEDIA 2017 brought together experts
from both academia and industry for the exchange of ideas and discussions on future
challenges in multimedia fundamentals, mobile and ubiquitous multimedia, multimedia
ontology, multimedia user-centered perception, multimedia services and applications, and
mobile multimedia.

The rapid growth of information on the Web, its ubiquity and pervasiveness, makes the
www the biggest repository. While the volume of information may be useful, it creates new
challenges for information retrieval, identification, understanding, selection, etc. Investigating
new forms of platforms, tools, principles offered by Semantic Web opens another door to
enable human programs, or agents, to understand what records are about, and allows
integration between domain-dependent and media dependent knowledge. Multimedia
information has always been part of the Semantic Web paradigm, but it requires substantial
effort to integrate both.

The new technological achievements in terms of speed and the quality expanded and
created a variety of multimedia services such as voice, email, short messages, Internet access,
m-commerce, mobile video conferencing, streaming video and audio. Large and specialized
databases together with these technological achievements have brought true mobile
multimedia experiences to mobile customers. Multimedia implies adoption of new technologies
and challenges to operators and infrastructure builders in terms of ensuring fast and reliable
services for improving the quality of web information retrieval. Huge amounts of multimedia
data are increasingly available. The knowledge of spatial and/or temporal phenomena becomes
critical for many applications, which requires techniques for the processing, analysis, search,
mining, and management of multimedia data

The conference had the following tracks:

 Multimedia Applications

 Multimedia Services

 SBD: Social and Big Data

 STCD: Models and Algorithms for Spatially and Temporally Correlated Data

We take here the opportunity to warmly thank all the members of the MMEDIA 2017
technical program committee, as well as all the reviewers. The creation of such a high quality
conference program would not have been possible without their involvement. We also kindly
thank all the authors that dedicated much of their time and effort to contribute to MMEDIA
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2017. We truly believe that, thanks to all these efforts, the final conference program consisted
of top quality contributions.

We also gratefully thank the members of the MMEDIA 2017 organizing committee for their
help in handling the logistics and for their work that made this professional meeting a success.

We hope that MMEDIA 2017 was a successful international forum for the exchange of ideas
and results between academia and industry and to promote further progress in the field of
multimedia. We also hope that Venice, Italy provided a pleasant environment during the
conference and everyone saved some time to enjoy the unique charm of the city.
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Daniel Thalmann, Nanyang Technological University, Singapore

MMEDIA Industry/Research Advisory Committee
Trista Chen, Trista Chen Consulting, USA
Alexander C. Loui, Kodak Alaris Inc., USA
Dimitrios Liparas, Information Technologies Institute (ITI) - Centre for Research & Technology
Hellas (CERTH), Greece
Siyu Tang, Alcatel-Lucent Bell Labs - Antwerp, Belgium
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Abstract—Intensive competition has driven enterprise to look
for more effective methods to increase performance. The
Electronic Performance Support System (EPSS) has been
proposed to provide instant performance whenever and
wherever needed. However, due to its difference to traditional
e-learning mindset, the adoption and design of EPSS is still at
the early stage. This research aims to find the critical success
factors of EPSS adoption through Resource-Based View
(RBV). Six companies that adopted EPSS were interviewed
and the success factors were identified. The results show that
organizational needs, knowledge management and renewal,
training materials and top management support are among the
most cited factors for success. Finally, specific
recommendations for companies in different adoption phases
are given for better success rate.

Keywords- electronic performance support system (EPSS);
performance support (PS); performance centered design (PCD);
resource-based view (RBV); critical success factor (CSF).

I. INTRODUCTION

With the advancement of the current market, the
importance of human resource and its productivity can not be
over emphasized. Business owners, human resource
development specialists, and information technology
professionals are putting their best efforts to enhance the
competence and performance of modern workers. However,
traditional training and developing concepts still focus on
making “teaching” and “learning” more effective, even
though this may take a longer time and the transfer from
learning to workplace may not always be efficient, requiring
numerous repetitions and a lot of practice.

The idea of Performance Support System (PSS) aims at
solving this very issue. It improves workers’ behavior, then
their performance, by providing the needed instruction and
information at the right place and the right time. Ideal
performance support is to provide workers mandatory

information or instruction whenever and wherever needed,

without the workers having to memorize numerous rarely-

used data or processes. It can also shorten the training period,
as workers can get immediate support after taking their
positions.

Gangano [33] stressed the necessity to align the learning
activity with the performance. Many professionals have
claimed Electronic PSS (EPSS) can effectively improve
individual’s efficacy and organization’s competing ability.
Many real world cases have also demonstrated how the
performance support system integrates various resources and
helps employees fulfill job requirements. [13][21][30]

EPSS has served as software a tool to help workers
complete their jobs even before the millennial [27]. With the
rise of the Internet, it has become natural to use networks as
media to deliver training. However, with the fast changing
pace and the increasing competition, modern workers need
faster and more precise information to help them handle the
tasks. Since these tasks and the circumstances might change
from time to time, the need for a fast transformation from
various customer demands and complicated knowledge to a
satisfactory result is growing quickly. As a result, the
development of PSS has regained attention and a
performance centered design methodology is also being
emphasized.

Along with the advancement of wireless and networking
technology, Mobile Performance Support System (MPSS)
extends the applicable circumstance without being limited to
a workstation, like traditional EPSS. The increment of
bandwidth allows more data to be transmitted
simultaneously, which makes the support and simulation
more vivid to reduce the transfer gap between knowing and
doing.

The progress of technology and the need to catch up with
the market demand both trigger the ongoing interests of PSS.
On the other hand, the obvious different approach from

1Copyright (c) IARIA, 2017.     ISBN:  978-1-61208-548-7
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traditional instruction design --- learner-centered or
instructor-centered --- to performance-centered design not
only constrains the available resources from the market, but
also requires a paradigm shift for the professionals involved
in the field.

This paper is structured as follows. In Section II, the
earlier research results about the definition and utilization of
Critical Success Factor (CSF) along with the evolving of
electronic PSS are presented to set the foundation of the
importance of this research. The research method, including
the background of interviewees and the categorized
interview content, are presented in Section III. The reflection
on the six cases presented and the suggestion for application
are discussed in Section IV. The conclusion is in Section V.

II. LITERATURE REVIEW

A. Critical Success Factor

In order to help organizations adopt the new tool and
widely utilize it so that efficiency can be increased,
fulfillment of the critical factors for successful adoption are
needed. Critical success factors are the items that have
positive effects on the operation while also increasing the
competing ability for the company. Critical success factors
vary under different circumstances.

The idea dates back to Commons’ “Limited Factor” [9]
which applies it on management and negotiation. Barnard [3]
adopted the idea and stated “Strategic Factors”, which are
factors people are looking for when making an analysis
during decision processes. Daniel [10] considered “Success
Factors” as elements filtered by three to six critical criteria
that vary from domain to domain. These elements are
influential to the success or failure of the industry and
companies need to put more resources on such impactful
areas. The optimization of the above elements can make
companies more successful.

Leslie and Richard [18] proposed eight critical success
factors for the adoption of information technology. Imtiaz et
al. [16] summarized 15 factors by reviewing articles from
1999 to 2012. Upon the research, they hypothesized 7 factors
such as: Top Management Support, Leadership, Clear Goals,
Team Capability, Effective Communication, Customer/User
Involvement, and Adequate Requirement have a strong
effect on the success of IT (Information Technology)
projects.

B. Resource-based View

To better link the critical success factors for performance
support system and the assessment of readiness for
enterprises, we utilized Resource-based View (RBV) to
analyze the factors. RBV refers to the fact that competitive
advantages of a firm lie primarily in the application of a
bundle of valuable, tangible or intangible resources at the
firm's disposal [23][26][29]. Barney [4] re-categorized
resources from the viewpoints of owned or held by
organizations. He then labeled Physical Capital Resources,
Human Capital Resources, and Organizational Capital
Resources. A subsequent distinction made by Amit and
Schoemaker [2] was that the encompassing construct

previously called "resources" could be divided into resources
and capabilities. In this respect, resources were tradable and
non-specific to the firm, while capabilities were firm-specific
and used to engage the resources within the firm. Such
implicit processes were used to transfer knowledge within
the firm [15][19].

Wu [31] suggested resources should be categorized as
tangible capital and intangible capital which can be measured
by a dollarized value, while capabilities can be categorized
as organizational capability and individual capability, which
help organizations become more competitive by better
proceeding resources. Bharadwaj [6] considered IT as an
organizational capability and classified as IT infrastructure,
human IT resources, and IT-enabled intangibles. He also
found firms with high IT capability tend to outperform the
firms with low IT capability.

C. EPSS

The operation of business rates effectiveness and
efficiency highly. It is no surprise the call for “learning when
working” and “just in time support” is vastly required by
managers. Business owners and managers always want to put
their resources on the most rewarding area, which reflects the
earlier development of EPSS than E-Learning [27].

Gery [13] proposed EPSS as an integrated electronic
environment available to each employee. It was structured to
provide immediate, individualized on-line access to the full
range of information, software, guidance, advice and
assistance, data, images, tools, and assessment and
monitoring systems to permit job performance with minimal
support and intervention by others. Raybould [34] gave a
shorter definition: a computer-based system that improves
worker productivity by providing on-the-job access to
integrated information, advice, and learning experiences.
Bezanson [5] provided a definition linked to the application
usability and organizational results: A performance support
system provides just-in-time, just enough training,
information, tools, and help for users of a product or work
environment, to enable optimum performance by those users
when and where needed, thereby also enhancing the
performance of the overall business.

EPSS shifts the idea of worker as “people who accept
training” to “people who need support when doing their
jobs”. It centers on the tasks on hand. EPSS responds to
questions and requirements when workers are facing new or
complicated situations. A well-designed EPSS can provide
on-time support such as suggestions and aids, blend supports
within the environment, and utilizes technology when
needed [7].

Raybould [25] further suggested EPSS should support all
aspects that might affect workers’ productivity among the
whole production process and embed knowledge seamlessly.
He considered EPSS as an Electronic infrastructure that can
obtain, store, and distribute knowledge capital between the
organization and the individual so workers can achieve the
desired performance level within the shortest period with the
lowest level of other people’s support. The top five perceived
benefits of EPSS are: decreased information overload and
paper documentation, reduced training time, increased

2Copyright (c) IARIA, 2017.     ISBN:  978-1-61208-548-7
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productivity, improved job performance, and enhanced
employee empowerment [8]. Chang [8] claimed it reduced
external support by 80% and saved half of the training time.

With the huge progress of wireless and networking
technology, the flexibility of data transmission today is far
beyond the imagination of the nineties. The advantages of
adopting mobile technology include flexibility, speed, and
more efficient networking, which allow access to large
numbers of staff throughout the world and a more efficient
working environment, with less manual paperwork – work
can be done faster, more flexibly, and with greater levels of
accessibility. Even more important are more efficient
training, saving time to inform staff about new products and
processes and saving of time and money [24].

Ahmad and Orton [1] considered MPSS has high
potential to improve performance, especially for the works in
isolated time and location. To ensure MPSS is being
optimized for the workplace performance, contextual
knowledge is mandatory regarding the ease-to-use and the
design. MPSS is the combination of communication device
and EPSS [28]. It utilizes mobile devices and applications to
facilitate the performance of the job. Tamez [28] proposed
the model of mobile phones as performance support systems
(Figure 1).

Figure 1. Model of mobile phones as performance support systems [28]

D. Comparison between EPSS and E-Learning

E-Learning and blended learning have already been well-
known and widely adopted methods to train and develop
workers. However, most ‘learning’ activities require workers
to be away from their work, which not only reduces their
time on the job, but also increases the difficulty for workers
to apply their learning, because of the difference of
circumstances and the delay of time from learning to
application [22]. Accordingly, more emphasis is put on
support performance and learning at the workplace. This
approach not only allows workers to work and learn at the
same time without being limited by time and space, but also

learning at the real working environment and under the
needed situation to achieve the optimal result.

Gottfredson and Mosher [14] stated that, in order to make
a learning system more complete, it was inevitable to include
PS, since “appliance” was the most important issue among
the five learning needs. Although PS had its training
possibility, its biggest value resided in solving professional
problems and not in education [12].

The idea of designing EPSS comes from Performance
Centered Design (PCD). With PCD in mind, the user
interface is structured to execute job assignments and the
activities should also focus on optimizing possible
performances by considering the context and assignments.
Empirical results showed that using PCD for advanced
technology training can be more effective at preparing
learners with self-oriented learning and improve or adapt the
varying working environment than traditional classroom
training [17]. Yu and Yen [32] stated the specialty of PS was
to let workers learn the exact amount rather than a lot, at the
exact time rather than early.

To achieve this desired result, McGraw [20] proposed the
process of PCD: (1) Identify Requirements, (2) Analyze
Requirements and Reengineered Process, (3) Develop Visual
Prototype of Key Functions/Screens, (4) Conduct Formative
Usability Evaluation, (5) Refine Requirements, (6) Design
User Interface Screens, (7) Develop User Interface Screens,
(8) Conduct Summative Usability Evaluation.

The central focus should include: User Characteristics,
Cognitive Needs, Performance Needs, Performance
problems, Training Issues, System Functionality, and
Attitudes [20].

There have already been several cases utilizing EPSS in
the western world which brought sound results. The
application situation varies from healthcare usage to fast
food chains. The purpose of it can also be very different,
from coast security to car manufacturing. However, the
application is still not too widely explored in Asia. To
retrieve the critical success factors, further research should
be conducted.

III. RESEARCH METHOD

We chose semi-structured interviews to understand the
strategy used by case companies as well as their
consideration to extract the possible success factors for
adopting EPSS. This method provides a framework of data
collection and also gives the possibility to reveal more in-
depth information. The interview guide is designed based on
RBV and earlier researches to cover the resource and ability
required to successfully adopt EPSS within the organization.
The interview is recorded with the permission of the
interviewee and the transcript is reviewed with the original
interviewee to ensure correctness. The approved transcript is
then coded for categorization and analyses.

Six case companies were interviewed in this research. As
we looked for the successfully adopted cases, only the
companies with EPSS in place for more than one year are
considered. Since EPSS is not a common tool used yet, the
cases are chosen by snow-bowling. To really extract the
success factors of EPSS, the decision maker or the
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professionals who are highly connected to the
adoption/usage of EPSS are interviewed. Shown in Table I
below are the backgrounds of the case companies and
interviewees.

TABLE I. BASIC INFORMATION OF CASE COMPANIES AND INTERVIEWEES

Basic
Informati

on

Company Symbol

A B C D E F

Industry
E-

learning
system

OEM of
IT

product

Informati
on

Service

Human
Resource
Service

OEM of
IT/Teleco

m
product

Digital
Contents

Fouding
time

2000 1984 1979 1997 2001 2000

EPSS
adoption
years

2 years 6 years 5 years
16

years
7 years 2 years

Title of
interview-
ee

Manager
Senior

Director
Group
Leader

Consulta
nt

OD and
HR

System
Manager

General
Manger

Deprtment
of
interviewee

Sales and
Marketing

Research
Engineering

Training and
Development

Consulting
Human

Resource

General
Manager’s

Office

Gender Male Female Male Male Male Male

Seniori
-ty

3 years
11

years
11

years
1 year 9 years

14
years

A. Analysis

We categorize the transcripts into four constructs:
tangible assets, intangible assets, individual capability and
organizational capability. The constructs and the coding are
listed below in Table II.

TABLE II. CODING TABLE OF CSF OF EPSS

Construc
ts

Axial Coding Optional Coding

Tangible
Assets

A01 IT
Infrastructure

A0101 Organizational Needs

A0102 Individual Mobile Device
Needs

A02 Quality of IT
System

A0201 Easy-to-use

A0202 IT Security

Intangible
Assests

B01 Knowledge
Assets

B0101 Need Assessment and
Planning

B0102 Knowledge Management
and Renewal

Individual
Capability

C01 Promotion and
Training

C0101 Seminars

C0102 Training Materials

C02 Willingness and
Motivation

C0201 Communication

C0202 Compensation

Organizati
onal
Capability

D01 Change
Management

D0101 Culture and Environment

D0102 Top Management Support

1) Tangible Assets Construct: This construct is set to
evaluate the effect of tangible assets owned by the
organization on the adoption of EPSS. We can further label
them into two categories: IT Infrastructure and Quality of IT
System. These tangible assets include hardware and
software such as Internet structure, system platform, device

and carriers. Networking technology, cooperation between
hardware and software, quality of the system and IT security
all affect the success or failure of the adoption.

a) IT Infrastructure (A01): Whether the infrastructure
provided by the organization can pass the minimum
requirement and whether the device used by the individual
is suitable will affect the ease to get online and reduce the
barrier to support users.

• Organizational Needs (A0101): Most interviewees
considered having networking environment, servers, and
personal computers as basic requirements to support the
adoption of EPSS.
‘A server is needed for sure, if there is no server, then
there must be a self-built or cloud server in place. There
must be databases and relating servers as well. People
can then access relevant learning materials.’(S01-03-10)
‘IT infrastructure needs to be provided such as
computers, networks, servers, and application
softwares’(S02-02-09)
‘Networks, softwares, and infrastructures need to be
provided’(S03-02-08)
‘I reviewed the system requirement and it is not too hard
to achieve. Basically a server is still needed.’(S04-03-
09)
‘The basic computers, databases, and server network are
“musts”. With the basis of the hardware, all personal
data must be loaded onto the system so the rights of
people can be changed accordingly.’(S05-03-06)

• Individual Mobile Device Needs (A0102): With the
advanced of wireless technology, many interviewees
also mentioned that the adoption of mobile devices is
more and more popular.
Because our company emphasize the potential of mobile
technology, we wish there were some wireless network
device or the normal users can own something like
laptops, pads, or smartphones to allow them to connect
to the net as well.’(S01-03-12)
‘Every member of the staff has a PC and a workstation
according to their job nature, so they can access the
network anytime they want.’ (S02-02-09)
‘Laptops, tablets, and even cell phones should always
work since you should be able to use it no matter where
and when’ (S03-02-08)
‘Since it is basically operated under a PC, as long as you
have PC, you are able to log in and operate.’ (S04-03-
10)
‘I think those sales persons cannot even work without
tablets. In addition, if it is not connected to the network,
it is as if the device is not functioning . That’s why all
the sales persons are equipped with network connecting
tablets’ (S06-05-09)

b) Quality of IT system (A02): The design of the
system should consider user’s needs and also the security of
enterprise IT system. A well-designed system can reduce the
learning curve while also preventing major risks of the
enterprise IT system.
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• Easy-to-use (A0201): Most interviewees mentioned, the
user interface should consider the factors of easy-to-
operate and easy-to-understand, so users can quickly
understand and achieve expected goals.
‘When dealing with a more complicated case, the sales
team and customer support team can have timely
support from the system. It is like having an expert
system.’ (S01-02-05)
‘We need to make them feel the developers really knew
the demands and are great help.’ (S02-04-19)
‘Need to fill the job needs of users which can really help
users during their design times. Need to be sensitive to
needs, … Need to have passion to serve.’ (S02-04-17)
‘Easy-to-use and also the user’s habit should be
considered. How to make people develop such habit is
also quite important.’ (S04-05-19)
‘I think if we consider mere local office, the biggest
issue might be in language as the system is mainly
displayed in English which brings more difficulties to
us.’ (S04-05-18)
‘(When filling out system requirement form,) sometimes
the coordinator only cares about whether the form is
completely filled while IT people only care about
whether I completed all the specs required by the user.
However, this system will be used under different kinds
of circumstances. Whether these possibilities and twists
are considered or not is a big issue.’ (S05-09-19)
‘It needs to be an easy-to-use system. Easy-to-use
means, the function and usability fits the needs of their
company. You should not develop something of non-
value.’ (S06-06-11)

• IT security (A0202): Some interviewees considered
management of access rights and the control of IT
security are both important topics need to be paid
attention to.
‘We operate under flexible hours and the employees can
connect back to the office through VPN. That’s why IT
security is a must for us.’ (S02-02-09)
‘We need to consider IT security when using the system
to help on assignments’ (S03-02-08)
‘Talking about security, we will regulate different rights
according to different purposes and requirements. Take
PS as an example, all of our company’s platform can let
employees log in with their employee ID. The HR
system manager has additional ID so he can use another
identity to manage the system.’ (S05-04-07)
‘That system has its own password. In our company,
each different system requires control and certificate
whenever people try to log in.’ (S05-04-08)
‘I think, in order to make EPSS valuable, it must be
connected to the network, be it intranet or internet.
However, if the network is connected, it is unavoidable
to have security issues. This is always a challenge to a
big company and people will likely stick with intranet
only.’ (S06-02-03)

2) Intangible Assets Construct: This construct refers to
how the intangible assets owned by an organization affect
the implementation of EPSS. The knowledge base itself, the

updates of the content and knowledge management and
integration can all influence the success rate of the system.
The relating transcripts are listed below:

a) Knowledge Assets (B01): There must be a fit
between the task and the aid provided to make the system
really helpful. The integration of knowledge management
and the construction of knowledge database can also help
others maximize the benefits of knowledge.

• Need for Assessment and Planning (B0101): Most
interviewees stated that it is necessary to analyze the
goal of users to provide information that fits the
circumstance and really have the links with users. Only
through the value of the system is maximized.
‘The key learning needs for the new sales person is on
how to get new accounts. If we can provide new
information about our product and also the knowledge
of the competitor (through the system), then the sales
can utilize the more up-to-date information.’ (S01-01-
04)
‘Each department needs different things. Since they

have different requirements, thus they need different
tools for each of them. The system used here will not be
provided to all other units.’ (S02-02-07)
‘Needs analysis is mandatory when adopting a system.
During needs analysis, different processes will be
analyzed. (For instance,) if the system is for the use of
HR, then the process of HR is analyzed.’ (S05-06-13)
‘The idea is, when the employee has some questions,
then he or she does not need to ask anyone but can get
the correct answer from the system.’ (S06-02-01)

• Knowledge Management and Renewal (B0102): Most
interviewees mentioned the company will reorganize
data into useful information along with the evolving of
time, so the system users can obtain a more suitable
knowledge.
‘We will update the system through time. We usually
check every six months to see if it is necessary to
update.’ (S02-02-10)
‘We will review the content and take out the outdated
material and purchase new material that fits our current
needs.’ (S03-03-09)
‘The reference materials, such as system databases will
be updated whenever there is a need. I think it will be
updated for sure. I am just not certain how often.’ (S03-
03-10)
‘We update the system regularly ever since it was
developed.’ (S04-02-06)
‘In the beginning we set up only one universal database
for all managers. Since 2007, we began setting up new
management competence for different management
levels, which meant we changed and improved the
system by the requirement of the company.’ (S05-05-
08)
‘If it is not updated , then I bet it will soon be forgotten
like an unmaintained website. As a result, I always think
the best chance resides in a mobile solution, as it is
portable and can trigger more interests to update. I think
only the combination of mobile devices, content of
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mobile spirit and structure of wiki can construct a
continuous updated EPSS. If a company can do this, this
will be a great help to that company.’ (S06-03-04)

3) Individual Capability Construct: This construct refers
to the human resource and capability of the organization to
the effect of successful adoption of EPSS. The perception of
people and how enterprises help people to use the system to
obtain the required skill and ability are all related. These
include the seminar of system being placed, training
materials for users, surveys and feedback collection from
users.

a) Promotion and Training (C01): Proper training and
promotion can increase familiarity of employees with the
new system, reduce trial and error so users can smoothly use
the system to help their job.

• Seminars (C0101): When using systems from vendors,
seminars can make employees better understand the idea
and relating policy about the new system.
‘We are sales people. Not only do we use this system
but also sell this system. As a result, we got an idea of
how this works when we took product training.’ (S01-
04-18)
‘For the customer, we still need to tell them how this
system works to make it easy for them.’ (S01-04-19)
‘The vendor will host seminars to demonstrate how to
use this system prior to implementation’ (S03-03-13)
‘There will be a public announcement when the system
is put online. Afterwards, we will set mandatory classes
for different groups of people according to the different
fields of each system’ (S05-07-14)

• Training Materials (C0102): For global companies,
using digital training materials can help employees get
used to the new system without being limited by time
and space.
‘It all depends on the complexity of the system. If it is
quite complicated, then there will be training sessions.
However, if the system is not that complicated, a
handbook or SOP will be enough. Besides, we have all
those on-line as well.’ (S02-03-13)
‘We will host seminars and aid with some relating
documents. Vendors will prepare their presentation and
email to us.’ (S03-04-15)
‘Relating introduction and demo, it can be found within
the intranet.’ (S04-04-15)
‘We will try to put some idea of SOP inside the system.
There will be explanations on how to use the system
within the system itself. Users can then check the use of
different function when they want to.’ (S05-07-15)

b) Willingness and Motivation (C02): The employee is
one of the most valuable assets of an organization.
Performance of employees is key to the competitively of a
firm. An implementation strategy and optimization system
that adjust according to the feedback from users can help
increase willingness to use the system while, suitable
compensation can boost motivation even further.

• Communication (C0201): Interviewees responded that
user feedbacks are critical factors that drive system

adjustment. Regular communication and collecting
feedbacks can make the system even better.
‘Not only do we listen to employees, but also to
customers and adjust our system accordingly.’ (S01-04-
15)
‘We do user survey every six month.’ (S02-03-11)
‘Our survey aims at department and not just at the
managers. All levels are welcome.’ (S02-03-12)
‘We will regularly ask, at least once a year, about the
satisfaction with the system.’ (S03-03-11)
‘When purchasing a new system, we will go back and
ask which should be preserved and which should be
thrown away.’ (S03-03-12)
‘I know they will adjust the system and have a certain
way to measure it.’ (S04-04-14)
‘All of our systems have a service window. For instance,
there is (the contact window’s) information within the
system. If you have any opinion about the system, you
can contact the corresponding person and all feedback
from user will be taken into consideration.’ (S05-05-10)
‘We will consider the impact and priority first, then we
arrange time for the modification.’ (S05-05-11)
‘The feature of the mobile world is “fast”, so you cannot
put a system there and never change a thing forever. For
instance, one of our customer’s systems has new
material every week. When there are needs for
adjustment, one perspective is from the management
view and the other is from the survey, looking at what
the sales person’s needs as what they can do for the next
stage, no matter the function or the content.’ (S06-03-
05)

• Compensation (C0202): Most interviewed companies
used and consider it is a more effective way to
compensate rather than to punish employees to motivate
them to adopt the new system.
‘We used compensation to encourage employees using
the system and the effect is not too bad.’ (S04-04-17)
‘The culture of our company is open policy: If the
system is not used by someone, we will not force
him/her nor punish him/her.’ (S02-04-16)
‘We will use event or reward gift to motivate employees
and we don’t have any punishment policy. However,
there are something an employee has to do otherwise he
or she will not be able to do his/her job properly.’ (S03-
04-19)
‘From our own experience, if there is no special
incentive, then the utilization rate will be lower. Unless
this system fits perfectly with the users need when
designing, then there is no need for special promotion.’
(S06-05-09)
‘We need to encourage content generation and the use of
the contents. In the end, if there is content but no one is
using it, the content will simply be a waste. That’s why I
think knowledge management was in the situation of no
user. This situation is improved with wiki. As a result, I
think it is important to include a broad encouraging
initiative so we can have the content coming out
continuously.’ (S06-05-08)
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4) Organizational Capability Construct: This construct
refers to the effect on change management within the
organization to the adoption of EPSS. We discussed the
influence from operation, organizational environment and
degree of digitalization. Factors including supervisor
support, management ideas, and organization culture all
affect the success rate of a system.

a) Change Management (D01)

• Culture and Environment (D0101): The interviewed
companies usually face change with an open attitude,
while not forcing employees to follow.
‘The company is not a forceful entity that is driven by
the boss. I think it is because of the differences between
cultures. There is no special mechanism. If someone
thinks something is needed to be done then just go ahead
and do it. If there is something that needs to be fixed,
then just have it fixed.’ (S02-04-15)
‘There are some systems that, if you don’t use them, you
are not able to complete your job properly. As a result,
you must go consult someone and learn.’ (S03-04-18)
‘Since our company belongs to Hi-Tech industry, we are
highly digitalized. There is no need for special training
about how to use computer and we can figure it out
pretty much by just looking at it.’ (S03-04-15)
‘To make it a habit, you internalize it.’ (S03-05-22)

• Top Management Support (D0102): Interviewees think
the supportive gesture taken by high level managers can
help promote overly and change the atmosphere of the
company.
‘This is the policy of our company, since we are going
to sell this as well. It is a decision from the boss himself,
thus his support is a really big driver for this.’ (S01-04-
17)
‘Top managers surely communicated with the directors
and managers of my department already. We need to
have top management support to continue on this.’ (S03-
04-14)
‘Emphasize from top management level is the most
critical factor. He or she needs to personally link to your
projects.’ (S03-05-20)
‘They are totally supportive of the decision of the
company. However, the support might come in a
different size and shape. One of the most common ways
is he will tell us what might make the system even
better.’ (S05-07-16)

‘The support from top management is surely important. If
there is no command from the top management,
normally no one will care for this thing.’ (S06-04-06)

These CSFs are summarized according to the response of
case companies. As we can see by the numbers of being
mentioned: all six companies view IT infrastructure a must
and all data need to be able to be accessed through networks.
In addition, the management and especially the updates of
the knowledge content are also important for all responders.

Almost all companies reported training materials and top
management support are critical to the success of the
adoption of EPSS. While seminars, communication, need for

assessment and planning, and individual mobile device needs
follow on the most counted list.

IV. DISCUSSION AND CONCLUSION

With RBV, a framework to analyze the CSFs of
enterprise adopting EPSS is proposed. Out of the four
constructs, “Intangible Assets” is considered the most critical
one by the average counting of its items. All six companies
highlight the belonging factor “Knowledge Management and
Renewal”. This coincides with the trend of modern
“Knowledge Economy Era”. In this era, the creation and
storage of knowledge and skill is crucial. This critical asset
can create wealth of individual to nation as well as drive
economy activity. Knowledge becomes a strategic resource
of enterprises and its management is important. All
innovation relies heavily on knowledge, thus the content of
the platform must be rich and relative to facilitate users to
obtain suitable information and access to relating knowledge.
Employees can then handle their own task and extend their
professions at the same time. As a result, the efficiency of a
person is increased and, in sum, the organization’s
performance is also increased.

Since EPSS is the system that helps workers when they
are in need, the system itself needs to be kept up-to-date at
least to the status-quo to be effective. “Need Assessment and
Planning” is also an important factor under that construct as
the system needs to really solve the problems of users. This
will also affect the willingness and the culture, as one of the
most obvious cases is a person might not even work well
without the help of the system, such as transcript S03-04-18.

On the other hand, the axial “IT Infrastructure” under the
construct “Tangible Assets” is also critical based on the
response of the interviewees. The proper setup of server and
network is the foundation, while suitable mobile flexibility
should be provided to employees. The mention of server and
networking in “Organizational Needs” does not bring too
much information to us as most companies have the
infrastructure in place, be it self-constructed or hosted by
vendors. On the other hand, whether mobile network can be
accessed and utilized truly depends on the policy and
strategy of the company. Some companies even provide
mobile devices intentionally to help their employees.

The axial “Quality of IT System” was mentioned by fifty
percent of the interviewees. Although both Easy-to-use and
IT security are important issues, the influence from them
seems to be moderate compared to the other factors. This
might be because these factors are less relative to a specific
system, but rather an integration of consideration of a whole.

From the aspect of “Capability”, interviewees mentioned
the axial “Promotion and Training” most frequently. Both
“Seminars” and “Training Materials” are referred to as CSFs
by more than 60% interviewees. This reminds us although
EPSS system tries to reduce the workers’ down time due to
the necessity for off-site training, it is still unavoidable to
employ mandatory opportunities. However, one must be very
careful when designing the course and system as this extra
learning due to the additional system should not reduce the
productivity of employees when considering all the pros and
cons. If the system builds in itself self-guided or clear
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instruction, then this could reduce the needed time and effort
to utilize the system.

While “Seminars” and “Training Materials” both have an
effect on communication between providers and users, the
factor “Communication” covers more aspects than that. To
make the system best serve the employees, feedbacks from
employees should also be considered. To collect feedback
from users for the regular modification or purchase of the
new system is a common practice among the interviewees.

An organization that does well on both side
communications can make known the purpose and benefits
of the change, while also collecting opinions from the field
more quickly. Elving [11] stated, “Communication is vital to
the effective implementation of organizational change” and
the adoption of a new system is certainly one kind of change.
Prior to the introduction of the system, it is better to consider
the communication policies and programs to achieve the best
result.

Last but not least, the support from top management is
also vastly mentioned within the survey. The support can
help on various aspects, such as monitoring the progress and
motivating the involvement of employees. If there is a
communication problem among different departments or
internal communities, the help from top management can
also facilitate the discussion and agreement among groups.

Most companies responded that they took a step-by-step
approach such that, once the adoption project gains the
approval from managers, a small group will first adopt as
trial. Once the benefits of the system emerge, the necessity
for the vast promotion will decrease significantly while other
departments would eager to adopt the system as well.

To recommend companies to successfully adopt EPSS in
the future, we propose the following suggestions:

1) Companies considering but not yet adopting EPSS:
• Draft proposal: Evaluate the needs of the organization

and compare the status quo of the company to the CSFs.
If the benefit is better than the effort, construct the
proposal in an easy to understand way and gain the
support from top management.

• Search for external support: Project team should consult
other companies who already adopted the system to
learn from their experience and current situation. It can
also try the vendors system for further evaluation about
the cost and benefit of in-house development or external
procurement.

2) Companies just adopted EPSS:
• Focus area of the project team: The project team needs

to ensure it has sufficient representatives from key
departments such as IT, HR, and top managers. The
project team can then evaluate which will be the
quickest area for rewards and focus on realizing the
benefit.

• Complete promotion and reward: The communication
for the users and managers should be considered and
well-prepared for better integration between them.
Proper reward can boost awareness and motivate the
early adopters.

3) Companies using EPSS:
• Management of knowledge assets: A continuous

improvement mechanism needs to be put in place and
executed so that not only the users feel that the
information is beneficial and helpful today but also
increase the habit to look it up when difficulties arise.

• Follow-up of the usage and effect of the system: The
comparison of performance and behavior change do not
always require much to trace. A simple indicator can be
used to examine the possible effect of EPSS. The result
can also provide another source of improvement for a
more beneficial system.

One of the limitations of this research is that the sample
size is small and the surveyed industry is concentrated since
EPSS is yet at its starting stage in Taiwan. Due to the
industry nature of the island and the characteristic of the
applied system itself, there are more applications in high
knowledge density places such as high tech and consulting
industry than the others. Whether the CSFs are identical to
those of other industries is yet to be understood.

The other direction for the future approach is to add the
quantitative aspect for more depth to the research. Although
the number of counting is used as an index of relative
importance but it might not truly reflect the real impact of
such factor. If a weighting system can be considered to
calibrate the response, the final result could be more
indicative to the key factors of successful implementation.

As an organization is a holistic entity where each part is
connected to one another, the CSFs are also not isolated
either. For instance, with the “Top Manager Support”, it is
easier to fulfill “Organizational Needs” and the resource for
“Seminars” and “Training Materials” are easier to obtain as
well. With the better usage of the system, “Communication”
for the better modification of the system will raise the
tendency to “Knowledge Management and Renewal”. This
shows all the CSFs are not just critical solely but will have
effect on one another. One should consider a more thorough
planning when implementing EPSS to increase the
possibility of successful adoption.
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Abstract—Within a virtual world, either in virtual reality or in a
simulation environment, the digital counterparts of real objects
are described by mathematical and computational models. De-
pending on the purpose, the field of application, and the used tool-
chain a wide variety of model representations is established. As a
consequence, conversion methods and transformation algorithms
are becoming increasingly important. This article gives a state
of the art overview on model representations and on the most
important transformation techniques.
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I. INTRODUCTION

Many different ways of model descriptions are available, tai-
lored to the requirements in their respective areas of research.
In the context of Computer-Aided Design (CAD), the model
description of a digital counterpart of a real object is called a
shape description. At this point, it is important to emphasize
that there are differences in the process of shape perception
between human beings and computers. For a computer, the
task of shape classification heavily depends on the underlying
description. Even after successfully classifying shapes, a com-
puter is yet not aware of the meaning of shape, as discussed
by Sven Havemann et al. in their work [1]. For the description
of shape, it is important to be aware of these differences, even
if shape classification is not in the context of this article.

The following sections describe the model representations
(Section 2), transformation (Section 3) and Level-of-Detail
(Section 4) techniques, as well as semantic enrichment meth-
ods (Section 5).

II. MODEL REPRESENTATIONS

In dictionaries, shapes are described by words forming a tex-
tual definition. For a human being, this description is sufficient
enough to easily recognize the described shape when seeing
it. The precondition for this accomplishment of the human
brain is a basic understanding of the terms and definitions
used in the description. From a computer science point of
view, this definition is of a rather abstract nature representing a
difficult basis for creating detectors. A computer program relies
on more formal, mathematical definitions. In the context of
CAD and Computer-Aided Manufacturing, a shape model has
to be complete and has to comprehend all needed information.
For these purposes, volumetric and boundary-/surface-based
representations are used.

A. Point Sets
Points are a basic primitive to describe the surface of a
shape [2]. A point set is a list of points defined in a coordinate
system. While points are not the primitive of choice when

using 3D modeling software to create shapes, they are widely
used by 3D scanners due to the nature of their measurements.
A point set is the outcome when measuring a large number of
points on an object’s surface.

For rendering approaches of point sets, the literature survey
by Markus Gross and Hanspeter Pfister offers in-depth expla-
nation [3]. The creation of another shape representation from
point set data is called shape reconstruction.

B. Polygonal Faces
A very common representation to describe a shape’s surface
is to use a mesh of polygonal faces. The accuracy of the
representation heavily depends on the shape’s outline and
is directly affected by the number of faces. A cylinder, for
example, cannot be accurately represented by planar faces – it
can only be approximated. This limitation is often outweighed
by its advantages in the field of CAD:

• Computer graphics hardware is tailored towards pro-
cessing polygonal faces – especially triangles. This
is the reason why many of the other shape represen-
tations are converted into polygonal meshes prior to
rendering.

• A lot of tools and algorithms exist to create, process
and display polygonal objects [4] [5].

The data structures for storing polygonal meshes are numerous.
In a very simple form, a list of coordinates (x,y,z) representing
the vertices of the polygons can be used. The de-facto standard
data interface between CAD software and machines (e.g.
milling machines, 3D printers, etc.) is the stereolithography file
format (STL). It simply consists of a triangle list specifying
its vertices. While this data structure is sufficient for some
manufacturing purposes, it may not satisfy the needs of a
3D modeler for editing. More sophisticated data structures re-
producing hierarchical structures (groups, edges, vertices) and
adding additional attributes like normals, colors and texture
coordinates provide a remedy. The problem of traversing a
mesh can be tackled by introducing vertex-, face- and half-
edge-iterators. A half-edge is a directed edge with references
to its opposite half-edge, its incident face, vertex and next
half-edge. By defining operations using this data structure, it
is possible to conveniently traverse a mesh [6].

C. Parametric Surface Representations
A parametric representation of a shape’s surface is defined
by a function f : Ω → S mapping a 2D parameter domain
Ω ⊂ IR2 to the surface S = f(Ω) ⊂ IR3. As any surface can be
approximated by polynomials, the concept of polynomial sur-
face patches has gained currency in the CAD domain [7] [8].
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The idea is to split the function domain into smaller regions.
Each surface patch, henceforth called patch, is described by a
distinct parametric function approximating the local geometry
of the patch [9].

1. Bézier Surfaces
A Bézier surface is a three-dimensional surface generated from
the Cartesian product of two Bézier curves [10]. A Bézier
surface of degree (m,n) is defined as a parametric function
f(u, v) =

∑m
i=0

∑n
j=0 bijB

m
i (u)Bn

j (v). It is evaluated over
the unit square (u, v) ∈ [0, 1] × [0, 1] with the control points
bij using the Bernstein polynomials Bn

i (t) =
(
n
i

)
ti(1− t)n−i

of degree n, for t ∈ [0, 1].
In CAD, Bézier surfaces are often used in the form of bi-

cubic Bézier patches, i.e., a set of 4× 4 points represents the
control mesh and is responsible for the shape of the surface. In
all cases, Bézier curves and surfaces have important properties:

• A Bézier surface fulfils the partition of unity property,
i.e.,

∑m
i=0

∑n
j=0B

m
i (u)Bn

j (v) = 1, thus the relation-
ship between a Bézier surface and its control mesh is
invariant under affine transformations.

• A Bézier surface is contained within the convex hull
of its control mesh and the four corner points of the
control mesh are interpolated by the Bézier surface.

• A Bézier surface exhibits four boundary curves being
Bézier curves themselves and their control points are
the boundary points of the control mesh.

• The control points do not exert local control alone.
Moving a single control point affects the whole sur-
face. Geometric continuity (e.g. G1, G2) between
patches can only be achieved by satisfying constraints
on the control points’ positions.

2. Rational Bézier Surfaces
The idea behind rational Bézier surfaces is to add adjustable
weights to extend the design space of shapes [11]. In contrast
to a Bézier Surface, which can only approximate spheres
and cylinders, the rational Bézier Surfaces can describe them
exactly – a very important property in CAD. A rational Bézier
surface of degree (m,n) is defined with the control points bij ,
the weights wij , and the Bernstein polynomials Bm

i (u) and
Bn

j (v) as

f(u, v) =

∑m

i=0

∑n

j=0
wijbijB

m
i (u)Bn

j (v)∑m

i=0

∑n

j=0
wijBm

i
(u)Bn

j
(v)

.

3. B-spline Surfaces
B-spline surfaces exhibit advantages when joining patches
under continuity requirements. Let m,n, k, l ∈ IN with n ≥ k
and m ≥ l. Then, a B-spline surface of degree (l, k) is
defined as f(u, v) =

∑m
i=0

∑n
j=0 dijN

l
i (u)Nk

j (v), with the
basis functions N0

i (t) = 1, if ti ≤ t < ti+1; and 0, otherwise
and Nr

i (t) = t−ti
ti+r−tiN

r−1
i (t) + ti+1+r−t

ti+1+r−ti+1
Nr−1

i+1 (t) for
1 ≤ r ≤ n and a nondecreasing sequence of knots, a so-called
knot vector, T = {t0 ≤ · · · ≤ tn ≤ · · · ≤ tn+m+1}.

It can be evaluated over (u, v) ∈ [ul, um+1[×[vk, vn+1[
with the control points dij and the polynomials N l

i (u) and
Nk

j (v). The control points dij forming the control polygon are
called de Boor points. In computer graphics, B-spline surfaces

are typically used in the form of bi-cubic B-spline patches
with 4 × 4 control points per patch. B-splines with knots ti
satisfying the condition t0 = 0 and ti+1 = ti or ti+1 = t1 +1,
(i = 0, . . . , n+m) are called uniform B-splines.

B-spline surfaces satisfy properties similar to Bézier sur-
faces [10]. (1) The relationship between a B-spline surface
and its control mesh is invariant under affine transformations.
(2) A B-spline surface is contained within the convex hull
of its control mesh. (3) In contrast to Bézier surfaces, the
control points exert local control – if a control point is moved,
only the local neighbourhood is affected and (4) by choosing
appropriate knot vectors, a B-spline surface can become a
Bézier surface.

4. NURBS Surfaces
The combination of rational Bézier techniques and B-Spline
techniques leads to non-uniform, rational B-Splines, NURBS
for short [12]:

Let m,n, k, l ∈ IN with n ≥ k and m ≥ l. Additionally,
let w00, . . . , wmn ∈ IR, u = (u0 . . . um+l+1)T and v =
(v0 . . . vn+k+1)T be two knot vectors and d00, . . . , dmn ∈ IR3.
Then, a non-uniform, rational B-spline (NURBS) surface of
degree (l, k) is defined as

f(u, v) =

∑m

i=0

∑n

j=0
wijdijN

l
i (u)N

k
j (v)∑m

i=0

∑n

j=0
wijN l

i
(u)Nk

j
(v)

.

over (u, v) ∈ [ul, um+1[×[vk, vn+1[ with the control points
dij , the polynomials N l

i (u) and Nk
j (v), the knot vectors u

and v for the de Boor points d00, . . . , dmn and the weights
w00, . . . , wmn. Similar to B-spline patches, NURBS surfaces
are commonly used in computer graphics in the form of bi-
cubic NURBS patches.

B-spline surfaces and Bézier surfaces are special cases of
NURBS surfaces [13]. If all weights are equal, a NURBS
surface becomes a B-spline surface. Additionally, when all
knot vectors are chosen appropriately, the B-spline surface
becomes a Bézier surface.

A common way to model arbitrarily complex smooth
surfaces is to use a mesh of bi-cubic NURBS patches. Regular
meshes consisting of bi-cubic patches formed by vertices of
valence four can be seen as connected planar graphs. A direct
consequence of the Euler characteristic for connected planar
graphs with the aforementioned properties is that such meshes
must be topologically equivalent to an infinite plane, a torus,
or an infinite cylinder - all other shapes cannot be constructed
unless using trimming or stitching. The resulting surfaces offer
precise feature control at the cost of computational complexity
due to trimming and stitching [14].

D. Subdivision Surfaces
Subdivision surfaces are the generalization of spline surfaces to
arbitrary topology. Instead of evaluating the surface itself, the
refinement of the control polygon represents the subdivision
surface. There are many different subdivision schemes, e.g.,
Catmull-Clark [15], Doo-Sabin [16], Loop [17], Kobbelt [18],
etc.

The subdivision scheme presented by Edwin Catmull and
Jim Clark is a generalization of bicubic B-Spline surfaces to
arbitrary topology [15]. The set of 4 × 4 control points pij
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forms the starting mesh for an iterative refinement process
where each step results in a finer mesh.

Subdivision surfaces are invariant under affine transfor-
mations. They offer the benefit of being easy to implement
and computationally efficient. Only the local neighbourhood
is used for the computation of new points. A major advantage
of subdivision surfaces is their repeated refinement process –
level-of-detail algorithms are always “included” by design.

E. Implicit Surface Representations
In contrast to the parametric surface representations described
above, implicit surfaces, are defined as isosurfaces by a func-
tion IR3 → IR [19]. Therefore, similar to voxels, a surface is
only indirectly specified. A simple 3D example of an implicit
surface is the following definition of a torus with major radius
R and minor radius r

f(x, y, z) = (x2 + y2 + z2 +R2 − r2)2 − 4R2(x2 + y2) = 0.

Inside and outside of the surface is defined by f(x, y, z) < 0,
respectively f(x, y, z) > 0. While a parametric description of
the torus exists, many implicit surfaces do not have a closed,
parametric form. In terms of expressiveness, implicit surfaces
are more powerful than parametric surfaces [20].

Drawbacks of implicit surfaces are the inherent difficulty of
describing sharp features (unless trimming is used) or finding
points on the surface. However, this representation has several
advantages. Efficient checks whether a point is inside a shape
or not are possible. Surface intersections, as well as boolean
set operations can also be implemented efficiently. Since the
surface is not represented explicitly, topology changes are
easily possible.

Implicit surfaces can be described in algebraic form (see
the example of the torus), as a sum of spherical basis functions
(so called blobby models), as convolution surfaces (skeletons),
procedurally, as variational functions, or by using samples. The
latter approach directly relates to volumetric shape descrip-
tions.

F. Volumetric Shape Descriptions
Volumetric approaches can be used to indirectly describe a
shape’s surface. In contrast to surface-based descriptions, they
define the surface to be a boundary between the interior and the
exterior of a shape. However, the idea behind these approaches
is not so much a description of a shape’s surface, but a
description of the entire volume.

1. Voxels
Data sets originating from measurements do not have con-
tinuous values and are limited to the points in space where
measurements have been collected. It is very common that
data points form a uniform regular grid. Such data points
in 3D are known as voxels, a name related to their 2D
counterparts: the pixels. Since a voxel represents only a single
point on the grid, the space between voxels is not represented.
Depending on the area of application, the data point can be
multi-dimensional, e.g., a vector of density and color. Due
to the fact that position and size of a voxel are pre-defined,
voxels are good at representing regularly sampled spaces. The
approximation of free-form shapes suffers from this inherent
property. Voxel representations do not suffer from numerical

instabilities as they are typically defined on an integer grid. A
major drawback of voxel representations is the amount of data
needed for storage.

Typical use cases are the visualization and analysis of
medical data (medical imaging) acquired from sources like
Computed Tomography (CT), Magnetic Resonance Imaging
(MRI), or 3D ultrasonography.

2. Convex Polytopes
Shapes can be described as geometric objects with flat sides
– so called polytopes. They are defined in any dimension
as n-dimensional polytopes or n-polytopes. Two-dimensional
polygons are called 2-polytopes and three-dimensional poly-
topes are called 3-polytopes. A special case of a polytope is
a convex polytope having the additional property of being a
convex set of points in n-dimensional space IRn, respectively
in n-dimensional Euclidean space IEd. Convex polytopes can
be defined over their convex hull, or by the intersection of
half-spaces.

Branko Grünbaum and Geoffrey C. Shephard define a con-
vex polytope as the convex hull of any finite set of points in
Euclidean space IEn (n ≥ 0) [21]. A set S ⊆ IEd is convex, if
for any pair of points x, y ∈ S, the line segment λx+(1−λ)y
with 0 ≤ λ ≤ 1, lies entirely in S. For any set S, the smallest
convex set containing S is called the convex hull of S. A
definition relying on the convex hull of a set of points is called
a vertex representation.

Convex polytopes can also be defined as the intersection of
a finite number of half-spaces [22]. Because of the fact that the
intersection of arbitrary half-spaces need not be bounded, this
property must be explicitly required. An algebraic formulation
for convex polytopes consists of the set of bounded solutions
to a system of linear inequalities. Hence, a closed convex
polytope can be written as a system of linear inequalities. Open
convex polytopes are defined similarly with strict inequalities
instead of non-strict ones [23].

A limitation of convex polytopes is the inherent restriction
to represent convex geometry only. The representation of non-
convex geometry is possible through composition of convex
polytopes. Topologically, convex polytopes are homeomorphic
to a closed ball.

3. Constructive Solid Geometry
Constructive solid geometry (CSG) is a technique to create
complex shapes out of primitive objects. These CSG primi-
tives typically consist of cuboids, cylinders, prisms, pyramids,
spheres and cones. Complex geometry is created by instantia-
tion, transformation, and combination of the primitives. They
are combined by using regularized Boolean set operations like
Union, Difference and Intersection that are included in the
representation. A CSG object is represented as a tree with inner
nodes representing operators and primitives in the leaves.

In order to determine the shape described by a CSG tree,
all operations have to be evaluated bottom-up until the root
node is evaluated. Depending on the representation of the leaf
geometry, this task can vary in complexity. Some implemen-
tations rely on representations that require the creation of a
combined shape for the evaluation of the CSG tree, others do
not create a combined representation. In that sense, CSG is not
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as much a representation as it is a set of operations that need to
be implemented for the underlying shape representation [24].

However, CSG can also be performed on other shapes and
shape representations. Two different approaches can be used to
create CSG objects: Object-space approaches and image-space
approaches. The main difference between the two approaches
is that object-space approaches create shapes, while image-
space approaches “only” create correct images.

Object-space CSG approaches using primitives described
implicitly can be calculated accurately. Performing CSG on
other shape representations (like polygonal meshes) typically
introduces accuracy problems, due to the finite precision of
floating-point numbers. A common representation used for
CSG operations are binary space partitioning (BSP) trees.
BSP is a method for subdividing a space into convex cells
yielding a tree data structure. This data structure can be used
to perform CSG operations using tree-merging as described by
Bruce Naylor et al. [25]. The algorithm is relying on accurate
information of inside and outside of a shape (or, in case of
planes, above and below).

G. Algorithmic/Generative Shape Descriptions
Algorithmic shape descriptions are also called generative,
procedural, or parametric descriptions. However, there are
differences between the three terms. Parametric descriptions
are loop-computable programs (the functions it can compute
are the primitive recursive functions), and therefore always
terminate [26]. On the other hand, procedural descriptions
offer additional features, like infinite loops (the functions
it can compute are computable functions), are structured in
procedures, and are not guaranteed to terminate. Compared
to procedural descriptions, generative descriptions are a more
general term, including, for example, functional languages.

In this context, algorithmic descriptions are henceforth
referred to as generative descriptions. The process of creating
such descriptions is referred to as generative modeling. In
contrast to many other descriptions, which are only describing
a shape’s appearance, generative shape descriptions represent
inherent rules related to the structure of a shape. In simple
terms, it is a computer program for the construction of the
shape. It typically produces a surface-based or volumetric
shape description for further use. In the article “Modeling
Procedural Knowledge – A Generative Modeler for Cultural
Heritage” [27] by Christoph Schinko et al., the authors state
that all objects with well-organized structures and repetitive
forms can be described in such a way. Many researchers
enforce the creation of generative descriptions due to its many
advantages [28].

Its strength lies in the compact description compared
to conventional approaches, which does not depend on the
counter of primitives but on the model’s complexity itself [29].
Particularly large scale models and scenes – such as plants,
buildings, cities, and landscapes – can be described efficiently.
Generative descriptions make complex models manageable as
they allow identifying a shape’s high-level parameters.

Another advantage is the included expert knowledge within
an object description, e.g., classification schemes used in
architecture, archaeology, civil engineering, etc. can be mapped
to procedures. For a specific object only its type and its in-
stantiation parameters have to be identified. This identification

is required by digital library services: markup, indexing, and
retrieval [30]. The importance of semantic meta data becomes
obvious in the context of electronic product data management,
product lifecycle management, data exchange and storage or,
more general, of digital libraries.

Generative descriptions have been developed in order to
generate highly complex shapes based on a set of formal
construction rules. They represent a whole family of shapes,
not just a single shape. A specific exemplar is obtained by
defining a set of parameters, or a sequence of processing steps:
Shape design becomes rule design [31].

Because such descriptions already belong to a specific class
of shapes, there is no need for detectors. However, with a
generative description at hand, it is interesting to enrich other
descriptions and representations. What is the best generative
description of one or several given instances of an object class?
This question is regarded as the inverse modeling problem [32].

III. MODEL TRANSFORMATION

In a product lifecycle, the digital counterpart of a future,
real-world object has to pass several stages of a multistep
pipeline. First sketches of a product are represented in a
different representation than the final CAD production-ready
dataset. Furthermore, virtual product tests and simulations
require special purpose model representation as well. As a
consequence, each transformation between two possible model
representations has a field of application. For the most impor-
tant representations Table I lists the conversion methods and
algorithms.

IV. LEVEL-OF-DETAIL TECHNIQUES

Managing level of detail is at once a very current and a very
old topic in computer graphics. As early as 1976 James Clark
described the benefits of representing objects within a scene at
several resolutions. Recent years have seen many algorithms,
papers, and software tools devoted to generating and manag-
ing such multiresolution representations of objects automati-
cally [53].

The idea of “Level of Detail”, or LOD for short, is an
important topic in computer graphics as it is one of the key
optimization strategies that would help 3D graphical programs,
such as modelling software to run faster and reliably rendered
across all the new and old hardware.

V. SEMANTIC ENRICHMENT

The problem of extracting semantic information from 3D data
can be formulated simply as What is the point? [54] A-priori it
is not clear whether a given point of a laser-scanned 3D scene,
for example, belongs to a wall, to a door, or to the ground [55].
To answer this question is called semantic enrichment and it
is always an act of interpretation [1].

The idea of generalized documents is to treat multimedia
data, in particular 3D data sets, just like ordinary text docu-
ments, so that they can be inserted into a digital library. For
any digital library to be able to handle a given media type, it
must be integrated with the generic services that a DL provides,
namely markup, indexing, and retrieval. This defines a digital
library in terms of the function it provides [56] [57]. Like
any library, it contains meta-information for all data sets. In
the simplest case, the metadata are of the Dublin Core type
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TABLE I. TRANSFORMATION BETWEEN MODEL REPRESENTATIONS.

Model Transformation

from\to
Point Sets Polygonal Faces Parametric Surfaces Subdivision Surfaces Implicit Surfaces Volumetric Shapes Generative Shapes

Point Sets Surface Reconstruction
Library [33], Poison
Reconstruction [34]

Surface Fitting and Re-
gression [9]

Surface Fitting [35] Surface Fitting [36] Direct Evaluation [37] Generative Fitting [32]

Polygonal Faces Monte Carlo Sampling
[38]

Surface Fitting [39] Surface Fitting [40]
[41]

Variational
Interpolation [42]

Scan-line Filling [43] Generative Fitting [32]

Parametric Surfaces Monte Carlo Sampling
[38]

Triangulation [10] [12] Conversion [11] NURBS-compatible
Subdivision [44]

Spherical Coordinates
[45]

Forward Differencing
[46]

Inverse (Procedural)
Modeling

Subdivision Surfaces Point Sampling [38] Evaluation [47] NURBS-compatible
Subdivision [44]

Evaluation [47] with
Forward Differencing
[46]

Inverse (Procedural)
Modeling

Implicit Surfaces Point Evaluation [48] Marching Cubes [49] Spherical coordinate
representations [45]

Interpolation [50] Voxelization [51] Inverse (Procedural)
Modeling

Volumetric Shapes Point Sampling / Iso-
Surface-Extraction

Marching Cubes [49] via Marching Cubes via Marching Cubes via Marching Cubes Inverse (Procedural)
Modeling

Generative Shapes Evaluation [28] Evaluation [28] Evaluation [28] Evaluation [28] Evaluation [28] Evaluation [28] Euclides [52]

(title, creator/author, and time of creation, etc.) [58]. This is
insufficient for large databases with a huge number of 3D
objects, because of their versatility and rich structure. Scanned
models are used in raw data collections, for documentation
archival, virtual reconstruction, historical data analysis, and
for high-quality visualization for dissemination purposes [59].
Navigating and browsing through the geometric models must
be possible not only in 3D, but also on the semantic level.
The need for higher-level semantic information becomes im-
mediately clear when considering typical questions users might
want to ask when a large database of 3D objects is available.

• How many different types of chairs are stored in the
library?

• I want to compare the noses of all these statues, can
you extract them?

• . . .

These questions cannot be answered, if the library simply treats
3D objects as binary large objects (BLOB) as it is done quite
often. For a heap of geometric primitives without semantics,
it is hard – if not impossible – to realize the mandatory
services required by a digital library, especially in the context
of electronic data exchange, storage and retrieval.

In the context of CAD, the processes of markup, indexing,
and retrieval are a challenge with many open problems [60]
[61].

VI. CONCLUSION

Model representations and their transformation into each other
have been a challenge in the past and will remain a future
challenge as well. The search for a comprehensive model rep-
resentation combining the advantages of the various, different
approaches is still on-going.
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Abstract—A convolutional neural network architecture, trained
with a semi-supervised strategy, is proposed for speech/music
classification (SMC) and segmentation (SMS). It is compared to
baseline machine learning algorithms on three SMC corpora and
demonstrates superior performances, associated to perfect media-
level speech recall scores. Evaluation corpora include speech-
over-music segments with durations varying between 3 and 30
seconds. Early SMS results are presented. Segmentation errors
are associated to musical genres not covered in the training
database, and/or with close to speech acoustic properties. These
experiments are aimed to help the design of novel speech/music
annotated resources and evaluation protocols, suited to TV and
radio stream indexation.

Keywords–Speech/music discrimination; Audio segmentation;
Convolutional Neural Networks; Music Information Retrieval;
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I. INTRODUCTION

Speech/Music classification (SMC) task consists in predict-
ing if a given audio excerpt contains speech or music. The
excerpts are supposed to be pure and contain either speech
or music. Classified excerpts may have variable durations.
Longer excerpt durations are known to make classification
tasks easier. Speech excerpts are generally defined as con-
taining spoken speech: this includes speech alone, superposed
voices, and speech over music. Music excerpts are defined
as containing instruments, instruments mixed with lyrics, or
a cappella vocals. These technologies attracted much interest
for the management of large multimedia collections: selection
of optimal audio compression strategy at Swedish radio [1],
as well as tag correction in Deezer’s catalog [2].

Speech/Music segmentation (SMS) task consists in split-
ting audio streams into pure speech and pure music segments
[3]. SMS algorithms are often based on frame-level SMC
procedures, followed by a post-processing step (mean filtering,
dynamic programming, etc.). SMS is a pre-processing stage re-
quired for several higher level indexation tasks such as speech
and speaker recognition, song and musical genre recognition.
Consequently, their development has received considerable
attention from speech analysis and music information retrieval
communities, illustrated by several evaluation campaigns, e.g.
ESTER [4], Albayzı́n-2014 [5] or MIREX 2015 [6].

This paper presents the ongoing research on SMC and
SMS tasks carried out at French National Institute of Au-
diovisual (Ina). Ina is a public institution in charge of the
preservation, digitization, distribution and dissemination of the
French audiovisual heritage. Ina’s archives represent 70 years
of radio and 60 years of TV programs, for a total of 15 million
hours. The integration of SMS technologies in Ina workflows

would allow a fast localization of interest areas within audio
recordings, and address several identified needs. SMS may
help speeding up media descriptions processes, which are
performed manually by professional archivists. Manual media
description is expensive, and associated to variable levels of
detail: TV broadcast news are described with greater details
than early radio collections. Consequently, SMS may ease
the browsing and exploitation of under-documented archive
contents. Latest identified use-case is music track segmenta-
tion, aimed at detecting and measuring the duration of musical
tracks, in order to calculate the amount of royalties to be paid
to rights collection societies.

The work presented in this paper is a preliminary study on
SMC and SMS issues, using Convolutional Neural Networks
(CNN). It is motivated by the excellent results reported with
these architectures on MIREX 2015 SMC and SMS tasks,
consisting in classifying 30-seconds long pure music and
pure speech audio files. MIREX 2015’s best SMC results
were obtained using CNNs trained using fully supervised
procedures: a MFC-based model with 1 convolutionnal layer
[7], and a CQT-based model with 3 convolutionnal layers [8].
The main contribution of this paper is the description of MFC-
based CNN’s performances on publicly available datasets,
using shorter audio segments (from 3 to 30 seconds), as well
as speech-over-music excepts. Another major contribution is
the proposal of an unsupervised SMC training strategy used
in the first layer of the network, allowing to obtain visually
relevant audio classification features.

This paper is structured as follows. Section II describes
the audio feature extraction process. Section III describes the
proposed CNN architecture and training strategy. Section IV
and V describe the corpora used for SMC evaluation, and the
corresponding results. Section VI describes the early results
obtained on the SMS task. Section VII provides a summary of
the results obtained, and introduces our future work.

II. FEATURE EXTRACTION AND NORMALIZATION

Audio excerpts are downsampled to 16KHz mono signals.
Mel-frequency cepstrums (MFC) corresponding to 40 Mel
bands are extracted from 20 ms frames, sampled with a 10 ms
time step. Adjacent frames are concatenated using a contextual
length varying between 1 (no context, 40 dimensions) and 50
(context of 500 ms, 2000 dimensions).
The resulting features are firstly normalized at the media level
through a cepstral mean subtraction and a standard deviation
division process. Similarly to patch normalization procedures,
mean and standard deviation are also computed for each
feature vector, and used to perform local mean subtraction and
standard deviation division process.
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Figure 1. Proposed convolutional neural network architecture for frame-level speech/music classification

III. SEMI-SUPERVISED CONVOLUTIONAL NEURAL
NETWORK MODEL

CNNs are a type of feed-forward artificial neural network,
in which the response of neurons to stimuli is triggered by
convolution operations [9]. The weights are organized into a
set of filters allowing the detection of localized spatio-temporal
patterns, behaving like task-oriented feature extractors. Pattern
shift and space invariance is achieved through the use of
pooling operations.
In the scope of this study, several CNN architectures and
training strategies were implemented using Tensorflow [10]
and compared using variable number of convolutional and
densely connected layer, filter shapes, pooling strategies, reg-
ularization methods. Figure 1 shows the structure of the CNN
model associated to the best performances, reported in the
next sections.The model input is composed of 50 MFC frames,
corresponding to a 500 milliseconds temporal resolution. The
frames are first processed by two convolutional layers (128
10 × 10 and 32 5 × 5 filters) reduced by max-pooling layers
(5 × 5 and 2 × 2). These layers are followed by two densely
connected layers of 128 neurons, which are associated to
dropout rates of 0.75 and 0.5 [11]. Rectified linear unit (ReLU)
activation functions are used between layers. The output layer
is composed of two neurons, normalized using a softmax
function, corresponding to the detection of music or speech.
The first convolutional layer of the network is trained using
an unsupervised procedure based on Spherical K-Means and
ZCA whitening [12], with K being the number of filters of the
first layer. Filters obtained through this procedure are associ-
ated to unit l2 norm, which avoids irregular neural response
magnitude, and prevents overfitting. First layer’s filters are
associated to visually relevant features (vertical, horizontal and
diagonal patterns) illustrated by figure 2. Visual relevance of
these shapes is also a desirable property (see [2] for filter
shapes associated to fully supervised regularization strategies).
The first layer stays constant during the training procedure,
and remaining layers are trained using supervised Adaptive
Moment Estimation (Adam) gradient descent optimization
algorithm [13], for a maximal amount of 30 epochs, and are
stopped when the accuracy on the training set reaches 99.9%.

IV. SPEECH/MUSIC CLASSIFICATION CORPORA

Three publicly available SMC corpora were used, each
of them being associated to specific speaking styles, musical
genres, and track durations.

Figure 2. 10× 10 Filters used in the first layer of the CNN

GTZAN music/speech collection [14] contains 120 tracks, each
30 seconds long. It contains 60 examples of speech and 60
examples of music. Speech samples cover various languages,
accents and contexts: comic, radio, films, interviews, dia-
logues, advertisements, news, story-telling, etc. Music samples
include several genres, including vocals without instruments.

Scheirer-Slaney Music/Speech corpus [15] contains 240
15-seconds tracks. These excerpts were collected from radio
streams, which is a context representative of Ina’s use case. It is
composed of 140 examples of speech (English and Spanish)
and 100 examples of music (with and without vocals). An
interesting feature of this corpus is that 60 speech examples
correspond to speech-over-music, which is supposed to in-
crease the difficulty of classification and segmentation tasks.

Music, Speech, and Noise Corpus (MUSAN) [16] contains
about 60 hours of speech and 42 hours of music. 20 hours
of the speech material are full audiobook chapters, read in
12 languages, and correspond to clean read speech. The 40 re-
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maining hours of speech material are composed of US govern-
ment hearings, committees and debates, containing background
noise (noisy spontaneous and prepared speech). Music material
is provided with annotations related to performers and musical
genres. 3 seconds long segments were extracted from MUSAN
corpus through a procedure aimed at measuring the ability
of the models to discriminate speech versus music on small
segments and providing controlled variations on the training
and testing examples. MUSAN’s speech material is composed
of 2 randomly selected segments per track in US government
material, and 3 segments per audiobook, amounting to 1024
segments, for a duration of 9 minutes for each speech category.
Music material is composed of some 6 randomly extracted
segments per artist, amounting to 924 segments obtained from
252 different artists. Automatic energy-based procedures were
designed to discard empty segments, as well as segments with
less than one second of activity.

V. SPEECH/MUSIC CLASSIFICATION EVALUATION

CNN performances are estimated on SMC corpora and
compared to baseline machine learning algorithms provided
in Scikit-learn toolbox [17]: Support Vector Machines
(SVM) with RBF kernel, and Gaussian Mixture Models
(GMM) with diagonal covariance matrices and varying number
of gaussians (32 to 512). Models are evaluated using input vec-
tors corresponding to concatenated MFC frames, with contex-
tual length varying between 1 (no context) and 50 (context of
500 milliseconds). Best results are obtained using the highest
contextual length, which was limited to 50 in order to allow
acceptable temporal resolution in following segmentation tasks
(10 milliseconds time step and 500 milliseconds context).

Effectiveness is reported at the frame level and at the media
level. Frame-level decisions are based on the raw instantaneous
predictions of SMC models obtained for each input vector (500
milliseconds context). The frame-level decision correspond to
the class (speech or music) with highest probability. Media-
level decisions are based on the products across all frame-
level probabilities per class obtained for an audio excerpt (100
frame-level predictions per second). Best instantaneous frame-
level estimates does not necessarily produce best media-level
estimates, nor best segmentations. SMC performances reported
are those associated to the models achieving the best media-
level performances, which is more representative of the final
use-case.

Models are compared using a 5-fold cross-validation pro-
cess. Effectiveness is described using speech, music and mean
recalls, providing a description of the most frequent classifica-
tion errors. MUSAN corpus evaluations are carried out using
constraints on cross-validation, in order to group subtracks
corresponding to a same performer in the same folds. These
constraints avoid testing a model on a track produced by a
performer found in the model’s training set. Similar constraints
are applied for segments obtained from the same audio-book
or us-government track.

Tables I, II and III report the results obtained on GTZAN,
Scheirer-Slaney and MUSAN corpora. All classification algo-
rithms achieve 100% correct media-level classification rate on
GTZAN corpora. This better media-level recall is probably due
to the duration associated to GTZAN samples (30 seconds,
instead of 15 in Scheirer-Slaney and 3 in MUSAN). For all
other tasks, CNN models achieve better classification results

TABLE I. SPEECH/MUSIC CLASSIFICATION RESULTS OBTAINED ON
GTZAN CORPUS [14] USING 120 30-SECONDS LONG EXCERPTS

Algorithm Frame-level Recall Media-level Recall
Speech Music Mean Speech Music Mean

GMM 89,18 84,05 86,61 100 100 100
SVM 95,64 91,06 93,35 100 100 100
CNN 98,16 96,25 97,21 100 100 100

TABLE II. SPEECH/MUSIC CLASSIFICATION RESULTS OBTAINED ON
SCHEIRER-SLANEY CORPUS [15] USING 240 15-SECONDS EXCERPTS

Algorithm Frame-level Recall Media-level Recall
Speech Music Mean Speech Music Mean

GMM 85,28 81,03 83,15 99,29 98,00 98,64
SVM 93,01 89,62 91,32 98,54 98,00 98,27
CNN 93,79 91,79 92,79 100 98,00 99,00

TABLE III. SPEECH/MUSIC CLASSIFICATION RESULTS OBTAINED ON
MUSAN CORPUS [16] USING 1948 3-SECONDS LONG EXCERPTS

Algorithm Frame-level Recall Media-level Recall
Speech Music Mean Speech Music Mean

GMM 97,32 95,04 96,18 99,41 97,17 98,29
SVM 97,17 94,5 95,84 99,8 97,41 98,6
CNN 99,36 98,85 99,11 100 99,46 99,73

than GMM and SVM, both at the frame and media level. For
all of these methods, frame-level recall is higher for speech
than for music, as several music frames are incorrectly pre-
dicted as speech. CNN predictions are associated to a perfect
media-level speech recall score for all corpora. CNN produces
only 2 classification errors on Scheirer-Slaney corpus, and 5
on MUSAN corpus. Manual analysis of these errors shows
vocal singing excerpts without instrumental accompaniment,
or singing style close to regular speech, that are predicted as
speech. An additional error found in Scheirer-Slaney corpus
corresponds to a pure music track incorrectly classified as
speech. This is explained by the presence of 3 training samples
containing the same music track with superposed speech,
learned as speech excerpts. Frame-level results obtained on
Scheirer-Slaney corpus are worse than those obtained on
other corpora, since this corpus contains speech-over-music
excerpts, harder to discriminate than pure speech or pure music
segments. Best frame-level results are obtained on MUSAN
corpus; this may be explained by the low variability observed
within its speech material.

VI. SPEECH/MUSIC SEGMENTATION EVALUATION

This section reports the early results obtained on the
SMS task, using the CNN architecture associated to the best
SMC performances. CNN model was trained using GTZAN,
Scheirer-Slaney and MUSAN corpora described in the last
sections, corresponding to about 3 hours of annotated material.
Raw frame-level music and speech probabilities are obtained
using a step size of 10 milliseconds. Viterbi algorithm is used
to infer the most likely state sequence (speech or music) from
these raw estimates, allowing to increase the robustness of
CNN’s predictions.

MIREX 2015 speech/music detection training examples
material [6] was used for this evaluation (the training examples
material is different from MIREX evaluation material which
is not public). It contains about 5 hours of radio streams,
corresponding to 4 hours of music, 1 hour of speech, 7 minutes
of speech-over-music, and 6 minutes of other phenomena
(pauses, applause, etc.). It is split into 7 tracks associated
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TABLE IV. SPEECH/MUSIC SEGMENTATION RESULTS OBTAINED ON
MIREX 2015 TRAINING EXAMPLES MATERIAL

Radio Stream Raw Frame-level Recall Frame-level Recall after
Genre Viterbi post-processing

Speech Music Mean Speech Music Mean
Classical 91.30 97.66 94.48 100 100 100
Country 92.94 73.45 83.19 96.82 88.55 92.69
Ethnic 95.15 71.49 83.32 99.18 79.26 89.22
Irish 95.08 88.32 91.70 99.38 96.50 97.94

to specific musical genres. Two tracks contain instrumental
classical music. Three files contain ethnological recordings,
including shamanic singing and psalms. One contains country
music and blues, including a cappella singing. Last track
contains Irish folk music. Table IV reports frame-level results
obtained for all of these genres. Results for frames not as-
sociated to speech or music are not reported. Perfect results
are obtained for material associated to instrumental classical
music, which is the easiest category, well represented in our
training database. Errors found in ethnological recordings are
mostly associated to shamanic psalms, not covered in our
training set, which are detected as speech. Errors found in the
country music material are mostly associated to a cappella
singing detected as speech. This source of error is coherent
with studies reporting similar acoustic properties in country
singer’s speech and singing [18].

VII. DISCUSSION AND FUTURE WORK

This study presents the use of a CNN architecture on
several SMC tasks and on a SMS task. The proposed model
shows clear advantages over SVM and GMM, both at the
frame level and at the media level. All speech segments used in
classification evaluations, with to durations between 3 and 30
seconds, are correctly classified. The proposed semi-supervised
training procedure allows to obtain slightly better SMC results
than fully supervised approaches on MUSAN corpus (not
reported in last sections), resulting in a reduction of two
media-level errors over 1948 samples. This trend needs to be
confirmed using harder SMC evaluation protocols, as well as
larger evaluation corpora.

Errors related to music excerpts, recognized as speech,
are mostly associated to a cappella or predominant vocals,
and singing styles close to regular speech (hip hop, shamanic
psalms, country vocals, opera recitative style, etc.). Scheirer-
Slaney corpus is the only classification corpus used in this
study including speech-over-music samples, resulting in the
lowest frame-level classification results. These findings suggest
to constitute training and evaluation corpora containing these
difficult musical genres, and to systematically integrate speech-
over-music samples in our future evaluation procedures.

Work in progress covers the constitution of a representative
music segment dataset, with annotated variations related to
genre, singing style, performer, and track identification. The
use of speech databases containing speaker identities, and
speaking styles annotations is required to improve control
over our next evaluations. This issue may be partly addressed
using a 2290-speaker corpus realized at Ina [19]. The hardest
issue is the design of models able to discriminate speech-over-
music and music, especially for music having vocal acoustic
properties close to regular speech (hip hop, eletro, etc.). This

will be addressed through data augmentation strategies, here
consisting in artificially superposing speech to music [20]. The
last issue is the constitution of a music track segmentation
corpus, including early challenging archive documents repre-
sentative of the diversity of Ina’s collections [21].
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Abstract—Flexible Dual-TCP/UDP Streaming Protocol (FDSP)
is a new method for streaming H.264-encoded High-definition
(HD) video over wireless networks. FDSP streaming is done in
sequential video segments or chunks called substreams. In FDSP,
substream lengths are used to control the amount of Transmission
Control Protocol (TCP) data that needs to be sent prior to the
playback of that substream. To avoid frequent rebuffering, TCP
packets of the next substream are overlapped with the User
Datagram Protocol (UDP) packets of the current substream. The
TCP threshold parameter determines when to overlap new TCP
packets with the current UDP stream. This paper analyzes the
TCP threshold parameter in the context of FDSP. Our results
show that user Quality of Experience (QoE) can be enhanced
by adaptive adjusting of the TCP threshold using the additive-
increase/multiplicative-decrease (AIMD) algorithm based on the
UDP packet loss rate and the TCP rebuffering.

Keywords–Bitstream Prioritization; HD Video Streaming; Queue
Size; TCP Threshold; FDSP.

I. INTRODUCTION

High-definition (HD) video streaming technologies have
fundamentally changed the way multimedia content is con-
sumed. These video streaming applications can be broadly
classified into client-server and device-to-device streaming
applications. Client-server based streaming applications, such
as Netflix, Hulu, Amazon Video, etc., typically involve a
streaming server to deliver multimedia content to the end user
through the internet. On the other hand, device-to-device wire-
less HD video streaming is enabled by technologies such as
Apple AirPlay R�, Google Chromecast R�, and Wi-Fi Alliance’s
Miracast R� to facilitate various multi-screen (i.e., N-screen)
applications [1]. However, the explosion of wireless enabled
devices will strain the bandwidth limits due to the need to
support multiple streams in the same network.

All the aforementioned video streaming services and ap-
plications rely on either Transmission Control Protocol (TCP)
or User Datagram Protocol (UDP) protocol. The client-server
streaming techniques rely primarily on HTTP-based streaming,
which, in-turn, is based on TCP. On the other hand, device-to-
device streaming applications Chromecast and Miracast rely
on UDP while Airplay uses TCP for video streaming and
screen mirroring applications. However, both TCP- and UDP-
based streaming protocols have their own set of challenges.
TCP guarantees packet delivery ensuring perfect video frame
quality, but suffers from freeze frames during video playback
due to packet delay caused by bandwidth bottleneck. Figure 1
illustrates the effect of rebuffering caused by TCP packet delay,
which occurs when TCP packets arrive at the receiver after the
playout deadline due to network congestion. This delay causes

Figure 1. Rebuffering due to late TCP packets.

Figure 2. Frame distortion due to UDP packet loss. Note that packet loss
also causes frame distortion in subsequent frames due to error propagation.

the received video to freeze frame and stall for more TCP
packets to arrive at the receiver before resuming playback.
UDP, on the other hand, minimizes delay but suffers from
packet loss. Figure 2 illustrates the video quality degradation
due to UDP packet loss, which affects not only the frame for
which the packet loss occurred but also subsequent frames that
use it as the reference frame (referred to as error propagation).

In our previous work, a new H.264 based video streaming
technique called Flexible Dual Streaming Protocol (FDSP)
was proposed [2]. FDSP sends packets containing important
H.264 video syntax elements (i.e., Sequence Parameter Set
(SPS), Picture Parameter Set (PPS), and slice headers) via
TCP for guaranteed delivery and the rest of the slice data
packets via UDP giving an H.264 decoder a better chance
of decoding received video even when packet losses occur.
Therefore, FDSP exploits the combined benefits of TCP and
UDP by adding reliability to UDP while reducing the latency
caused by TCP. This enables FDSP to strike a balance between
visual quality and delay by achieving higher video quality than
pure-UDP and less rebuffering than pure-TCP.

FDSP was enhanced in [3] using Bitstream Prioritization
(BP) to reduce the impact of UDP packet loss. This method
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statically chooses the BP metric to classify a select percentage
of originally UDP-designated packets from an H.264 bitstream
as high priority, which are then transported over TCP for
guaranteed delivery. FDSP-BP was further enhanced by in-
troducing Adaptive-BP [4], where the percentage of packets
sent over TCP versus UDP is dynamically adjusted based on
the estimated rebuffering time for TCP packets and estimated
packet loss ratio (PLR) for UDP packets. FDSP with Adaptive-
BP further improved the performance by reducing both packet
loss and rebuffering time.

FDSP-based streaming is done in sequential video chunks
called substreams. For each substream, the important syntax
elements are sent first via TCP, and then the rest of the data
is sent via UDP. Therefore, the substream length determines
the amount of TCP data that needs to be sent prior to the
playback of that substream. To allow TCP packets to arrive on
time, substream overlapping is performed where TCP packets
for the next substream are sent at the same time as the UDP
packets for the current substream. However, an important issue
with substream overlapping is the decision on when to insert
new TCP packets into the outgoing IP queue of the sender,
which is referred to as TCP Threshold. In our prior work on
FDSP, the TCP threshold was chosen to be fixed at 35% of the
maximum IP Queue size [3]. This paper analyzes how varying
the TCP threshold affects UDP PLR and TCP rebuffering time
and develops an Adaptive TCP Threshold technique to improve
user Quality of Experience (QoE).

This paper is organized as follows. Section II discusses
other TCP and UDP streaming techniques. An overview of
the FDSP streaming method is shown in Section III. Sec-
tion IV discusses the effects of substream overlapping and
TCP threshold. Sections V goes over the experimental setup
and Section VI discusses the results of our analysis on how the
changes in the TCP threshold affect FDSP streaming. Finally,
Section VII concludes the paper.

II. RELATED WORK

Queue management techniques for video streaming appli-
cations have been well studied. The two basic approaches
proposed for queue management are Random Early Detection
(RED) [5] and Blue [6]. Both of these techniques use queue
length as an indicator of congestion and use this information
to regulate the packet drop rates. Xu et al. proposed an active
queue management technique for wireless ad hoc networks,
called Neighborhood RED (NERD) [7]. This technique uses
channel utilization to estimate the queue length to help deter-
mine the packet drop probability.

However, all the above queue management techniques are
designed for data communication in general, without any
consideration for the unique characteristics of video stream-
ing (i.e., multimedia communication). Chen et al. proposed
an active queue management technique where packets that
may potentially be late are actively dropped before they are
transmitted to reduce the strain on the network resources and
to effectively control the transmission queue length [8]. Shy et
al. proposed another active queue management (AQM) system,
which employs routers that deal with both best-effort traffic
flows and multimedia traffic flows [9]. Round trip time (RTT)
is used in the packet dropping probability calculations to assure
rate reductions in both multimedia and best-effort flows before
the queue becomes full.
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Figure 3. The architecture of FDSP with Adaptive BP [4]

The aforementioned queue management techniques are
designed for video streaming systems that are based either
on TCP or UDP. Furthermore, all of these systems focus
on techniques such as prioritized dropping based on queue
length, fairness based scheduling algorithms for packet delay
optimization, etc. On the other hand, FDSP is a hybrid
streaming protocol that uses both TCP and UDP for video
streaming, and thus it presents a unique set of challenges, such
as the TCP threshold, that play a crucial role in packet delay
optimization. Therefore, this paper expands on the scope of our
prior research on FDSP with Adaptive-BP [4] by analyzing the
TCP threshold parameter and its impact on UDP PLR and TCP
rebuffering.

III. FDSP OVERVIEW

FDSP was proposed as a new device-to-device video
streaming technique for H.264 content [2]. This section pro-
vides a brief overview of its various architectural features and
factors affecting video quality (see [2]-[4] for details).

FDSP with Adaptive-BP architecture is shown in Fig-
ure 3 [4], which consists of a sender and a receiver. The
FDSP sender processes H.264 video data using the H.264
Syntax Parser to detect important Network Abstraction Layer
(NAL) units, i.e., SPS, PPS, and slice headers (SH). The
rest of the NAL units are primarily slice data packets. It
also works with the RTP Packetizer to encapsulate each NAL
unit into the RTP payload format for H.264 video [10]. The
Demultiplexer (DEMUX) then routes the important NAL units
(SPS, PPS, SH, and prioritized I-frame data) through TCP and
the rest of the NAL units through UDP. The BP selection
module sets the BP parameter, which represents the percentage
of the I-frame data to be prioritized and sent over TCP. In
FDSP with Adaptive-BP, BP is adjusted dynamically based
on the estimated available network bandwidth. Finally, Dual
Tunneling is employed to keep both TCP and UDP sessions
active during video streaming.

In the receiver, Dual Tunneling is employed to receive
packets from both the TCP and UDP streams. The Multiplexer
(MUX) then discards the late TCP packets and rearranges the
TCP and UDP packets based on their RTP timestamps.

During FDSP streaming, the sender first segments the input
video into 10 sec. substreams, as done in HTTP live Streaming
(HLS) [11]. Then, all the TCP packets containing SPS, PPS,
SH, and BP prioritized I-frame data for each substream are
sent over TCP prior to sending UDP packets containing the
slice data. Thus, the receiver must wait for its respective TCP
data to arrive before playback. To avoid rebuffering caused by
TCP packet delay, the transmission of UDP packets for the
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current substream is overlapped with the transmission of TCP
packets for the next substream (i.e., substream overlapping).

BP is only applied to packets containing I-frame data
because they serve as reference frames and any loss in I-frame
data leads to error propagation to the entire Group Of Picture
(GOP) sequence. If the BP parameter is set to zero, then it
defaults to basic FDSP, where SPS, PPS, and slice headers are
the only packets that will be sent via TCP. If BP is 25% then a
quarter of all I-frame packets would be sent via TCP. Although
it is possible to select any distribution of the I-frame to be sent
via TCP, a sequential order of I-frame packets are selected to
be sent via TCP to achieve better QoE. Increasing BP results
in increasing the number of TCP packets, thus increasing the
probability of TCP rebuffering, but it reduces UDP packet loss
and error propagation due to the proportional reduction in the
number of UDP packets.

Since FDSP is a hybrid streaming technique that uses both
TCP and UDP protocols, its performance is affected by both
packet loss and rebuffering. The various factors that influence
packet loss and rebuffering are the BP parameter, the substream
length, and substream overlapping. The BP parameter is used
to determine the percentage of I-frame packets that are to
be sent through TCP. The BP parameter is computed based
on TCP round-trip time and UDP packet loss rate, which in
turn determines the percentage of TCP versus UDP packets
to be sent for each substream. Adaptively adjusting the BP
parameter for each substream helps further reduce UDP packet
loss while keeping TCP rebuffering time and instances low.
The substream length trades off between the likelyhood of
rebuffering and the frequency of adaptive BP selection process.
Since the BP and substream length have been analyzed in our
previous work, this paper focuses on examining how different
TCP thresholds affects FDSP video streaming.

IV. SUBSTREAM OVERLAPPING AND TCP THRESHOLD

In FDSP, the important syntax elements for each substream
are sent first via TCP, and then the rest of the data is sent via
UDP. Therefore, the substream length and the BP parameter
determine the amount of TCP data that needs to be sent prior
to the playback of that substream. However, rebuffering occurs
whenever TCP packets for a substream are not yet all available
at the time of playback of that substream. To avoid rebuffering,
the TCP packets of the next substream (i.e., substream i+ 1)
are overlapped with the UDP packets of the current substream
(i.e., substream i).

The important issue with substream overlapping is the
decision on when to insert new TCP packets for the next
substream into the outgoing IP queue of the sender. This is
because inserting TCP packets for the next substream into the
queue too soon would interfere with successful UDP packet
transmission for the current substream. On the other hand,
inserting TCP packets into the queue too late would result in
rebuffering. Therefore, substream overlapping is initiated only
when the number of packets in the network device’s IP queue
is below the TCP Threshold. Increasing the TCP threshold
would result in increased UDP packet loss due to network
saturation caused by flooding of TCP packets. On the other
hand, decreasing the TCP threshold results in increased TCP
rebuffering due to the reduction in the number of new TCP
packets being inserted into the queue. The various factors that
affect the TCP threshold are: (i) the number of UDP packets
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Figure 4. IP queue occupancy example for static vs. adaptive TCP threshold.

in the current substream; (ii) the number of TCP packets in
the next substream; (iii) the average queue occupancy; and
(iv) the average number of UDP packets per frame. The
number of UDP packets for the current substream and the
number of TCP packets for the next substream are used to
calculate the estimated TCP rebuffering time and the estimated
UDP PLR [4]. The average queue occupancy and the average
number of UDP packets per frame are used to estimate the
number of instances for substream overlapping.

Figure 4a shows an example of the IP queue occupancy
as a function of time for a static TCP threshold during FDSP
streaming. In this example, the TCP threshold is set to 30%
of the maximum queue size. For substream 1, the queue size
decreases as UDP packets are streamed. When the queue size
falls below the TCP threshold, the TCP packets for substream
2 are inserted into the queue. In substream 2, the average
number of UDP packets per frame is higher than in substream
1 resulting in reduced opportunities to insert new TCP packets
from substream 3, which in-turn increases the probability of
TCP rebuffering (indicated by an extra time slot). In substream
3, both the queue occupancy and the average number of UDP
packets per frame are high indicating a network congestion. In
this scenario, inserting more TCP packets into the queue would
exacerbate network congestion and result in UDP packet loss.

Figure 4a clearly shows that having a static TCP threshold
is not always optimal for FDSP streaming. Figure 4b shows
that adaptively adjusting the TCP threshold can reduce both
UDP PLR and TCP rebuffering resulting in better QoE. In
this example, the TCP threshold is also set to 30% by default
for substream 1, and thus the queue behavior is identical
to that of Figure 4a. In substream 2, the average number
of UDP packets per frame is higher than substream 1, this
reduces the number of TCP packet insertions resulting in
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increased TCP rebuffering probability. However, since the
queue occupancy for substream 2 is not very high, the TCP
threshold is increased, which increases the number of TCP
packets that can be inserted into the queue and in turn reduces
the TCP rebuffering probability.

In substream 3, both the queue occupancy and the average
number of UDP packets per frame are very high, indicating
network congestion, which in-turn increases UDP packet loss.
In Figure 4b, the TCP threshold is decreased for substream
3 to reduce the number of TCP packets inserted into the
queue. This in-turn increases the number of UDP packets
transmitted, thus reducing UDP PLR. Note that although the
TCP threshold is decreased there is no change in the queue
level for the first three time slots of substream 3 because there
is no substream overlapping. During time slots 4-6, the number
of TCP packets inserted into the queue is reduced compared
to the case in Figure 4a. This reduction allows for more
UDP packets to be transmitted. The increased UDP packet
prioritization reduces the queue occupancy levels during time
slots 7-9, which reduces the overall UDP packet loss rate for
substream 3. This reduction in TCP threshold may increase the
TCP rebuffering probability, but there are enough opportunities
for TCP overlapping for substream 3 to avoid rebuffering.

A. Adaptive TCP Threshold
The Additive-Increase/Multiplicative-Decrease (AIMD) al-

gorithm is well suited to adaptively adjust the TCP threshold
because the TCP threshold is progressively increased, which
in-turn increases the number of TCP packets inserted into the
queue reducing the likelihood of rebuffering. On the other
hand, AIMD prioritizes UDP packets by exponentially reduc-
ing the TCP threshold at the first sign of network congestion
(based on estimated UDP packet loss). For example, FDSP
streaming begins with a default TCP threshold of 30% for the
first two substreams. From the third substream on, the TCP
threshold is progressively incremented based on the estimated
TCP rebuffering probability until UDP packet loss is estimated
at which point the TCP threshold is reduced in half. Note that
the estimated TCP rebuffering probability and the estimated
UDP PLR are computed using TCP round trip time and queue
statistics, respectively (for more details please refer to FDSP
with Adaptive-BP [4]).

V. EXPERIMENTAL SETUP

This section discusses the experimental setup for the anal-
ysis of TCP threshold parameters and its impact on both
UDP packet loss and TCP rebuffering for FDSP-based video
streaming. For our experiments, two full HD (1920⇥1080
@30fps, 4300 frames) clips from a high-motion (animation)
video Bunny, and a low-motion (documentary) video Bears are
used. These clips are encoded using the x264 encoder with an
average bit rate of 4 Mbps and four slices per frame.

Our simulation environment is Open Evaluation Frame-
work For Multimedia Over Networks (OEFMON) [12], which
is composed of a multimedia framework DirectShow, and a
network simulator QualNet 7.3 [13]. OEFMON allows a raw
video to be encoded and redirected to a simulated network to
gather statistics on the received video. Within OEFMON, an
802.11g ad-hoc network with a bandwidth of 54 Mbps is setup.
Note that the version of the Qualnet simulator used for our
study only supports the IEEE 802.11g standard. However, the
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Figure 5. Simulated network scenario.

simulation study can easily be adapted to 802.11n by having
more background traffic to saturate the network. The network
scenario used is an 8-node configuration shown in Figure 5.
The distance between each source and destination pair is 5
m and the distance between pairs of nodes is 10 m. These
distances were chosen to mimic the proximity of multiple pairs
of neighboring streaming devices in an apartment setting. The
primary test video is being streamed between nodes 1 and 2,
while the remaining three node pairs produces three streams
of constant bit rate (CBR) background traffic of 50 Mbps to
fully saturate the network.

For the TCP threshold analysis, the primary video is
streamed using FDSP with BP of 0% and 100%. These two
choices of BP values are based on our prior work [14],
which showed that they represent the two extreme effects of
FDSP-based streaming, i.e., UDP PLR and TCP rebuffering
are maximized at BP of 0% and 100%, respectively, for 10-
second substreams. Therefore, the effects of UDP PLR and
TCP rebuffering are effectively isolated via their corresponding
BP values in order to study how TCP threshold changes affect
FDSP streams. For each BP value, 20 different TCP threshold
values, ranging from 5% to 100%, are evaluated.

VI. RESULTS

A. Impact of TCP threshold changes on UDP PLR and TCP
Rebuffering

Figures 6 and 7 show the effects of the TCP threshold
changes on both test videos in a fully congested network with
BP of 0% and 100%, respectively. These figures also include
the results for pure UDP and pure TCP as a comparison. In
a fully congested network scenario, the total TCP rebuffering
time incurred by both test videos that are streamed using FDSP
with 0% BP decreases as the TCP threshold increases. Con-
versely, the UDP PLR incurred by both test videos increases as
the TCP threshold increases. For example, in the Bears video
(Figure 6a), TCP thresholds of 10%, 15%, and 20% incur UDP
PLRs of 3.8%, 7.4%, and 10.2% and TCP rebuffering times
of 43 seconds, 9.8 second, and 1.98 seconds, respectively.
Similarly, in the Bunny video (Figure 6b), TCP thresholds
of 10%, 15%, and 20% incur UDP PLRs of 7.2%, 10.62%,
and 12.93% and TCP rebuffering times of 20.21 seconds, 9.64
seconds, and 1.05 seconds, respectively.

In comparison to FDSP with 0% BP streaming, UDP PLR
and TCP rebuffering incurred by FDSP with 100% BP in a
fully congested network scenario are much more pronounced.
For example, in the Bears video (Figure 7a), TCP thresholds of
10%, 15%, and 20% incur UDP PLRs of 2.1%, 1.7%, and 2.4%
and TCP rebuffering times of 75.1 seconds, 38.95 seconds,
and 14.47 seconds, respectively. Similarly, in the Bunny video

23Copyright (c) IARIA, 2017.     ISBN:  978-1-61208-548-7

MMEDIA 2017 : The Ninth International Conferences on Advances in Multimedia

                           31 / 108



 0

 10

 20

 30

 40

 50

 60

 70

 80

 10 15 20 25 30 35 40 45 50 55 60 65 70 75 80 85 90 95 100
 0

 10

 20

 30

 40

 50

 60

 70

 80

U
D

P 
PL

R 
(%

)

TC
P 

Re
bu

ff
er

in
g 

Ti
m

e 
(s

ec
)

TCP Threshold (%)

Pure UDP PLR (%)

FDSP 0BP PLR (%)

Pure TCP Rebuf Time

FDSP 0BP Rebuf Time

(a) Bears video.

 0

 10

 20

 30

 40

 50

 60

 70

 80

 10 15 20 25 30 35 40 45 50 55 60 65 70 75 80 85 90 95 100
 0

 10

 20

 30

 40

 50

 60

U
D

P 
PL

R 
(%

)

TC
P 

Re
bu

ff
er

in
g 

Ti
m

e 
(s

ec
)

TCP Threshold (%)

Pure UDP PLR (%)

FDSP 0BP PLR (%)

Pure TCP Rebuf Time

FDSP 0BP Rebuf Time

(b) Bunny video.

Figure 6. Impact of TCP threshold changes on UDP packet loss and TCP rebuffering in a fully congested network scenario with BP of 0%.
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Figure 7. Impact of TCP threshold changes on UDP packet loss and TCP rebuffering in a fully congested network scenario with BP of 100%.

(Figure 7b), TCP thresholds of 10%, 15%, and 20% incur UDP
PLRs of 0.8%, 0.81%, and 0.74% and TCP rebuffering times of
75.38 seconds, 60.34 seconds, and 27.63 seconds, respectively.
These results show that having a large TCP threshold results
in greater opportunities to insert new TCP packets into the
IP queue reducing TCP rebuffering time. This, in turn, will
cause UDP PLR to increase due to the increase in UDP packet
delay resulting in late packets. On the other hand, a smaller
TCP threshold results in fewer opportunities to insert TCP
packets into the IP queue. This means that fewer TCP packets
are sent through substream overlapping and, instead they are
buffered in between substreams, thus increasing the total TCP
rebuffering time.

The ideal TCP threshold region is the one that minimizes
both UDP PLR and TCP rebuffering. For the Bears video using
FDSP with 0% BP (Figure 6a), the ideal TCP threshold region
lies between 15% to 30%. For the Bunny video using FDSP
with 0% BP (Figure 6b), the ideal TCP threshold region lies
between 15% to 25%. Similarly, for the Bears video using
FDSP with 100% BP (Figure 7a), the ideal TCP threshold
region lies between 25 to 50%. For the Bunny video with
FDSP 100% BP (Figure 7b), the ideal TCP threshold region
lies between 25 to 55%. The optimal threshold range for both
videos increases as BP increases to accommodate the increase
in the number of TCP packets. These results show that the
ideal TCP threshold is not constant for all types of videos.
Furthermore, the ideal TCP threshold region is affected by the
changes in the BP parameter. Hence, the TCP threshold has

to be adaptively adjusted for each substream to optimize the
substream overlapping and improve FDSP’s performance.

B. Performance of Adaptive TCP Threshold
Figures 8a and 8b show UDP PLR and TCP rebuffering

time for the Bunny video streamed based on FDSP with
Adaptive-BP using static and adaptive TCP threshold tech-
niques, respectively. Note that the figures are also stacked
with plots of the TCP threshold values. These results show
that adaptively adjusting the TCP threshold for each substream
reduces both UDP PLR and TCP rebuffering time as compared
to having a static TCP threshold. For example, using the
adaptive TCP threshold scheme incurs only one instance of
rebuffering that lasts for 0.83 seconds as compared to the
static TCP threshold scheme, which incurs three instances of
rebuffering with 0.4 seconds, 1.02 seconds, and 0.12 seconds
of rebuffering times. Similarly, the adaptive TCP threshold
scheme incurs three instances of UDP packet loss with PLRs of
0.13, 0.04, and 0.08, where as the static TCP threshold scheme
also incurs three instances of UDP packet loss but with slightly
higher PLRs of 0.13, 0.06 and 0.1. Thus, adaptively adjusting
the TCP threshold reduces the TCP rebuffering incurred by
50% and also slightly reduces UDP PLR for the Bunny video.

Figures 9a and 9b compare the visual quality of the static
and adaptive TCP threshold schemes for frames 2918 and
3391, respectively. These figures clearly show that the adaptive
TCP threshold scheme achieves better visual quality than the
static TCP threshold scheme by reducing UDP PLR as well
as TCP rebuffering time. For frame 2918, the adaptive TCP
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(a) Static TCP threshold results.
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(b) Adaptive TCP threshold results.

Figure 8. Comparison of static vs. adaptive TCP threshold performance of
Bunny video with Adaptive-BP.

threshold scheme incurs no packet loss resulting in perfect
frame quality. For frame 3391, adaptively adjusting the TCP
threshold results in slightly lower packet loss as compared to
using a static TCP threshold value even though the difference
in visual quality is marginal.

These results clearly show that the adaptive TCP threshold
scheme reduces both UDP PLR and TCP rebuffering time as
compared to the static TCP threshold scheme resulting in better
end user QoE.

VII. CONCLUSION AND FUTURE WORK

This paper studied the effects that different TCP threshold
values have on video streaming in the context of Flexible Dual-
TCP/UDP Streaming Protocol (FDSP). Our analysis showed
that TCP threshold has a direct effect on both TCP rebuffering
and UDP PLR. Our results showed that adaptively adjusting
the TCP threshold using an AIMD algorithm reduces both
packet loss ratio and rebuffering time, and leads to a better
overall video streaming experience. As future work, we plan
to study the impact of UDP packet loss and TCP rebuffering
on end user Quality of Experience for FDSP streaming.
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Abstract— In this paper, we revise our skin feature extraction 

method based on cell segmentation to improve the accuracy and 

efficiency of skin feature analysis. Accurate skin feature 

extraction is critical for the evaluation of skin conditions. In 

order to improve the accuracy of analyzing skin features, we use 

the contrast limited adaptive histogram equalization (CLAHE) 

method for contrast enhancement. Also, we use the extended-

minima transform in order to enhance the depth of wrinkles on 

the skin. After conducting watershed transform for cell 

segmentation, we utilize the labeled information of skin cells to 

extract skin features. We consider two types of skin features that 

are important for estimating the skin age of users. They are cell 

features and wrinkle features. To evaluate the performance of 

our revised method, we collected diverse images using two types 

of microscopy cameras and estimated the skin age based on their 

skin features. Through various experiments, we show that our 

revised method achieves 11% increase in analysis accuracy and 

53% decrease in feature extraction time compared to our 

previous work. 

Keywords- Skin analysis; Feature extraction; Wrinkle feature; 

Contrast stretching; Microscopy image. 

 

I. INTRODUCTION 

Various factors, such as exposure to sunlight or pollution, 
smoking and excessive drinking are known to accelerate the 
normal skin aging process and eventually lead to premature 
skin aging. Usually, the degree of skin aging has been 
evaluated by dermatologists based on their personal 
experience or knowledge. This is because there is no standard 
method for quantitative and objective evaluation. If such 
method was available, then users would get consistent and 
quantitative information about their skin condition, and hence 
perform suitable treatment for their skin more effectively and 
conveniently. 

In our previous work, we proposed a scheme for skin 
texture aging trend analysis based on diverse skin texture 
features. To extract such features, we cropped microscopy 
skin image, carried out histogram equalization, removed noise 
and then binarized the image using the Otsu threshold. After 
that, we segmented the skin texture into cells by using the 
watershed algorithm and calculated their features [1][2]. 

In this paper, we modify some of the preprocessing steps 
and segmentation method in the previous work to improve 
feature extraction accuracy and reduce processing time. 
Figure 1 shows the overall steps to do that, which consist of 
preprocessing, cell segmentation and feature extraction. In the 

preprocessing, the original image is cropped to reduce the 
effect of vignetting. Then, contrast stretching is applied in 
order to enhance the intensity between skin and wrinkle. 
Denoising filters are applied to the image. In the cell 
segmentation, extended-minima transform and watershed 
algorithm are used for cell-based segmentation. Each cell 
cluster is labeled, and the labeled information is utilized for 
calculating skin features. We extract five features from the 
skin image to analyze the skin condition. In Figure 1, modified 
modules are represented by double line rectangles.   

The remainder of this paper is organized as follows. In 
Section 2, we introduce several related works for skin analysis. 
Detailed techniques for skin segmentation method are 
described in Section 3 and skin feature extraction method is 
described in Section 4. We explain our experiment and 
conclude this paper in Section 5. 
 

 
Figure 1.  Overall scheme of skin feature extraction 

 

II. RELATED WORKS 

So far, medical analysis and diagnosis based on biometric 
images have been performed in the various domains. Skin 
analysis is one of the most popular and interesting tasks, since 
skin is the outermost part of the human body. Various methods 
have been proposed for evaluating skin condition 
quantitatively using skin images.  

As an effort to detect skin wrinkles, H. Tanaka et al. 
applied a cross-binarization method to digital skin image to 
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get its binary image, and then, the short straight line matching 
method to detect wrinkles from the binary image and measure 
their length [3]. More specifically, for each base line in the 
cross-binarized image, if more than 70% of its pixels are 
marked black, then the line is considered a wrinkle. After that, 
they continue from the end of current base line to create a new 
base line. This repeats until the end of the wrinkle or the end 
of the image is reached. J. Ute et al. measured the topography 
of skin surface using an optical 3D device and showed that 
there is a significant dependency between skin surface 
topography and the age [4]. On the other hand, G. O. Cula et 
al. developed the automatic facial wrinkles detection 
algorithm based on estimating the orientation and frequency 
of the elongated spatial feature, captured via digital image 
filtering [5]. Recently Yow. Ai Ping et al. proposed the 
ASHIMA system framework and showed how to process HD-
OCT (High-Definition Optical Coherence Tomography) skin 
images automatically to measure the epidermal thickness and 
skin surface topography [6]. 

 

III. SKIN SEGMENTATION METHOD 

A. Preprocessing 

Direct image processing on microscope image or captured 
image might face several problems if the image is in RGB 
(Red-Green-Blue) form. Usually, dealing with RGB image 
shows less accuracy than dealing with gray image. Other 
typical factors to decrease the accuracy are vignetting effect 
and noises. To avoid these problems, original images need to 
be converted into binary images through preprocessing. In this 
work, pre-processing consists of three steps. First, the original 
image is cropped to reduce the effect of vignetting. Second, 
contrast stretching [7] is applied to make brightness difference 
between skin and wrinkle bigger. Then, adaptive histogram 
equalization is applied to the image. 

 

1) Cropping 
Due to the limitations of the camera and the interference 

of the light source, captured images may have noise and 
vignetting. Vignetting is a phenomenon where the outer edges 
of the images are dark due to the reduction of light at the 
periphery of camera lens, and hence causing the captured 
images to have different color histogram distributions. In 
order to avoid the problem, we cropped 300 by 300 pixels in 
the center of the image, which has the concentrated luminous 
source of the image. 

 

2) Contrast stretching 
Correct detection of skin wrinkles is critical in the skin 

analysis and its accuracy can be improved by clearly 
separating skin and wrinkle pixels in the image. However, 
original images often lack sufficient contrast due to diverse 
variations in the environment such as light source and 
shooting area. Insufficient contrast could make certain areas 
in the image have similar contrast even though they must be 
distinguished. This problem can be moderated by contrast 
stretching. Contrast stretching expands the dynamic range of 
the intensity levels so that it spans the color distance between 

skin and wrinkle. Figure 2 illustrates the effect of contrast 
stretching. 

 

  

(a) Original image (b) After contrast stretching 

Figure 2.  Example of contrast stretching 

 
 In the figure, we can see that the intensity of the scalp 

pixels is reduced and the color distinction between skin and 
winkle becomes more prominent. 

 

3) Contrast limited adaptive histogram equalization  
Skin wrinkles can be detected using the watershed 

algorithm [8]. However, we observed that some of the 
wrinkles were missing during the detection due to the lack of 
contrast. Hence, before we use the watershed algorithm to the 
skin image, we apply the contrast limited adaptive histogram 
equalization (CLAHE) method to the image to enhance the 
intensity of winkles [9]. Histogram equalization is a gray scale 
transformation used for contrast enhancement. The aim is to 
get an image with uniformly distributed intensity levels over 
the whole intensity scale. The result of histogram equalization 
might be worse compared to the original image since the 
histogram of the resulting image becomes approximately flat. 
For instance, when high peaks in the histogram are caused by 
an uninteresting area, histogram equalization results in 
enhanced visibility of unwanted image area. This means that 
the local contrast requirement is not satisfied, and as a result, 
minor contrast differences are entirely ignored when the 
number of pixels falling in a particular gray range is relatively 
small. 

An adaptive method to avoid this drawback is block-based 
processing of histogram equalization [10]. In this method, an 
image is divided into sub-images or blocks, and histogram 
equalization is performed on each sub-images or blocks. Then, 
blocking artifacts among neighboring blocks are minimized 
by filtering or bilinear interpolation. 

The CLAHE method uses a clip limit to overcome the 
noise problem. That is, the amplification is limited by clipping 
the histogram at a predefined value before computing the 
Cumulative Distribution Function (CDF). The value at which 
the histogram is clipped, the so-called clip limit, depends on 
the normalization of the histogram and thereby on the size of 
the neighborhood region. The redistribution will push some 
bins over the clip limit again, resulting in an effective clip 
limit that is larger than the prescribed limit and the exact value 
of which depends on the image. 

In our work, we need to remove hairs from the gray image. 
Hairs can be mistaken for wrinkles and hence they are the 
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most critical noise in the wrinkle detection. Skin hairs are 
easily removed by a simple threshold filter. 

 

  

(a) After hair removal (b) After CLAHE 

Figure 3.  Example of CLAHE 

 
 Figures 3 (a) and (b) show images after hair removal and 

after CLAHE method, respectively.  
 

B. Segmentation processing 

In this section, we describe how to segment a skin image 
into wrinkle cells using the extended-minima transform [11] 
and watershed transform. Watershed transform is one of the 
most widely used image segmentation techniques in image 
processing and we use it for segmentation into wrinkle cells. 
Especially, we perform the extended-minima transform before 
the watershed transform in order to increase the accuracy of 
finding wrinkle cells. 

 

1) Extended-minima transform 
Even though watershed transform is widely used for image 

segmentation, it often suffers from the over-segmentation 
problem since regional minima or ultimate eroded points are 
employed for segmenting cells directly. One of the main 
factors that determines the accuracy of segmenting skin image 
by wrinkle cells is how much the minima points are extended. 
In this paper, we revise the extended-minima transform, 
which is the regional minima of the H-minima transform. 
Regional minima are connected components of pixels with a 
constant intensity value, and whose external boundary pixels 
have higher value.  

 

  

(a) Extended-minima extraction (b) Imposed minima image 

Figure 4.  Example of extended-minima transform 

  

In other words, the result of h-minimum operator is linked 
to the depth of the minima. In a skin image, wrinkle cells 
consist of some minima and maxima. Minima correspond to 
parts of low depth points and maxima correspond to high 
depth points. Therefore, using the extended-minima transform, 
we can increase the depth between wrinkle cell clusters. It can 
help the watershed transform to cluster the wrinkle cells.  
Figure 4 shows an example of the extended-minima transform. 
First, we extract minima from an image and extend the depth 
of the points. The extended minima are shown in Figure 4 (a). 
Figure 4 (b) shows the result after imposing the extended 
minima to original gray scale image.  

 

2) Watershed segmentation 
Image segmentation is a computer analysis of image 

objects to decide which pixel of the image belongs to which 
object. Basically, this is the process of separating objects from 
background, as well as from each other. Watershed transform 
is a powerful and well-known tool for performing image 
segmentation.  

 

 
(a) Overlapping objects (b) Distances (c) Separated objects 

Figure 5.  Segmentation using watershed transform 

 
Figure 5 shows how to segment two overlapping circles 

using the watershed transform. To segment them, an image 
distance to the background is computed. The maxima of the 
distance (i.e., the minima of the opposite of the distance) are 
chosen as markers, and the flooding of basins from such 
markers separates the two circles along a watershed line. We 
adapt these steps to our skin image, so that pixels of each 
wrinkle cell are clustered. 

 

3) Cell labelling 
Wrinkle cell labelling can be easily done by applying the 

watershed transform to the skin image.  
 

  

(a) Labeled image (b) Filtered image with valid cells 

Figure 6.  Labelling process 
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From the result of watershed transform, we can get a set 
of wrinkle cells. Each cell contains the positions of pixels in 
the cell which belong to same cluster. Sometimes, the 
segmentation result contains unexpected cells with very small 
size, which are usually noise or moles. Since they are not the 
regular wrinkle cell, they should be removed. In Figure 6 (a), 
we can see an example of labelling wrinkle cells. Each cell is 
labeled using a different color.  Figure 6 (b) shows the noise 
cells that have to be removed. The brown cells need to be 
removed by merging into a neighboring cell. Currently, we 
decide the size of noise cells empirically. 
 

IV. SKIN FEATURE EXTRACTION 

A. Defining skin features 

We have developed algorithms for extracting various 
features from microscopy images. Our feature extraction 
method is based on the labeled image described previously. 
Before defining these features, we made the assumptions 
presented in Table 1 based on common knowledge of skin [1]. 

 
TABLE 1.    ASSUMPTIONS BASED ON COMMON KNOWLEDGE OF SKIN 

1. Total wrinkle length decreases with age. 

2. Wrinkle width increases with age. 

3. Wrinkle depth increases with age. 

4. Wrinkle cell area increases with age. 

5. The number of cells decreases with age. 

6. Diameter ratio of inscribed circle and circumscribed circle of 

a cell decreases with age. 

7. Total length of lines connecting cross points of a cell 

increases with age. 

 
In this paper, we define five features which are critical in 

the evaluation of aging skin. The five features are cell count, 
average cell area, average cell gradient, total wrinkle length, 
and average wrinkle width. Cell count indicates how many 
cell clusters are in the skin image. Average cell area indicates 
the average area of cell clusters in the skin image. Every 
wrinkle cell has its own shape, and the distortion of the shape 
is relevant to the degree of skin aging. So, it is useful to know 
how much a skin cell is distorted for skin aging estimation. 
For this purpose, we consider the slope of principal horizontal 
axis as distortion of a cell.  

The wrinkle itself is also very important clue for 
estimating the degree of skin aging. We use two wrinkle 
features in this work; the total wrinkle length and the average 
wrinkle width. 

 

B. Calculating skin features 

In this section, we describe how to calculate those five 
features. We first estimate the number of cells by counting the 
number of labeled cells while excluding cells with a size under 
some threshold. 

The average cell area is quite simple to calculate. We can 
get this feature by just dividing the total number of pixels in 
the labeled cells by the number of cells which we just 
described. 

Total wrinkle length can be calculated using the line 
sieving method. This method first counts the pixels on the 
horizontal and vertical texture lines. It then counts the pixels 
along the diagonal line, and estimates the actual wrinkle 
length considering its slope. In the case of single pixel islands 
on the image, we simply count these islands and add the 
number to the total length. 

We can get wrinkle width using Principal Component 
Analysis (PCA) analysis [12]. PCA algorithm is a method of 
calculating Eigen value and Eigen vector by using all data’s 
covariance and average. The result of segmented line 

(extracted skeleton) is a set of 11 points. These pixels have 
specific direction, thus we can calculate each point’s direction. 
In order to calculate the direction, we used PCA algorithm. 
When all of points on the skeleton’s direction are calculated, 
we can get a perpendicular line for each point. Figure 7 shows 
how to calculate average wrinkle thickness. In the figure, each 

white ‘’ is skeleton point, and the line passing the skeleton 
point is a normal line. The red circles indicate the intersection 
of line and wrinkle contour. The length between these two 
intersection points is the wrinkle thickness at that point. 

 

 

Figure 7.  Calculating wrinkle width 

 
Cell gradient is calculated for estimating how irregular a 

cell is due to skin aging. In order to measure the cell gradient, 
we used the regionprops function [13] which calculates a set 
of features for each labeled region. One of the major features 
in the result of regionprops is a scalar angle value for each 
labeled region.  

 

 

Figure 8.  Example of calculating angle 
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It can be obtained by calculating the angle between the x-
axis and the major axis of the ellipse that has the same second-
moment as the region. Figure 8 illustrates how to calculate the 
angle. 

 

V. EXPERIMENTS 

In order to evaluate the performance of our revised scheme, 
we performed several experiments based on the Matlab 
R2016a. The test images were prepared using microscopy 
cameras compatible with smartphone. We constructed a 
dataset of skin images using two cameras shown in Figure 9. 

 

 

 
(a) Camera A (b) Camera B 

Figure 9.  Microscopy cameras compatible with smartphone 

 
 One camera has a scale of 50X to 500X, and the other 

camera has a scale of 25X to 400X. We got approximately 300 
skin images from face and 50 skin images from hand using the 
two cameras. 

 

1) Detection accuracy 
Figure 10 depicts the segmentation result after watershed 

transform. The pixels on the segmented lines are matched to 
the pixels on the wrinkles in the binarized image. The 
binarized image can be obtained using the Otsu’s method [14]. 
A skin image is composed of multiple wrinkle cells with 
different shape and size.  

 

 

Figure 10.  Comparison of cell segmentation and binarized image 

 
We can compute the accuracy of wrinkle cell detection by 

the matching rate of segmented pixels as shown in Eq. (1). 
Basically, the equation counts how many matched pixels exist 

on both images, and then they are divided by the total number 
of pixels on the cell contour lines in Figure 10. 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = 
𝐶𝑒𝑙𝑙_𝑐𝑜𝑛𝑡𝑜𝑢𝑟_𝑝𝑖𝑥𝑒𝑙𝑠 ∩ 𝑊𝑟𝑖𝑛𝑘𝑙𝑒_𝑝𝑖𝑥𝑒𝑙𝑠

𝐶𝑒𝑙𝑙_𝑐𝑜𝑛𝑡𝑜𝑢𝑟_𝑝𝑖𝑥𝑒𝑙𝑠
 × 100       (1) 

 

 
Figure 11.  Comparison of detection accuracy 

 

Figure 11 depicts the result. Accuracies of the previous 
method are under 90 percent. On the other hand, we can see 
that accuracies of our revised method are over 95 percent. 
Overall, our revised method achieved about 10 percent 
improvement over the previous method for each dataset.  

 

B. Execution time 

Next, we compared the execution time of our previous 
method and revised method for cell detection. Here, the 
execution time includes all the steps for the preprocessing and 
segmentation. In the case of feature extraction, both methods 
show little difference.  

 

 
Figure 12.  Comparison of excution time 

 
Figure 12 compares the execution time of previous method 

and revised method taken for analyzing one skin image. As 
shown in the figure, the execution time of our revised method 
was about half that of the previous method.  
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VI. CONCLUSION 

In this paper, we revised our previous scheme for skin 
feature extraction to improve accuracy and reduce cell 
detection time. To improve the accuracy of skin cell detection, 
we used the contrast stretching and CLAHE filter for contrast 
enhancement, and the extend-minima transform to the skin 
image for cell segmentation. We performed several 
experiments to evaluate the accuracy and execution time of 
our revised method. 

Consequently, our revised method improves the accuracy 
of cell detection by about 10 percent for all the image data set. 
Also, the total execution time for cell detection was reduced 
by half compared to our previous work.  
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I. INTRODUCTION 

A. Social Big Data 

In the present age, large amounts of data are produced 
continuously in science, on the internet, and in physical 
systems. Such phenomena are collectively called data deluge. 
According to some researches carried by International Data 
Corporation, or IDC [4][5] for short, the size of data which 
are generated and reproduced all over the world every year is 
estimated to be 161 Exa bytes. The total amount of data 
produced in 2011 exceeded 10 or more times the storage 
capacity of the storage media available in that year. Experts 
in scientific and engineering fields produce a large amount of 
data by observing and analyzing the target phenomena. Even 
ordinary people voluntarily post a vast amount of data via 
various social media on the internet. Furthermore, people 
unconsciously produce data via various actions detected by 
physical systems, such as sensors and Global Positioning 
System, or GPS for short, in the real world. It is expected that 
such data can generate various values. In the above-
mentioned research report of IDC, data produced in science, 
the internet, and in physical systems are collectively called 
big data. The features of big data can be summarized as 
follows: 

• The quantity (Volume) of data is extraordinary, as 
the name denotes. 

• The kinds (Variety) of data have expanded into 
unstructured texts, semi-structured data, such as 
XML, and graphs (i.e., networks). 

• As is often the case with Twitter and sensor data 
streams, the speed (Velocity) at which data are 
generated is very high. 

Therefore, big data is often characterized as V3 by taking 
the initial letters of these three terms Volume, Variety, and 
Velocity. Big data are expected to create not only knowledge 
in science but also derive values in various commercial 
ventures. “Volume” and “velocity” require more computing 
power than ever before. “Variety” implies that big data 
appear in a wide variety of applications and then data have a 

wide variety of structures. Further, big data inherently 
contain “vagueness,” such as inconsistency and deficiency. 
Such vagueness must be resolved in order to obtain quality 
analysis results. Moreover, a recent survey done in Japan has 
made it clear that a lot of users have “vague” concerns as to 
the securities and mechanisms of big data applications [7]. In 
other words, service providers deploying big data have 
accountability for explaining to generic users among stake 
holders how relevant big data are used. The resolution of such 
concerns is one of the keys to successful diffusion of big data 
applications. In this sense, V4 should be used to characterize 
big data, instead of V3. Big data typically include IoT data 
collected by a variety of networked sensors and mobile 
gadgets, social data posted at social media sites, such as 
Twitter and Flickr, and open data published for everyone to 
access. 

In big data applications, especially, cases where two or 
more data sources including at least one social data source 
are involved, are more interesting from a viewpoint of 
usefulness to businesses [7]. If more than one data source can 
be analyzed by relating them to each other, and by paying 
attention to the interactions between them, it may be 
possible to understand what cannot be understood, by 
analysis of only either of them. For example, even if only 
sales data are deeply analyzed, reasons for a sudden increase 
in sales, that is, what has made customers purchase more 
products suddenly, cannot be known. By analysis of only 
social data, it is impossible to know how much they 
contributed to sales, if any. However, if both sales data and 
social data can be analyzed by relating them to each other, it 
is possible to discover why items have begun to sell suddenly, 
and to predict how much they will sell in the future, based on 
the results. In a word, such integrated analysis is expected to 
produce bigger values than otherwise. We would like to call 
such an analytic methodology Social Big Data, or SBD for 
short. 

Even if only one social data source, such as Twitter 
articles and Flickr images is available and if such articles and 
images have geo-tags (i.e., location information), as well, 
social big data mining is useful. That is, by collecting those 
articles and images based on conditions specified with 
respect to locations and time intervals and counting them for 
each grid (i.e., unit location), probabilities that users post 
such data at the locations can be basically computed. By 
using such probabilities, human activities can be analyzed, 
such as probabilities of foreigners staying at specific spots or 
those moving from one spot to another. The results will be 
applied to tourism and marketing. 

Furthermore, a certain level of location can be 
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represented as a collection of lower levels of locations. 
Similarly, a time interval can be divided into a collection of 
shorter time intervals. As such, locations and time have 
hierarchical structures inherently.  

B. Reproducibility 

In general, the validity of published results of scientific 
researches has recently been judged based on not only 
traditional peer reviews but also reproducibility [15]. 
Reproducibility means that the same results with reported 
ones can be obtained by independent researchers. Success of 
reproduction hinges on detailed descriptions of methods and 
procedures, as well as data which have led to the published 
results. 

At an extreme end of reproducibility spectrum [1] [10] is 
repeatability. Repeatability in computer science means that 
independent researchers can obtain exactly the same results 
by using the same data and the same codes that the reporters 
used. However, it is not always possible to use the same data 
and codes due to several reasons, such as limited space for 
publishing research results and lack or delayed spread of 
related standardization. Rex [11] is among ambitious 
attempts to facilitate repeatability. Rather, reproduction is 
done in order to make certain the essence of the experiments.  

All this is true of SBD researches and developments. 
Reproducibility in researches and developments of SBD 
applications requires at least the following requirements. 

• Description of SBD applications must be as 
independent from individual programming 
languages and frameworks as possible. Generally 
speaking, it is not always possible for all researchers 
to access the same data and tools that the authors 
have used. In other words, by enabling the mapping 
from description of applications by an abstract SBD 
model proposed in this paper to individual tools 
available for the other researchers, reproducibility 
can be realized even if the tools are not the same with 
the original one. Therefore, application description 
(i.e., at conceptual level) must be more abstract than 
codes (i.e., at logical level). It is expected that the 
amount of description is reduced by this. The 
descriptions must be even as independent from 
programing models, such as parallel computing as 
possible. This SBD model approach can lead to 
increase of accountability of SDB applications to 
stake holders including generic users.  

• Both data management and data mining must be 
described in an integrated manner. In SBD 
applications, a lot of time is spent on development 
and execution of data management including 
preprocessing and postprocessing in addition to data 
mining. Further, data management and data mining 
cannot be always separated in a crisp manner. Rather, 
most SBD applications require hybrid processes 
mixed with data management and data mining. Later, 
such examples will be described in case studies. 

This paper, which is rather positional, introduces an 
integrated data model for describing SBD applications and 
describes applications using the model as case studies. The 

reference architecture for SBD is illustrated in Figure 1.   

C. Relation with Other Work 

To our knowledge, there are no abstract data models that 
can handle data management and data mining. Indeed, there 
exist a lot of programming languages and frameworks that 
can host data management and data mining, such as Spark 
[17] and MLI [14]. However, such language interfaces have 
different levels of abstraction from those of our data model 
proposed in this paper. Rather, those are among candidate 
targets to which our abstract model can be translated. Section 
II introduces a data model for SBD and Section III explains 
case studies for SBD model. 

Figure 1. The reference architecture for social big data. 

II. DATA MODEL FOR SBD 

A. Overview 

We propose an abstract data model as an approach to 
reinforcing both reproducibility and accountability of SBD. 
Our SBD model aims to satisfy the following requirements: 

• Enable to describe data management and data mining 
in an integrated fashion or seamlessly. 

• Be independent enough from existing programming 
languages and frameworks and easy enough to 
translate into executable programming languages, as 
well. 

We extend relational model [12] prevalent in data 
management fields as our approach to SBD model. The 
Relational model is based on a mathematical concept of a set. 
On the other hand, data mining includes clustering, 
classification, and association rules [7]. Clustering partitions 
a given set of data into a collection of sets, each of which has 
elements similar to each other. Classification divides a given 
set of data into pre-scribed categories, that is, a collection of 
sets by using supervised learning. Association rule mining 
discovers a collection of frequent itemsets collocating in 
transactional data. Unlike relational models, all these data 
mining techniques handle a collection of sets instead of a set. 
In other words, we must bridge gaps between data 
management and data mining with respect to levels of 
granularity. At the same time, we would like to adopt 
abstractness comparable to those that relational models [12] 
and object models [6] have because such abstractness is 
widely prevalent.  
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B. Data Structure 

Our SBD model uses a mathematical concept of a family 
[13], a collection of sets, as a basis for data structures. Family 
is an apparatus for bridging the gaps between data 
management operations and data analysis operations.  

Basically, our database is a Family. A Family is divided 
into Indexed family and Non-Indexed family. A Non-Indexed 
family is a collection of sets or a collection of Non-Indexed 
families. In other words, a Non-indexed family can constitute 
a hierarchy of sets. 

• {Set} is a Non-Indexed family with Set as its 
element.  

• {Seti} is an Indexed family with Seti as its i-th 
element. Here i: Index is called indexing set and i is 
an element of Index. To be more exact, Index is 
either a set or an Indexed-family. In other words, 
Index itself can also be nested like Non-Indexed 
family. 

• Set is {<time space object>}.  
• Seti is {<time space object>}i. Here, object is an 

identifier to arbitrary identifiable user-provided data, 
e.g., record, object, and multimedia data appearing 
in social big data. Time and space are universal keys 
across multiple sources of social big data.  

Please note that the following concepts are 
interchangeably used in this paper. 

• Singleton family  set 
• Singleton set  element 
As described later in Section III, we can often observe that 

SBD applications contain families, as well as sets because 
such applications involve both data mining and data 
management. Please note that family is also suitable for 
representing hierarchical structures inherent in time and 
locations associated with social big data. 

If operations constructing a family out of a collection of 
sets and those deconstructing a family into a collection of sets 
are provided in addition to both family-dedicated and set-
dedicated operations, SBD applications will be described in 
an integrated fashion by our proposed model.  

C. SBD Operations 

SBD model constitutes an algebra with respect to Family 
as follows. 

SBD is consisted of Family data management operations 
and Family data mining operations. Further, Family data 
management operations are divided into Intra Family 
operations and Inter Family operations. 

1) Intra Family Data Management Operations 
a) Intra Indexed Intersect (i:Index Db p(i)) returns a 

singleton family (i.e., set) intersecting sets which 
satisfy p(i). Database Db is a Family, which will not 
be mentioned hereafter.  

b) Intra Indexed Union (i:Index Db p(i)) returns a 
singleton family union-ing sets which satisfy p(i). 

c) Intra Indexed Difference (i:Index Db p(i)) returns a 
singleton family, that is, the first set satisfying p(i) 
minus all the rest of sets satisfying p(i) 

d) Indexed Select (i:Index Db p1(i) p2(i)) returns an 

Indexed family with respect to i (preserved) where 
the element sets satisfy p1(i) and the elements of the 
sets satisfy p2(i). As a special case of true as p1(i), 
this operation returns the whole indexed family. In a 
special case of a singleton family, Indexed Select is 
reduced to Select (a Relational operation). 

e) Indexed Project (i:Index Db p(i) a(i)) returns an 
Indexed family where the element sets satisfy p(i) 
and the elements of the sets are projected according 
to a(i), attribute specification. 

f) Intra Indexed cross product (i:Index Db p(i)) returns 
a singleton family obtained by product-ing sets 
which satisfy p(i). This is extension of Cartesian 
product, one of relational operators. 

g) Intra Indexed Join (i:Index Db p1(i) p2(i)) returns a 
singleton family obtained by joining sets which 
satisfy p1(i) based on the join predicate p2(i). This is 
extension of join, one of relational operators. 

h) Sort (i:Index Db p(i) o()) returns indexed family 
where the element sets satisfy p(i) and the elements 
of the sets are ordered according to compare function 
o() with respect to two elements. 

i) Indexed Sort (i:Index Db p(i) o()) returns an indexed 
family where the element sets satisfy p(i) and the sets 
are ordered according to o(), compare function with 
respect to two sets. 

j) Select-Index (i:Index Db p(i)) returns i:Index of set i 
which satisfy p(i). As a special case of true as p(i), it 
returns all index. 

k) Make-indexed family (Index Non-Indexed Family) 
returns an indexed Family. This operator requires 
order-compatibility, that is , that i corresponds to i-
th set of Non-Indexed Family. 

l) Partition (i:Index Db p(i)) returns an Indexed family. 
Partition makes an Indexed family out of a given set 
(i.e. singleton family either w/ or w/o index) by 
grouping elements with respect to p (i:Index). This is 
extension of “groupby” as a relational operator.  

m) ApplyFunction (i:Index Db f(i)) applies f(i) to i-th set 
of DB, where f(i) takes a set as a whole and gives 
another set including a singleton set (i.e., Aggregate 
function). This returns an indexed family. f(i) can be 
defined by users. 

2) Inter Family Data Operations Index-Compatible  
a) Indexed Intersect (i:Index Db1 Db2 p(i)) union-

compatible 
b) Indexed Union (i:Index Db1 Db2 p(i)) union-

compatible 
c) Indexed Difference (i:Index Db1 Db2 p(i)) union-

compatible 
d) Indexed Join (i:Index Db1 Db2 p1(i) p2(i)) 
e) Indexed cross product (i:Index Db1 Db2 p(i)) 
Indexed (*) operation is extension of its corresponding 

Relational operation. It preserves an Indexed Family. For 
example, Indexed Intersect returns Indexed family whose 
element is intersection of corresponding sets of two indexed 
families Db1 and Db2, which satisfy p(i). At this time, we 
impose union-compatibility. Further, in case both Db1 and 
Db2 are singleton families and p(i) is constantly true, Indexed 
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Intersect is reduced to Intersect, which returns intersection of 
two sets (a Relational operation). Indexed Union and Indexed 
Difference are also similar. 

3) Family Data Mining Operations 
a) Cluster (Family method similarity {par}) returns a 

Family as default, where Index is automatically 
produced. This is an unsupervised learner. In 
hierarchical agglomerative clustering or HAC, as 
well as similar methods, such as some spatial, 
temporal, and spatio-temporal clustering, index is 
merged into new index as clustering progresses. 
method includes k-means, HAC, spatial, temporal, 
etc. similarity/distance includes Euclidean, Cosine 
measure, etc. par (ammeters) depend on method. 

b) Make-classifier (i:Index set:Family learnMethod 
{par}) returns a classifier (Classify) with its 
accuracy. This is a supervised learner. In this case 
index denotes classes (i.e., predefined categories). 
Sample set includes both training set and test set. 
learnMethod specifies methods, such as decision tree, 
SVM, deep learning. par (ammeters) depend on 
learnMethod. This operation itself is out of range of 
our algebra. In other words, it is a meta-operation. 

c) Classify (Index/class set) returns an indexed family 
with class as its index. 

d) Make-frequent itemset (Db supportMin) returns an 
Indexed Family as frequent itemsets, which satisfy 
supportMin. 

e) Make-association-rule (Db confidenceMin) creates 
association rules based on frequent itemsets Db, 
which satisfy confidenceMin. This is out of range of 
our algebra, too. 

III. CASE STUDY 

A. Case One 

First, we describe a case study, analysis of behaviors of 
foreigners (visitors or residents) in Japan [3] 

We use the following colors for each category of SBD 
operations for illustration: 

• Relational (set) operation 
• Family operation 
• Data mining operation 
To classify foreign users as residents or visitors, we will 

classify the length of the stay in the country of interest as long 
and short, respectively. We assume the target country (i.e., 
the country of interest) uses one language dominantly. We 
first obtain the tweets that a user posted in Japan. We detect 
the principal language of the user in order to extract only 
foreign Twitter users. We define the principal language of a 
user as the language that meets the following two conditions.  

• The language must be used in more than half of all 
the user’s tweets. Since the Language-Detection 

toolkit [8] is over 99% precision according to their 
claim in detecting the tweet language, we used this 
toolkit in the experiment.  

• The language must be selected by the user in his/her 
account settings. This means that the user claims that 
they use that language.  

If the resultant principal language for a Twitter user is a 
language other than the one dominantly used in the target 
country, we regard the user as a foreign Twitter user and then 
classify the user as residents or visitors. 

First, we sort a user’s tweets posted in the target country 
in chronological order, where ti denotes i-th tweet.  Next, we 
set parameters start date and stop date, which specify the start 
and end date of interest, respectively. We define the oldest 
tweet between start date and stop date as Told and define the 
parameter travel period as the maximum length of the stay. 
We define the newest tweet between Told and Told + travel 
period as Tnew. Also, we set parameter j, a margin that ensures 
the foreign user is out of the target country. We identify a 
foreign user’s tweets during a visit, if and only if all his/her 
tweets satisfy the following conditions:  

• The foreign user posts more than Tmin tweets between 
Told and Tnew and the user posts no tweets during 
the period from j days before to Told to and the 
period from Tnew to j days after Tnew.  

Here, Tmin is the minimum number of tweets to prevent 
misclassification owing to a small number of tweets. The 
tweets posted between Told and Tnew are identified as the 
tweets during the visit. Since some users repeatedly visit 
the target country, we repeat the identification of tweets 
during a visit after Tnew.  

A foreign user is identified as a visitor to the target 
country, if and only if all his/her tweets between start date 
and stop date are tweets during visits. Foreign users who are 
not visitors are identified as residents. Here, we excluded 
foreign users who tweeted equal to or less than Tmin times 
between start date and stop date as unrecognizable. 

 
Classifyforeign/domestic ({Foreign Domestic} DBtweet) 

binarily splits into foreign and domestic sets as 
AccountOrigin (i.e., index class). 

This Classifier is based on a heuristic (i.e., manually-
coded) rule for deciding foreigner as follows: 

if Count (t:tweet t.AccountId=AccountId & 
t.DetectedLanguage()=t.AccountLanguage & 
t.AccountLanguage<>”Japanese”) >=0.5*Count (t:tweet 
t.AccountId=id) then return foreign else domestic   

 
The following fragment of descriptions collects only 

tweets posted by foreigners (“←” is the assignment 
operator): 

DBt ← Sort (Select (DBtweet Time of Interest & Within 
“Japan”) compare-time()) ; singleton family (i.e., set). 

DBforeign ← Indexed-Select (Classifyforeign/domestic 
({Foreign Domestic} DBt) AccountOrigin=”foreign”);  
singleton family. 

 
Next Classifyvisitor/resident ({Visitor Resident} DBtweet) 

binarily splits into visitor and resident sets as AccountStatus 
(i.e., index class). 

This is based on a heuristic rule for deciding inbound 
visitor as follows:  

if Count (t.tweet t.AccountId=AccountId & 
Told=<t.time=<Tnew)>=Cmin & Count (t.tweet 
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t.AccountId=id & Told-j<=t.time<Told)=0 & Count (t.tweet 
t.AccountId=id & Tnew<t.time<=Tnew+j)=0 then return 
visitor else resident 

 
The following fragment classifies tweets by foreigners 

into ones by inbound visitors and ones by foreign residents: 
DBforeignVisitorOrResident ← Classifyvisitor/resident ({Visitor 

Resident} DBforeign); This returns an indexed family. 
DBvisitor ← Indexed-Select (DBforeignerVisitorOrResident 

AccountStatus=”visitor”) ; This returns a singleton family. 
DBresident ← Indexed-Select (DBforeignerVisitorOrResident 

AccountStatus=”resident”); This returns a singleton family. 

B. Case Two 

Next, we describe another case study, finding candidate 
access spots for accessible free WIFI in Japan [9]. 

This section describes our proposed method of detecting 
attractive tourist areas where users cannot connect to 
accessible Free Wi-Fi by using posts by foreign travelers on 
social media. 

Our method uses differences in the characteristics of two 
types of SNSs and we focus on two of these: 

Real-time: Immediate posts, e.g., Twitter 
Batch-time: Data stored to devices for later posts, e.g., 

Flickr 
Twitter users can only post tweets when they can connect 

devices to Wi-Fi or wired networks. Therefore, travelers can 
post tweets in areas with Free Wi-Fi for inbound tourism or 
when they have mobile communications. In other words, we 
can obtain only tweets with geo-tags posted by foreign 
travelers from such places. Therefore, areas where we can 
obtain huge numbers of tweets posted by foreign travelers are 
identified as places where they can connect to accessible Free 
Wi-Fi and /or that are attractive for them to sightsee.  

Flickr users, on the other hand, take many photographs by 
using digital devices regardless of networks, but whether they 
can upload photographs on-site depends on the conditions 
of the network. As a result, almost all users can upload 
photographs after returning to their hotels or home countries. 
However, geo-tags annotated to photographs can indicate 
when they were taken. Therefore, although it is difficult to 
obtain detailed information (activities, destinations, or 
routes) on foreign travelers from Twitter, Flickr can be used 
to observe such information. We are based on our hypothesis 
in this study of “A place that has a lot of Flickr posts but few 
Twitter posts must have a critical lack of accessible Free Wi-
Fi”. We extracted areas that were tourist attractions for 
foreign travelers, but from which they could not connect to 
accessible Free Wi-Fi by using these characteristics of SNSs. 
What our method aims to find is places without accessible 
Free Wi-Fi.  

There are two main reasons for areas from where foreign 
travelers cannot connect to Free Wi-Fi. The first is areas 
where there are no Wi-Fi spots. The second is areas where 
users can use Wi-Fi but it is not accessible. We treat them 
both the same as inaccessible Free Wi-Fi because both areas 
are unavailable to foreign travelers. Since we conducted 
experiments focused on foreign travelers, we could detect 
actual areas without accessible Free Wi-Fi. In addition, our 

method extracted areas with accessible Free Wi-Fi, and then 
other locations were regarded as regions without accessible 
Free Wi-Fi. 

This subsection describes a method of extracting foreign 
travelers using Twitter and Flickr. We obtained and analyzed 
tweets posted in Japan from Twitter using Twitter’s Streaming 
application programming interface (API) [16]. We used the 
method introduced in Case study to extract foreign travelers.  

We obtained photographs with geo-tags taken in Japan from 
Flickr using. Flickr’s API [2]. We extracted foreign travelers who 
had taken photographs in Japan. We regard Flickr users who had 
set their profiles of habitation on Flickr as Japan or associated 
geographical regions as the users living in Japan; otherwise, they are 
regarded as foreign visitors. We used the tweets and photographs 
that foreign visitors had created in Japan in the analysis that followed. 
Our method envisaged places that met the following two 
conditions as candidate access spots for accessible free WIFI: 

• Spots where there was no accessible Free Wi-Fi  
• Spots that many foreign visitors visited 
We use the number of photographs taken at locations to extract 

tourist spots. Many people might take photographs of subjects,  
such as landscapes based on their own interests. They might then 
upload those photographs to Flickr. As these were locations at 
which many photographs had been taken, these places might also be 
interesting places for many other people to sightsee or visit. We 
have defined such places as tourist spots in this paper. We specifically 
examined the number of photographic locations to identify tourist 
spots to find locations where photographs had been taken by a lot of 
people. We mapped photographs that had a photographic location 
onto a two-dimensional grid based on the location at which a 
photograph had been taken to achieve this. Here, we created 
individual cells in a grid that was 30 square meters. Consequently, all 
cells in the grid that was obtained included photographs taken in a 
range. We then counted the number of users in each cell. We 
regarded cells with greater numbers of users than the threshold as 
tourist spots.  

 
Figure 2. High density areas of tweets (left) and of Flickr photos (right). 
 

The fragment collects attractive tourist spots for foreign 
visitors but without accessible free WIFI currently (See 
Figure 2): 

DBt/visitor ← Tweet DB of foreign visitors obtained by 
similar procedures like case one; 

DBf/visitor ← Flickr photo DB of foreign visitors obtained 
by similar procedures like case one; 

T  ← Partition (i:Index grid DBt/visitor p(i)); This 
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partitions foreign visitors tweets into grids based on geo-tags; 
This operation returns a indexed family. 

F ← Partition (j:Index grid DBf/visitor p(j)); This partitions 
foreign visitors photos into grids based on geo-tags; This 
operation returns a indexed family. 

Index1 ← Select-Index (i:Index T Density(i) >= th1); th1 
is a threshold. This operation returns a singleton family. 

Index2 ← Select-Index (j:Index F Density(i) >= th2); th2 
is a threshold.This operation returns a singleton family. 

Index3 ← Difference (Index2 Index1); This operation 
returns a singleton family. 

 
For example, grids indexed by Index3 contain “Osanbashi 

Pier”. Please note that the above description doesn’t take 
unique users into consideration. 

IV. CONCLUSION 

We have proposed an abstract data model for integrating 
data management and data mining by using mathematical 
concepts of families, collections of sets. Our model facilitates 
reproducibility and accountability required for SBD 
researches and developments. We have partially validated our 
proposal by adapting our model to real case studies. However, 
there still remains to describe mapping from our model to 
existing programming tools, such as Spark. Further, we must 
devise some kinds of optimization comparable to query 
optimization of SQL. We would like to validate our proposed 
model more thoroughly by adapting it to different kinds of 
applications and theoretically, stick as well. 
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Abstract—Various studies have been conducted to analyze 

social media data in real time and to extract events in the real 

world. A benefit of analysis using data with position 

information is that it can accurately extract the event from a 

target area to be analyzed. However, because the proportion of 

data with position information in social media data is small, 

the amount to analyze is insufficient in almost areas. In other 

words, the problem indicates that we cannot fully extract most 

events. Therefore, efficient analytical methods are necessary 

for accurate extraction of events with position information, 

even in areas with few data. For this research, we conducted an 

experiment using information interpolation to estimate the 

times for biological season observation using tweets with 

Twitter location information. Then we evaluated its 

effectiveness. Herein, we explain results obtained using 

interpolated information and analysis of cherry blossoms in 

Japan in 2016. 

Keywords–trend estimation; phenological observation; 

Twitter. 

I.  INTRODUCTION 

In recent years, because of wide dissemination and rapid 
performance improvement of various devices such as smart 
phones and tablets, diverse and vast data are generated on the 
web. Particularly, social networking services (SNSs) have 
become popular because users can post data and various 
messages easily. Twitter [1], an SNS that provides a micro-
blogging service, is used as a real-time communication tool. 
Numerous tweets have been posted daily by vast numbers of 
users. Twitter is therefore a useful medium to obtain, from a 
large amount of information posted by many users, real-time 
information corresponding to the real world. 

Here, we describe the provision of information to tourists 
using the web. Such information is useful for tourists, but 
providing timely and topical travel information entails high 
costs for information providers because they must update the 
information continually. Today, providing reliable 
information related to local travel is not only strongly 
demanded by tourists, but also by local governments, 

tourism organizations, and travel companies, which bear 
high costs of providing such information. 

Therefore, providing current, useful, real-world 
information for travelers by ascertaining the change of 
information in accordance with the season and time zone of 
the tourism region is important for the travel industry. As 
described herein, we define "now" information as 
information that travelers require for tourism and disaster 
prevention, such as best flower-viewing times, festivals, and 
local heavy rains. As one might expect, the period estimated 
for disaster prevention information would be an estimate of 
the “worst” time instead of the best time. 

We propose a method to estimate best-time viewing for 
phenological observations for tourists, such as cherry 
blossoms and autumn leaves, in each region by particularly 
addressing phenology observations that must be made “now” 
in the real world. Tourist information for the best time 
requires a peak period: the best time is not a period after or 
before the falling of flowers, but a period when one can view 
blooming flowers. Furthermore, such best times differ 
among regions and locations. Therefore, it is necessary to 
estimate a best time of phenological observation for each 
region and location. To estimate best-time viewing, one must 
collect large amounts of information with real-time 
properties. For this study, we use Twitter data obtained from 
many users throughout Japan. 

However, to analyze the information of each region from 
Twitter data, it is necessary to specify the location from 
tweet information. Because geotagged tweets can identify 
places, they are effective for analysis, but because the 
proportion of geo-tagged tweets accounts for a very small 
proportion of the total information content of tweets, it is not 
possible to analyze all regions. Therefore, we propose an 
information interpolation method using geo-tagged tweets. 
We conducted experiments to estimate the position around 
areas not identified by location information. 

The remainder of the paper is organized as follows. 
Section II presents earlier research related to this topic. In 
Section III, we propose a method for estimating the best time 
for phenotypic observations using information interpolation. 
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Section IV describes experimentally obtained results for our 
proposed method and a discussion of the results. Section V 
presents a summary of the contributions and future work. 

II. RELATED WORK 

The amounts of digital data are expected to increase 
greatly in the future because of the spread of SNSs. Reports 
describing studies of the effective use of these large amounts 
of digital data are numerous. Some studies use microblogs to 
conduct real-world understanding and prediction by 
analyzing information transmitted from microblogs. 
Kleinberg [2] detected a "burst" of keywords signaling a 
rapid increase in time-series data. Sakaki et al. [3] proposed a 
method to detect events such as earthquakes and typhoons 
based on a study estimating real-time events from Twitter. 
Kaneko et al. [4] proposed a method of detecting an event 
using geotagged non-photo tweets and non-geotagged photo 
tweets, as well as geotagged photo tweets. Yamagata et al. 
[5] proposed a real-time urban climate monitoring method 
using geographically tagged tweets, demonstrating the 
effectiveness of tweets for urban risk management. 
Consequently, various methods for extracting event and 
location information are discussed. However, event detection 
has been done in earlier studies, but discussion of the validity 
period of the event has not been reported. As described in 
this paper, we propose a method for extracting such 
information. Then we estimate “now” in relation to tourism 
information, such as the full bloom period of phonological 
observations. Additionally, we treat a crucially important 
difficulty related to analysis of geotagged contents: what 
amount of data is effective for an analyzed area. 

III. OUR PROPOSED METHOD 

This section presents a description of an analytical 
method for target data collection and presents our best-time 
estimation to obtain a guide for phenological change from 
Twitter in Japan. Our proposal is portrayed in Figure 1. 
 

 
Figure 1.  Our proposal. 

A. Data collection 

This section presents a description of the Method of (1) 
data collection presented in Figure 1. Geotagged tweets sent 
from Twitter are a collection target. The range of geo-tagged 
tweets includes the Japanese archipelago (120.0°E ≤ 
longitude ≤ 154.0°E and 20.0°N ≤ latitude ≤ 47.0°N) as the 
collection target. Collection of these data was done using a 
streaming API [6] provided by Twitter Inc. 

Next, we describe the number of collected data. 
According to a report described by Hashimoto et al. [7], 
among all tweets originating in Japan, about 0.18% are 
geotagged tweets: they are rare among all data. However, the 
collected geo-tagged tweets, shown as an example in Table I, 
number about 70,000, even on weekdays. On some days 
during weekends, more than 100,000 such messages are 
posted. We use about 30 million geo-tagged tweets from 
2015/2/17 through 2016/4/30. For each day of collection, the 
number during the period covered was about 72,000. We 
calculated the best time for flower viewing, as estimated by 
processing the following sections using these data. 

TABLE I.  TRANSITION OF GEOTAGGED TWEETS 
(2015/5/9 – 6/3) 

 

B. Preprocessing 

This section presents a description of the method of (2) 
preprocessing presented in Figure 1. Preprocessing includes 
reverse geocoding and morphological analysis, with database 
storage for data collected using the process explained in 
Section III.A. 

Reverse geocoding identified prefectures and 
municipalities by town name using latitude and longitude 
information from the individually collected tweets. We use a 
simple reverse geocoding service [8] available from the 
National Agriculture and Food Research Organization in this 
process: e.g., (latitude, longitude) = (35.7384446N, 
139.460910W) by reverse geocoding becomes (Tokyo, 
Kodaira City, Ogawanishi-cho 2-chome). Furthermore, 
based on latitude and longitude information of collected 
tweets, data are accumulated for each division of land using 
tertiary mesh data provided by the Land Numerical 
Information download service of the Ministry of Land, 
Infrastructure, and Transport [9]. The tertiary mesh is a 
section of about 1 km square. 

Morphological analysis divides the collected geo-tagged 
tweet morphemes. We use the “Mecab” morphological 

analyzer [10]. As an example, “桜は美しいです” (“Cherry 

blossoms are beautiful.” in English) is divisible into "(桜 / 

noun), (は / particle), (美しい / adjective), (です / auxiliary 

verb), (。 / symbol)". 

Preprocessing performs the necessary data storage for the 
best-time viewing, as estimated based on results of the 
processing of data collection, reverse geocoding, and 
morphological analysis. Data used for this study were the 
tweet ID, tweet post time, tweet text, morphological analysis 
result, latitude, and longitude. 

Date (Day of the week) Volume [tweet] Date (Day of the week) Volume [tweet]

5/9 (Sat) 117,253 5/22 (Fri) 92,237
5/10 (Sun) 128,654 5/23 (Sat) 55,590
5/11 (Mon) 91,795 5/24 (Sun) 72,243
5/12 (Tue) 87,354 5/25 (Mon) 82,375
5/13 (Wed) 67,016 5/26 (Tue) 83,851
5/14 (Thu) 88,994 5/27 (Wed) 83,825
5/15 (Fri) 89,210 5/28 (Thu) 85,024
5/16 (Sat) 116,600 5/29 (Fri) 121,582
5/17 (Sun) 126,705 5/30 (Sat) 119,387
5/18 (Mon) 89,342 5/31 (Sun) 81,431
5/19 (Tue) 83,695 6/1 (Mon) 76,364
5/20 (Wed) 87,927 6/2 (Tue) 76,699
5/21 (Thu) 86,164 6/3 (Wed) 78,329
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C. Estimating the best-time viewing 

This section explains the method of (3) best-time 
estimation presented in Figure 1. In our method of estimating 
best-time viewing, we first process the target number of 
extracted data and then calculate a simple moving average, 
yielding an inference of the best flower-viewing time. The 
method defines a word related to best-time viewing, 
estimated as the target word. The target word includes 
Chinese characters, hiragana, and katakana, which represents 
an organism name and seasonal change, as shown in Table II. 

TABLE II.  TARGET WORD EXAMPLES 

 
 

Next, the granularity for estimation is shown. For an 
estimate for Japan as a whole, prefecture units are assumed 
and acquired by reverse geocoding. However, when 
conducting more detailed analyses, a difficulty arises: it is 
impossible to estimate the number of geotagged tweets for 
each city or town or village or tourist spot. Therefore, we 
attempted estimation through information interpolation using 
data aggregated for each section of tertiary mesh data. For 
interpolation, we used Kriging [11], an estimation method 
used for estimating values for points where information was 
not acquired, to ascertain the distribution of the information 
in the whole space in geostatistics. The estimated value of 
the target data at a certain point S0 is represented in formula 
(1) as a weighted average of the measured values  Z(Si) (i = 1, 
2..., N) at N points Si existing around point S0. As described 
in this paper, we experimentally assigned a +1 weight for 
'full bloom' and 'beautiful', and assigned -1 on 'still' or 
'falling'. Then we assigned value Z to tweets including the 
target word and Z. N denotes the 30 nearby targeted tweets. λ 
has adopted a spherical model that decreases the influence as 
the distance increases. 

                                          �̂�(𝑆0) = ∑ 𝜆𝑖

𝑁

𝑖=1

𝑍(𝑆𝑖)                    (1) 

𝑍(𝑆𝑖) : Measurement value at 𝑖-th position 

 𝜆𝑖: Unknown weighting of measured value at 𝑖-th position 

𝑆0 : Predicted position 
𝑁 : Number of measurements 

 
Next, we describe the simple moving average calculation, 

which uses a moving average of the standard of the best-time 
viewing judgment. It calculates a simple moving average 
using aggregate data on a daily basis by the target number of 
data extraction described above. Figure 2 shows an overview 
of the simple moving average of the number of days. 

We calculate the simple moving average in formula (2) 
using the number of data going back to the past from the day 
before the estimated date of the best-time viewing. 

Standard lengths of time we used for the simple moving 
averages were seven days and one year. A 7-day moving 

                                 𝑋(𝑌) =
𝑃1 + 𝑃2 + ⋯ + 𝑃𝑌

𝑌
                     (2) 

𝑋(𝑌):Y day moving average 
𝑃𝑛:Number of data of n days ago 

𝑌: Calculation target period 
 

 

Figure 2.  Number of days simple moving average. 

average has one week as the criterion of the estimated 

period of full bloom because, as shown in Table I, a 

tendency exists for a transition of geotagged tweets of the 

increases on weekends compared to weekdays. In addition, 

phenological observations are based on the moving average 

of best-time viewing estimated in prior years because  many 

such “viewing” events occur every year: cherry blossom 

viewing, autumn leaf viewing, and even moon viewing. 

A simple moving average of the number of days is 

described for each type of event to compare the 7-day 

moving average and the one-year moving average. In this 

study, the period of the best-time viewing depends on the 

specified type of event, the individual event, and the number 

of days during the biological period related to the event. 

As an example, we describe cherry blossoms. The Japan 

Meteorological Agency [12] carries out phenological 

observations of "Sakura," which yields two output items of 

the flowering date and the full bloom date observation target. 

"Sakura flowering date" [13] is the first day of blooming 5–

6 or more wheels of flowers of a specimen tree. "Sakura in 

full bloom date" is the first day of a state in which about 

80% or more of the buds are open in the specimen tree. In 

addition, "Sakura" is the number of days from general 

flowering until full bloom: about 5 days. Therefore, 

"Sakura" in this study uses a standard 5-day moving average. 

Next, we describe an estimated judgment of best-time 

viewing, which was calculated using the simple moving 

average (7-day moving average, 1-year moving average, and 

another biological moving average). It specifies the two 

conditions as a condition of an estimated decision for best-

time viewing. Condition 1 is the number of data one day 

before expression. Formula 3 is a simple moving average 

greater than that of the estimated best-time viewing date. 
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Condition 2 is a case that follows formulas 4 ((A) / (2)) or 

more.  

 
                                       𝑃1 ≧ 𝑋(365)                                        (3) 
                                  𝑋(𝐴) ≧ 𝑋(𝐵)                                            (4) 
 

Finally, an estimate is produced using conditions 1 and 2. 

By the proposed method, a day that satisfies both condition 

1 and condition 2 is estimated as best-time viewing. 

D. Output 

This section presents a description of the method of (4) 

output presented in Figure 1. Output can be visualized using 

a best-time viewing result, as estimated by processing 

explained in the previous section. A time-series graph 

presents the results inferred for best-time viewing. The 

graph presents the number of data and the date, respectively, 

on the vertical axis to the horizontal axis. We are striving to 

develop useful visualization techniques for travelers. 

IV. EXPERIMENTS 

In this section, we describe an estimation experiment of 
best-time viewing for cherry blossoms using the method 
proposed in Section III. 

A. Dataset 

Datasets used for this experiment were collected using 
streaming API, as described for data collection in Section 3.1. 
Data are geo-tagged tweets from Japan during 2015/2/17 – 
2016/4/30. The data include about 27 million items. We are 
using these datasets for experiments to infer the best time for 
cherry blossom viewing in 2016. 

B. Estimation experiment for best-time viewing of cherry 

blossoms 

The estimation experiment to ascertain the best-time 

viewing of cherry blossoms uses the target word in Table II: 

"Sakura". The target word is “cherry blossom,” which is “桜” 

and “さくら” and “サクラ” in Japanese. The subject of the 

experiment was set as tourist spots in Tokyo. In this report, 

we describe “Takao mountain,” “Showa Memorial Park," 

“Shinjuku gyoen,” and “Rikugien.” 

Figure 3 presents the target area location. A, B, C and D 

in the figure respectively denote “Takao mountain,” “Showa 

Memorial Park,” “Rikugien,” and “Shinjuku Gyoen.” A and 

B are separated by about 16 km straight line distance. B and 

C are about 32 km apart. C and D are about 6 km apart. 

The following two experiments were conducted. The 

first is an experiment using the number of tweets including 

the target word and the sightseeing spot name without 

information interpolation. This is Experiment 1 described in 

this paper. The second is an experiment using information 

interpolation for tertiary mesh including sightseeing spots. 

In the second experiment, the numerical value obtained by 

summing the result of the information interpolation and the 

first experiment result was used for observation estimation. 

This is Experiment 2 in this paper. 

 

Figure 3.  Position of target area. 

C. Experimental result 

We can present experimentally obtained results from 

tweets including a target word and a tourist spot name. 

Figure 4 shows those results for the estimated best-time 

viewing in 2016 using the target word ‘cherry blossoms’ in 

the target tourist spots of Figure 3. The dark gray bar in the 

figure represents the number of tweets. The light gray part 

represents best-time viewing as determined using the 

proposed method. In addition, the solid line shows a 5-day 

moving average. The dashed line shows a 7-day moving 

average. The dotted line shows a 1-year moving average. 

At tourist spots targeted for the experiment in 2016, as 

portrayed in Figure 4, much data was obtained in C and D. 

The maximum number of tweets per day was about 30. For 

this reason, it was confirmed that some estimation can be 

done by near-sight estimation method without interpolation. 

However, best-time viewing cannot be done in A and B 

because of the very small number of tweets. 

Next, Figure 5 portrays an experimentally obtained 

result from interpolation results for a tertiary mesh including 

tourist spots we examined. The notation is the same as that 

in Figure 4. 

 

 
Figure 4.  Experimental results obtained using tweets including the target 

word and the tourist spot name. 

○A  ○B  

○C  ○D  
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Figure 5.  Experimental results obtained using interpolation. 

Apparently, A and B were able to produce an estimate 

using the proposed method by increasing the number of 

tweets using information interpolation with surrounding 

tweets. In C and D, there are days when it can be 

determined more accurately by interpolating the number of 

tweets. However, because there were tweets of negative 

judgments such as "still" or "scattered" among surrounding 

tweets, in some cases, interpolation excluded the day 

determined as the best time in Experiment 1. Therefore, the 

judgment condition of the tweet is subject to further study. 

These results confirmed the possibility of estimating the 

peak period, even in an area without tweets, using data 

interpolation and overall tweet number interpolation. 

Table III presents results of the optimal time for viewing 

in 2016, as estimated using the proposed method. 

Experiment 1 used co-occurring words in tweets including 

the sightseeing spot name coexisting with the target word 

"Sakura." Experiment 2 used information interpolation on a 

tertiary mesh including sightseeing spots. The numerical 

values in the table are the numbers of tweets including the 

target word and co-occurrence word in Experiment 1. 

Experiment 2 uses the sum of the number of tweets in 

Experiment 1 plus numerical values by interpolation. The 

light gray area indicates the date when the fullness 

prediction was made using the proposed method. 

Confirming the flowering day and full bloom period of 

each sightseeing spot using JMA data is difficult, but this 

experiment to evaluate SNS data for flowering is valid also 

for weather forecasting companies [14] and public service 

organizations [15] to evaluate optimum times for viewing 

based on services and blogs that are used. Arrows indicating 

the flowering time can be checked manually at tourist sites. 

Experimental results confirmed the tendency by which 

the relevance ratio and the recall rate become higher for 

tourist spots with few tweets. Therefore, we presented the 

possibility of estimating sightseeing sites with few tweets 

using information interpolation. However, because the 

interpolation information amount is insufficient in the 

current method, it is necessary to improve the information 

interpolation method further. In addition, sightseeing spots 

with many tweets are affected by tweets of minus judgments 

in the surroundings, so accuracy is lower than in Experiment 

1. However, one might be able to estimate more details, 

such as the start time, using interpolation. 

TABLE III.  ESTIMATION RESULTS AT RESPECTIVE SIGHTSEEING SPOTS 

 

Exp.1 Exp.2 Exp.1 Exp.2 Exp.1 Exp.2 Exp.1 Exp.2

3/1 1 1.27 0 0.40 0 0.58 0 0.28

3/2 0 0.00 0 0.00 0 0.00 0 0.00

3/3 0 0.00 0 0.00 0 0.00 0 0.00

3/4 0 0.00 0 0.00 0 0.00 1 1.00

3/5 0 0.00 0 0.00 0 0.00 0 0.00

3/6 0 0.00 0 0.00 0 0.00 2 2.00

3/7 0 0.00 0 0.00 0 0.00 2 2.00

3/8 0 0.00 1 1.00 0 0.00 2 2

3/9 0 0.00 0 0.00 0 0.00 0 0.00

3/10 0 0.00 0 0.00 0 0.00 0 0.00

3/11 0 0.00 0 0.00 0 0.00 0 0.00

3/12 0 0.00 0 0.00 0 0.00 0 0.00

3/13 0 0.00 0 0.00 0 0.00 0 0.00

3/14 0 0.00 0 0.00 0 0.00 0 0.00

3/15 0 0.84 0 1.68 0 0.41 0 0.24

3/16 0 0.00 0 0.00 0 0.00 0 0.00

3/17 0 0.40 1 1.85 1 1.67 1 1.85

3/18 0 -0.51 0 -0.43 0 0.02 2 1.64

3/19 0 0.78 0 0.49 0 0.22 2 2.30

3/20 0 3.61 1 1.00 2 5.42 5 8.18

3/21 0 0.00 0 -4.81 4 7.16 9 10.49

3/22 0 0.14 1 1.06 1 2.93 0 2.97

3/23 0 1.51 0 0.93 3 2.70 3 3.06

3/24 0 0.84 0 3.13 3 5.11 3 3.00

3/25 0 1.06 0 1.40 4 1.00 5 5.00

3/26 0 1.27 0 1.67 9 10.41 12 13.14

3/27 0 -0.08 4 5.57 26 26.00 7 7.00

3/28 0 0.94 0 1.85 7 11.74 1 5.19

3/29 0 2.50 0 0.66 18 17.83 5 5.00

3/30 0 2.21 0 0.52 18 19.18 9 9.62

3/31 0 0.00 2 4.13 14 14.00 6 8.82

4/1 0 0.74 7 8.60 13 13.00 6 6.00

4/2 1 0.91 3 4.56 13 13.00 22 22.00

4/3 0 0.00 3 3.30 21 21.00 29 29.00

4/4 0 1.12 0 1.05 5 5.62 4 4.55

4/5 0 0.00 0 1.73 2 2.00 6 6.00

4/6 0 10.52 1 1.00 3 7.05 9 9.00

4/7 0 0.89 0 0.88 0 0.33 5 6.06

4/8 0 5.05 2 2.00 13 13.00 5 5.00

4/9 2 3.37 6 5.05 2 2.29 12 12.62

4/10 2 2.00 6 6.00 1 1.00 13 27.88

4/11 0 0.88 1 1.00 0 0.00 2 2.47

4/12 0 0.00 0 0.00 1 -0.24 3 2.61

4/13 0 -0.50 0 0.02 0 1.79 1 2.55

4/14 0 1.11 0 0.95 0 -0.67 0 -0.37

4/15 0 0.51 0 0.12 0 0.00 1 22.54

4/16 2 2.75 1 1.91 0 0.60 3 3.63

4/17 0 0.00 0 0.00 0 0.42 1 1.54

4/18 0 0.14 0 0.17 0 0.36 2 2.51

4/19 0 -0.34 0 0.13 0 0.30 0 0.07

4/20 0 0.66 0 -0.43 0 -0.20 0 0.21

4/21 0 0.58 0 0.58 0 0.00 1 1.00

4/22 0 0.00 0 0.00 0 0.00 0 0.00

4/23 1 0.43 0 -4.08 0 0.00 1 1.19

4/24 0 0.00 0 0.00 0 0.00 0 0.00

4/25 0 0.68 0 0.76 0 0.64 1 1.75

4/26 0 1.33 0 1.61 0 -1.03 0 -0.26

4/27 0 0.00 0 0.00 0 0.00 0 0.00

4/28 0 -0.25 0 -0.34 0 0.19 1 1.11

4/29 0 0.60 0 0.00 1 1.00 1 1.00

4/30 0 0.00 0 0.09 0 0.00 0 0.00

Precision 0.26 0.38 0.72 0.75 0.89 0.89 0.84 0.75
Recall 0.00 0.20 0.11 0.22 0.67 0.61 0.56 0.50

Takao mountain Showa Memorial park Rikugien Shinjuku gyoen

○A  ○B  

○C  ○D  

○A  ○B  

○C  ○D  
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V. CONCLUSION 

As described herein, to improve best-time estimation 

accuracy and thereby enhance tourist information related to 

phenologic observation, we proposed an information 

interpolation method. For the proposed method, information 

was interpolated using neighbor-weighted tweets on a 

tertiary mesh including sightseeing spots, thereby indicating 

the optimum time to view flowers at sightseeing spots. 

The results of cherry blossom experiments at sightseeing 

spots in Tokyo in 2016 confirm the tendency for 

improvement of accuracy of estimation by information 

interpolation. The proposed method using information 

interpolation for tweets related to organism names might 

improve the accuracy of estimating the best time in the real 

world. We confirmed the possibility of applying this 

proposed method to estimation of the viewpoint and line of 

sight in areas and sightseeing spots with few tweets and 

little location information. However, because the 

experimental case was related only to cherry blossoms, it is 

necessary to verify other cases as well. 

Future research with manual experimental weighting and 

geotagged tweets will facilitate further improvements to 

overcome insufficiencies in measured values used for 

interpolation. Additionally, we expect to reconsider the 

viewing angle estimation conditions. Eventually, this system 

might be extended to a system by which travelers can obtain 

travel-destination-related event information and disaster 

information in real time. 
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Abstract—This paper investigates classification of deep moon-
quakes. Because some waveforms in deep moonquake contain
much noise and small amplitude, estimating the source using
conventional means is difficult. Therefore, we use machine
learning based on waveform similarity to estimate the seismic
sources of moonquakes. However, when the source of moonquake
is unknown, the arrival time to the observation points is not
determined. Therefore, cutting the S wave of a moonquake based
on the arrival time is difficult. To classify waveforms for which
the arrival time is not determined, we use long waveform from
the start time of event, which might contain the arrival time.
Moreover, we classify 43 unlabeled moonquakes observed by
Apollo 12. As a result, labels were given with high classification
probability for many moonquakes.

Keywords–Waveform analysis; Neural Network.

I. INTRODUCTION

With the NASA Apollo mission, observation devices called
the Apollo Lunar Surface Experiments Package (ALSEP)
were installed. The Passive Seismic Experiment (PSE), one
experiment using ALSEP, is an experiment of observing moon-
quakes on the lunar surface using five seismometers. Each of
them includes three long-period instruments (one vertical and
two horizontal components) and one short-period instrument
(vertical component). Among them, using 1-4 seismometers
(Apollo 12, 14, 15, 16), records of moonquakes were kept for
about seven and a half years.

The moonquake data observed by PSE are still being
analyzed. Much knowledge has been gained for the prediction
of the cause of occurrence, the degree of activity, and the
internal structure of the Moon [1] [2]. Based on the depth
and factors, moonquakes have four types: artificial impacts,
natural impacts, shallow moonquakes, and deep moonquakes.
Deep moonquakes are the most numerous types of events [3]
recorded by the PSE. Moreover, deep moonquakes are known
to occur periodically from the same source. Waveforms [4] of
moonquakes of the same source are similar [5] [6].

To analyze the substances constituting the Moon and the
Moon ’s internal structure, some researches try to estimate
the source of the deep moonquakes. As a result, labels repre-
senting the source are assigned to a part of the observed deep

moonquake. The labeled deep moonquake is published in a
moonquake event catalog [7]–[9].

Although waveforms observed at three observation points
are used generally to estimate sources, the number of such
waveforms is few. Previous researches estimate sources by vi-
sual inspection and similarity of waveforms. The most current
event catalog still lists events selected from the data in this
manner. A combination of waveform cross correlation and
single-link cluster analysis performed on this catalog [10].
However, many events are difficult to classify into existing
sources because of the noise and other hindrances. In fact, the
catalog has more than 300 undefined deep moonquake tremors
that have not been identified, and more than 3,300 unknown
types of moonquakes. To solve this problem, it is necessary
to discover applicable features to classify the waveforms into
the sources. Therefore, in this study, we specifically examine
machine learning as a new classification method for deep
moonquake sources. In addition, if we manually label large
amounts of data that are not labeled, then analytical processing
takes enormous amount of time. However, it is assumed that
it can be automated using machine learning.

In this study, the source estimation of deep moonquakes is
regarded as a multi-class classification problem. Labeled events
are regarded as learning data. We have studied a method to
classify sources of deep moonquake automatically and assign
labels to deep moonquakes.

Because Kikuchi et al. [11] indicated that Neural [12] has
the highest classification performance of deep moonquakes,
we used Neural Network to classify the moonquakes. Neural
Network outputs the output class with a probability. Therefore,
in this study, we labeled the probabilities of deep moonquakes.

Because the source is unknown and S / N is low, it is
unclear when the wave arrives. Therefore, we apply some
estimation method of arrival time of the moonquakes, and
evaluate the classification of these based on the estimated time.

The structure of this paper is the following. Section 2
presents a description of related studies. Section 3 presents a
description of the method, results, and discussion of determin-
ing the waveform classification method for unclassified events.
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Section 4 presents a description of the method, results, and
discussion of classification of unclassified events. Section 5
presents a description of the summary and future tasks of this
paper.

II. RELEVANT STUDIES

A. Studies of moonquake classification
Some studies have been conducted to estimate sources

of deep moonquakes. Nakamura [13] used a combination of
waveform cross-correlation and single-link cluster analysis for
deep moonquake events and estimated the source manually
based on the results. In addition, Bulow [14] devised pre-
processing methods and discovered new events. First, noise
included in the waveform was removed using a band pass
filter in a process known as despiking. Next, they performed
clustering with cross-correlation as similarity. Consequently,
many deep moonquakes were newly discovered and labeled.
Actually, A1 found many deep moonquakes. Particularly, it
has been found that many deep moonquakes of A1 have
remarkable features. The estimation results of these two studies
are reflected in the lunar event catalog. Endrun [15] uses
Hidden Markov Model to classify more than 50% of the
unclassified deep moonquakes of Apollo 16 and proposes
those labels. Moreover, in that study, more than 200 new deep
moonquake events were discovered. In this study, we attempt
to classify the sources of deep moonquakes using Neural
Networks, which have attracted much attention in recent years.

Some studies convert conversion of moonquake data to
a power spectral density (PSD). The PSD is the amplitude
intensity calculated for each frequency component. Goto [16]
et al. compare the classification performance using four fea-
tures: PSD, its envelope, the envelope of the waveform, and
conversion to PSD. Among them, a feature quantity with high
classification performance is the conversion of the waveform
to PSD. Therefore, in this paper, we use PSD as a feature
of the classification. Research by Kato [17] et al. is a study
that converts waveforms into PSD and performs clustering. In
the research, the cutout time from the P wave arrival time
is changed. Classification is performed using the PSD. As a
result, the classification performance was highest immediately
after the P wave arrival time. In this study, PSD from P wave
arrival time is used as training data.

III. DETERMINATION OF WAVEFORM CLASSIFICATION
METHODS FOR UNCLASSIFIED EVENTS

In this section, we describe a method to classify waveforms
of unclassified event. As described before, the arrival time of
the unclassified event is unknown. Therefore, we propose the
classification procedure of the event even if the arrival time of
the unclassified event is unknown.

A. Experiment method
In this section, we describe datasets, feature quantity,

evaluation index, and classification methods of waveforms of
unclassified events. In this research, from a study by Kikuchi
et al. [11], we use Neural Network, which has the highest
classification performance of moonquakes, to classify the lunar
earthquake. Neural Network is a machine-learning algorithm
produced by various researchers [12]. In image contest [18] in
2012, since Hinton et al. first used this method, attention has
been devoted to its effectiveness. Neural Network changes the

value of input data in each neuron using weights and activation
functions. Moreover, the output of the output layer is compared
with the correct solution data to calculate an error. The
weight is updated by back-propagating the error. Consequently,
Neural Network learns. For this research, we use multilayer
perceptron, which is a kind of Neural Network. The multilayer
perceptron performs linear classification only in two layers: the
input layer and the output layer. Adding an intermediate layer
makes it possible to perform nonlinear classification. In this
study, to perform multi-class classification, cross entropy was
used for the error function of the output layer. A soft-max
function was used as the activation function. The soft max
function is a function for making classes of classification into
a probability distribution by setting the sum of output values
to 1. The number of neurons in the output layer was set to 9,
which is the number of classes of classification to be done in
this study.

1) Dataset: In this paper, we only use the deep moon-
quakes, for which there are a particularly large number of
events [19]. Moonquake data are recorded as components in
three directions of the X axis, Y axis, and Z axis. In this
research, because the data of the long-period seismograph are
used, the three components of X axis, Y axis, and Z axis are
expressed respectively as LPX, LPY, and LPZ. In addition,
because the waveform of the moonquakes includes much
noise, the seismic source in this study is classified using the
waveform to which preprocessing is applied. As preprocessing,
average subtraction, trend subtraction, band pass filter of 0.3–
1.5 Hz, and spike removal processing were performed. An
example of the lunar wave waveform after preprocessing is
shown in Figure 1 for each of the three components. In Figure
1, the horizontal axis shows time. The vertical axis shows
amplitude. From Figure 1, it is apparent that the waveform
differs depending on the difference in components in one event.
According to an earlier study [11] conducted by the authors,
we use LPZ data also in this research because the classification
performance in case of using LPZ was high.

For this research, we use only the moonquake data ob-
served by Apollo 12, for which the observation period was long
and the number of events was large. Our dataset consists of 9
sources with 50 and more events labeled. The label assigned
by the conventional method cited the catalog. Seismometers of
two types, peak mode and flat mode, differ depending on the
period of the moonquake observation. These two modes have
different frequency characteristics. In this study, we used only
events observed in peak mode, where the observation period
was long. The number of events for each epicenter is shown in
Table I. From Table I, the number of events is shown to differ
depending on the source. However, as shown in our earlier
study [11], classification performance was high even when the
number of events was not balanced. Therefore, we do not do
preprocessing such as balancing events.

In this study, the continuing length of the event used for
classification was set to 15 min because the classification
performance was high in a preliminary experiment and the
amount of data was reduced in our earlier research [11]. The
sampling frequency of the moonquake is 6.62514 Hz. One
point represents about 0.151 s. As a result the data of 15 min
constitute 5,962 points.

2) Evaluation criteria: In this study, we use three criterions
F-score, precision, and recall. F-score is calculated by the
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TABLE I. NUMBER OF MOONQUAKE EVENTS USED FOR THE EXPERIMENT (FOR EACH SOURCE.)

Source A1 A6 A8 A9 A10 A14 A18 A20 A23
Number of events 262 85 93 94 108 87 106 106 54
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Figure 1. Moonquake waveform example.

harmonic mean of the precision and recall score. The precision
score is the ratio of how many correct answers are included in
the classification result. The recall score is the ratio of what
was actually classified correctly among those that should come
out as a result of classification. As an example, the precision
score, recall score, and F-score of A1 when classifying events
are shown in the following equations.

Precision score =
Number correctly predicted as A1

Number predicted as A1

Recall score =
Number correctly predicted as A1

Total number of A1

F-score =
2 ∗ Precision score ∗ Recall score

Precision score + Recall score
We use the equations above to calculate the F-score for other
sources also.

3) Feature value: In this study, we use PSD using the
waveform of the moonquake. PSD is a calculation of the
amplitude intensity for each frequency component and is used
for time correlation analysis of time series data. In this study,
PSD is calculated using the Welch method. In our previous
study [11], we compared the classification performance of the
sampling number from 256 points to 2,048 points: the higher
the sampling number was, the higher the achieved classifi-
cation performance. Therefore, as a preliminary experiment,
the classification performances of 2,048 points, 4,096 points,
and 8,192 points of sampling numbers were compared. The
classification performance of 4,096 points was high, so PSD
of 4,096 sampling points was also used in this experiment.

4) Waveform classification method of unclassified events:
In this section, we describe the approach for classifying the
waveforms for which the arrival time is unknown. Since arrival
time is not able to be used for the classification, we use
segments, which might contain correct arrival time, extracted

from the waveform of event. The segments consist of divided
waveforms by 15 minutes. We divide waveforms segments by
15 minutes in accordance with previous research [11]. As a
result, the evaluation data contains 30,000 points from the
start time of the event. We compare five approaches for the
classification as presented below.

Method 1
We classify the waveforms based on center of the
time at which the amplitude is the largest.
In this method, we set waveform of 15 min from
7 min and 30 s before the maximum amplitude.

Method 2
We divide the waveform into segments, and clas-
sify them all into a source. We regard the largest
number of label as the label of waveform.
Figure 2 is an image diagram when one waveform
is divided into segments. Figure 3 shows an image
for which waveforms divided into segments as
shown in Figure 2 are labeled by Methods 2,
3, and 4. In Figure 3, a classification probability
and a label based on that were assigned to each
segment.

Method 3
We divide the waveform into segments, and clas-
sify them all into a source. We regard the highest
classification probability as the label of waveform.

Method 4
We divide the waveform into segments, and clas-
sify them all into a source. We regard the highest
value in the average of classification probability
as the label of waveform.

Method 5
We classify the waveform using the waveform
after the arrival time specified by preliminary
experiments.
For determination of a specific segment of method
5, waveforms to be used as evaluation data are
divided into segments and are classified using seg-
ments of the same time. Moreover, classification
is performed using the segment of the time with
the largest F-score.

The segment was shifted by 10 points; the 15-minute waveform
was regarded as one segment. Methods 2, 3, and 4 differ in
their methods of classifying the results of all segments into
classification results of one waveform. To ascertain the method
of classifying waveforms of unclassified events, we conducted
five cross validations using events with a known source.

Unclassified events are classified using the method with the
highest F-score among these five methods.

B. Results and discussion
In this section, we use each method described in Section

III-A4 to classify the moonquakes and to evaluate their clas-
sification performance.
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Figure 2. The waveform image divided into segments.

A1 A6 A8 A9 A10 A14 A18 A20 A23 label

segment1 55% 10% 5% 5% 10% 1% 1% 5% 8% A1

segment2 10% 5% 10% 2% 9% 2% 2% 2% 58% A23

segment3 70% 4% 2% 1% 2% 1% 10% 5% 5% A1

max 80% 30% 20% 10% 70% 5% 40% 40% 90% A23

average 10% 5% 5% 10% 50% 3% 4% 3% 10% A10

・ 
・ 
・

Method2
the label of source is the most  
frequent label in each segments.

Method3
the label of source is the  
highest probability label  
in each segments.

Method4
the label of source is the highest  
average label of each labels

Classification probability per segment (example)

The label of the segment is a label  
with a high classification probability.

Figure 3. Images of Method 2, Method 3, Method 4 in Section III-A4I.

TABLE II. HYPERPARAMETERS OF THE NEURAL NETWORK.

Number of neurons Activation function Optimization function Dropoutfirst layer second layer third layer fourth layer
1,500 1,000 500 250 tanh Adam Yes

1) Determination of hyperparameters: The Neural Net-
work used for the classification of the lunar earthquake in
this study has an arbitrarily determinable value called a hy-
perparameter. To improve the classification performance, it
is necessary to adjust the hyperparameter and to construct a
classifier that is optimal for the dataset.

Preliminary experiments determine hyperparameters such
as the number of neurons of the middle layers, number of
layers, activation function, optimization function, presence or
absence of dropout. In this study, we change the parameters
of numbers of neurons in the middle layer, numbers of layers,
activation function, optimization function, presence or absence
of dropout, and compare performance of the classfication
result. An appropriate hyperparameter is determined by finding
the highest F-score for each classification result. First, the
number of neurons in the first middle layer is determined.
The number of neurons used for this study is the number of
neurons at the time when fluctuation of the F-score of the
classification result disappears because of the increase in the
number of neurons.

Second, the number of middle layers and the number of
neurons in the added middle layer are determined. We increase
the number of layers in the middle layer and increase the
number of layers if the F-score of the classification result rises.
At this time, for the newly added layer, the number of neurons
is determined in the same way as in the case of the first layer.
These are repeated until there is no increase in the F-score of
the classification result.

Third, we determine various functions to be applied to each
layer. Classification is performed using one of the activation
functions such as sigmoid, tanh, and ReLU, and a function
with the highest F-score is applied to each layer.

With Neural Network, there is a technique called Dropout
that stops the operation of some neurons randomly selected
during learning. Using this, it is robustly learned and its
effectiveness is improved. Dropout was applied to the middle

TABLE III. F-SCORE OF CLASSIFICATION RESULT OF EACH
METHOD.

Method name F-score
Method 1 0.31
Method 2 0.21
Method 3 0.30
Method 4 0.19
Method 5 0.68

layer of Neural Network because it was observed that over-
learning was occurring as a result of classification without
Dropout.

Finally, the optimization function is determined. Classi-
fication was performed using each of Adam [20], AdaGrad
[21], AdaDelta [22], and SGD as optimization functions. The
optimization function with the highest F-score of its classifica-
tion result was used for this study. Table II shows parameters
applied to Neural Network, as determined by tuning.

Implementation of Neural Network used Chainer [23],
which is a module of Python.

2) Classification results of respective methods and discus-
sion: After the tuning of Section III-B1, the dataset of the
moonquake was classified using the five methods of Section
III-A4. Then, we compare their classification performances.
Table III shows the F-score obtained as a result of the classifi-
cation. The values in the table are averages of those calculated
for each source. From Table III, when classification was done
using method 5, the F-score was the highest result. Method 5
is a method of determining the segment with the highest F-
score and classifying it using the waveform from that time. As
in Method 2, Method 3, and Method 4, because all segments
are not considered in classification, Method 5 does not affect
the segment of noise. Therefore, the F-value of Method 5 is
regarded as being higher than these methods.
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Figure 4. F-score of classification in the same time segment between events.

Figure 4 shows visualization of F-score using method 5
for each segment. The horizontal axis of Figure 4 represents
the segment number. Because the segments that shifted by
10 points are made, the waveform of 30,000 points is 3,000
segments. Because the segment is made from the event start
time, the origin is the segment immediately after the event is
started. Figure 4 shows that the F-score near the 160th segment
was high and the 167th segment was the highest F-score. In
other words, the classification performance of the segment
after 1,670 points (252.07 s) from the event start time was
the highest. For each source used for classification this time,
the median value of the P wave arrival time from the event
start time is 1,583 points (238.94 s). The minimum is 1,523
points (229.88 s). This time 1,670 points (252.07 s) are close
to the two values. It seems reasonable to observe the highest
F-value near 1,670 points (252.07 s) by these factors.

Table III shows that Method 1 for classifying waveforms
using the waveform centered at the largest amplitude caused
a low F-score. The classification performance is low, because
the part with the largest amplitude of the waveform is hidden
by noise.

Method 2, Method 3, and Method 4, for which waveforms
are divided into segments and classification is performed
considering all the segments, also produced a low F-score in
Table III. Method 2 is a method of using the label which is
the largest in the classification result of each segment as the
label of the waveform. Using this method, it seems that since
the waveform contains many noise segments, the label of the
segment of noise is better than the label of less S wave by
majority decision. Therefore, the classification performance of
Method 2 was low.

Method 3 is a method of using the label with the largest
classification probability of all segments as the label of the
waveform. Similarly to Method 2, it seems that there is a noisy
segment that has a high classification probability, and that the
label influenced the classification result. However, we assume
Method 3 is attributable to one segment. Compared to Method
2 and Method 4, because it was not influenced by noise, it
is considered that the F-value was higher than Method 2 and
Method 4. Method 4 is a method by which the label having
the largest average classification probability of each segment

TABLE IV. CLASSIFICATION RESULT OF UNCLASSIFIED EVENTS
(RANKING TOP 5).

Event Source Classification probability
1974-06-28-13:49 A1 0.99993
1972-12-09-01:39 A10 0.99992
1972-05-10-07:43 A1 0.99985
1972-05-15-18:06 A20 0.99982
1977-04-27-15:41 A10 0.99944

TABLE V. NUMBER OF UNCLASSIFIED EVENTS CLASSIFIED IN
EACH SOURCE.

Source Number of events
A1 7
A6 3
A8 12
A9 1

A10 11
A14 2
A18 4
A20 3
A23 0

is used as the waveform label. Similarly to Method 2, it seems
that since there were many segments of noise in the waveform,
when calculating the average, the influence of noise was much
received. Therefore, the classification performance of Method
4 was low. In other words, Method 2, Method 3, and Method 4,
which are methods using all segments, are regarded as having
lowered classification performance because there were many
segments for which noise dominates the waveform used for
classification.

IV. CLASSIFICATION OF UNCLASSIFIED EVENTS

In this section, we classify unclassified deep moonquakes
using the method with the highest classification performance
determined in Section III.

A. Experiment procedure
The same data as those in Section III were used as training

data in this experiment. Unclassified events are 43 events
observed in Peak mode at Apollo 12 point, known as a deep
moonquake. Then, the same preprocessing as that used in
Section III-A1 was applied; LPZ data were used. Moreover, as
explained in Section III, the 15-minute waveform after 1670
points from the event start time was used. These are converted
to PSD and are classified by a neural network.

B. Results and discussion
Table IV presents the ranking in descending order of

event classification probability as a result of classification of
unclassified moonquakes using neural networks. The event
with the highest classification probability is the event of 1974-
06-28-13: 49. It was classified into A1 with the probability of
about 1.00. Figure 5 shows this event of 1974-06-28-13: 49.
Figure 6 presents an example of the event of A1 in which the
event of 1974-06-28-13: 49 is classified. The red lines in Figure
5 and Figure 6 refer to 1670 points of waveform arrival time
determined in Section III. Even comparing Figure 5 and Figure
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Figure 5. Event with the highest classification probability
(1974-06-28-13:49).
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Figure 6. Example of waveform of A1 (1975-04-23-12:05).

6, it is difficult to classify the unclassified waveform by the
naked eye. However, as presented in this report, classification
by machine learning is considered to be a new proposal of
classification. The associated human cost can be reduced.

Figure 7 presents the classification probability of each
event. The horizontal axis is the event number. It is in the
order in which the event occurred. The vertical axis is the
classification probability. Figure 7 shows that the classification
probability is high overall. Moreover, Table V shows the
number of each label in this classification. Among the sources,
A8 has the largest number of events classified; A23 has none
of the events classified.

However, some problems exist with the results of the
classification. This is caused by the following limitations in
our experiments. Some of unlabeled event might happen from
undiscovered sources. Also, we use a part of sources as dataset
in those experiments, since the small number of events is
difficult to train in neural networks. Therefore, the correct
source of some events does not exist in our dataset.

There are also preprocessing problems. Figure 8 presents
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Figure 7. Classification probability of each event.
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Figure 8. Example of event used for classification (1972-05-20-08:45).

an example of the event used for classification this time.
Figure 8 shows that the amplitude of the waveform fluctuates
greatly at regular time intervals. Parts with large amplitude
and small parts are regarded as formed because despiking of
preprocessing deletes a large value for a certain period of time
and linearly interpolates. In other words, a waveform exists
with an error in the waveform information at the stage of
preprocessing. More accurate classification might be achieved
by reviewing pretreatment methods or using a waveform to
which preprocessing is not applied.

V. CONCLUSION

As described in this paper, moonquake sources were clas-
sified using neural networks. To examine the classification
method of the event where the arrival time of the moonquake
is unknown, the classification performance of several methods
was compared. Results show that the method with the highest
classification performance was to divide the waveform into
segments and to classify them using specific segments. That
particular segment was the segment with the highest classifi-
cation performance, as a result of classification of segments
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by simultaneity. Moreover, the start time of the segment is
the arrival time of the waveform. Additionally, we classified
unclassified events using this method. We proposed a new
classification result by machine learning of unclassified events
for which classification is difficult to accomplish by the naked
eye.

Future tasks include expansion of the source to be clas-
sified. The classifiers used for this study can only classify
sources used for teaching data. However, because sources other
than teaching data of this study include few events, it is difficult
to regard each source as one class. It is necessary to devise
a means by which all sources except the teaching data of
this study are regarded as one class. As a result, a more
accurate classification is possible. Throughout this study, if
the location of the source of the event which has not been
classified to date is decided, then the number of events of
each source will increase. Results show that the occurrence
cycle of deep moonquake is reviewed. Further constraints are
imposed on the mechanism of occurrence of the moonquake.
Moreover, depending on the source, by increasing the number
of observation points, the source position can be ascertained
accurately from the runtime data.
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Abstract—In this paper, we evaluate other features different
from the waveforms to classify seismic sources. Classification
of sources of the deep moonquakes is an important issue for
analyzing the focal mechanisms and the lunar deep structures.
It was found that deep moonquakes that occur from the same
source have similar waveforms. Some studies have been conducted
to identify the deep moonquake sources using the waveform
similarities. However, classifying some deep moonquakes using
only the waveforms is difficult due to large noise and the small
amplitude. If we could show that other features different from
the waveforms are effective for classification of deep moonquakes,
we can increase the number of classifiable moonquakes even if
moonquakes include noise and small amplitude of the waveforms.
Therefore, we use other features to classify deep moonquakes
(position and velocity relative to the Earth, Sun, Jupiter, and
Venus, as seen from the Moon). We apply these features to classify
deep moonquakes that are not classified based on only waveforms,
and it is useful to analyze the deep moonquake occurrence
mechanisms. Our experiments showed that the position and
velocity relation between the Moon and the Earth or Jupiter
are effective for classification.

Keywords–Planetary Science; Machine learning; Geophysical

I. INTRODUCTION
The Apollo Lunar Surface Experiments Package (ALSEP)

was deployed on the Moon to investigate the lunar surface, in-
ternal structure and surrounding environment through NASA’s
Apollo missions. The Passive Seismic Experiment (PSE) in the
ALSEP has been performed to observe the lunar seismicity.
The observations revealed that seismic events called moon-
quakes occur on the Moon. All observed data are acquired
and viewed on the Web [1] [2]. The moonquake data are very
important to analyze the lunar internal structure and the focal
mechanisms of moonquakes, even after 40 years since PSE
finished [3] [4].

Earlier studies have revealed that moonquake character-
istics differ widely from those of earthquakes. For instance,
contrary to earthquakes, moonquakes do not occur due to
plate tectonics. Additionally, moonquakes have several types:
’Deep Moonquakes’, ’Shallow Moonquakes’, ’Thermal’, and

’Meteoroid Impact’, which are classified based on the oc-
currence factor or depth of seismic sources. About 13,000
events have been found to date including about 7,300 deep
moonquakes, about 30 shallow moonquakes, and about 1,700
meteoroid impacts. Deep moonquakes account for over half of
all moonquakes.

Deep moonquakes that occurred from the same source
are similar waveforms [5] [6]. Earlier studies have classified
deep moonquakes based on the similarities [7] (sources of
deep moonquakes are labeled as Axx e.g., A1, A6, A200.).
The purpose of this study is the classification of unclassified
deep moonquakes to elucidate the deep moonquake focal
mechanisms. Goto et al. [8] classified deep moonquakes,
specifically examining frequency spectra of deep moonquakes
using machine learning. Machine learning has advantages to
classify deep moonquakes such as automation of analyses and
the great reduction of human cost.

Although the waveforms are effective features to infer
moonquake sources, determination of sources of some moon-
quakes is difficult due to large noise and the small amplitude.
Previous studies have not applied any features other than
the waveforms. Therefore, we specifically examine features
other than the waveforms. If we show that feature such as
velocity is effective for classification of deep moonquake,
classification using a combination of the feature and wave-
forms may increase the number of classifiable moonquakes
even if moonquakes include noise and small amplitude of
the waveforms. Deep moonquakes occur periodically from
the same source related with the tidal stresses [9]–[11]. As
described herein, we extract features from the occurrence time
of deep moonquakes. Then, using machine learning, we verify
the effective features to classify sources of deep moonquakes.
A principal benefit of our approach is that we can infer sources
of deep moonquakes, irrespective of noise and amplitude of the
waveforms.

This paper is organized as follows. Section II presents
a review of related works including moonquake analyses.
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Section III presents a method of feature evaluation. Section
IV presents both experimental and analytical results. Finally,
concluding remarks are presented in the last section.

II. RELATED WORKS
Generally, time differences among arrival times of the seis-

mic phases observed at several seismic stations are available
to determine the moonquake sources. If we cannot use the
time differences to estimate sources due to the noise and small
amplitudes in the waveforms, then similarities of waveforms
are useful to classify sources. In 1970, the moonquakes were
classified manually by visual observation [12].

With the evolution of computers, Nakamura et al. [7]
classified deep moonquakes using hierarchical clustering based
on cross correlation of waveforms. This classified result of
deep moonquakes is cataloged as a standard criterion for
classification in this study. The improvement of the prepro-
cessing methods, which use cross-correlation analyses, enables
us to discover new events and to classify the unclassified
deep moonquakes [13]. Furthermore, the paper written by
Endrun et al. [14] proposed a method for event detection and
classification using a Hidden Markov Model. Goto et al. [8]
developed a web system for visualizing moonquakes consid-
ering waveform similarity using Self-Organizing Map (SOM)
to advance the study of moonquake classification. This study
showed that noise and small amplitudes of the waveforms
affect classification criteria. Therefore, we propose an approach
to classify deep moonquakes, not using the waveforms.

III. METHODS
To verify the features for classification of deep moon-

quakes, we apply Balanced Random Forest [15] extended
from Random Forest [16], which is a representative supervised
learning method. We verify whether seismic sources can be
reproduced or not using Balanced Random Forest.

A. Features
We extract the position (x, y, z), velocity (vx, vy, vz),

distance (
√

x2 + y2 + z2), and the magnitude of the velocity
(
√
vx2 + vy2 + vz2) of each planet (the Earth, Sun, Jupiter

and Venus) relative to the Moon in the IAU MOON coordinate
system, calculated using SPICE [17] at the deep moonquake
occurrence time. We apply the orbit parameters as the features.
The IAU MOON coordinate system is the Moon fixed coor-
dinate system. The z-axis is the North Pole direction of the
Moon. The x-axis is the meridian direction of the Moon. The
y-axis is to the right of the x-z plane.

B. Balanced Random Forest
Random Forest [16] is a classification algorithm that fits

a number of decision tree classifiers on various sub-samples
of the dataset. This algorithm can compute feature impor-
tance. However, Random Forest has a serious problem: the
classifier might overfit with imbalanced data. Generally, when
we apply Random Forest, we assign weights based on class,
with the minority class assigned a larger weight to make the
classifier more suitable for the imbalanced data. However, this
approach can cause over-learning of minority data if the data
are extremely imbalanced. We must apply a method for the
imbalanced data to analyze of deep moonquakes because a
different number of events occurs at each seismic source.

As described herein, we apply Balanced Random Forest
[15], which equalizes the number of samples per class for

TABLE I. NUMBER OF EVENTS AT EACH SEISMIC SOURCE.

Source Number of events
A1 441
A5 76
A6 178
A7 85
A8 327
A9 145

A10 230
A14 165
A18 214
A20 153
A23 79
A25 72
A35 70
A44 86
A204 85
A218 74

each iteration in random forest. The decision tree of Balanced
Random Forest uses a Gini coefficient to find splits. We then
compute the feature importance by calculating the average
reduction ratio of the Gini coefficient in the tree split for each
feature.

IV. RESULTS AND DISCUSSION
In this section, we present the results obtained from appli-

cation of our method to the dataset. The procedures used for
our proposed method are presented below.

• We extract the orbit parameters as the features at the
occurrence time of deep moonquake event.

• We create a Balanced Random Forest classifier for
every pair of seismic sources.

• We verify the relation of seismic sources and the
features based on the classification performance and
feature importance of each classifier.

In these experiments, we applied one-vs.-one, which creates a
classifier for each pair of seismic sources.

As described in this paper, the number of iterations in
Balanced Random Forest is 1,000. Each iteration randomly
selects 30 samples for each class using bootstrap method and
3 features from 8 features. Each iteration tree is implemented
using the scikit-learn [18].

A. Dataset
The number of events in each source is given in Table I.

We chose the seismic sources with more than 70 events in the
lunar event catalog. The used dataset has 16 sources and 2,480
events.

B. Criterion
We used the classification performance and the feature

importance to evaluate the features. We performed 10-fold
cross validation, and used the minimum f-measure in each class
for the classification performance. Due to different number of
seismic events at each source, the minimum score was applied
because the scores depend on the amount of data in each class.
We calculated feature extraction from all classifier-learned data
of the target class without cross validation and the classification
performance and the feature importance among each planet.

C. Classification performance
The average of classification performance for each seismic

source and planet is shown in Table II. ”avg./total”, which is in
the last row, shows the average of all classifiers. The averages
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TABLE II. AVERAGE CLASSIFICATION PERFORMANCE.

Source Earth Sun Jupiter Venus
A1 0.67 0.46 0.55 0.35
A5 0.85 0.6 0.74 0.48
A6 0.78 0.59 0.69 0.5
A7 0.82 0.53 0.7 0.41
A8 0.72 0.48 0.64 0.41
A9 0.87 0.65 0.72 0.46
A10 0.77 0.54 0.67 0.45
A14 0.81 0.57 0.73 0.52
A18 0.8 0.58 0.74 0.48
A20 0.78 0.53 0.69 0.46
A23 0.88 0.65 0.73 0.45
A25 0.83 0.54 0.75 0.45
A35 0.76 0.52 0.68 0.46
A44 0.79 0.59 0.74 0.54
A204 0.8 0.52 0.72 0.44
A218 0.76 0.5 0.64 0.45

avg./total 0.79 0.55 0.70 0.46

TABLE III. RANKING OF CLASSIFICATION PERFORMANCE.

Source Earth Sun Jupiter Venus
A1 16 16 16 16
A5 3 3 4 4
A6 10 4 11 3
A7 5 11 9 15
A8 15 15 14 14
A9 2 2 7 6
A10 12 9 13 11
A14 6 7 5 2
A18 7 6 2 5
A20 10 10 10 8
A23 1 1 6 12
A25 4 8 1 10
A35 14 13 12 7
A44 9 5 2 1

A204 8 12 8 13
A218 13 14 15 9

of all classifiers are 0.79 for the Earth, 0.70 for Jupiter, 0.55
for the Sun, and 0.46 for Venus. A classifier using those
features for the Earth has the highest classification performance
presented in this paper. Among our selected seismic sources,
the classifier for A23 using the features for the Earth has the
highest classification performance reported in this paper. The
classification performance ranking is shown in Table III. Table
III shows that the classifier for A1 has the lowest classification
performance reported herein. For the Earth and Jupiter A5,
A23, and A25 are classified very well within the top 6.

The number of classifiers with classification performance
of 0.8 or more are 70/120 (number of classifiers is 120) for
Earth, 30/120 for Jupiter, 5/120 for the Sun, and 0/120 for
Venus in Table II. These results demonstrate that an orbit
parameter of the Earth and Jupiter relative to the Moon is
effective for deep moonquake classification. Particularly, the
features based on the Earth are the most effective. As described
in previous papers, this fact indicates that the tidal stress caused
by the Earth in the lunar interior can affect the occurrences of
deep moonquakes.

The features based on the Sun and Venus are ineffective,
as show in Table II. These results show that some features
based on the Earth and Jupiter are effective to classify seismic
sources, nonetheless some features based on the Sun and Venus
are not. There are some sources, such as A5, A23 and A25,
which are easy to classify by using orbit parameters. A subject
of future work is analysis of why these features contribute well
to the classification or not.

TABLE IV. FEATURE IMPORTANCE FOR EACH SEISMIC SOURCE:
EARTH.

Source x y z vx vy vz Distance Velocity
A1 0.13 0.11 0.13 0.11 0.13 0.16 0.14 0.09
A5 0.14 0.1 0.11 0.13 0.16 0.12 0.17 0.07
A6 0.14 0.12 0.13 0.12 0.14 0.14 0.14 0.08
A7 0.12 0.14 0.17 0.13 0.12 0.12 0.12 0.08
A8 0.15 0.12 0.12 0.11 0.14 0.12 0.15 0.09
A9 0.09 0.12 0.14 0.13 0.1 0.25 0.09 0.09

A10 0.14 0.11 0.11 0.11 0.14 0.14 0.15 0.09
A14 0.12 0.14 0.12 0.14 0.12 0.14 0.13 0.09
A18 0.12 0.13 0.12 0.13 0.13 0.16 0.13 0.09
A20 0.11 0.13 0.15 0.12 0.12 0.14 0.12 0.12
A23 0.08 0.11 0.23 0.12 0.08 0.21 0.08 0.08
A25 0.1 0.17 0.09 0.18 0.11 0.15 0.12 0.07
A35 0.11 0.15 0.12 0.14 0.11 0.15 0.11 0.1
A44 0.11 0.14 0.17 0.14 0.11 0.14 0.11 0.09
A204 0.15 0.14 0.1 0.14 0.14 0.11 0.13 0.08
A218 0.14 0.13 0.13 0.13 0.13 0.11 0.13 0.09

TABLE V. FEATURE IMPORTANCE FOR EACH SEISMIC SOURCE:
SUN.

Source x y z vx vy vz Distance Velocity
A1 0.12 0.12 0.13 0.12 0.12 0.14 0.13 0.13
A5 0.12 0.13 0.12 0.13 0.12 0.14 0.12 0.12
A6 0.12 0.12 0.12 0.12 0.12 0.14 0.13 0.13
A7 0.12 0.12 0.13 0.12 0.12 0.14 0.13 0.13
A8 0.12 0.12 0.13 0.12 0.12 0.13 0.13 0.13
A9 0.12 0.12 0.13 0.12 0.12 0.14 0.14 0.12

A10 0.12 0.12 0.13 0.12 0.12 0.14 0.13 0.13
A14 0.12 0.12 0.13 0.12 0.12 0.14 0.13 0.13
A18 0.12 0.12 0.13 0.12 0.12 0.14 0.13 0.13
A20 0.12 0.12 0.12 0.12 0.12 0.13 0.14 0.14
A23 0.12 0.12 0.13 0.12 0.12 0.14 0.13 0.12
A25 0.12 0.12 0.12 0.12 0.12 0.14 0.13 0.12
A35 0.13 0.11 0.13 0.11 0.13 0.13 0.13 0.13
A44 0.12 0.12 0.13 0.12 0.12 0.13 0.14 0.13
A204 0.12 0.12 0.12 0.12 0.12 0.14 0.14 0.12
A218 0.12 0.13 0.13 0.12 0.12 0.13 0.12 0.12

Table II and Table III show that orbit features are useful
for classification of deep moonquakes as well as waveforms
studied in an earlier paper [7]. As a result, our experimental
results show that orbit features can classify deep moonquakes.
Therefore, when we try to classify unclassified deep moon-
quakes or moonquakes with noise and small amplitude of
the waveforms, the orbit features are effective to classify
the moonquakes. In addition, the relation between the Moon
and other planets includes some knowledge to analyze the
occurrence of deep moonquakes.

D. Feature Importances
The average of feature importances in each seismic source

for each planet are shown in Table IV, Table V, Table VI, and
Table VII. Among all lists, vz of the Earth in A9 based on
the Earth is the highest score. Also, z of the Earth in A23
based on Earth is the second highest score. The velocity of
the Earth in A5 is the lowest score. In Table IV, the score
related to velocity is low in all sources. The score difference
in all sources is small in Table V and Table VII. Also, x and
vy of A204 are the highest scores in Table VI. The feature
importances of distance and velocity are low in all sources in
Table VI.

We discuss a reason of high feature importances related to
vz of the Earth in A9 and z of the Earth in A23. Figure 1 and
Figure 2 are box plots that present values of the feature for
each seismic source. Figure 1 shows that distribution of the
position in the z coordinate at occurrence time of A23 events
is from about -45,000 km to about -20,000 km. That of A7
events is from about 0 km to about 50,000 km. Other sources,
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TABLE VI. FEATURE IMPORTANCE FOR EACH SEISMIC SOURCE:
JUPITER.

Source x y z vx vy vz Distance Velocity
A1 0.14 0.14 0.13 0.14 0.14 0.12 0.1 0.1
A5 0.18 0.13 0.11 0.13 0.17 0.1 0.09 0.09
A6 0.14 0.15 0.13 0.14 0.13 0.12 0.1 0.1
A7 0.12 0.16 0.13 0.16 0.13 0.11 0.09 0.09
A8 0.14 0.15 0.13 0.15 0.14 0.11 0.09 0.1
A9 0.13 0.17 0.12 0.17 0.13 0.11 0.09 0.09
A10 0.13 0.16 0.12 0.16 0.13 0.11 0.09 0.09
A14 0.13 0.16 0.12 0.17 0.14 0.11 0.09 0.09
A18 0.16 0.14 0.12 0.14 0.17 0.11 0.09 0.09
A20 0.13 0.14 0.14 0.14 0.14 0.12 0.1 0.1
A23 0.17 0.14 0.12 0.14 0.17 0.11 0.09 0.08
A25 0.14 0.17 0.11 0.18 0.14 0.1 0.08 0.08
A35 0.13 0.15 0.13 0.15 0.13 0.13 0.09 0.09
A44 0.14 0.15 0.15 0.15 0.14 0.1 0.09 0.09

A204 0.17 0.13 0.12 0.13 0.18 0.1 0.08 0.09
A218 0.15 0.13 0.13 0.13 0.16 0.11 0.09 0.1

TABLE VII. FEATURE IMPORTANCE FOR EACH SEISMIC SOURCE:
VENUS.

Source x y z vx vy vz Distance Velocity
A1 0.12 0.12 0.13 0.12 0.12 0.13 0.12 0.12
A5 0.13 0.12 0.12 0.12 0.13 0.13 0.12 0.12
A6 0.12 0.12 0.13 0.12 0.12 0.13 0.12 0.12
A7 0.12 0.12 0.14 0.12 0.13 0.13 0.12 0.12
A8 0.12 0.12 0.13 0.13 0.12 0.13 0.12 0.12
A9 0.13 0.12 0.13 0.12 0.13 0.13 0.12 0.12
A10 0.12 0.12 0.13 0.12 0.12 0.14 0.12 0.12
A14 0.13 0.12 0.13 0.12 0.13 0.13 0.12 0.12
A18 0.13 0.12 0.13 0.12 0.13 0.13 0.12 0.12
A20 0.13 0.12 0.13 0.12 0.13 0.13 0.12 0.12
A23 0.12 0.12 0.14 0.12 0.13 0.13 0.12 0.12
A25 0.13 0.12 0.13 0.12 0.13 0.13 0.12 0.12
A35 0.12 0.12 0.13 0.12 0.13 0.13 0.13 0.12
A44 0.12 0.13 0.13 0.13 0.12 0.13 0.12 0.12

A204 0.13 0.12 0.13 0.12 0.13 0.13 0.12 0.12
A218 0.13 0.12 0.13 0.12 0.13 0.13 0.12 0.12

such as those of A1, A8, and A10, have a wider range than
A23 or A7. Conversely, Figure 2 shows that the distribution
of the velocity in the z coordinate at occurrence time of A9
events is from about 0.06 km/s to about 0.13 km/s. That of A5
is from about -0.13 km/s to about -0.02 km/s. Other sources,
such as A8, A20, and A35, have a wider range than A9 or A5.

Figure 1 and Figure 2 show differences in the distribution
of the features for each seismic source. We can show that the
features with high importance have a narrow distribution and
that seismic sources have features which have high feature
importances; A1 does not have these features.

Moreover, the position and velocity in z coordinate at
occurrence time of each seismic event in a few sources are
shown in Figure 3 and Figure 4. Figure 3 shows that fluctuation
of z position at occurrence time of A23 events is small through
the observation period and that the occurrence frequency of
A23 from about 1975 to about 1976 is less frequent than
in other periods. The distribution of z position at occurrence
time of A1 events changed from about 1973 to about 1975.
Conversely, Figure 4 shows that fluctuation of z velocity at
occurrence time of A9 events is small through the observation
period. The distribution of z velocity at occurrence time of A1
events changed from about 1973 to about 1975.

The results show that there is a time variation of the fea-
tures for each source. Therefore, the classification performance
of A1 might be improved if features with time variation could
be considered.

Next, we discuss the velocity of the Earth and the distance
of Jupiter as examples of the features with low feature im-

A1 A5 A6 A7 A8 A9 A10 A14 A18 A20 A23 A25 A35 A44 A204A218
seismic sources of deep moonquakes

60000

40000

20000

0

20000

40000

60000

z 
[k

m
]

Figure 1. Box plots showing the position of z coordinate for each seismic
source,

where red line is the median, and the box is a value of 25%–75 %, where
top and bottom bars are the maximum and minimum, and ”+” is an outlier,

which is more than 1.5 times the interquartile range.
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Figure 2. Box plots showing Earth velocity of z coordinate for each seismic
source.

portance. Figure 5 and Figure 6 are box plots that indicate
values of these features for each seismic source. Figure 5 and
Figure 6 show that the low feature importances are caused by
small difference among values of the features for each seismic
source.

Time variations of the velocity of Earth and distance of
Jupiter are presented in Figure 7 and Figure 8. Figure 7 shows
that the velocity of Earth greatly varies with time. Figure 8
shows that the period of distance is about 1 year. Figure 7
and Figure 8 show that it is difficult to extract tendencies of
the features because, this time, the variation is very different
from Figure 3 or Figure 4. These results show that we may be
able to improve classification if we apply methods and features
considering the time variation or periodicity.

E. Methods and Features
Using Balanced Random Forest, we easily calculated the

feature importance in addition to the classification perfor-
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Figure 3. Time series of Earth position of z coordinate for each seismic
source.
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Figure 4. Time series of Earth velocity of z coordinate for each seismic
source.

mance. As a result, some orbit parameters are useful for
the classification of deep moonquakes. However, we did not
do fine-tuning to improve the classification performance. We
need to apply other machine learning methods, fine tuning of
parameters, and waveforms to classify more precisely.

We avoided analyzing all features to limit multicollinearity.
Therefore, it is difficult to declare decisive features to charac-
terize seismic sources. Additionally, in this paper, it is difficult
to estimate causal relationship.

Accordingly, we must verify new features or preprocess
features with multicollinearity considering features leading to
elucidation of the causes of deep moonquakes. However, the
features in our approach are effective for new analyses and
for creating knowledge of experts. Our findings show the
causal relations between seismic sources and outer space for
occurrence of deep moonquakes.

V. CONCLUSION
This study evaluated the spatial and temporal features for

classification of deep moonquake sources using Balanced Ran-
dom Forest. The findings reported in this paper are presented
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Figure 5. Box plots showing Earth velocity for each seismic source.
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Figure 6. Box plots showing the Jupiter distance for each seismic source.

below.
• Seismic sources are classifiable using temporal and

spatial features without using the waveforms used in
conventional classification.

• Results of the classification performance using orbit
parameters of objects in our Solar System (Earth, Sun,
Jupiter, and Venus) suggest that the Earth orbit param-
eter is the most effective feature among them. The
Jupiter orbit parameter is effective for classification
of some seismic sources.

• Features of seismic sources with low time variation
have high feature importance.

Our experimental results show that the orbit features are effec-
tive when we try to classify unclassified deep moonquakes or
moonquakes with noise and small amplitude of the waveforms.
These findings are expected to be useful for new analyses and
for knowledge creation by experts. Further progress of this
study can generate new knowledge about deep moonquake
occurrence mechanisms. Future works are described below.

• Verification considering correlation and confounding
among some features.
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Figure 7. Time series showing Earth velocity for each seismic source.
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Figure 8. Time series of the Jupiter distance for each seismic source.

• Analysis considering time variation and interplanetary
relations.

We can address future issues and problems from the standpoint
of planetary interpretation.
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Abstract—Non-volatile memory is applied not only to storage
subsystems but also to main memory to improve performance
and increase capacity. Some in-memory database systems use
non-volatile main memory as a durable medium instead of using
existing storage devices such as hard disk drives or solid state
drives. For such in-memory database systems, the cost of memory
access instead of I/O processing decreases, and the CPU cost
increases relatively for cost calculation to select the most suitable
access path for a database query. Therefore, a high-precision cost
calculation method of query execution is required. In particular,
when the database system cannot select a proper join method,
the query execution time increases. Accordingly, we propose a
database join operation cost model using statistics information
measured by a performance monitor embedded in the CPU and
evaluated the accuracy of estimating the change point of join
methods. As a result, the proposed method can estimate more
accurately than the existing method to within one significant
figure. In conclusion, the in-memory database system using the
proposed cost calculation method is able to select the best join
method.

Keywords–Non-volatile memory; In-memory database systems;
Query optimization; Query execution cost.

I. INTRODUCTION
Improving the performance and expanding the capacity of

non-volatile memory (NVM) is made applicable to both high-
speed disk drives and main memory units. Intel and Micron
developed the NVM named 3D Xpoint memory [1] for such
use. NVM is implemented as byte-addressable memory and is
assigned as a part of the main memory space. An application
programming interface (API) [2] [3] for accessing NVM is
proposed to make the development of applications easier.
Roughly speaking, the API provides two types of access meth-
ods to NVM from software. The first is “load/store type:“ it
is the same method used to access conventional main memory
from user applications. The other is “read/write type:“ this is
the method used by existing I/O devices, such as hard disk
drives (HDDs) or solid state drives (SSD) through operating
system (OS) calls such as read/write functions. There are two
types of implementations of in-memory databases through the
application of NVM to main memory. The load/store type
must be implemented using array structures or list structures
on a main memory address area such as the durable media
of the database (Figure 1(c)). The read/write type can be
easily applied to the existing database management system
(DBMS) because the database files stored on disk drives
(Figure 1(a)) are moved to files on NVM defined by the API
for NVM (Figure 1(b)). The performance when accessing the
database using the former type is better than the latter type
because the DBMS directly accesses the database without any
I/O device emulation operation. However, operations of the
database administration (e.g., system configuration, backup,
etc.) do not have to be changed. That means that it is easy for
the administrators to introduce the in-memory database system.

Client
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Thread Database
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SQL
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by Disk Based DB

(c) In-Memory DB

DB Buffer

Figure 1. Disk-based database and in-memory database

The DBMS has a problem in preparation for executing a
query. In general, the DBMS executes several steps before
executing a query. First, the DBMS analyzes the query. Next, it
creates multiple execution plans. Then, it estimates the query
processing cost for each execution plan. Finally, it selects a
minimum execution plan from a plurality of candidates. For
example, when the DBMS joins two tables, such as the R table
and S table shown in Figure 2(a), it generates the execution
plan (Figure 2(b)) that minimizes the number of rows to be
referenced. At this time, the execution time depends on which
join method the DBMS selects. The DBMS estimates the cost
of each join method by using statistical information from the
database and chooses the join method with the minimum cost.
In general, the cost of a join operation is a function of the
ratio of the extracted records to all records. Hereafter, we refer
to this ratio as the selectivity. In Figure 2, the selectivity is
determined by the condition x for the column R.C in Figure
2(c). In Figure 2(c), two cost functions cross at Xcross. Join
method 2 must be chosen from the left side of Xcross and join
method 1 should be chosen from the right side of Xcross. If
the DBMS cannot estimate the selectivity Xcross accurately, it
will choose the wrong join method.

Selectivity

Q
ue

ry
 E

la
ps

ed
 T

im
e

Join Method 2

Join 
Method 2

Join 
Method 1

Join Method 1

Xcross

�R.C=x

R

Join

S

select count(*)
from R, S
where  R.C = x

and  R.A = S.B;

(a) SQL (b) Execution Plan (c) Selectivity and Elapsed time
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Figure 2. Cost estimation problem for the selection of join methods

On the other hand, the query execution cost (cost) is
generally expressed as the sum of the Central Processing Unit
(CPU) cost (cpu cost) and the I/O cost (io cost) [4] [5]. The
CPU cost is the CPU time, and the I/O cost is the latency
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when accessing the disk drive:

cost = cpu cost + io cost (1)

For example, the cost formula for MySQL is given below [6].
The cost of scanning a table R is given by

table scan cost(R) = record(R)×CPR+page(R)×CPIO
(2)

where record(R) is the number of records of table R, CPR is
the CPU cost per record, page(R) is the number of pages of
table R and CPIO is the I/O cost per page stored record for
DBMS access. When table R (inner table) and table S (outer
table) are joined, the cost of a join operation is given by

table join cost(R,S) = table scan cost(R) + record(R)

× selectivity × records per key(S)× (CPIO + CPR) (3)

where selectivity is the selectivity ratio given by the
distribution of attributes, and the condition for selection such
as a where-clause definition in SQL, and records per key(S)
is the number of join keys specified by table S’s records. Here
CPR = 0.2 and CPIO = 1 are the default defined values.
However, this cost model is established under the condition
that I/O performance is the bottleneck of the query execution
time. A further improvement in disk performance increases
the CPU cost relative to the I/O cost. When the I/O cost itself
disappears ultimately in a native in-memory database (Figure
1(c)), it becomes necessary to more accurately predict the CPU
cost.

To improve the accuracy of the CPU processing cost pre-
diction, the estimation of CPU processing time must become
more accurate than the conventional method mentioned above.
In general, the CPU processing time can be predicted by the
product of the number of executed instructions and the latency
until the instruction is completed. To estimate the latency with
high accuracy, it is necessary to consider the structure of the
hardware, such as instruction execution parallelism, cache miss
ratio, and memory hierarchy. These are problems that cannot
be solved by the software algorithm alone.

In this study, we propose a method to improve the accuracy
of CPU cost estimation of in-memory databases applied to
existing DBMSs (Figure 1(b)). It is easy to apply our method
to native in-memory databases (Figure 1(c)). Our contribution
can be summarized as follows.

• First, we propose a method for modeling CPU cycles
and estimating the join operation cost for a database.
While considering the CPU pipeline architecture, we
classify CPU cycles into three components: a pipeline
stall cycle caused by instruction cache misses, a
pipeline stall cycle caused by branch misprediction,
and an access cycle of data caches or main memory.
By using this classification, we propose a CPU cycle
modeling method, which can express the total CPU
execution time. In addition, to estimate the processing
time of the join operation of a database, we decompose
the pattern of the join processing into four parts and
estimate the join operation cost by using a combina-
tion of these parts (Section II).

• Next, we analyze the behavior of measurement results
of join operation by using a performance monitor em-
bedded on the CPU and determine the cost estimation
formulas (Section III).

• Finally, we verify the accuracy of the proposed CPU
cost estimation formulas by comparing the actual
CPU processing cycle and the conventional CPU cost
estimation formula of MySQL (Section IV).

II. PROPOSED CPU COST MODEL
In this section, first, we analyze the CPU pipeline archi-

tecture and categorize pipeline events. We propose the CPU
operation cycle estimation method, which can express whole
CPU process cycles by considering the categorized events.
Next, we categorize join operations of the DBMS and divide
the join operation into several parts. We propose an estimation
model based on a combination of these parts. Finally, we create
the CPU cost formula for estimating each part of the join
operations using statistics information measured by the perfor-
mance monitor embedded in the CPU and assemble those join
parts formulas into the complete CPU cost estimation formula.

A. Model of CPU Operation Time
We chose the Intel Nehalem processor as a typical model

of a CPU for application to the database server because all of
the processors developed after Nehalem, namely Sandy Bridge,
Haswell, and Skylake, are based on the pipeline architecture of
Nehalem. Partial enhancements, such as additional cache for
the micro-operations (uOPs), increased reorder buffer entries,
and increased instruction execution units, were added to the
successor CPUs of Nehalem.
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Figure 3. Focus point of the CPU pipeline

The pipeline is composed of a front-end and a back-end
in Figure 3 [7]. The front-end fetches instructions from the
L1 instruction cache (L1I) and decodes them into uOPs in-
order. The term “in-order“ means that a subsequent instruction
cannot overtake preceding instructions in the pipeline. After
decoding instructions, the front-end issues uOPs to the back-
end. Conversely, the back-end executes the uOPs in execution
units out-of-order. The back-end can execute the uOPs in a
different order than issued by the front-end to improve the
throughput of operating uOPs. An L1I miss causes the pipeline
of the front-end to stall until the missing instruction is fetched
from the lower level of cache or main memory. A branch
prediction miss causes a dozen cycles of the instructions
executed speculatively to be flashed, and the front-end cannot
issue uOPs. In this paper, such a condition is referred to as an
instruction-starvation state (Figure 3(3)). There are cases in
which the uOP issued in the front-end is not executed because
of the saturation of the reorder buffer or the reservation station
in the back-end, or the data dependency with the preceding
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instructions. We refer to this state as a stall state in this paper
(Figure 3(2)). In addition, we refer to the state in which the
uOPs are issued without an instruction-starvation state or a
the stall state as an active state.

A summary of the related notation of the CPU cost
calculation to be used afterward is shown in Table I before
creating the CPU cost calculation model.

TABLE I. NOTATION FOR THE CPU COST CALCULATION MODEL

Symbol Description

I Number of instructions to complete a query
CPI0 Cycle per instruction (CPI) on the condition that all of instruc-

tions and data are stored in L1 cache
Li Level i cache memory (Maximum value of “i“ varies depend-

ing on the CPU. In this paper, the maximum is “3“. L3 is
represented by “last-level cache“ (LLC).

Mmem ,Lmem Number of references of instructions and data to the main
memory, main memory latency

MmemI ,MmemD Number of references of instructions to the main memory,
number of references of data to the main memory

MLi ,LLi Number of references of instructions and data to Li cache, Li
cache latency

MLiI ,MLiD Number of references of instructions to Li cache, the number
of references of data to Li cache

BFmem ,BFLi Blocking factor of main memory, Li cache reference
BFmemI ,BFLiI Blocking factor of instruction references to the main memory,

Li cache
BFmemD ,BFLiD Blocking factor of data references to the main memory, Li cache
BFMP Blocking factor when branch misprediction and instruction

cache miss occur simultaneously
Hmem Ratio of the number of references to the main memory to the

number of instructions (Hmem=Mmem/I)
HLi Ratio of the number of references to Li cache to the number

of instructions (HLi=MLi/I)
HLiI Ratio of instruction references to Li cache to the number of

instructions
HLiD Ratio of data references to Li cache to the number of instruc-

tions
CTotal Total CPU cycles to execute a query
CActive ,CStall ,
CStarvation

CPU cycles in active state, stall state, starvation state

CICacheMiss CPU cycles from the occurrence of L1I miss until the acquisi-
tion of an instruction from other cache or the main memory

CDCacheAcc CPU cycles in active state
MMP Number of branch mispredictions
LMP Recovering latency from a branch misprediction
CMP Total CPU cycles when recovering from branch mispredictions
P Selectivity of the outer table
RO, RI Number of outer table records, number of inner table records
TNLJ , THJ Nested loop join (NLJ) execution time, hash join (HJ) execution

time
Tbuild , Tprobe Execution time of the HJ build phase, execution time of the HJ

probe phase
CNLJ Total Total CPU cycles of NLJ
CNLJ ICacheMiss CPU cycles from the occurrence of L1I miss on executing NLJ

until acquisition of an instruction from other cache or the main
memory

CNLJ MP Total CPU cycles when recovering from branch mispredictions
on executing NLJ

CNLJ DCacheAcc CPU cycles in active state on executing NLJ
CBuild Total ,
CProbe Total

Total CPU cycles of the build phase of HJ, probe phase of HJ

CBuild ICacheMiss ,
CProbe ICacheMiss

CPU cycles from the occurrence of L1I miss until the acquisi-
tion of an instruction from other cache or the main memory on
executing the build phase of HJ, probe phase of HJ

CBuild MP ,
CProbe MP

Total CPU cycles of recovering from branch mispredictions on
executing the build phase of HJ, probe phase of HJ

CBuild DCacheAcc ,
CProbe DCacheAcc

CPU cycles in data cache or main memory Access on executing
the build phase of HJ, probe phase of HJ

ILoad Number of load instructions
MLMMI ,
MLMMD

Number of instruction references to local main memory, number
of data references to local main memory

LLMM Latency of local main memory
MLLLCI ,
MLLLCD

Number of instruction references to local LLC, number of data
references to local LLC

LLLLC Latency of local LLC
MRLLCI ,
MRLLCD

Number of instruction references to remote LLC, number of
data references to remote LLC

LRLLC Latency of remote LLC

In this paper, we focus on the boundary between the
front-end and the back-end in the CPU pipeline (Figure 3)
to model the overall operation of the CPU. The uOPs are
issued from front-end to back-end and are stored in the buffers,
namely the reorder buffer and reservation station. The buffers
allow us to change the processing order of uOPs from in-
order to out-of-order across the boundary. The CPU-embedded
performance monitor can measure events such as the saturation
of buffers, dequeues from buffers by the completion of uOPs,
and the existence of uOPs to issue to back-end [7]. Any CPU
cycle situation can be modeled by the performance monitor
to analyze these events. Therefore, we propose measurement-
based estimation of the query execution cost. The active state is
estimated from the number of the events that the uOP is issued
without delay in the back-end buffer. The buck-end buffer
holds the uOPs until the execution of the uOPs is completed
and the uOPs are deleted from the buffer. The stall state is
estimated from the number of the events for which the buffer
cannot receive uOPs. The starvation state is inferred from the
event count in which there are no uOPs to be issued to the
back-end buffer. The total CPU cycle is composed of the active
state cycle, the stall state cycle and the starvation state cycle.
Therefore, the following equation can be obtained:

CTotal =CActive+CStall+CStarvation (4)
Cycle Per Instruction (CPI), which refers to the number of

CPU clock cycles per instruction, is widely used as a metric for
evaluating CPU processing efficiency [8]. CPI is calculated as
the product of the number of references to the memory and the
latency of the memory access. Latency is the delay time when
fetching an instruction or data from memory. CPI is given by

CPI =CPI0+{
last level∑

i=2

(HLi × LLi×BFLi)

+(Hmem × Lmem×BFmem)} (5)
where last-level cache ( LLC) means the lowest cache in
the cache memory hierarchy and the blocking factor [8] is a
correction coefficient for concealing the latency by executing
instructions in parallel. The second term on the right-hand side
of (5) is the product of the number of memory references, the
latency, and the blocking factor, i.e., the stall state. The product
of the second term on the right-hand side of (5) and the number
of instructions I is the pipeline stall cycle (CStall ):

CStall =

LLC∑
Li=L2

(MLi×LLi×BFLi)

+(Mmem×Lmem×BFmem) (6)

CTotal =CPI×I=CPI0×I+CStall (7)
From (5)–(7), we can show that CPI0 includes the active

state and starvation state:

CPI0×I=CActive+CStarvation (8)

The starvation state is mainly caused by instruction cache
misses or branch mispredictions, and can be classified as
the number of CPU cycles from the occurrence of one of
these events until the acquisition of the next instruction to be
executed:

CStarvation =CICacheMiss+MMP×LMP×BFMP (9)
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CICacheMiss =

LLC∑
Li=L2

(MLiI ×LLi×BFLiI )

+(MmemI ×Lmem×BFmemI ) (10)

Here BF is a correction coefficient for considering that both
branch misprediction and instruction cache miss occur simul-
taneously. ICacheMiss is expressed as 10 by modifying 6
because operations after instruction cache misses and data
cache misses are the same. Only terms relating to branch
misprediction are defined:

CMP =MMP×LMP×BFMP (11)

According to the previous research [9], the CPI of the
decision support system benchmark is 1.5–2.5. In general,
when the CPI is 1, this means that one instruction is completed
in one cycle, so the instructions are executed sequentially
in query execution. In addition, since the indices and tables
of the database are usually implemented with list structures
or tree structures, it is not until the stored data which the
pointer refers to is read out that the next reference address
becomes clear. Thus, it is difficult for the CPU to predict
the destination of the next reference. In particular, the char-
acteristics of such a memory reference in the list structure
are applied to a benchmark program for measuring memory
latency [10]. Therefore, stall state occurs because the operation
of the stalled instruction waits for the preceding data reference
processing to be completed. From the viewpoint of memory
reference, the active state can be considered as an L1 data
cache (L1D) reference, and the stall state can be considered
as a reference to a cache level lower than L1 or a main memory
reference. Therefore, CPU cycles in the active state and those
in the stall state can be integrated as CDCacheAcc in

CDCacheAcc=CActive+CStall (12)

CDCacheAcc=

lastlevel∑
i=1

(MLiD×LLi×BFLiD)

+(MmemD×Lmem×BFmemD) (13)

where (6)(13) use the same symbols for latency and the
blocking factor for convenience, but the contents are different.

From the above discussion, the total number of CPU cycles
is calculated using

CTotal =CDCacheAcc+CICacheMiss+CMP (14)

In this paper, each term on the right-hand side of (14) uses
statistical information obtained from actual measurements.

B. DBMS Operation Model
DBMS queries perform operations including selection, pro-

jection, and join. Queries performing the join operation depend
on the join method chosen by the DBMS’s optimizer. The
optimizer selects the join method to minimize the operation
cost of the join operation. The cost depends on the selectivity
of records defined by the clause of the SQL and the statistics
of the attribute value of the database. Most DBMSs calculate
the statistics during data loading to the database. This paper
focuses on the cost estimation for the optimization of join
operations. There are three basic joins: nested loop join (NLJ),
hash join (HJ), and sort–merge join (SMJ).

NLJ searches records from the inner table every time
it reads one record from the outer table. The generalized

operation model of NLJ is shown in Figure 4. The process
involves tracing multiple tables and indices from the point of
view of memory access, which means repeatedly traversing
linked lists. Therefore, NLJ can be regarded as searching
between the outer table and the huge internal table created
by tracing multiple tables in the same way as loop expansion
by a compiler. Moreover, it is possible to calculate the cost
of NLJ of multiple tables using the cost estimation function
with two typical NLJs (Figure 4(a)), which is the function of
the number of total records to be referenced in the multi-table
join. NLJ and HJ are regarded as part of our proposed cost
estimation method. In this paper, we do not examine SMJ
because it is possible to apply the proposed method using
the steps from the other join methods, specifically dividing
parts into sorting and merging operations and calculating the
measured statistics values for each model. Figure 4 also shows
that HJ is decomposed into a build phase (Figure 4(b-1)) and
a probe phase (Figure 4(b-2)) because each operation of HJ
is executed sequentially and can be modeled separately in the
cost calculation formula based on measurement results.

R S

T

U

R S

T

U

X Y X Y

Y

Nested Loop Join Case Hash Join Case

Divide into
parts

Degenerate 
to two-table 
join (b-1) build and probe phase

(b-2) only probe phase

(a) two-table
join

Order of read
X

Figure 4. Degradation and split cost calculation method

C. Cost Calculation Formula
Before considering the cost calculation formulas, we define

the inputs and outputs as in Table II. The information input
to the cost calculation formulas is recorded in the database
for management as statistical information, which is collected
generally by the DBMS when storing or updating the record.
Information regarding memory latency and I/O response time
is also required. This information can be measured with a
simple benchmark program [10].

TABLE II. PARAMETER LIST FOR COST CALCULATION

Input Selectivity of outer table to join and number
of records of tables

Output Calculated cost expressed by number of CPU
cycles

Parameters of
cost calculation
formulas

Static information: Memory latency and I/O re-
sponse time
Information obtained from measurement: Rela-
tional formula between the input information and
number of CPU cycles of the events on the right-
hand side of (14) (e.g., slope and intercept if the
input information and the number of cycles of the
interested event can be linearly approximated.)

In this section, we derive the cost calculation formula for
NLJ and HJ in two tables (14) where each element of (14) is
obtained as a function of the selectivity from the outer table
and the number of records. The cost formula of NLJ

CNLJ Total(P,RO,RI)=CNLJ ICacheMiss(P,RO,RI)

+CNLJ MP (P,RO,RI)+CNLJ DCacheAcc(P,RO,RI) (15)
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is obtained by combining (10)(11)(13)(14). The cost related
to each element of the instruction cache miss, the branch
misprediction, and the data reference are expressed by

CNLJ ICacheMiss(P,RO,RI)

=ML2I (P,RO,RI)×LL2×BFL2I

+MLLCI (P,RO,RI)×LLLC×BFLLCI

+MmemI (P,RO,RI)×Lmem×BFmemI (16)
CNLJ MP (P,RO,RI)

=MMP (P,RO,RI)×LMP ×BFMP (P,RO,RI) (17)
CNLJ DCacheAcc(P,RO,RI)

=ML1D(P,RO,RI)×LL1×BFL2D(P,RO,RI)

+ML2D(P,RO,RI)×LL2×BFL2D(P,RO,RI)

+MLLCD(P,RO,RI)×LLLC×BFLLCD(P,RO,RI)

+MmemD(P,RO,RI)×Lmem×BFmem(P,RO,RI) (18)

respectively. The structure of the cost calculation formulas is
basically a product-sum formula of the number of occurrences
of the event, its latency, and the correction coefficient. The
number of data references from the L1D cache, the L2 cache,
the LLC cache, and the main memory (ML1D, ML2, MLLC ,
and Mmem), the number of branch mispredictions (MMP ),
and the blocking factor BF are expressed as a function of the
selectivity P and the number of rows of the table, RO, RI .
The data references include L1D hits because they target all
data accesses.

The cost calculation formula of HJ is obtained in the same
way as NLJ:

CPhase Total(P,R)=CPhase ICacheMiss(P,R)

+CPhase MP (P,R)+CPhase DCacheAcc(P,R) (19)
CPhase ICacheMiss(P,R)

=ML2I (P,R)×LL2×BFL2I (P,R)

+MLLCI (P,R)×LLLC×BFLLCI (P,R)

+MmemI (P,R)×Lmem×BFmemI (P,R) (20)
CPhase MP (P,R)

=MMP (P,R)×LMP ×BFMP (P,R) (21)
CPhase DCacheAcc(P,R)

=ML1D(P,R)×LL1×BFL2D(P,R)

+ML2D(P,R)×LL2×BFL2D(P,R)

+MLLCD(P,R)×LLLC×BFLLCD(P,R)

+MmemD(P,R)×Lmem×BFmemD(P,R) (22)

where

{Phase,R}=
{
{Build,RO} build phase
{Probe,RI} probe phase

In the build phase, cache and main memory references, branch
misprediction, and the blocking factor are expressed as func-
tions of the selectivity P and the number of records of the
outer table (RO). In the probe phase, they are expressed as
functions of the selectivity P and the number of records of
the inner table (RI ).

The aim of this paper is to improve the accuracy of
the CPU cost calculation. Therefore, we use a method to
statistically obtain the parameters of the calculation formula
from the measured values using the performance monitor.
One of the parameters, the memory latency, depends on the
hardware configuration, which includes the number of CPUs,

the slot position in which the main memory modules are
installed, etc. According to the literature [11], the memory
access concentration is low when executing analytic queries
such as the TPC-H benchmark and does not increase the
memory latency.

III. EVALUATION OF OBTAINING PARAMETERS OF THE
COST FORMULA

To obtain the parameters in Table II, actual measurements
are made. The measurement environment is shown in Table III.
We used Westmere CPUs as they are the same architecture as
Nehalem. The servers are equipped with two CPUs. The main
memory is connected to each CPU. The memory connected
to one CPU is called local memory and the other is called
remote memory. In general, such a memory architecture is
known as non-uniform memory access (NUMA). The la-
tency of local and remote memory is different. In this study,
main memory modules are installed to only one CPU to
simplify the examination of measurement results. An NVM
Flash SSD is used as a disk device to store the database
to improve the experimental efficiency. We used the open-
source MariaDB [12] as the DBMS in this study as it supports
multithreading and asynchronous I/O, can utilize the latest
hardware characteristics, and, moreover, supports multiple join
methods. In a precise sense, the NLJ that MariaDB supports
is BNL (block nested loop join), which is an improvement on
NLJ; however, in the condition of the query and index used
in this study, it behaves like the general NLJ. The version of
MariaDB used in this study does not select the effective join
method automatically; it is specified based on the configuration
parameters.

TABLE III. EVALUATION ENVIRONMENT

CPU Xeon L5630 2.13 GHz 4-core, LLC 12 MB [Westmere-
EP]) ×2

Memory DDR3 12 GB (4 GB ×3) physically attached to only one
CPU

Disk (DB) PCIe NVMe Flash SSD 800 GB ×1 (Note: max throughput
suppressed by server’s PCIe I/F(ver.1.0a), about 1/4 of max
throughput)

Disk (OS) SAS 10,000 rpm 600 GB, RAID5 (4 Data + 1 Parity)
OS CentOS 6.6 (x64)
DBMS MariaDB 10.1.8 with InnoDB storage engine

The query to be evaluated and its measurement conditions
are shown in Figure 5. In the SQL statement, we modified
Query 3 of TPC-H for an evaluation of two-table join and ex-
tracted only join processing (Figure 5(a)). The size of database
is scale factor (SF) 5 defined in the TPC-H specification. SF5
means that the total size of the database is 5 GB. To allow us
to apply the proposed technology to the actual system, we used
small-scale data to reduce the measurement time as much as
possible. The indices of the database are created on the primary
keys and the foreign keys are defined in the specification of
TPC-H [13].

We changed the search condition of the query against the
c acctbal column of the outer table to change the selectivity
of the data to be referenced (Figure 5(c)). As for NLJ, the
selectivity and the number of records of the inner table are
changed (Figure 5(c) and (d)). The purpose of changing the
selectivity is to change the total number of records accessed by
the DBMS. In addition, the purpose of changing the number of
records of the inner table is to change the number of records
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that have the same key as the record selected from the outer
table. This means changing the length of the linked lists that
have the key for join with the inner table. As for HJ, only
the outer table is accessed in the build phase, and the number
of records of the outer table is changed (Figure 5(e)). In the
probe phase, only the inner table is accessed, and the number
of records of the inner table is changed (Figure 5(d)).

The CPU performance counter data is collected by using
Intel R⃝ Vtune

TM
Amplifier XE. We refer to the literature [7] for

a description of the content of those counters. The measured
data is mainly related to the number of accesses to cache and
main memory, the state of the pipeline such as the number of
stall cycles, and the number of cache hits or misses.

It is necessary to analyze not only CPU time but also
I/O operation time to estimate the whole execution time of
a query (1). We measure the I/O count and response time
using systemtap and construct I/O cost calculation formulas
by analyzing the relation between I/O and the selectivity or
the number of records.

select  count(*)
from customer, orders
where

c_mktsegment = 'MACHINERY'
and c_acctbal > N
and c_custkey = o_custkey
and o_orderdate < date '1995-03-06‘; �

�

customer

orders

N 9998 9978 9798 9200 9000
Selectivity

(Condition 1)
3.62�10-05 4.00�10-04 3.67�10-03 1.45�10-02 1.82�10-02

(b) Query Plan
�

c_custkey=o_custkey

count(*)Join method 
is selected
Manually.

(a) SQL

Condition 1

Condition 2

(c) Selection Condition and Selectivity

Condition 1

Condition 2

(d) Inner Table

(Inner Table)

(Outer Table)

Number of Records 7,500,000 5,625,000 3,750,000 1,875,000

(e) Outer Table

Number of Records 750,000 562,500 375,000 187,500

Figure 5. Target query of measurement and cost estimation

IV. MEASUREMENT RESULTS AND COST CALCULATION
FORMULAS

In this paper, we investigate the relations among the
selectivity, the number of instructions, the number of events
related to memory reference, and the number of branch mis-
predictions. Regarding NLJ, it is expected that the number
of instructions and the number of memory references will
increase because the number of records accessed by the DBMS
increases in proportion to the increase in the selectivity. Based
on the assumptions, we now analyze the measurement results
and create formulas using linear regression. Regarding HJ, all
of the records of the outer table or inner table are accessed in
both the build phase and probe phase. The cost formulas are
presumed to not have selectivity as a variable. We analyze the
measurement results based on this presumption.

The CPU cost calculation formulas are obtained through
the following steps. First, the number of instructions, refer-
ences of each cache memory and main memory, and branch
mispredictions are analyzed using regression analysis, and the
regression models are created. In addition, the relation between
the sum of the product of the references to each memory
and its latency and CICacheMiss (10) and CDCacheAcc (13)
are modeled. Here CMP (11) is obtained from the product
of the number of pipeline stages of the front-end, which
is 12 in Nehalem, and the number of mispredictions from
the measurement results. Each value of memory latency is
referred to [14]. The number of disk I/O is modeled using
the measured I/O access count and I/O response time. Finally,
the cost calculation formulas are evaluated from the point of

the accuracy of intersection of two join methods (Xcross in
Figure 2) with the conventional method.

Figure 6(1) shows the relation between the number of
records the DBMS accessed and load instructions. Figure 6(7)
shows the relation between the total number of accessed
records and the number of instructions. The number of records
is the product of the number of outer table records, the number
of inner table records, and selectivity. The dotted line is the
linear regression line, and its slope and intercept are shown
in Table IV. The coefficient of determination (R2) is near 1
and the P value on the F test is less than 0.05. Therefore,
the regression model is highly accurate. The slope and the
intercept are used for creating the cost calculation model.
Figure 6(2) and (8) show the relation between the number
of instructions executed by the DBMS and the number of
L1 cache hits. Figure 6(3)–(6) and (9)–(12) show the relation
between the number of accesses to L2, LLC, and main memory
accesses and the number of cache misses of the upper-level
cache. These relations can be linearly approximated because
each R2 is near 1 and each P value is less than 0.05 in
Table IV. In this paper, a two-CPU server is used and the LLC
and main memory are connected to each CPU. The LLC and
main memory on the CPU on which BMS threads are running
are called the local LLC and local main memory. The others
are called remote LLC and remote main memory. The upper-
level cache is the local LLC. There exist no references to the
remote main memory because the main memory is connected
to only one CPU. Figure 6(13) shows the relation between
the number of records accessed for the join operation and
the branch miss prediction cycles, CMP . Figure 6(14) shows
the relation between the product of the number of instruction
accesses and latency, and the L1I miss cycles, CICacheMiss .
Figure 6(15) shows the relation between the product of the
number of data accesses and the latency, and the data cache
and main memory access, CDCacheAcc . Each graph can be
approximated by a regression line because each R2 is near 1
and each P value is less than 0.05 in Table IV. Figure 7(13)
shows the tendency of instructions, cache or main memory
accesses, branch misprediction cycles, instruction cache miss
cycles, and data cache access cycles. Each graph is linearly
approximated by a regression line because each R2 is near 1
and each P value is less than 0.05 in Table IV. In particular,
the slope of the regression line in Figure 6(2)–(5) and (9)–(11)
and Figure 7(a2)–(a5), (a9)–(a11), (b2)–(b5), and (b9)–(b11)
represents the cache hit rate because the definition of cache hit
rate is the quotient of the number of cache hits and the number
of cache references, and the upper-level cache miss becomes
the lower-level cache reference.

Based on the above considerations, the formula for calcu-
lating the cost of join methods is
I=A1×R+B1 (23)
ML1I =A2×I+B2 (24)
ML2I =A3×(I−ML1I )+B3

MLLLCI =A4×(I−ML1I −ML2I )+B4 (25)
MRLLCI =A5×(I−ML1I −ML2I −MLLLCI )+B5 (26)
MLMMI =A6×(I−ML1I −ML2I −MLLLCI )+B6 (27)
ILoad =A7×R+B7 (28)
ML1D =A8×ILoad+B8 (29)
ML2D =A9×(I−ML1DI )+B9 (30)
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Figure 6. CPU event count on executing NLJ

MLLLCD =A10×(I−ML1D−ML2DI )+B10 (31)
MRLLCD =A11×(I−ML1D−ML2D−MLLLCD)+B11

(32)
MLMMD =A12×(I−ML1D−ML2D−MLLLCD)+B12

(33)
CICacheMiss =A13×(ML2I ×LL2+MLLLCI ×LLLLC

+MRLLCI ×LRLLC+MLMMI ×LLMM )+B13
(34)

CDCacheAcc=A14×(ML1D×LL1+ML2D×LL2

+MLLLCD×LLLLC+MRLLCD×LRLLC

+MLMMD×LLMM )+B14 (35)
CMP =A15×R+B15 (36)
where

R=


RO×RI×P NLJ
RO Build phase of HJ
RI Probe phase of HJ

Table IV lists the definitions of the parameters given in (23)-
(36). In the case of NLJ, the calculation formula of the number
of the disk I/Os is created by using the regression line shown in
Figure 8(a). The measured I/O response time (ioresponcetime)
was 154 µs. The I/O cost of NLJ is

io cost=A16×RO×RI×P×io responce time+B16
(37)

However, in the case of HJ, the ratio of the processing time
of disk I/O and the query execution time of HJ is less than
1% in Figure 8(b). In this paper, the cost calculation formula
is composed of only the CPU cost and the disk I/O cost.

To evaluate the cost calculation formulas, we used a larger
TPC-H database than the database used for measurement,
SF100, and chose a combination of the following two ta-
bles, customer and orders, supplier and lineitem, and part

TABLE IV. SLOPE AND INTERCEPT OF THE REGRESSION MODELS

Type Slope Intercept R2
P value

on F test Reference

NLJ A1 1.745 × 105 B1 1.64 × 109 9.99×10−1 1.30 × 10−29 Figure 6(1)
A2 9.802 × 10−1 B2 1.26 × 107 1.00 2.18 × 10−58 Figure 6(2)
A3 8.077 × 10−1 B3 2.68 × 106 1.00 2.91 × 10−40 Figure 6(3)
A4 8.318 × 10−1 B4 5.23 × 104 1.00 3.93 × 10−39 Figure 6(4)
A5 7.425 × 10−1 B5 −1.18×105 1.00 3.77 × 10−34 Figure 6(5)
A6 2.575 × 10−1 B6 1.18 × 105 9.98×10−1 7.05 × 10−26 Figure 6(6)
A7 2.464 × 104 B7 4.63 × 108 9.99×10−1 5.97 × 10−31 Figure 6(7)
A8 9.723 × 10−1 B8 7.05 × 106 1.00 3.85 × 10−53 Figure 6(8)
A9 4.342 × 10−1 B9 1.95 × 106 9.99×10−1 5.17 × 10−28 Figure 6(9)
A10 9.442 × 10−1 B10 −2.87×104 1.00 2.06 × 10−44 Figure 610)
A11 7.609 × 10−1 B11 −4.84×104 1.00 2.80 × 10−35 Figure 6(11)
A12 2.391 × 10−1 B12 4.84 × 104 9.98×10−1 3.10 × 10−26 Figure 6(12)
A13 5.526 × 10−1 B13 1.44 × 108 9.98×10−1 9.85 × 10−26 Figure 6(13)
A14 8.595 × 10−1 B14 −1.25×109 9.67×10−1 9.00 × 10−15 Figure 6(14)
A15 2.321 × 103 B15 1.92 × 107 9.90×10−1 1.35 × 10−19 Figure 6(15)

HJ A1 2.045 × 103 B1 1.58 × 107 1.00 4.21 × 10−40 Figure 7(a1)
Build A2 9.879 × 10−1 B2 2.53 × 105 1.00 2.19 × 10−61 Figure 7(a2)

A3 9.708 × 10−1 B3 −7.48×104 1.00 1.79 × 10−49 Figure 7(a3)
A4 9.191 × 10−1 B4 −6.57×104 9.99×10−1 7.76 × 10−31 Figure 7(a4)
A5 3.317 × 10−1 B5 −1.64×104 9.29×10−1 8.38 × 10−12 Figure 7(a5)
A6 6.683 × 10−1 B6 1.64 × 104 9.82×10−1 4.49 × 10−17 Figure 7(a6)
A7 6.099 × 102 B7 2.85 × 105 9.99×10−1 4.46 × 10−30 Figure 7(a7)
A8 9.902 × 10−1 B8 −1.89×103 1.00 1.05 × 10−57 Figure 7(a8)
A9 8.033 × 10−1 B9 −2.39×104 1.00 6.00 × 10−33 Figure 7(a9)
A10 9.042 × 10−1 B10 1.58 × 102 1.00 8.94 × 10−46 Figure 7(a10)
A11 2.131 × 10−1 B11 −2.74×103 9.80×10−1 1.13 × 10−16 Figure 7(a11)
A12 7.869 × 10−1 B12 2.74 × 103 9.98×10−1 8.16 × 10−27 Figure 7(a12)
A13 1.226 B13 −8.36×106 9.98×10−1 1.55 × 10−25 Figure 7(a13)
A14 3.691 × 10−1 B14 2.02 × 107 1.00 6.83 × 10−32 Figure 7(a14)
A15 2.351 × 101 B15 5.12 × 105 9.97×10−1 2.86 × 10−24 Figure 7(a15)

HJ A1 1.900 × 103 B1 2.33 × 107 1.00 3.46 × 10−46 Figure 7(b1)
Probe A2 9.883 × 10−1 B2 3.88 × 105 1.00 3.69 × 10−62 Figure 7(b2)

A3 9.750 × 10−1 B3 −1.76×104 1.00 6.81 × 10−52 Figure 7(b3)
A4 8.131 × 10−1 B4 −2.44×104 1.00 1.12 × 10−41 Figure 7(b4)
A5 9.455 × 10−1 B5 −2.44×104 1.00 8.30 × 10−36 Figure 7(b5)
A6 5.449 × 10−2 B6 2.44 × 104 9.56×10−1 1.15 × 10−13 Figure 7(b6)
A7 5.763 × 102 B7 −3.57×107 9.99×10−1 6.14 × 10−27 Figure 7(b7)
A8 9.892 × 10−1 B8 −3.89×105 1.00 6.68 × 10−54 Figure 7 (b8)
A9 7.288 × 10−1 B9 1.58 × 105 9.88×10−1 7.30 × 10−19 Figure 7(b9)
A10 7.946 × 10−1 B10 2.81 × 104 1.00 5.98 × 10−33 Figure 7 (b10)
A11 9.341 × 10−1 B11 −6.04×104 1.00 7.79 × 10−34 Figure 7 (b11)
A12 6.595 × 10−2 B12 6.04 × 104 9.52×10−1 2.69 × 10−13 Figure 7(b12)
A13 1.503 B13 2.58 × 1007 9.89×10−1 5.80 × 10−19 Figure 7(b13)
A14 3.576 × 10−1 B14 6.61 × 107 9.98×10−1 1.75 × 10−25 Figure 7(b14)
A15 2.761 × 101 B15 −1.12×107 9.35×10−1 3.83 × 10−12 Figure 7(b15)

NLJ A16 1.016 B16 2.52 × 103 1.00 1.85 × 10−15 Figure 8(a)
(I/O)
HJ A16 0.000 B16 0.000 N/A N/A N/A
(I/O)
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Figure 7. CPU event count on executing HJ
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Figure 8. Number of disk I/O and disk I/O processing time per query
execution time

and lineitem. The parameters setting of the cost calculation
formulas is generated from the measurement values when
joining customer and orders, whose size is SF5. The I/O
processing time is added to allow a comparison with the
query execution time. The proposed cost calculation method
is compared with the measured query execution time and
the conventional method (2)(3). We evaluate whether the
selectivity where the join method is switched can be estimated
accurately. However, because the conventional method does
not support HJ, single table scans of the outer table and inner
table are used. Moreover, MariaDB, as used in this experiment,
cannot use the function to automatically select the join method,
and only the join method set by the user is selected. The
goal of this study is to accurately find the intersection point
of the NLJ and HJ graphs. As a result, in all of the cases
evaluated in this study, the proposed method was able to find
the intersection point with an accuracy of one significant figure
or better compared with the conventional method (Figure 9).

V. DISCUSSION
In the acquisition of measurement data for constructing the

cost calculation formula, since the type of counters that the
hardware monitor can collect at one time is limited to four, it is
necessary to measure many times in order to perform an accu-
rate measurement of 40 events. Therefore, a certain amount of
time must be secured for measurement. For example, it takes
about 5 hours and 30 minutes for the measurement of this
study. From the point of securing time for measurement and
the point that the CPU cost calculation formula does not need
to change the CPU cost calculation formula unless there is a
change in the hardware configuration or join operation codes
of DBMS, it is appropriate to create the proposed CPU cost
calculation formula at integrating or updating a system. Next,
in the use of the cost calculation formula, the proposed CPU
cost formula is used in the optimization process to be executed
before executing a query. The CPU cost of executing the
query is calculated from the number of records to be searched.
As shown in the reference [15] [16], in a general DBMS,
histograms representing the relationship between the attribute
value and the appearance frequency are automatically acquired
when inserting or updating records. From the histogram and
the condition of the where clause of the query, it is possible to
estimate the number of records accessed by the DBMS. In this
way, CPU costs can be calculated with only the data already
acquired by the DBMS, so cost can be calculated by the cost
calculation formula before query execution.

In this study, we have proposed a cost calculation method
for the in-memory DBMS using a disk-based DBMS. The
calculation formulas have been created using the data mea-
sured by the CPU-embedded performance monitor. The study
revealed that the proposed method estimated the intersection
point of the join methods more accurately than the conven-
tional method. We used TPC-H for measuring CPU activities.

TPC-H has the advantage that it is easy to analyze the
evaluation results because the distribution of data is uniform.
However, the actual data has a skew in the distribution of
keys. The premise of the technique in this paper is the
accuracy of selectivity. Even if the distribution of data varies,
if the selectivity is the same, the same measurement result is
obtained. Since a general DBMS acquires attribute values and
their distribution in a database in the form of a histogram when
loading data to the database, the prerequisite for application
of the proposed technique is considered to be satisfactory.
However, it is necessary to develop a technique to derive
histogram information and input it as an input parameter of
the cost formulas.

Since this technique sets parameters based on actual mea-
surements, it is difficult to deal with various patterns such as
the presence or absence of indices and complicated queries.
Although we have focused on the operation of all CPU cycles,
it is necessary for practical use to simplify the model omitting
some parameters. For the collection of statistical data, it is
conceivable that actual measurement could be performed at
the time of initial installation and parameter setting. However,
when the code of the DBMS is modified, it is difficult to
change in real time, so separate complementary technology is
required. As a breakthrough measure, it is possible to reduce
the amount of data to be verified and to reduce measurement
points.

VI. RELATED WORK
Evaluating CPU performance using the performance moni-

tor for behavior analysis of a DBMS has long been performed.
In particular, in the evaluation of the benchmark TPC-D for e
decision support systems, the L1 miss and the processing delay
due to L2 cache occupy a large part as the components of the
CPI, and it is important in terms of performance. However, it
is only used for bottleneck analysis [17].

There is research that applied a CPI calculation method
focusing on a memory reference to cost calculation (5) for an
in-memory database [18] [19]. This previous research targets
DBMS that use the load/store type memory access (Figure
1(c)).

In this research, the number of cache hits or main memory
accesses is predicted from the data access pattern of the
database, and the cost is calculated as the product of the
number of the cache hits or main memory accesses and the
memory latency. Modeling of CPI0 , which is the state that all
data exists in the L1 cache, and modeling of instruction cache
misses have not been considered in previous studies. Although
not explicitly mentioned in the literature, it was presumed
that it was impossible to reproduce and measure the state in
which all instructions and data are on the L1 cache, which is
the definition of CPI0 , by means such as a CPU-embedded
performance monitor.

VII. CONCLUSIONS AND FUTURE WORK
In this study, we have proposed a cost calculation method

for the in-memory DBMS using disk-based DBMS. We fo-
cused on a CPU pipeline architecture and classified CPU cycles
into three types based on the characteristics of operation of the
front-end and back-end. The calculation formulas are created
using the data measured by the CPU-embedded performance
monitor. In the evaluation, the difference in selectivity corre-
sponding to the intersection points of NLJ and HJ between
the calculated cost and the measured time was less than 1%;
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Figure 9. Comparison of measured results, the proposed cost model, and the conventional cost model

that is, the cost formulas can model the actual join operation
with high accuracy. As a result, by applying the proposed cost
calculation formulas, we can select the join method appro-
priately and reduce the risk of unexpected query execution
delay to users of the DBMS. In the future, we will consider
joins of three or more tables. Furthermore, we will evaluate
different generation CPUs and analyze how the differences in
CPU architecture affect the cost formulas and implement a
DBMS that automatically distinguishes CPU differences from
the analysis results and automatically corrects the parameters
for cost calculation or the calculation model itself.
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Abstract—In this paper, we present an active communication
mechanism based on a user behavior analysis on wedding
community sites. To this end, we propose a novel mechanism for
activation of user communication that provides related comments
and users by detecting knowledge and interests from archived
comments; this information from a wedding community website
evokes conversations among users. The proposed mechanism has
three components: 1) profiling static user information such as
users’ age and location and active user information like her
dynamic interest and intention to communicate, 2) detecting and
recommending users who are likely to communicate with each
other, and 3) recommending comments that may be of interest
to a user. Through the proposed activation mechanism, users
on a wedding community site can communicate with each other
easily and efficiently. We discuss our proposed user characteristic
extraction and user recommendation methods using actual user
posts from a wedding community website.

Keywords–user behavior analysis; wedding community site;
communication.

I. INTRODUCTION

In recent years, research has been conducted using data
from Social Networking Services (SNSs) [1][2]. It is important
to collect as much data as possible from SNS community sites,
such as Facebook, LINE, and other Q&A sites. However, such
services that focus on data collection cannot promote user
communication on community websites because of differences
in values. In this paper, we focus on a wedding community site,
and we aim to promote user communication by recommending
appropriate users and comments.

Specifically, we propose a novel active communication
mechanism that shares comments of users by considering
their knowledge and interests by analyzing their behavior on
community websites. To this end, we first extract all posts
of each user and extract their feature words using the term
frequency–inverse document frequency (tf-idf ) method. Next,
we calculate the similarities among users to detect appropriate
users. Finally, we recommend their comments by generating
links to them in posts (Fig. 1). To use this mechanism, users
can communicate with other users that are recommended
to them about wedding planning; furthermore, it promotes
communication among users on a wedding community site.

The remainder of the paper is organized as follows. Section
II provides an overview of our system and reviews related
work. Section III explains how to recommend users and their

Figure 1. User and comment recommendations for activation of user
communication based on a user behavior analysis.

comments on a wedding community site. Section IV illustrates
the experimental results obtained using a real dataset from
a wedding community site. Finally, Section V concludes the
paper and outlines our future work.

II. SYSTEM OVERVIEW AND RELATED WORK

A. Active Communication Mechanism
We present an active communication mechanism based on

a user behavior analysis on wedding community sites. This
mechanism has three steps: 1) user login information and user
characteristic extraction, 2) user detection and recommenda-
tions, and 3) comment recommendations (Fig. 1).

To use this mechanism, users are required to install a
toolbar (a browser plug-in) on an existing wedding community
site in Japan. Wedding community sites are generally utilized
by couples that plan to hold a wedding and are intended to
assess a couples’ needs regarding marriage. On this website,
there are threads for wedding planning in different marriage
statuses, and users can freely post their comments to each
thread. The only way to communicate with other users is by
replying to other users’ comments on a thread. To improve
replies, we propose a method that recommends both users and
their comments by analyzing user behavior and their profile
information on a wedding community site. Our goal is for our
active communication mechanism to determine which users
may want to communicate with other users.

A wedding community site is not a “Question & Answer
site”; rather, it is a website where users can share their posi-
tive opinions and experiences about weddings. The proposed
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system will recommend other users who have had similar
situations or values of marriage to evoke communication be-
tween users. This system can also be used on other community
websites; however, since the proposed system is considered on
a wedding community site, it uses static information entered
by a user during their initial user registration regarding their
ideal wedding ceremony.

Fig. 1 shows the overview of our proposed mechanism.
After a user posts, the mechanism analyzes the user behavior
and recommends other users by calculating the similarities
between them.

B. Related Work
Issac et al. [3] noted that communication is important to

discuss different topics and work with others as a group. They
mentioned that communication makes people more willing to
contribute to society. Moreover, it is also effective for com-
munication on websites, not only face-to-face communication.
Ellison et al. [4] focused on SNS communities. According to
these studies, communicating with others on SNSs makes more
people feel happy.

In our previous work [5], users communicated with each
other when they searched for web pages. In this work, we
extend our previous work to recommend users and comments
based on the link generation for a wedding community site.
Although several automatic link generation methods for web-
sites have been studied [6][7], they have primarily focused on
web pages for knowledge support only; they did not consider
communication among users. To address this deficiency, our
proposed method recommends users to evoke communication.
Other studies that have recommended analyzing user behavior
on news sites [8] did not consider the relationships between
users. In this paper, we first extract user posts to analyze
user behavior and detect users to recommend by extracting
the relationships between users.

Akihiro et al. [9] conducted an experiment for active com-
munication in e-lectures through a chat system. However, it
did not work very well because it was a burden for students to
chat with others during the lectures. In this paper, we propose
a new active communication mechanism by recommending
appropriate users for different marriage statuses of users.

III. ACTIVE COMMUNICATION MECHANISM FOR
WEDDING SITES

A. User Behavior Analysis on a Wedding Community Site
To evoke communication among users, our active commu-

nication mechanism recommends users and their comments
by analyzing user behavior on a wedding community site.
According to our previous work [5], users can help other
users when they search for the same web pages. Furthermore,
in general, users communicate with each other easily when
they are in similar statuses or situations. Therefore, in order
to recommend users, we analyze to make 3 profiles based on
aspects of wedding community site (see Fig. 2); in particular,
we consider the axes of “Static Profile Information”, “Marriage
Status”, and “Active Profile Information”.

1) User Login Information Extraction: We extract user
login information by acquiring user registration information
on a wedding community site that users input upon site
registration. Users input information such as their ages, places

Figure 2. Profiling based on user’s aspects.

where they live, and marriage status. We divide the user login
information as user static profile information and marriage
status.

2) User Characteristic Extraction: We extract user charac-
teristics by extracting all posts of each user. Next, we calculate
the term frequency and document frequency based on the tf-idf
method; specifically, we use the following formulas:

tfi,j =
ni,j∑
k nk,j

, (1)

idfi = log
|D|
dfi

, (2)

where ni,j denotes the term frequency of the word ti in
document dj . In this work, dj denotes the document that is
integrated by all posts of one user. Therefore, the number of
documents is equal to the number of users on the wedding
community site. Furthermore,

∑
k nk,j denotes the sum of

the term frequencies of all words in document dj , and |D|
denotes the total number of documents, which is also equal to
the number of users. Finally, dfi denotes the number of the
documents that include the word ti.

Based on the above, we use the obtained tf-idf values and
feature words of each user to determine a users’ active profile
information.

B. User Detection and Recommendation
1) User Detection: We detect users based on the similar-

ities of “Active Profile Information” between users by using
the cosine similarity as follows:

Sim(−→x ,−→y ) =

∑|V |
i=1 xi · yi√∑|V |

i=1(xi)2 ·
√∑|V |

i=1(yi)
2

, (3)

where −→x denotes the feature vector of user x, and −→y denotes
the feature vector of user y; |V | is the number of dimensions
of the feature vector.

“Marriage Status” is an absolute value, such as “before
marriage” or “after marriage”; therefore, it will not change
based on other users. However, “Static Profile Information”
and “Active Profile Information” are relative values; they will
change depending on each user.
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TABLE I. FIVE USER PATTERNS FOR RECOMMENDATION.

Pattern User (Who) Marriage Status (to
who)

Static Profile In-
formation

Active Profile
Information

Purpose

1 After marriage Before Neutral Similar Give advice

2 After marriage After Neutral Similar Share

3 Before marriage Before Similar Different Reference

4 Before marriage Before Neutral Similar Share

5 Before marriage After Neutral Similar Get advice

TABLE II. RECOMMENDATION SITUATION FOR EACH USER PATTERN.

Pattern Purpose When How

1 Give advice Links are generated in the comments ○○ needs some advice from you

2 Share After Login ○○ is on the same status as you

3 Reference Links are generated in the comments You can refer to ○○

4 Share After Login ○○ is on the same status as you

5 Get advice Links are generated in the comments ○○ can be a good adviser for you

2) User Recommendation: We recommend users to com-
municate with others by considering users who have similar
situations; such users may easily relate and share their expe-
riences or advice. Based on the three axes described in the
previous subsection, we classify five useful patterns of users
on a wedding community site (see Table I).

We detect the user that is most similar to each user for
Patterns 1, 2, 4, and 5; moreover, we detect the user that is
most different from each user for Pattern 3. Based on the above
procedure, we propose recommendations to users.

C. Comment Recommendation
1) Comment Extraction: In the previous subsection, we

explained how to detect users and make recommendations
to stimulate communication on a wedding community site.
To recommend user comments, we calculate the most related
comments from the recommended users that are derived using
Eq. (3).

2) Recommendation Interface: Our active communication
mechanism recommends users or user comments in different
scenarios; we refer to each user pattern in Table II.

This mechanism has two methods of recommending users.
The first method recommends users in the comments by
generating links to them. The second method recommends
users on the top page after login.

For the first method, the interface of recommendation for
Patterns 1, 3, and 5, the mechanism generates links in the
comments. To generate links in the comments after users
have posted, we attach the links of user information or their
comments to related words by extracting user characteristics
(feature words).

In the second method, the interface of recommendation
for Patterns 2 and 4, the mechanism presents users on the
top page of the website after login. This mechanism also
recommends users on the top page that are likely to share
similar experiences. We assume that users prefer to see more
users on the top page than in the links generated in the
comments.

IV. EVALUATION

In this section, we first extract the actual data from a
wedding community site to verify the user characteristic ex-
traction method by extracting feature words of all posts for
each user. Second, we detect similar users by comparing the
cosine similarity with collaborative filtering.

A. Experiment 1: Verification of User Characteristic Extrac-
tion

To evaluate our user characteristic extraction, we extracted
feature words of all posts for each user. We compared three
methods as follows:

1) tf
2) tf-idf (df = all of users)
3) tf-idf (df = the users before or after marriage)

We extracted 7,728 terms from 588 user posts.
Table III shows the top-15 feature words for users A, B, C,

and D for each method. Bold words denote that feature words
are related to these users. We found that many feature words
are proper nouns for Methods 2) and 3) such as “Fish paste”
and “Limousine”. However, for Method 1), we found common
words that all users often use, i.e., there are no effective words
that can be considered feature words. We determined that

69Copyright (c) IARIA, 2017.     ISBN:  978-1-61208-548-7

MMEDIA 2017 : The Ninth International Conferences on Advances in Multimedia

                           77 / 108



TABLE III. TOP-15 FEATURE WORDS OF USERS A, B, C, AND D.

XXXXXXXUser
Method 1) 2) 3)

A of, a, ceremony, wedding ceremony, to, sister,
I will, heart, family, after, because, to, did, et
al., that

sister, wedding ceremony, earthquake disas-
ter, Fukushima, bata, fireplace, chaya, sis-
ter, attendance, column, heart, family, safety,
stop, name

wedding ceremony, sister, Earthquake dis-
aster, bata, attendance, heart, Fukushima,
chaya, fireplace, family, sister, column, 11,
safety, influence

B of, did, better, object, pull, a marriage, I
will, he, now, a student, generation, learning,
Toyama, now, chestnut

fish paste, Toyama, red snapper, gift, girl-
friend, object, luck, a student, surprised, age,
pull, mountain, form, chestnut, happiness

Toyama, red snapper, fish paste, object, gift,
girlfriend, luck, a student, surprised, age,
mountain, form, happiness, chestnut, woman

C did, of, better, reach, day, that, friend, friends,
ceremony, wedding ceremony, while, a, be-
fore, first, good

it seems intriguing, eve, limousine, the eve,
first meeting, face to face, a van, friend, the
other day, reach, move, the previous day,
festival, the best

eve, it seems intriguing, limousine, first
meeting, friend, face to face, the best, a van,
move, the previous day, festival, the other
day, Hawaii, fellow, reach

D a, of, did, one, this, now, better, “”, to, about,
place, et al., yo, filtration, meeting

reserved, snow board, lending, no, alter-
nating current, table, hair style, comment,
firing, male, rooftop, development, release,
frank

reserved, snow board, alternating current,
male, hair style, table, board, BGM, rooftop,
firing, girlfriend, in Tokyo, development,
comment

calculating with idf is a more effective way to extract feature
words; however, there are no differences between Methods 2)
and 3). The idf values imply how the words are generally
used by many users; if the idf value is high, the word is
rarely used among users, and similarly, if it is low, the word
is common among users. Therefore, there are no differences
between the posts of users before marriage and the posts of
users after marriage. Thus, we considered different definitions
of document groups, which are not limited to marriage status.

Our results suggest that in the future, we need to remove
common words since some generally used words were identi-
fied using Methods 2) and 3).

The above discussion confirms that many feature words of
users are effectively extracted using tf-idf methods, namely,
Methods 2) and 3). To detect user characteristics with feature
words, more advanced methods are required.

B. Experiment 2: Verification of User Detection
In our active communication mechanism, the similarities

between users are the key point for recommending users. In the
previous section, we described our classification scheme that
classifies users based on similarities of three axes. In this way,
we choose the most suitable users to promote communication.

To evaluate the similarities between users, we com-
pared two calculation methods; the first method is the pro-
posed method, specifically, the content-based recommendation
method using the cosine similarity with active profile informa-
tion, and the second method is the item-based recommendation
method that uses collaborative filtering with static profile
information and marriage status. As mentioned before, we
calculated the cosine similarity based on user characteristics,
which consist of feature words of each user. Therefore, each
user has feature vectors of tf-idf values. In Experiment 1,
Method 2) is the most useful method for extracting feature
words. We also calculated the cosine similarity based on the
feature words produced by Method 2). Collaborative filtering is
also a method used to calculate similarities between users. This
method calculates similarities using user login information as
items of each user. It is mainly used to recommend other items
to users according to the following formula:

Sim(X,Y ) =

∑
(x− x̄)(y − ȳ)√∑

(x− x̄)2
∑

(y − ȳ)2
. (4)

TABLE IV. COSINE SIMILARITY AMONG 588 USERS.

value #user combinations
0 - 0.1 154,132
0.1- 0.2 16,158
0.2 - 0.3 2,022
0.3 - 0.4 209
0.4 - 0.5 46
0.5 - 0.6 7
0.6 - 0.7 4
0.7 - 1.0 0

This equation calculates the similarity between users X
and Y . On a wedding community site, users create individual
accounts by answering questions about their wedding planning.
For example, “Do you agree with a simple style marriage?” For
each question, a user may choose from one of the following
responses: ”Strongly disagree,” ”Disagree,” ”Neither disagree
nor agree,” ”Agree,” or ”Strongly agree.” Each of these re-
sponses was assigned a numerical value ranging from 1 to 5,
respectively, for calculation purposes. We then calculated the
similarities using these numbers. Note that x̄ and ȳ denote the
averages of the chosen answers, for example, if a user chose
answers 1 to 5, the average value would be 3.

The users evaluated for our proposed user characteristic
extraction are shown in Table III. For this evaluation, we
calculated 172,578 combinations from 588 users; the value of
the cosine similarity ranges between 0 and 1.

Table IV shows the distribution of results of the cosine
similarity. The average value of all combinations is 0.045. We
found that many results of user combinations are below 0.1.
This can be attributed to the fact that most users talk about
different topics related to their wedding planning. However,
some user combinations induce a high cosine similarity.

Table V shows the distribution of results of collaborative
filtering. The value of collaborative filtering should be between
-1 and 1. For this method, the values are calculated based on
the answers from the questions regarding wedding planning
when users create accounts on the wedding community site.
A high value implies the users have similar wedding planning
ideas. For this evaluation, we calculated 435 combinations of
30 users. The average value of all combinations was 0.304,
which confirms that many users have similar wedding planning
tastes.
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TABLE V. COLLABORATIVE FILTERING AMONG 30 USERS.

value #user combinations
-1.0 - -0.9 0
-0.9 - -0.8 0
-0.8 - -0.7 2
-0.7 - -0.6 4
-0.6 - -0.5 5
-0.5 - -0.4 8
-0.4 - -0.3 8
-0.3 - -0.2 15
-0.2 - -0.1 23

-0.1 - 0 26
0 - 0.1 35
0.1- 0.2 39
0.2 - 0.3 40
0.3 - 0.4 38
0.4 - 0.5 41
0.5 - 0.6 41
0.3 - 0.7 44
0.7 - 0.8 31
0.8 - 0.9 26
0.9 - 1.0 9

Based on these results, we compared two similarity calcu-
lation methods. Here, we focused on user E, who has a high
cosine similarity with other users and often posts on a wedding
community site as a main user. We calculated all combinations
with user E; therefore, there were a total of 588 values of the
cosine similarity and 588 values of collaborative filtering.

Fig. 3 shows the distribution of the cosine similarity and
collaborative filtering for 10 users, specifically, users E, H,
I, J, K, L, M, N, O, and P. Each dot corresponds to one
user and has two values: the cosine similarity with each user,
and the collaborative filtering with each user. The vertical
axis corresponds to the values of the cosine similarity, and
the horizontal axis corresponds to the values of collaborative
filtering. We focused on two users, specifically, F and G for
user E. Both of these users have high cosine similarity values
above 0.6, but their values of collaborative filtering are 0 and
0.54, respectively.

First, we compared the posts of users E and F. A post
by user E describes their cousins’ impressive wedding with
the grooms’ tears. On the other hand, a post of user F
describes how their cousins’ wedding was organized. Even
though common words were used in their posts, the meanings
of these sentences and their topics are different.

Second, we compared the posts of users E and G. The post
from user E is the same post mentioned above. A post from
user G describes their cousins’ wedding with tears because of
a letter about a grandmother who was gone. These posts both
mention the same type of wedding and their cousins’ weddings
with tears, even though the content of these posts is slightly
different.

As a result, we found that only calculating the cosine
similarity is not effective to detect similar comments. However,
we found that calculating both the cosine similarity and col-
laborative filtering are effective. Therefore, these two methods
can help detect similar user comments to evoke communication
among users. However, we still must evaluate other situations
of users with other users’ axes and marriage statuses.

Figure 3. Distribution of the cosine similarity and collaborative filtering 1.

Figure 4. Distribution of the cosine similarity and collaborative filtering 2.

Fig. 4 briefly shows the distribution of the cosine similarity
and collaborative filtering for users E, K, M, N, and O. We
found several users that are especially similar to these users
such as users Q and R. In future, we plan to propose methods
for clustering with the cosine similarity and collaborative
filtering.

V. CONCLUSION

In this paper, we proposed an active communication mech-
anism for a wedding community site. This mechanism recom-
mended 1) users who may potentially evoke communication
and 2) their comments. To detect users, this mechanism
classified all users into three axes, specifically, ”Static Profile
Information,” ”Marriage Status,” and ”Active Profile Infor-
mation.” We then calculated the similarities between users
using the cosine similarity. To extract comments that were
posted on a wedding community site by recommended users,
our mechanism detected the most related comments. Finally,
we evaluated the user characteristic extraction from posts by
comparing tf-idf methods and evaluated similarity calculation
methods with the cosine similarity and collaborative filtering.

In the future, we plan to enhance the proposed method
based on our experimental results and evaluate the effects of
user recommendations. Furthermore, we plan to extract the
relationships between users by constructing a matrix based on
user behavior, as in our previous work [10].
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Abstract—Program execution traces (simply “traces” for short)
contain data/control dependency information, and are indispens-
able to novel kinds of debugging such as back-in-time debugging.
However, traces easily become large and complicated. For a
practical use, maintainers need to be able to interactively invoke
an analysis process when required and obtain rapid feedback.
To this end, the authors develop an approach for efficient
macroscopic analysis of traces of large sizes with complex data
structures. We propose an approach that involves storing graphs
in a database that reduces the number of attributes in the
main memory during dependency analysis. We also introduce a
criterion for the application of this approach that can maximize
its effectiveness. Finally, we conduct experiments to assess its
effectiveness for efficient dependency analysis.

Keywords–Dynamic Dependency Analysis; Back-in-time Debug-
ger; Debugging Support; Graph Database; Graph Search; Java.

I. INTRODUCTION

The examination of runtime states and their dependencies
are indispensable to program debugging [1] [2]. Debuggers
that are currently in use allow maintainers to suspend program
execution at specified break points and examine the runtime
states at these points. However, such debuggers do not have
a provision for maintainers to examine states prior to the
designated points for the suspension of execution. Therefore,
they cannot trace backwards to detect causes of erroneous
states by following the dependency of statements [3].

In the last decade, the so-called Back-in-time debuggers
have emerged as a new kind of debugging supporting tools.
These debuggers use traces containing dependency informa-
tion [4]–[6]. Such debuggers analyze dependencies to deter-
mine the operation that assigns value to a referenced vari-
able [4], to examine the reasons for why a given statement is
or is not executed [5], and what happens during the execution
of a method that has already been successfully invoked [6].
This kind of dependency analysis is useful for the examination
of a particular instruction.

The scalability of process traces containing dependency
information has been discussed in the literature [3]. We believe
that the recent, rapid developments in hardware and software
technologies have made it possible to process the traces of
a certain scale of software products. In previous work [7],
we demonstrated two kinds of dynamic dependency analysis
(simply called dependency analysis in this paper) that detect

symptoms of an infection caused by defects in the application
of the Java framework application [8].

Although our previous study has raised the prospect of a
solution to the scalability problem, yet implementation of our
dependency analysis remains inefficient. The main cause of
the inefficiency is the richness of data in the model of our
traces. The design of our trace proposed here aims not only
at the requirements of symptom detection [7], but also at the
analysis of other aspects of program execution. Therefore, our
trace design incorporates the richness of data to enable various
kinds of dependency analysis instead of reducing the amount
of data, such as in the approach proposed by Wang et al. [9].

In addition to currently studied Back-In-Time Debug-
gers [4]–[6], which aim at a microscopic perspective for the
dependency analysis of a specific statement, our previous
study [7] dealt with all-state updates via persistent variables
and their value dependency across the entire trace. A persistent
variable is either a class variable, an instance variable, or an
array component. It implements a state that persists after the
invocation of a method is completed [10]. This macroscopic
nature of our dependency analysis renders it inefficient, al-
though the algorithm works in practice. In order to solve this
problem, an approach is needed to support the efficient analysis
of dependency in a large trace.

This study implements an efficient dependency analysis
environment for macroscopic dependency analysis similar to
that in [7]. Hence, the bottleneck in our dependency analysis
environment needs to be resolved. In our previous study [11],
we had clarified a factor affecting efficiency in our dependency
analysis environment and had proposed a trace-partitioning
approach for it. However, our approach did not enhance the
efficiency of dependency analysis. In this study, we assess
the effectiveness of our proposed approach for efficient de-
pendency analysis.

We will introduce related to dependency analysis, and
describe the demands of for dynamic analysis environment in
Section II. Then, in Section III, we illustrate our implementa-
tion of dynamic analysis environment that consists of a trace
generation part and a trace processing part using the graph
database. In Section IV, we propose a trace-partitioning ap-
proach based on graph database for efficient trace analysis. We
will conduct an experiment of dynamic analysis performance
for evaluating our proposed approach.
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II. RELATED WORK

Debuggers widely used in software development projects
support a common feature to suspend program execution at a
specified break point and show the runtime state at that point.
They do not record the execution and, thus, have the common
drawback that there is no way to examine the execution of
a method whose invocation has been already completed. It
is a serious problem because defects and infections are often
found in methods that have been completed before the program
fails [6]. A defect is an error in program code while an
infection, in software engineering, is a runtime error caused
by the execution of a defect [1].

Maintainers using a debugger must repeat a task to specify
a breakpoint (it is usually very difficult to find a suitable
breakpoint in the program code.) and re-execute the program to
examine the executions of methods that have been completed.
Such a debugging style, forced by the common limitation
in current of existing debuggers, leads to inefficient debug-
ging [3].

Using traces for debugging support is a natural idea to over-
come the above limitation in existing debuggers [4] [5] [12].
An omniscient debugger [4] examines assignment operations
with set values referenced from variables. If a maintainer wants
to determine why a statement has or has not been executed,
Whyline [5] analyzes related dependencies and generates the
results of the analysis using sophisticated Graphical User
Interfaces (GUI).

Dynamic Object Flow Analysis [12] aims to understand
program execution from the aspect of object references. Its area
of application ranges from dependency analysis of methods for
software testing [13] to performance engineering for a back-
in-time debugger [6].

To the best of our knowledge, no existing dependency
analysis approaches to debugging support aims at macroscopic
dependency analysis except for our previous proposal [7].
An omniscient debugger deals with only the correspondence
between the value of a variable and the assignment operation
that has sets this value. Whyline navigates a maintainer along
the dependencies among statements to the extent of his/her
manual examination. Dynamic object flow analysis performs
macroscopic analysis but only deals with object references.

The above approaches to microscopic dependency anal-
ysis provide useful debugging aids. However, understanding
a program from a macroscopic viewpoint is necessary for
debugging [14]; therefore, maintainers have to spend time and
effort to obtain this perspective through manual dependency
analysis.

We studied several kinds of macroscopic dependency anal-
ysis in this context in our last study [7]. Of these, outdated-
state analysis aims to identify symptoms to suggest possible
infections incurred by the accidental use of an old value of a
field or array component along with its updated value.

III. IMPLEMENTATION OF DEPENDENCY ANALYSIS
ENVIRONMENT

Debugging a program requires various kinds of dependency
analysis of statements. Therefore, we developed two kinds of
techniques for the analysis of the relevant symptom in our
previous study [7]. The proposed trace was designed to execute
these symptom analyses. For this reason, our trace tended to be

Figure 1. Dependency analysis environment.

large and complex, and usually led to inefficient processing of
analysis. In order to conduct an efficient dependency analysis,
an analysis environment is needed that can handle our trace.

Figure 1 illustrates the entire process, which involves the
execution of a Java program under instrumentation and several
sub-processes of symptom analysis in a dependency analysis
environment. In trace generation, our system generates a trace
using Java byte code instrumentation technology. In trace
processing, on the other hand, it stores the generated trace
in a graph database system (GDBS) and supports efficient
processing of various kinds of dependency analysis.

A. Trace Data Model
Dependency analysis approaches from various aspects of

execution are necessary for practical debugging support. In
previous work, we developed two kinds of dependency analysis
algorithms to detect symptoms that indicate infections in a
failed execution [7].

Both of the proposed algorithms process control data
dependency across the entire extent of an execution. One
algorithm checks a complex condition that specifies data flow
to associate operations in a class instance caused by the
invocation of a certain kind of method. The other algorithm
keeps track of side effects via fields and array components.
We propose a new kind of dependency analysis that aims to
abstract the effects of methods and operations on objects based
on inputs by the debugger users.

In order to meet the above requirements, our trace model
defines the following basic elements of program executions:

• Method execution
• Execution of abstracted byte code instructions to rep-

resent statements.
• Creation and reference of values by instructions.
• Values to be created or referenced.

Some abstracted instructions represent “control statements,”
such as conditional statements, method invocations, and throw
and catch. Abstracted instructions contain assignment oper-
ations on local variables, fields, and array components. The
instruction set also contains constants, instance creations, and
array creations, as well as various calculation operations.
Values created, calculated, and assigned are referenced by the
instructions that use them.

For each executed instruction in an execution, its trace
records the control instruction under which it is executed. If
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Figure 2. Property graph model.

the instruction references a value, the trace records from the
instruction form which the value originates. In this way, we
can obtain control and data dependency information among
instructions, including a method invocation structure.

A trace generated by the proposed approach can first
be represented using the property graph model shown in
Figure 2. This is a data model defined in the TinkerPop project
in Apache [15]. This data model features good description
capability, and hence can represent various kinds of data.

The proposed data model allows programs to check
data/control dependency for a large number of instructions in
order to examine state changes on some objects or to find the
cause of an infection. Algorithms to check such dependencies,
which is represented by links among graph nodes, should be
efficient.

B. Trace Processing

The requirements stated in Section III-A make it difficult
to reduce trace size. Traces are needed not for a particular
dependency analysis, but for various kinds of analysis dealing
with the conditions of such program elements as classes,
fields, and methods related to the four elements described in
Section III-A. Therefore, rich data is required for the proposed
trace model for such additional information.

For dependency analysis purposes, the instructions between
which the analysis is performed cannot be predicted. There-
fore, for a failed execution, the trace of the entire extent of
execution is first needed. The proposed algorithms then search
for instructions that are the targets of dependency analysis.

Dependency analysis usually requires checking of complex
conditions for the above four kinds of elements one by one
along with their dependency relationships. Furthermore, the
results of past condition checks must be stored for reference.

A situation sometimes arises where the Java virtual ma-
chine is quite inefficient, or even runs out of memory in apply-
ing dependency analysis to the execution of a software system.
Hence, data engineering approaches are needed to build a
framework that enables efficient access to and processing of
massive traces.

In this study, we develop a dependency analysis environ-
ment on the GDBS to improve analysis performance. This
paper adopts a GDBS called Neo4j following the property
graph model [16] because it is suitable for storing traces with
complex data structures. Moreover, Neo4j is considered the
best for handling graph data for all GDBSs [17] [18].

In order to handle our trace, our dependency analysis
environment was implemented using the native Java API of
Neo4j and its query language Cypher.

IV. A TRACE-PARTITIONING APPROACH
AND A RULE FOR APPLYING THE PROPOSED APPROACH

The loading nodes, the edges, and their attributes used for
dependency analysis are very important for the efficient use of
the main memory. Our environment loads only use nodes and
edges. When the nodes and edges are loaded, so are all their
attributes. However, not all of the loaded attributes are used
for all analyses of dependency. Therefore, this paper focuses
on the selection of loading attributes.

In the previous study [11], we proposed an approach
for partitioning our trace that can load attributes as needed.
However, this did not help improve dependency analysis
performance. Therefore, we formulate a rule in this section
to determine whether a given attribute should be loaded for a
given trace.

A. Trace-partitioning Method for Memory Reduction
In order to cope with the problem described above, nodes in

GDBS are divided into two categories in order to sort them.
One category includes those nodes that are analysis targets,
while another includes nodes whose attributes are analysis
targets.

In this way, it is possible to load only nodes and attributes
that are targets of the dependency analysis and eliminate
unnecessary ones. We believe that this is the best approach, as
kinds of nodes need to be distinguished more frequently than
attributes of nodes in dynamic analysis.

The proposed approach is shown in Figure 3, where a node
and an edge are first created. This node stores attributes (the
node IDs are 5, 6, 7 and 8 in Figure 3.), which are generated
for convenience of an analysis (the node IDs are 1, 2, 3 and 4
in shown Figure 3.). The edge distinguishes the nodes that
are used to store attributes. The node is described as one
used to store attributes and the edge as one used to access
the attributes of the nodes in the trace (this edge is called
an attribute relationship in this paper). Therefore, deviations
from the property graph model obtain: 1) The number of nodes
stored doubles in a GDBS. 2) The number of edges connecting
nodes of the trace increases.

B. Inefficient Processing in Proposed Approach
We assume that the time required for importing a trace

increases due to the above sorting 1). However, graph traversal
performance is not influenced by the increase in the number
of nodes, intended only for the node where graph traversal
is connected to a certain node in Neo4j. On the other hand,
instead of preventing the loading of attributes of a node that
are unnecessary for analysis, an attribute-relationship is loaded
with sorting 2). The fixed-length data size of edge on the Neo4j
is larger than node’s one. However, we can assume that the data
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Figure 3. Graph partitioning approach for proposed trace.

Require: Nnode, Nattr, Ntrav

for each l ∈ L do
{Not applying proposed approach to all labels of the
node.}
{Initializing f of the dictionary type.}
{The key of f is l ∈ L, and let the value be false.}
f [l]← false

end for
for each l ∈ L do
before← Sload(f , Nattr, Nnode)
f [l]← true {Applying our approach to l.}
after ← Sload(f , Nattr, Nnode)
traversal← Strav(f , Ntrav, Nnode)
if before > after and traversal = 0 then

continue
else
f [l]← false {Not applying our approach to l.}

end if
end for
return f

Figure 4. Optimization algorithm for the proposed approach.

size of edges loaded in the memory is small because the size of
an attribute of edges, such as references and dependencies, is
less than that of a nodes. Moreover, the time needed to confirm
the edges needed to traverse the graph traversal by sorting 2)
increases in all nodes, and we predict that leads to inefficient
graph traversal performance.

Furthermore, if it is necessary to access an attribute, the
attribute-relationship is traversed during dependency analysis.
Since traversing attribute-relationship is not necessary in the
case of an original trace, as the number of processes increases,
efficiency worsens.

C. Optimization Algorithm for our Previous Approach
The purpose of this approach is to reduce the memory

size used by attributes of nodes to improve the efficiency
of graph traversal. However, our previous approach [11] has
been unable to improve the effectiveness of traversing the
proposed trace because we had not considered the situation

where the attributes of each node are loaded into the main
memory. As a result, the previous approach made additional
traversals to analyze attribute relationships. The traversal of
attribute relationships does not occur in the original structure
of the trace; hence, we propose an algorithm to automatically
determine the node needed for the approach in order to avoid
creating attributes over and above those that are required. If
a minimum number of such attributes can be loaded into the
main memory, the effectiveness of the proposed approach will
improve.

To automatically determine the node in the proposed ap-
proach, the analytical algorithm of the dependency analysis
environment needs to be recognized. That is to say, one needs
to understand that the algorithm traverses nodes and loads their
attributes in the trace using the proposed approach. In this case,
the approach requires knowing the number of attributes loaded
from all nodes, with each node labeled as Ntrav. At the same
time, it also requires knowing the number of attributes denoted
by Nattr.

However, we cannot correctly estimate Ntrav , because
dependency analysis is dynamically executed depending on the
value of the attribute in the trace. Hence, we assume that all
nodes of the trace can be traversed, and the maximum number
of loading attributes of nodes is Ntrav . In short, we decide to
partition the attributes of node into extra node when a loading
attribute has the potential to obtain the attribute of node.

We developed an algorithm for the automatic application
of the proposed, as stated above. This algorithm is shown in
Figure 4. Given a set of labels of nodes as L, every node is
labelled l ∈ L as Nnode(l) in Figure 4, and every attribute
is labelled as Nattr. We also represent the frequency of the
attributes of loading nodes with label m ∈ L when reaching
label l ∈ L of a node. Note that we take into account the
identification of these labels (l = m).

We now introduce criteria for applying the proposed ap-
proach. Sload is the sum of the number of loading attributes
while conducting dependency analysis, and Strav is the sum of
the number of traversing attribute relationships. We can esti-
mate these criteria using Nnode, Nattr and Ntrav , respectively.
Sattr(L) and Strav(L) can be calculated as (1)，(2):

Sattr(L) =
∑
l∈L

sattr(l,f [l]) (1)

where :

sload(l,f [l]) ={
Nattr(l) ·Nnode(l) if f [l] = false
0 otherwise

Strav(L) =
∑
l∈L

strav(l,f) (2)

where :

strav(l,f) ={ ∑
m∈L Ntrav(l,m) ·Nnode(m) if f [m] = true

0 otherwise

In (1), sload(l,f [l]) is calculated to multiply the number
of loading attributes of nodes labeled l by the number of
nodes labeled l in GDBS. In (2), we also calculate strav(l,f)
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to multiply the number of traversing attribute relationships
connected with nodes labeled m when reaching nodes labeled
l. Note that the value of sattr(l,f [l]) is zero if the label l is
applied because it does not obtain the traversal of an attribute
relationship.

Finally, our algorithm produces f , which is a combination
of whether the proposed approach is applied. This f allows for
dependency analysis without traversing attribute relationships
and minimizes the sum of loading attributes Sattr.

V. EXPERIMENT

As described in Section IV-A, we proposed an approach for
solving the bottleneck in memory consumption in dependency
analysis environments. In this section, we report an experiment
to verify the effectiveness of our approach. For the assessment
of macroscopic dependency analysis, not only is it necessary
that memory consumption be evaluated, the time consumed
for it is also a crucial factor to bear in mind. We assessed
the improvement in analysis performance using the proposed
approach by measuring the memory consumption and analysis
time needed for dependency analysis.

We compared the experimental results with the following
trace conditions:

NON: This trace was non-transformational.
ALL: We employed the approach for all nodes in the

trace.
OPT: We employed the approach for a few nodes se-

lected by the rule in Section IV-C.

The experiments in this section were conducted on a
kernel-based virtual machine with 64 GB RAM and the Cent
OS 7 operating system.

A. Unified Modeling Language Editor “GEFDemo”
We used trace for the execution of the demonstration

program on the Graph Editing Framework (GEFDemo) [8]
for dependency analysis in Section V-B. GEFDemo is a
simple Unified Modeling Language (UML) editor program that
used the application framework as shown in Figure 5(a). A
flaw, such as in Figure 5(b), is known to occur during the
delete operation, a ternary association, which is a defect in
implementation of the GEFDemo.

Accurate inspection of the analysis program was possible
because the cause of the defect shown in Figure 5 was manu-
ally confirmed. The trace used in this experiment recorded the
execution process of GEFDemo that intentionally produced an
exception, as shown in Figure 5 in the following procedure:

1) Creating three classes on the editor.
2) Creating an association for other classes from one

class.
3) Creating an association for another association from

the class that does not create an association.
4) A diamond object expressing the occurrence of a

ternary connection occurs.
5) Deleting the diamond object.

The number of nodes in this trace was 510,370 and the
number of relationships 4,437,367. Moreover, the trace into
the GEFDemo contained 46 kinds of labels for nodes and 44
kinds of relationships. Furthermore, the size of the trace was
63.8 MB as text. Hence, our trace contained a large amount of

(a) Creating three Classes and a Ternary
Association.

(b) Deleting a Ternary Association.

Figure 5. Operating the GEFDemo Program

information about the runtime state of the program. However,
it can easily become large and complex.

B. Outdated-state Analysis
As described in Section V-A, a defect of the GEFDemo is

caused by changes in the process of execution of the program
during the collection state, which is an object of Java. We
used an outdated-state analysis, which is the approach of
dependency analysis proposed by Kume et al. [7]. It can detect
instructions that use different states of a specified object.

We executed the outdated-state analysis in a dependency
analysis environment as described below:

1) Investigating method called in execution order one by
one.

2) Investigating dependencies with state of objects with
many instructions occurring in each method.

3) When analyzing an instrument concerning the change
in the state of the object, a node was created to record
the frequency of change of the object for a GDBS.

4) Investigating instructions dependence on the combi-
nation of a new state and old states of the same object
from nodes that we created by Procedure 3).

In Procedure 1), the outdated-state analysis consumed a
large amount of memory because it was necessary to analyze
instruments and values in a trace. Moreover, outdated-state
analysis is a two-step process: (1) analyzing the trace, (2)
creating the nodes and edges to record the status of objects
(data generated during dependency analysis) on the database
in Procedure 1). Finally, it analyzes data generated using
Procedure 3).

C. Measurement of Effects on Entire Dependency Analysis
In order to evaluate the effectiveness of the approach to

dependency analysis proposed in this paper, we measured
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(a) Traversal time.

(b) Memory consumption.

Figure 6. Dependency analysis performance.

its processing time and memory consumption. Memory con-
sumptions per second were recorded using vmstat, which is a
UNIX command that can report information related to memory,
paging, CPU activity, and so on, and can calculate the basic
statistics of memory consumption.

Figure 6 shows the results of three approaches. Figures 6(a)
and Figure 6(b) show the average value of 10 traversals and
instances of memory consumption in the dependency analysis,
respectively. In these figures, NON represents our previously
approach proposed in [7]. ALL refers to the naı̈ve approach
proposed in [11], and OPT represents the approach in this
paper.

The six p-values in Figure 6 indicated that OPT could re-
duce processing time and memory consumption of dependency
analysis compared with those of ALL; however, we could not
find any difference in traversal times for dependency analysis.
In short, OPT can conduct dependency analysis with the same
efficiency as NON but consumes less memory using Figure 4.
On the other hand, ALL could not conduct dependency analy-
sis with the same efficiency and memory consumption as NON
and OPT. Therefore, it can be concluded that Figure 4 can help
considerably improve memory consumption for dependency
analysis with the same efficiency as NON.

VI. CONCLUSION

This paper developed a prototype dependency analysis
environment for efficient dependency analysis of large traces
using complex graph structures. Our analysis environment is
built on a graph database system that can efficiently traverse
large and complex graph data. For efficient dependency anal-
ysis, we introduced a policy to restrict the number of loading
operations on node’s attributes to the main memory in order
to prevent it from being occupied by unnecessary data.

We applied this approach to a trace dealing with de-
pendency across macroscopic program execution. In this ex-
periment, the proposed approach yielded good performance
in terms of analysis time and memory consumption during
dependency analysis.
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Abstract—We consider a setup in which a Fusion Center (FC)
makes a binary decision on the sequence of system states by
relying on local observations provided by both honest and
byzantine nodes, i.e., nodes that deliberately alter the result of
the local decision to induce an error at the fusion center. In this
setting, we assume a Markovian information model for the status
with a given transition probability that can be perfectly estimated
at the FC. Hence, we consider an attacking strategy where
the byzantine nodes can coordinate their attacks by producing
correlated reports, with the aim of mimicking the behavior of
the original information and at the same time minimizing the
information conveyed to the FC about the sequence of states. In
this scenario, we derive a nearly-optimal fusion scheme based on
message passing (MP) and factor graphs. Experimental results
show that, although the proposed detector is able to mitigate
the effect of Byzantines, the coordination of the efforts is very
harmful and significantly impairs the detection performance.

Keywords–Decision Fusion in Adversarial Settings; Adversarial
Signal Processing; Byzantine attacks; Message Passing Algorithm;
Markovian Sources.

I. INTRODUCTION

We address a decision problem in which a Fusion Center
(FC) is required to make a decision about the status of an
observed system by relying on the information provided by
the nodes of a sensor network. In the adversarial version
of this problems, some of the nodes, commonly referred to
as Byzantines, malevolently alter their reports to induce a
decision error [1]. This is a recurrent problem in many scenario
wherein the nodes may take advantage from a decision error,
e.g., in cognitive radio networks [2] or online reputation
systems [3]. In this paper, we focus on a binary version of
the fusion problem, wherein the system can assume only two
states. Specifically, the nodes observe the system over an obser-
vation window of m time instants and make a local decisions
about the sequence of system states. Honest nodes send their
decisions to the FC, while Byzantines try to induce a decision
error by flipping their observations with a certain probability.
When the FC makes its decision on the system state at a certain
time instant j by relying only on the corresponding report, the
Bayesian optimal fusion rule for the non-adversarial version
of this case has been derived in [4] and it is known as Chair-
Varshney. In the presence of Byzantines, Chair-Varshney rule
requires the knowledge of Byzantines’ positions along with
their flipping probability Pmal. However, this information is
rarely available and then the FC needs to resort to suboptimal
fusion strategies. In order to improve the estimation of the
system states, the FC can gather a sequence of reports and
make a global decision. In this way, it is possible for the
FC to perform isolation of the Byzantines by identifying the

malevolent nodes and discarding their reports [5][6]. Isolation
is achieved by counting the mismatches between the reports
and the global decision. In [7], a soft isolation scheme is
proposed where the reports from suspect byzantine nodes are
given a lower importance rather than being discarded.

In [8], the optimum fusion rule under a bunch of ob-
servations is first derived assuming to know the malicious
probability Pmal of the Byzantines along with the probability
that a node is Byzantine. Then, the knowledge of Pmal at the
FC is relaxed as it is strategically chosen in a game-theoretic
framework. In this work, the authors show that, differently
from what commonly expected, always flipping the local de-
cision is not necessarily the best option for the Byzantines. In
fact, in some cases, in order to prevent identification, it is better
for the Byzantines to minimize the mutual information between
the reports submitted to the FC and the system states. One of
the main inconvenience of the optimal fusion rule proposed
in [8] is that the computational cost grows exponentially with
the size of the observation window. A nearly-optimum fusion
scheme based on message passing (MP) and factor graphs is
proposed in [9], where an iterative algorithm based on the
so called Generalised Distributive Law (GLD, [10]), permits
to achieve a linear complexity. Besides, whereas in [8] the
analysis is limited to the case of independent system states,
in [9] it is extended to the case of sequences with Markovian
distribution, which is rather common model in many practical
scenarios; for instance, in cognitive radio networks the primary
user occupancy of the spectrum is often modelled as a Hidden
Markov Model (HMM), e.g., [11][12].

In this paper, by focusing on the case of Markovian system
states, we consider the scenario in which the Byzantines
can cooperate by synchronizing their efforts to push forth
more powerful attacks. Specifically, the contribution of this
paper is twofold: we first propose two types of synchronized
attacks; then, we refine the detection scheme based on message
passing proposed in [9] and devise the nearly-optimal decision
rule for the synchronized case. Finally, we demonstrate the
effectiveness of the proposed scheme by means of numerical
simulations. The results show that, upon knowing the attacking
strategy, the new detector can mitigate the effect of the Byzan-
tines. Nevertheless, synchronization among Byzantines is very
harmful and significantly impairs the detection performance
with respect to the non-synchronized case.

The rest of this paper is organized as follows: in Section II,
we formalize the problem at hand and we propose the synchro-
nized attack models, while in Section III the message passing
algorithm is proposed. In Section IV we use simulations to
analyze the performance of the synchronized Byzantine attacks
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and the message passing algorithm. The paper is concluded in
Section V.

II. PROBLEM FORMULATION

Figure 1. Sketch of the adversarial decision fusion scheme.

1 0 

1-  

1-  

  

  
1 -  1 -  

Figure 2. Hidden-Markov model for the local decisions.

1) Problem Setup: The adversarial decision fusion scheme
considered in this paper is depicted in Figure 1. We let s =
{s1, s2, . . . , sm} with si ∈ {0, 1} indicate the sequence of
system states over an observation window of length m. We
assume that the sequence of states s follows a Markov model
of order 1, with transition probabilities p(si|si−1) = 1 − ρ
if si = si−1 and p(si|si−1) = ρ when si 6= si−1. Then, the
probability of a sequence is given by p (s) =

∏
i p(si|si−1),

where for i = 1 we have p(s1|s0) = p(s1) = 0.5.
The nodes collect information about the system through

the vectors x1,x2 . . .xn, with xj indicating the observations
available at node j. Based on such observations, a node j
makes a local decision ui,j about system state si. We assume
that the local error probability is p(ui,j 6= si) = ε, which does
not depend on either i or j. Then, the sequence of the local
decisions follows a Hidden-Markov distribution [13], as shown
in Figure 2. The state of the nodes in the network is given by
the vector h = {h1, h2, . . . , hn} with hj = 1/0 indicating

that node j is honest or Byzantine, respectively. Finally, the
matrix R = {ri,j}, i = 1, . . . ,m, j = 1, . . . , n contains all the
reports received by the FC. Specifically, ri,j is the report sent
by node j relative to si. For honest nodes we have ui,j = ri,j
while, for Byzantines, possibly ui,j 6= ri,j . Then, by assuming
an error-free transmission between nodes and FC, according
to the local decision error model, for honest nodes we have:

p (ri,j |si, hj = 1) = (1− ε)δ(ri,j − si)
+ ε(1− δ(ri,j − si)),

(1)

where δ(a) is equal to 1 when its argument is 0 and 0
otherwise. On the other hand, the probability that the FC
receives a wrong report from a Byzantine depends on the attack
strategy and is discussed in the following section.

2) The Attacks Model: In the general context of synchro-
nized attacks, we consider two different strategies. In the first
case, the Byzantines generate a fake states sequence ŝ and
decide to flip the reports only when ŝi = 0. The rationale
of this attack is to reduce the mutual information conveyed
by the Byzantines towards the FC with respect to the classical
Pmal = 1 case, thus reducing the identification probability. The
generation of the fake sequence can be achieved for instance
by using a pseudo random generator with a common seed to
synchronize the local clocks of the sensors.

In the second attack strategy, the Byzantines generate a fake
sequence which follows the statistic of the original sequence,
namely a Markovian sequence ŝ with transition probability
ρ̂. Then, they introduce some intentional i.i.d errors with
probability ε thus mimicking the behavior of the honest nodes.
In this case, the mutual information between the system states
and the malicious reports is completely canceled. To elaborate,
for the first attack, we have

p (ri,j |si, ŝi, hj = 0) =

ŝi[(1− ε)δ(ri,j − si) + ε(1− δ(ri,j − si))]
− (ŝi − 1)[εδ(ri,j − si) + (1− ε)(1− δ(ri,j − si))]

(2)

where ε is the error probability of the local decisions at the
nodes. For the second case, the report conditional probabilities
depend on the fake states only:

p (ri,j |ŝi, hj = 0) =

(1− ε)δ(ri,j − ŝi) + ε(1− δ(ri,j − ŝi)),
(3)

where this time ε is the probability of the i.i.d. errors intro-
duced intentionally.

Eventually, we consider that nodes’ state are independent
of each other and the state of each node is a Bernoulli random
variable with parameter α, that is p(hj = 0) = α,∀j. In this
way, the number of byzantine nodes in the network is a random
variable following a binomial distribution, corresponding to
the maximum entropy case [8] with p (h) =

∏
j

p(hj), where

p(hj) = α(1− hj) + (1− α)hj .

III. MP-BASED DECISION FUSION WITH SYNCHRONIZED
BYZANTINES

Given the sequence of reports, the optimum decision at
the FC can be taken by looking at the bitwise Maximum A
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Posteriori Probability (MAP) estimation of the system states
{si} which reads as follows:

s∗i = argmax
si∈{0,1}

p (si|R)

= argmax
si∈{0,1}

∑
{s,̂s,h}\si

p (s, ŝ,h|R)

= argmax
si∈{0,1}

∑
{s,̂s,h}\si

p (R|s, ŝ,h) p(s)p(̂s)p(h)

= argmax
si∈{0,1}

∑
{s,q,h}\si

∏
i,j

p (ri,j |si, ŝi, hj)
∏
i

p(si|si−1)∏
i

p(ŝi|ŝi−1)
∏
j

p(hj) (4)

where the notation
∑
\

denotes a summation over all the

variables contained in the expression except the one listed after
the operator. For a given h, the matrix of the observations R
at the FC follows a HMM.

The objective function in the optimal fusion rule expressed
in (4) can be seen as a marginalization of a sum product of
functions of binary variables, and, as such, it falls within the
MP framework [14]. Specifically, in our problem, the variables
are the system states si, the fake system states ŝi, and the
status of the nodes hj , while the functions are the probabilities
of the reports p (ri,j |si, ŝi, hj), the conditional probabilities
p(si|si−1), p(ŝi|ŝi−1), and the a-priori probabilities p(hj). The
resulting bipartite graph along with all the messages exchanged
are shown in Figure 3. These messages are exchanged to
parallely estimate each state si in the vector s. Specifically,
we have:

τ
(l)
i (si) = ϕ

(l)
i (si)

n∏
j=1

ν
(u)
i,j (si)

i = 1, . . . ,m

τ
(r)
i (si) = ϕ

(r)
i (si)

n∏
j=1

ν
(u)
i,j (si)

i = 1, . . . ,m

ϕ
(l)
i (si) =

∑
si+1=0,1

p (si+1|si) τ (l)i+1(si+1)

i = 1, . . . ,m− 1

ϕ
(r)
i (si) =

∑
si−1=0,1

p (si|si−1) τ (r)i−1(si−1)

i = 2, . . . ,m

ϕ
(r)
1 (s1) = p(s1)

ν
(u)
i,j (si) =

∑
hj=0,1

∑
ŝi=0,1

p (ri,j |si, ŝi, hj )λ(u)j,i (hj)ν̂
(d)
i,j (ŝi)

i = 1, . . . ,m, j = 1, . . . , n

ν
(d)
i,j (si) = ϕ

(r)
i (si)ϕ

(l)
i (si)

n∏
k=1
k 6=j

ν
(u)
i,k (si)

i = 1, . . . ,m− 1, j = 1, . . . , n

ν
(d)
m,j(sm) = ϕ

(r)
i (sm)

n∏
k=1
k 6=j

ν
(u)
m,k(sm)

j = 1, . . . , n

τ̂
(l)
i (ŝi) = ϕ̂

(l)
i (ŝi)

n∏
j=1

ν̂
(u)
i,j (ŝi)

i = 1, . . . ,m

τ̂
(r)
i (ŝi) = ϕ

(r)
i (ŝi)

n∏
j=1

ν
(u)
i,j (ŝi)

i = 1, . . . ,m

ϕ̂
(l)
i (ŝi) =

∑
ŝi+1=0,1

p (ŝi+1|ŝi) τ̂ (l)i+1(ŝi+1)

i = 1, . . . ,m− 1

ϕ̂
(r)
i (ŝi) =

∑
ŝi−1=0,1

p (ŝi|ŝi−1) τ̂ (r)i−1(ŝi−1)

i = 2, . . . ,m

ϕ̂
(r)
1 (s1) = p(ŝ1)

ν̂
(u)
i,j (ŝi) =

∑
hj=0,1

∑
si=0,1

p (ri,j |si, ŝi, hj )λ(u)j,i (hj)ν
(d)
i,j (si)

i = 1, . . . ,m, j = 1, . . . , n

ν̂
(d)
i,j (ŝi) = ϕ̂

(r)
i (ŝi)ϕ̂

(l)
i (si)

n∏
k=1
k 6=j

ν̂
(u)
i,k (si)

i = 1, . . . ,m− 1, j = 1, . . . , n

ν̂
(d)
m,j(ŝm) = ϕ̂

(r)
i (ŝm)

n∏
k=1
k 6=j

ν̂
(u)
m,k(ŝm)

j = 1, . . . , n

λ
(d)
j,i (hj) =

∑
si=0,1

∑
ŝi=0,1

p (ri,j |si, ŝi, hj ) ν(d)i,j (si)ν̂
(d)
i,j (ŝi)

i = 1, . . . ,m, j = 1, . . . , n

λ
(u)
j,i (hj) = ω

(u)
j (hj)

m∏
q=1
q 6=i

λ
(d)
j,q (hj)

i = 1, . . . ,m, j = 1, . . . , n

ω
(d)
j (hj) =

m∏
i=1

λ
(d)
j,i (hj)

j = 1, . . . , n

ω
(u)
j (hj) = p(hj)

j = 1, . . . , n

(5)

As for the scheduling policy, the MP procedure starts by
initializing the messages λ(u)j,i (hj) = p(hj) and ν̂

(d)
i,j (ŝi) =

1 and sending them to all p (ri,j |si, ŝi, hj ) factors, and by
sending the messages p(s1) and p(ŝ1) to the variable nodes s1
and ŝ1, respectively. Hence, the MP proceeds according to the
general message passing rules, until all variable nodes are able
to compute the respective marginals, thus concluding the first
iteration. Successive iterations are carried out by starting from
leaf nodes and by taking into account the messages received at
the previous iteration for the evaluation of new messages. The
algorithm stops when convergence of messages is achieved, or
after a maximum number of iterations.
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This version of the MP algorithm described above is an
extension of the one proposed in [9], which does not take into
account the possibility of synchronized attacks. More specif-
ically, in the attack model considered in [9], the Byzantines
independently flip the observations with a given probability
Pmal, thus yielding

p (ri,j |si, hj = 0) =

(1− η)δ(ri,j − si) + η(1− δ(ri,j − si))
(6)

where η = ε(1 − Pmal) + (1 − ε)Pmal is the probability of
receiving a wrong report from a Byzantine. For the honest
nodes, the probability model was the same as in Equation (1).

In order to evaluate the complexity of the algorithm shown
in Figure 3, we consider the number of operations performed
to estimate the vector of system states s. By number of
operations we mean the number of additions, substractions,
multiplications and divisions done at the FC for the state
estimation.

By looking at equation (5), we see that running the message
passing algorithm requires the following number of operations:

• n+1 operations for each of τ (l)i (si), τ
(r)
i (si), ν

(d)
i,j (si),

τ̂
(l)
i (ŝi), τ̂

(r)
i (ŝi), and ν̂(d)i,j (ŝi).

• 3 operations for each of ϕ(l)
i (si), ϕ

(r)
i (si), ϕ̂

(l)
i (ŝi)

and ϕ̂(r)
i (ŝi) .

• n operations for each of ν(d)m,j(sm) and ν̂(d)m,j(ŝm).

• 8 operations for each of ν
(u)
i,j (si), ν̂

(u)
i,j (ŝi) and

λ
(d)
j,i (hj).

• m operations for each of λ(u)j,i (hj) and ω(u)
j (hj).

summing up to 8n+2m+41 operations for each iteration over
the factor graph. Therefore, we can argue that the complexity
of the algorithm increases linearly with both n and m in
contrast to the complexity the optimum fusion rule presented
in [8] which grows exponentially with n.

IV. SIMULATION RESULTS AND DISCUSSION

In this section, we evaluate the performance of the pro-
posed synchronized attacks. We denote the two attack strate-
gies described in Section II-2 as ATTACK SYNC FLIP and
ATTACK SYNC FAKE, respectively. We also compare the
performance of these attacks with the unsynchronized attack
considered in [8] where the Byzantines act independently
from each other and flip the decisions with a given Pmal.
Specifically, we consider the two cases Pmal = 1.0 and
Pmal = 0.5, which are the most meaningful cases, as shown
in [8]. Simulation results are provided for both the MP-
based detector proposed in [9] (referred to as MP UN) and
the MP-based detector proposed in this paper (referred to as
MP SYNC).

We consider the following settings: a sensor network with
n = 20 nodes, transition probability of the Markovian states
ρ = 0.95, an observation window m = 10, local error
probability ε = 0.15, the fraction of Byzantines in the network
α ∈ [0, 0.45] and ρ̂ = {0.5, 0.95}. To evaluate the performance
of the MP algorithm, we consider three performance metrics:
the probability of decision error Pe, the probability of correct

identification of byzantines nodes P (B|B), and the probability
of mis-identifying a byzantine node as honest P (B|H). The
performance metrics are estimated over 20000 simulations.

Figure 4 shows the performance of the detectors subject to
different attacks. As first observation, we can note that both
the synchronized attacks have a much more detrimental effect
on the system performance than the un-synchronized attacks
(bottom-most curves displayed in Figure 4). Moreover, the
worst performance is provoked by the ATTACK SYNC FAKE
strategy with perfect information model estimation, i.e., ρ̂ = ρ
(upper-most curves displayed in Figure 4). The rationale is
twofold: on one side, the sequence of reports sent from
the Byzantines does not convey any information to the FC
concerning the true states’ values (zero-mutual information
case); on the other side, in the ATTACK SYNC FAKE case,
when the fake sequence ŝ perfectly matches the state model,
the identification of the byzantine nodes become very difficult
at the FC. When instead ρ̂ 6= ρ, the effectiveness of the
attack decreases. Indeed, since the Byzantines’s reports do
not follow exactly the same model as that of the honest
nodes, the identification becomes easier. As an example, in
Figure 4, it is shown that for ρ̂ = 0.5, the efficiency of
the ATTACK SYNC FAKE is considerably reduced and it
gives almost the same results of the ATTACK SYNC FLIP.
Finally, it is worth noting from Figure 4 that the MP SYNC
significantly outperforms the MP UN in the presence of syn-
chronized attacks. In Figure 5, we report the performance
of the MP SYNC in terms of P (B|B) and P (B|H) to
understand how well the MP algorithm can correctly identify
the nodes’ status. Upon inspection of the figure, we see that
identification of the Byzantines is quite good when they adopt
the ATTACK SYNC FLIP strategy (P (B|B) is around 0.9
and P (B|H) is lower than 0.1). Similar results are obtained
for the mismatched ATTACK SYNC FAKE case with ρ̂ = 0.5
and that is why the curves of both cases are superposed
on each other. When instead the Byzantines adopt the AT-
TACK SYNC FAKE strategy with perfect estimation of the
model, the mission of the detector as expected becomes harder
than before (for α = 0.45 we have P (B|B) = 0.7 and
P (B|H) = 0.25).

V. CONCLUSION

We presented two types of synchronized attacks capable
to affect the performance of decision fusion in sensor net-
works. Then, we propose a nearly-optimum detector for coping
with synchronized attacks by extending the message passing
approach proposed in [9]. Experimental results show that,
although the proposed detector is able to mitigate the effect
of Byzantines, the coordination of the efforts is very harmful
and significantly impairs the detection performance.
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Abstract—One of the challenges in Video Event Retrieval, the
field in which (a sequence of frames with) high-level events
are retrieved from a set of videos, is to model the temporal
structure. One way to incorporate this information is using AND-
OR graphs, which is a type of graphical model consisting of
layers with AND nodes and OR nodes. We introduce new nodes,
such as the BEFORE and WHILE node, for AND-OR graphs
to explicitly model temporal information. The advantage of these
nodes is that the graph is insightful and transparent for a user.
Additionally, the graph can both be created by a user or with
the use of training examples. We perform initial experiments
on a video surveillance dataset named VIRAT, which contains
temporally inverse events with the same concepts, such as entering
and exiting a building. We compare performance to state of the
art Support Vector Machine and Hidden Markov Model methods.
We show that our proposed graph with WHILE and BEFORE
nodes outperforms the state of the art methods.

Keywords–AND-OR graph; Temporal Information; Event Re-
trieval.

I. INTRODUCTION

Nowadays, the most common way to search for a video is
to type a textual query in a search engine. Most general search
engines, such as Youtube, contain videos with added textual
information or metadata. In the security domain, this infor-
mation is often not available. The content of the video should
be analyzed to be able to search through those videos. This
field of research is named content-based visual information
retrieval. Within content-based visual information retrieval,
we focus on Video Event Retrieval. A complex or high-level
event is defined as ‘long-term spatially and temporally dynamic
object interactions that happen under certain scene settings’
[1]. An open challenge in Video Event Retrieval is to model
the temporal structure. The difference between videos and
images is the temporal structure. It is, however, not directly
clear how this temporal structure should be incorporated in
image retrieval systems.

Current state of the art methods use Convolutional Neural
Networks (CNNs) to train concept detectors [2][3]. Implicitly
the temporal structure can be modelled by for example a 3D
CNN model [4]. The drawback of the CNN models is that a
huge amount of training examples should be available, training
of the detectors takes a lot of time and the results are not
insightful in why a detector did select a certain action.

Instead of training a neural network for each event, other
state of the art methods often use pre-trained concept detectors
on images and combine them temporally to represent an event.
This combination can be done using some kind of pooling,
such as average or max pooling or the more sophisticated
Fisher vector or Vector of Locally Aggregated Descriptors
(VLAD) pooling [5], and a classifier such as an Support Vector

Machine (SVM) [6][7]. This method works well when certain
objects or actions are highly indicative for a certain event, but
temporally distinctive events, such as the difference between
entering a building and exiting a building, are hard for this
type of methods.

Another branch in classification is that of graphical models.
Graphical models use probability and graph theory to find
structure in sequential data [1]. Examples of such models
are Hidden Markov Models (HMM), Conditional Random
Fields (CRFs) and AND-OR graphs. The main contribution
of this paper is the introduction of BEFORE and WHILE
nodes, which support the explicit modelling of the temporal
information in an AND-OR graph. The advantage of these
nodes is that the graph is insightful and can easily be created
by a user or by training examples.

In Section 2, we provide some related work on graphi-
cal models in the field of content-based visual information
retrieval. Section 3 explains the details of our proposed model
with the BEFORE and WHILE nodes. Section 4 contains the
experiments on the Video and Image Retrieval and Analysis
Tool (VIRAT) 2.0 dataset in which we compare our proposed
model with an SVM and HMM model. Section 5 consists of
the discussion, conclusion and future work.

II. RELATED WORK ON GRAPHICAL MODELS

The simplest case of graphical models are HMMs. HMMs
are often used in human action recognition and event retrieval.
An overview is provided by Jiang et al. [1]. For example,
Li et al. [8] use salient poses as hidden states to form a
model for an action. Tang et al. [9] use a latent structural
SVM to learn the feature vectors to feed an HMM. Chen
et al. [10] present a framework for video event classification
using probabilistic HMM event classification. An advantage
of these models is that temporal information can be modelled
by these types of models and the models are transparent, but
a disadvantage is that causality cannot be modelled and the
probability of an event being present is based on a final state.
When multiple events have the same end state, these cannot
easily be distinguished.

Other types of graphical models are Conditional Random
Fields (CRFs) and Dynamic Bayesian Networks (DBNs). Al-
though Vail et al. [11] have shown that CRFs can outperform
HMMs in action recognition, these models are disadvantage-
nous in situations where the dependency between events and
subevents needs to be modelled [1]. DBNs are a solution to
the causality problem of HMMs, but they assume that states
are conditionally independent. This makes temporal structure
harder to model.

The final type of graphical model is the AND-OR graph.
These graphs are often used in the context of grammars. In

85Copyright (c) IARIA, 2017.     ISBN:  978-1-61208-548-7

MMEDIA 2017 : The Ninth International Conferences on Advances in Multimedia

                           93 / 108



our previous work, we have proposed a system with a more
extended grammar [12], a stochastic grammar to model a
temporal sequence [13] and a grammar model that is robust
to noisy inputs [14]. In these grammars, AND-OR graphs can
represent hierarchical components by using alternating layers
of AND and OR nodes. The AND nodes represent entities
that should occur together. An example is the Part-Of relation
with a person and its parts, such as arms and legs. An example
in the event retrieval is the co-occurrence of several objects,
such as a car and a person that have to be present at the same
time. The OR nodes represent alternative configurations of a
certain entity. An example is the skin color, the gender or the
type of hair of a person. Each graph has LEAF nodes at the
bottom of the graph, which represent the smallest components
and one ROOT node, which represents the whole entity that is
modelled. Commonly, the AND-OR graphs are formalized by
G = (V,E) in which V represents the set of vertices or nodes,
and E is the set of undirected edges expressing the relation
between two nodes of consecutive layers. During inference,
the LEAF nodes are filled with their values. In video retrieval,
these values are often binary or a value between zero and one.
The values travel bottom up to the ROOT node. The AND
nodes take the (normalized) sum of the values and the OR
node takes the maximum value of its decendants. The value at
the ROOT node represents the score for that modelled entity,
such as an event.

Within event retrieval, Tang et al. [15] use the AND-
OR graph to fuse multi-modal features. A special type of
AND-OR graphs, named Spatial-Temporal AND-OR graphs
(ST-AOGs) are previously used to recognize cars [16] and to
combine image information with textual information [17]. A
very related work is presented by Pei et al. [18]. They use a
stochastic context sensitive grammar to present a hierarchical
composition of events and temporal relations. They use an
AND of temporally related ORs. They represent all events in
one model. The disadvantage of this model is that the graph
should be re-trained in cases of new events. In general, the
advantage of AND-OR graphs is that they are insightful and
they can be used on top of grammar models, but a disadvantage
is the computational cost of the large number of possible
configurations. As a solution structural constraints are often
chosen to limit the computational complexity of the learning
process.

III. MODEL REPRESENTATION

Our model is represented by an undirected graph G, of
which an example is shown in Figure 1. We propose a graph
that contains a BEFORE node, followed by WHILE nodes.
These WHILE nodes are connected to ID(entity) and/or NOT
nodes. The LEAF nodes represent the objects at certain time
points. This graph can be created by a user that can visualize
the query in the graph, or the graph can be created using
positive and negative training examples.

A. Inference
To infer whether the event presented by the graph is present

in a certain sequence, we use a bottom-up approach to calculate
the value at the root node. The value of the leaf nodes is the
concept classifier score at a certain time point. The root value
can be interpreted as a probability or a score.

The formulas for the nodes are formalized as:

vID(la,t) = la,t (1)

where la,t is the value of leaf node a at time point t and vID
is the ID node connected to one of the objects at time t.

vNOT (la,t) = 1− la,t (2)

where vNOT is the NOT node connected to one of the objects
at time t.

vWHILE(v1,t, .., vm,t) =

∑
i=1,...,m vi,t

m
(3)

where v1,t to vm,t are the nodes connected to the vWHILE

node at time t.

vBEFORE(v1, .., vn) =
∏

i=1,...,n

vi (4)

where v1 to vn are the nodes connected to the vBEFORE node.
The WHILE node is, thus, an OR node. The BEFORE

node is different from the AND node, because the BEFORE
node takes the product and the AND node takes one of the
values. Although we do not state that the subevents connected
by the BEFORE node are independent, our formula equals a
joint probability of the subevents assuming independency.

When the length of the test sequence is not comparable to
the expected sequence length of the graph, a simple dynamic
time warping algorithm is applied. In this algorithm, we
delete all redundancies in the consecutive frames and create
subsequences of the proper length. These subsequences are all
subsequences that can be created with length t, in which t is
the amount of time points in the created graph. The highest
root node score is used to present the event.

B. Training
In training, we initialize the ID/NOT layer with ID(entity)

nodes. The amount of BEFORE nodes is based on the amount
of time warped time points of the positive instances for the
event. Our current model only has one BEFORE node. The
amount of WHILE and ID nodes is the amount of objects
that are relevant for this event. Currently, each BEFORE node
is connected to two WHILE nodes. Each WHILE node is
connected to half the amount of objects in the bag of objects.
The ID nodes are randomly pointing to one of the LEAF nodes
at their time point.

The graph is trained using the ratio R between the root
score of the positive examples (

−→
P c,r) for class c (in our case

an event) on root node r and the negative examples (
−→
N c,r):

R =
1− ||

−→
N c,r||2 +

−→
P c,r

2
(5)

During training, three types of moves are possible:

• Pivot: change the object (la,t) in the bag of objects
that the ID/NOT node is pointing to.

• Polarity inversion: replace the ID node by a NOT node
or vice versa.
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Figure 1. Proposed BEFORE-WHILE Graph model

• Pivot + polarity inversion: first apply a pivot and then
a polarity inversion before processing the bottom-up
inference.

In a more generalized system, some moves can be added,
such as addition of an ID/NOT, WHILE or BEFORE node,
as well as removing parts of the graph. During the training
process, the following procedure is repeated until convergence
of R.

• start with graph G, which has ratio R

• a vertex v is randomly selected in the ID-NOT layer
• one move is randomly selected among the 3 type of

moves and new values for
−→
P c,v and

−→
N c,v are assigned

to v.
• the bottom-up inference is applied to propagate the

new values to
−→
P c,i and

−→
N c,i of each node of the graph

• the ratio R is calculated
• if the ratio R′ of new G′ is higher than R of G, G′

becomes the new G, otherwise continue with the old
G

IV. EXPERIMENTS

We use the VIRAT 2.0 dataset [19] to perform our experi-
ments. This dataset contains videos in the surveillance domain
with temporally inverse events with the same concepts. These
concepts are person, car, other vehicle, object and bike. The
values of these concepts can be represented as (p, c, v, o, b),
in which the variables are the values for each of the concepts.
Instead of extracting the visual features and applying concept
classifiers on the videos, we use the ground truth information
of these concepts. For each (predefined) time point, we have
binary values in each video for each concept. As explained
in the previous section, our method can also handle concept
classifier values between zero and one.

We focus on eight events, which can be temporally repre-
sented as:

• person loading an object to a vehicle:
(1, 1, 0, 1, 0) - (1, 1, 0, 0, 0)

• person unloading an object from a vehicle:
(1, 1, 0, 0, 0) - ( 1, 1, 0, 1, 0)

• person opening a vehicle trunk:
(1, 1, 0, 0, 0) - (1, 1, 0, 0, 0)

• person closing a vehicle trunk:
(1, 1, 0, 0, 0) - (1, 1, 0, 0, 0)

• person getting into a vehicle:
(1, 1, 0, 0, 0) - (0, 1, 0, 0, 0)

• person getting out of a vehicle:
( 0, 1, 0, 0, 0) - (1, 1, 0, 0, 0)

• person entering a facility:
(1, 0, 0, 0, 0) - (0, 0, 0, 0, 0)

• person exiting a facility:
(0, 0, 0, 0, 0) - (1, 0, 0, 0, 0)

The bold digit indicates the temporal difference for each
event. In two events, which are person opening a vehicle trunk
and person closing a vehicle trunk no difference is present
using these five concepts. We, therefore, cannot distinguish
these events in this experiment.

For the training, we compared a manually created graph
with the trained graph and no difference was found. To dis-
tinguish one event from another event (which are the negative
training examples), only three concepts are relevant: person,
car and object. Each graph consists of one ROOT node, one
BEFORE node connected to two WHILE nodes. Each WHILE
node is connected to three LEAF nodes, which are the relevant
concepts.

We used the standard scene independent process presented
by Oh et al. [19], so that the training and testing sets are
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composed by videos extracted from multiple scenes. For each
video, we calculate the root node score and compare that score
to the score for each of the other events. We use the Mean
Accuracy, based on the confusion matrix among the events,
to report performance. This is the standard approach for this
dataset [19] and calculated by taking the amount of correctly
classified videos divided by the total amount of videos per
class and averaging over all classes / events.

We compare the results of our model with an (RBF) SVM
trained on the mean pooled keyframes, an (RBF) SVM with
the feature vectors of two time sequences concatenated and an
HMM. The results for the methods are shown in Table I.

TABLE I. MEAN ACCURACY SCORES ON VIRAT 2.0 DATASET

Method Mean Accuracy
SVMmean 0.39
HMM 0.45
SVMconcat 0.60
Graph 0.61

The SVM with mean pooling has the lowest performance.
This is an expected result, because the temporally opposite
events cannot be represented by this type of SVM. Creating
a longer feature with the time information increases perfor-
mance. The HMM has slightly worse results compared to the
proposed graph model and the SVM with concatenated time
sequences. This is due to the fact that three events have the
same end state (11000). These events are, thus, confused using
the HMM.

V. DICUSSION, CONCLUSION AND FUTURE WORK

This work explores a graphical model that makes directly
clear which concepts and which relations play a role in a
certain event. We propose a model in which BEFORE and
WHILE nodes are used as well as ID and NOT nodes. The
temporal nodes show the temporal relation and the ID and
NOT nodes show which concepts are important and in which
polarity (present or not present). Initial experiments on a
simple surveillance dataset using ground truth annotations
show that our model seems slightly, but not significantly, better
than state of the art methods. In future work, it is important
to create an improved training process, upgrade the model in
a way that it can handle multiple BEFORE nodes and test our
model on a difficult dataset with noisy concept detectors. Our
model should also be compared to other AND-OR graph based
models in the event retrieval field. We, however, provided
a solid base for an insightful graph model that can model
temporal relations and is transparent, which makes it easy for
users to create temporal queries in graphical format.
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Abstract—Many remote sensing applications require the availabil-
ity of radiometric surface temperature information with both high
acquisition rate and high spatial resolution, but unfortunately
this requirement is still not achievable through a single sensor.
However, the huge amount of remote sensed data provided by
several heterogeneous spaceborne sensors allows to use data
fusion in order to overcome this issue. In this paper, we propose
a method for sharpening thermal images in a nearly real-time
scenario, also capable to deal with missing data due to cloudy
pixels. Moreover, we analyze the robustness of the method with
respect to cloud mask misclassifications and assess its effectiveness
via numerical simulations based on SEVIRI (Spinning Enhanced
Visible and InfraRed Imager) data.

Keywords–Thermal Sharpening; Cloud Masking; Multitemporal
Analysis; Bayesian Smoothing; Robustness.

I. INTRODUCTION

In remote sensing applications, such as agriculture, forest
management and coastal monitoring [1], remote sensed Bright-
ness Temperature (BT) images acquired with sufficient high
temporal resolution (htr) and High Spatial Resolution (HSR)
could be of paramount importance. Due to physical constraints
of spaceborne sensors, the strategy for achieving images with
high spatial and temporal resolutions relies on fusing low tem-
poral resolution/High Spatial Resolution (ltr/HSR) and high
temporal resolution/Low Spatial Resolution (htr/LSR) data [2].
This possibility is guaranteed by the huge amount of remotely
sensed data acquired by the many satellites in operation [3].

In previous research studies [4]-[6], the authors have in-
vestigated several smoothing techniques for possible use in
non-real time scenarios. The most promising one relies on the
fusion of images obtained by temporal interpolation of ltr/HSR
data with others obtained by spatial interpolation of (htr/LSR)
data (see Figure 1). This technique has the advantage of being
simple enough while catching the temporal and spatial corre-
lation that real data exhibit [7]. Unfortunately, the scenario is
complicated by the presence of clouds, that is a serious issue
for multitemporal techniques [8]. Simply using a cloud mask,
as can be obtained via several strategies [9] [10], could not be
sufficient. Indeed, the incompleteness of the images sequence
may compromise the functionality and the effectiveness of
most fusion algorithms. To circumvent this problem, a possible
strategy is to fill the gaps in the image sequences due to
clouds by estimating the BT of the cloud covered areas. Such
a strategy may take advantage of the temporal correlation

present in the image sequence, but must also take into account
the unavoidable events of misclassified pixels. To deal with
these issues, in this paper we consider several approaches
to implement the said fusion strategy, focusing on different
methods of spatial and temporal interpolation whose accuracy
and robustness with respect to pixel misclassification in the
cloud map is compared via a simulation setup based on the
use of SEVIRI data [11].

The paper is organized as follows: Section II presents
the formalization of thermal image sequences enhancement;
Section III reports the numerical results; finally, conclusions
and future developments come in Section IV.

II. METHOD DESCRIPTION

As stated before, the BT of the ground surface is masked
by the top of cloud, thus contaminating the data. The solution
we propose (depicted in Figure 1) relies on the availability
of sufficiently accurate cloud masks, both for htr/LSR and
ltr/HSR data, and is described by the following steps.

1) Temporal Interpolation (TI): the first step is applied to both
the htr/LSR sequence L = {Lk : k ∈ TL} and the ltr/HSR
sequence H = {Hk : k ∈ TH}.

1.1) H = {Hk : k ∈ TH} is upsampled to the same time
resolution of L = {Lk : k ∈ TL} and the cloudy
pixels are estimated via a TI algorithm to obtain a

sequence Ĥ = {Ĥk : k ∈ TL} (see, e.g., images H4

and Ĥ4 in Figure 1);

1.2) cloudy pixels in L = {Lk : k ∈ TL} are estimated via

a TI operator IT (·) to obtain a sequence L̃ = {L̃k :
k ∈ TL} (see Lk and L̃k for k = {2, 3, 4} in Figure 1).

2) Spatial Interpolation (SI): L̃ = {L̃k : k ∈ TL} is upsampled
to the same spatial resolution of H via an SI operator IS(·) to

obtain the sequence {L̂k : k ∈ TL}. In our setup, we choose
to use a bicubic interpolator B(·).

3) Data Fusion: in this step the two intermediate sequences L̂
and Ĥ are combined, instant by instant, to obtain the estimated
sequence E = {Ek : k ∈ TE}, where, for sake of simplicity,
TE = TL. More in detail, two fusion sub-steps are performed.

3.1) Sharpening Fusion (SF): the two intermediate se-

quences L̂ and Ĥ are combined, instant by instant,
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Figure 1. Pre-processing steps for BT enhancement. The image sequences are: {Lk} =htr/LSR, {eLk} = temporal interpolation of htr/LSR, {Hk} = ltr/HSR,

{ bHk} = temporal interpolation of ltr/HSR, {bLk} = spatial interpolation of htr/LSR, {Ek} = target htr/HSR. Dark spots in images H4 and L2,L3,L4 are the
cloudy pixels.

through a sharpening rule FS(·, ·), producing the esti-
mate of an htr/HSR sequence S = {Sk : k ∈ TL}. For
its appealing sharpening features [12] the High Pass
Modulation (HPM) (or High Frequency Modulation -
HFM) injection scheme [13] is employed in the data
fusion along with an undecimated wavelet decompo-
sition (see also [5] for further details).

3.2) Bayesian Smoothing (BS): Bayesian smoothing allows
to obtain the final estimated sequence E by using
(for example) the Rauch-Tung-Striebel (RTS) algo-
rithm [14], using the sharpened sequence as obser-
vation, as explained in [15].

III. NUMERICAL RESULTS

In this section, we consider: i) the accuracy of the proposed
estimators in terms of Root Mean Square Error (RMSE),

defined as
√

E[(I − J)2] where I is the ground truth, J is the
estimated image and E[·] indicates the sample average over the
pixels; ii) the design of the TI operator IT (·) under a criterion
of robustness with respect to cloud masking error.

As test set, we employ sequences of thermal images ac-
quired by the SEVIRI sensor in the band IR 10.8, characterized

by the a spatial resolution of about 6 km and a temporal rate
of 4 images per hour. In particular, the presented results are
related to data collected on 16 August 2014 on the Iberian
peninsula (latitude between 35.7 and 41.4 degrees North,
longitude between 4.1 and 9.8 degrees West). The simulation
setup is as follows. The original dataset plays the role of the
estimating htr/HSR sequence E . H is simulated by selecting
a subset of E with a temporal interval ∆H = 8 between each
couple of ltr/HSR images. L is simulated by generating a
spatially degraded version of E , with spatial resolution ratio
R = 6 between E and L.

Given the unavailability of a ground truth for the soil (or
sea) temperature under the clouds, we use clear sky images
and artificially change the BT of the whole image in order to
mimic a temperature decrease which is typical when clouds
are present. The top of the cloud is supposed to have a BT of
270 K, and the initial and final transition phases, modeled via
a raised cosine function, are completed in 1 hour (see Figure 2,
panel (a)). The time duration of each period of cloud coverage
is indicated with ∆c = {2, 4}, and the cloudy images are
chosen to be in the midpoints between two HSR images, that
are the most critical point for our algorithms. More in detail:
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Figure 2. Panel (a): BT time evolution for cloud simulation (black dashed line) and original data (red continuous line) when ∆c = 2 hh. Panels (b)-(d):
RMSE computed between the forecast of thermal SEVIRI image and the actual value for the simulated Spain dataset in the PCC case. The panel (b) refers to
the case in which the clouds are absent. Panels (c) and (d) refer to cloud data periods (highlighted by the gray-shaded areas) with time duration ∆c = 2 hh

and ∆c = 4 hh respectively.

TABLE I. RMSE RELATED TO SIMULATED PCC SCENARIOS.
RELEVANT PARAMETERS ARE R = 6 AND ∆H = 8 hh.

Type ∆c [h] I S RTS/S

Whole
Cloud 2 1.251 0.759 0.697
Cloud 4 1.332 0.883 0.832

Clear-sky [2,4] 1.249 0.756 0.692

Cloudy

Cloud 2 1.346 0.916 0.875
Clear-sky 2 1.337 0.905 0.859

Cloud 4 1.475 1.099 1.061
Clear-sky 4 1.319 0.887 0.834

• when ∆c = 2 hours, we put the cloud coverage
in the intervals [03.00 − 05.00], [11.00 − 13.00] and
[19.00 − 21.00] UTC (Universal Time Coordinated);

• when ∆c = 4 hours, we put the cloud coverage
in the intervals [02.00 − 06.00], [10.00 − 14.00] and
[18.00 − 22.00] UTC.

The approach has been assessed in two cases: i) Perfect
Cloud Classification (PCC), in which perfect cloud/no cloud
pixel classification is assumed; ii) Non Perfect Cloud Classifi-
cation (NPCC), in which misclassifications are considered.

A. Perfect Cloud Classification

In the scenario of error-free cloud mask, we use a TI
scheme based on a blockwise Cubic Interpolation (CI) to com-

pute L̃ and H̃ sequences and then we compare the following
three algorithms.

• Interpolated image estimation (I): this method is used
as a yardstick, since it does not involve any data fusion
(the estimate at time k is given by the bicubic in-
terpolation bicubic interpolation of the LSR sequence

L̂ = IS(L̃)).

• Sharpened image estimation (S): The estimate at time
k is produced by performing a SF, as described in
Sect. II, namely it coincides with the sequence S =
FS(L̂, Ĥ).
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(a) (b) (c) (d)

(e) (f) (g)

(h) (i) (j) (k)

(l) (m) (n)

∆c t = 12.00 UTC t = 20.00 UTC
I S RTS/S I S RTS/S

2 1.898 1.054 1.026 0.970 0.878 0.864
4 1.968 1.099 1.110 1.471 1.448 1.427

Figure 3. Example of estimation with missing data. Panel (a): missing image to be estimated (acquired at 12.00 UTC on 16 August 2014). Panels (b)-(d):
images estimated at 12.00 UTC on 16 August 2014 for ∆c = 2 by algoritms I (b), SI (c) and RTS/S (d). Panels (e)-(g): images estimated at 12.00 UTC on 16

August 2014 for ∆c = 4 by algoritms I (e), SI (f) and RTS/S (g). Panel (h): missing image to be estimated (acquired at 20.00 UTC on 16 August 2014).
Panels (i)-(k): images estimated at 20.00 UTC on 16 August 2014 for ∆c = 2 by algoritms I (i), SI (j) and RTS/S (k). Panels (l)-(n): images estimated at

20.00 UTC on 16 August 2014 for ∆c = 4 by algoritms I (l), SI (m) and RTS/S (n). At the bottom, RMSE values for the estimated images.
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Figure 4. RMSE computed between the forecast of thermal SEVIRI image and the actual value for the simulated Spain dataset (top plots) and related cloud
mask (bottom plots). The gray-shaded areas in top plots are referred to the true cloud data periods with time duration ∆c = 2 hh. The panel (a) refers to PCC

case, while the panel (b) refers to NPCC case.
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Figure 5. RMSE computed between the forecast of thermal SEVIRI image and the actual value for the simulated Spain dataset (top plots) and related cloud
mask (bottom plots). The gray-shaded areas in top plots are referred to the true cloud data periods with time duration ∆c = 4 hh. The panel (a) refers to PCC

case, while the panel (b) refers to NPCC case.
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• RTS smoother with Sharpened observation (RTS/S): in
this method, we employ a BS algorithm, i.e., the RTS
one, that is fed by observations constructed upon the
sharpened images.

The results are summarized in Figures 2-3 and in Table I.
More in detail, in Figure 2, plots (c) and (d), it is shown the
RMSE vs. time for the cases ∆c = 2 hours and ∆c = 4
hours, respectively. We can see that the error in estimating the
htr/HSR sequence slightly increases in the first case during
missing data intervals (i.e., the gray-shaded areas), with respect
to the case without missing data (i.e., Figure 2, plot (b)), while
the performance significantly degrades for ∆c = 4.

The performance trend is made evident looking at the
RMSEs in Table I, computed over all time frames (Whole)
and over the cloudy frames only (Cloudy), and more precisely
comparing over the HSR images estimated in the cloudy
frames (Type = “Cloud”) with the RMSEs of the HSR images
estimated in the same frames when no clouds have been added
(Type = “Clear-sky”). Finally, in Figure 3 we present some
image useful for a visual appreciation of the effectiveness of
both the S algorithm and (even more) the RTS/S algorithm in
producing satisfactory estimated HSR images (Figure 3, panels
(c) and (d) for ∆c = 2 and panels (f) and (g) for ∆c = 4 ), in
comparison with the missing HSR original image (Figure 3,
panel (a)) acquired at 12.00 UTC. A similar comparison can
be carried out looking at panels (i)-(n) of Figure 3, that are
the estimated HSR images of a missing HSR original image
(Figure 3, panel (h)) acquired on the same area, in the same
day, but at 20.00 UTC. In any case, in the average, the best
algorithm is RTS/S because it is the most stable one, though
it is not uniformly the best one in every instance.

B. Non Perfect Cloud Classification

In dealing with the effects of cloud/no cloud misclassifi-
cation, but limiting ourselves to the RTS/S rule, we focus on
two possible TI interpolation strategies: (i) CI and (ii) MMSE,
namely a polynomial fitting obtained via a Minimum Mean
Square Error.

The results are summarized in Figure 4 and Figure 5 that
refers to the cases ∆c = 2 hh and ∆c = 4 hh respectively. We
can see that CI strategy outperforms MMSE one in PCC case,
but it is less robust than MMSE when a single cloudy pixel
is misclassified, as shown in panel (b) of both Figure 4 and
Figure 5. Note also that the misclassification of a clear-sky
pixel (not shown in this contribution) is by far less dangerous,
because both techniques are not very sensitive to this kind of
error, as evident by the analysis carried out in the previous
subsection. Accordingly, these results give some hints for the
design of the cloud detection algorithm, that should aim to
minimize the probability of a miss.

IV. CONCLUSION

High spatial resolution thermal maps, collected with an ele-
vate acquisition rate, are often required for several applications
about the monitoring of rural and urban areas. In this paper, we
present a framework that is able to perform a non real-time
sharpening of thermal images encompassing the presence of
missing data. It combines techniques of temporal smoothing
and spatial enhancement by taking advantage of a Bayesian
smoother relied upon the Rauch-Tung-Striebel algorithm and
a pansharpening method belonging to the multi-resolution

analysis family (an undecimated wavelet decomposition with
a high pass modulation injection scheme). The experimental
results using real data acquired by the SEVIRI sensor (band IR
10.8) demonstrate the ability of the proposed approach to reach
better performance with respect to techniques based on either
temporal interpolation or spatial sharpening and, in particular,
the ability of the proposed technique to deal with missing data
(e.g. due to the presence of clouds).

This work deserves further investigations towards the in-
troduction of a priori knowledge about the surface (such as
its Digital Elevation Model) or of the physical model of the
incoming solar radiation.
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Abstract—In a number of application scenarios, proper video
signals may exhibit simultaneous correlation characteristics over
the space and time dimensions which jointly describe periodic
features or behaviors. Examples of such scenarios may be found in
video monitoring of physical systems, sport and athlete coaching
with automatic video supervision, biomedical applications to
newborn video monitoring for the detection of epileptic seizures
or apnea episodes, surveillance systems and others. A general
Maximum Likelihood (ML) approach to the detection of common
periodic features possibly present in a set of video signals and
the estimation of their characteristics, such as the fundamental
frequency and the local amplitude, is proposed. Application
examples in various scenarios are presented and the performance
of the proposed ML solutions is shown to be effective.

Keywords–Features extraction; periodicity analysis; video pro-
cessing; maximum likelihood estimation.

I. INTRODUCTION

A video signal is characterized by a multidimensional do-
main in which two space dimensions specify the pixel position
within a frame and a time dimension describes the evolution
of the frame image (3D). An additional space dimension may
come from the simultaneous use of multiple cameras framing
the same scene from different viewpoints, bringing the overall
dimensionality to 4D. This paper discusses the extraction
of periodic features from video signals obtained by one or
multiple cameras—a topic which has been the subject of a
large body of literature, e.g., see [1] and references therein.

A first approach considered in the literature uses spatial
matching to identify an object or a portion of the image,
follow the evolution of its trajectory over time in successive
frames and analyze this trajectory to extract possible periodic
features [1], [2]. Despite being very general, this approach
is impacted by the reliability of the spatial matching step,
which is largely affected by the quality and resolution of the
video sequence, as well as possible optical effects, including
illumination variations, reflections, occlusions and others.

As nicely pointed in [2, Figure 1], the fundamental ability
to recognize periodic features in a sequence of frames does
not require high quality or resolution, as demonstrated by
an example of a significantly blurred low-resolution sequence
of images in which the human brain can still appreciate the
periodic feature of a man waking on a treadmill.

A second approach discussed in the literature avoids the
critical spatial matching step and uses suitable projections of
the video sequence in the spatial domain to extract compact
representations of the video variations in the time domain,
which can then be easily analyzed in the frequency domain
to recognize possible periodic features. In this category, [1]

projects each frame onto the x and y dimensions to obtain
two signals x[n] and y[n], in the time index n, that can
be jointly analyzed to extract possible periodic components.
Another example within this approach is [3], where each frame
is projected onto the single space dimension represented by
the average luminance signal, which can be easily processed
along the time domain to extract the frequency components of
interest and detect possible periodic features.

These approaches, despite being general and reasonable,
are based on specific initial assumptions—spatial matching in
the first one and frame projection in the second one—which
may possibly limit their effectiveness and efficiency. To avoid
these specific assumptions and their possible consequences, in
this paper, we wish to take a more basic and radical approach
by considering the direct application of fundamental estimation
and detection criteria to the multidimensional video signal.
To this purpose, we have selected the sound and trustable
Maximum Likelihood (ML) principle, which is very well
studied, documented and widely applied [4], [5].

As in all applications of the ML criterion, a key part of the
problem is the selection of a suitable observation model. To
this purpose, we propose to base the estimation and detection
process on the direct observation of the 3D or 4D video
sequence, possibly affected by noise. The proposed solutions
are then considered in a few application examples and their
performance is analyzed and discussed.

The remainder of this paper is organized as follows. In
Section II, the model of periodic variations and the extraction
of related features in multidimensional video signals are de-
scribed. Section III presents some applications in specific fields
of the proposed technique. Finally, conclusions are drawn in
Section IV.

II. ANALYSIS OF PERIODIC VARIATIONS

A. Preliminaries
A digital video signal consists of a series of digital images,

also known as frames, properly captured over time. Precisely,
a video can be defined as a multidimensional signal which
describes the evolution over time occurring in the framed area.
Moreover, digital frames are bidimensional projections of the
real world on the camera sensor and a loss of information about
the full 3D motion has to be considered. Therefore, a physical
3D displacement in the space corresponds to spatio-temporal
variations in the structure of the multidimensional signal; such
movements affect to some degree the pixel intensity values in
the video signal captured by the camera sensor.

Periodic variations can be of particular interest: in fact, they
can represent specific events and need to be properly detected
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Figure 1. An example of periodic motion and the variations it causes in a
multidimensional signal: a physical pendulum swinging from left to right.

and analyzed. In the specific case of periodic movements or
recurring events, the pixel intensity values in the video stream
may exhibit periodic features. As an example, in Figure 1,
some frames extracted by a video capturing the motion of a
physical pendulum are shown, with a spatio-temporal reference
system describing the spatial plane (m1,m2) and the temporal
dimension (n). Considering a reference pixel, specified by
the highlighted point, the intensity variations which affect it
are also shown: these periodic pixel-wise variations can be
exploited to analyze spatio-temporal movements.

Before detailing the model of multidimensional periodicity
and the approach to detection and estimation of periodic fea-
tures, some preliminary considerations have to be introduced.
The model proposed in the next subsection is valid under the
following assumptions:

1) the camera is still or is moving solidly with the
framed subject;

2) the subject of interest is not affected by translation
or superposed motion.

The first condition is related to the considered scenario: as
the main goal is to extract periodic features of subjects in
the scene, global movements are not considered.1 The second
condition assumes that no large movements or intensity varia-
tions affect the subject: the only main motion components are
expected to be the periodic variations.

B. Model of Periodic Variations

For the presented assumptions, the model of periodicity in
a multidimensional signal is now defined. Consider a video
signal acquired by a camera sensor with a sampling period
Ts, namely with a frame rate fs = 1/Ts. A gray-scale frame
captured at the sampling instants nTs can be described by a
matrix X[n] composed of M1 × M2 pixels, where M1 and
M2 are the numbers of rows and columns of the matrix,
respectively, and X[m1,m2, n] is the intensity of the pixel
with coordinates (m1,m2) in the n-th frame. For color videos,
a proper number of channels has to be considered: as an
example, for standard Red, Green and Blue (RGB) cameras
each frame is composed by three matrices, one per color
channel.

To simplify the notation for the following steps, the op-
erator of vectorization of a matrix and its inverse are now
introduced. Let X[n] be the matrix representing the video

1Motion compensation algorithms could be used to limit this effect [1].

signal: the vectorized version x [n] is defined as

x [n] = vec (X [n]) =

=
[
X[0, 0, n] · · · X[0,M2 − 1, n]

X[1, 0, n] · · · X[1,M2 − 1, n]

...

X[M1 − 1, 0, n] · · · X[M1 − 1,M2 − 1, n]
]T

(1)

where the column vector x [n] has size M1M2×1, its element
x [p, n] denotes the intensity value of the p-th element of the
n-th vectorized frame and (·)T denotes the vector transpose.
Accordingly, the inverse operator is defined as

X [n] = vec−1 (x [n]) (2)

where the frame sampled at discrete time nTs is retrieved to
the original size M1 ×M2.

Another useful representation is given by the variations of
the single p-th element over time. Starting from the vector
x [n] introduced in (1), the evolution of the signal relative to
the pixel in position p is denoted by the vector

x̃ [p] =
[
x[p, 0] x[p, 1] . . . x[p,N − 1]

]T
(3)

which has size N × 1, where N is the total number of
considered frames.

Relying on the assumptions introduced at the beginning of
Section II, the video frames are recorded by still cameras and
contain pixel intensity variations related only to the periodic
motion. In order to extract periodic features from the video
signal, a proper model of the multidimensional structure is
needed. Considering the scenario in which movements are
driven by a single common periodicity, a useful model, in-
cluding noise on the sequence of frames, may be given as

X[n] = B + A cos (2πf0nTs + Φ) + W[n] (4)

where all the matrices have size M1 × M2 (equal to the
resolution of the involved camera sensor), B describes the
pixel-wise continuous components, A is the matrix of the
amplitudes, f0 is the common fundamental frequency, Ts is the
video sampling period, n is the frame index, Φ is the matrix
of the initial phases, {W [n]} are matrices of independent and
identical distributed (i.i.d.) zero-mean Gaussian noise samples.
In (4) and the following equations, the cos (·) operator and the
addition of a scalar to a vector or matrix are applied element-
wise. The vectorized version of equation (4), according to (1),
is given by

x[n] = b + a cos (2πf0nTs + φ) + w[n] (5)

where the definition (1) is applied to the matrices X[n], B, A,
Φ and W[n].

Given this multidimensional model, the aim is to efficiently
extract periodic features, such as the fundamental frequency
f0 and the amplitudes A, which are useful to check the
presence/absence of periodicity (or measure its repetition pe-
riod) and identify the position of periodic variations in the
video, respectively. In order to achieve the estimation of these
parameters, it will be shown that the application of the ML
approach to the model (5) is a reliable solution.
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It can be noticed that extensions to a full RGB video,
considered analyzing jointly the three color channels or mul-
tiple camera sensors, can be an application example of this
approach, as shown in [6].

C. Generalized Maximum Likelihood Estimation

The approach consists of a generalized version of ML
estimation applied to multidimensional signals. The param-
eters to be estimated are: the fundamental frequency f0,
the relative local amplitudes a and possibly the phases φ.
These parameters can be collected in a vector θ = [a, f0,φ].
Following standard methods in [5], the likelihood function to
be minimized in order to obtain the ML estimate θ̂ is

J (θ) =

M1M2−1∑
p=0

N−1∑
n=0

[
x[p, n]

− a[p] cos (2πf0nTs + φ[p])
]2 (6)

where NTs is a suitable observation window and x[p, n]
represents the observed video signal in the p-th position at
discrete time nTs.

The ML estimation of the parameters of interest is now
derived, following proper steps similar to the ones in [5], [7].
Using trigonometric identities in (6), it is possible to obtain

J (θ) =

M1M2−1∑
p=0

N−1∑
n=0

[
x[p, n]− α[p] cos (2πf0nTs)

− β[p] sin (2πf0nTs)
]2 (7)

where α[p] = a[p] cos(φ[p]) and β[p] = −a[p] sin(φ[p]).
As a[p] and φ[p] are strictly related with α[p] and β[p], it
is possible to substitute the vector parameter θ with θ′ =
[α,β, f0]. By properly combining the variables in the temporal
dimension, it is possible to obtain a simplified version of the
likelihood function:

J
(
θ′
)

=

M1M2−1∑
p=0

(x̃[p]− α[p]c− β[p]s)
T

· (x̃[p]− α[p]c− β[p]s) (8)

=

M1M2−1∑
p=0

(x̃[p]−Hγ[p])
T

(x̃[p]−Hγ[p]) (9)

where

c =
[
1 cos(2πf0Ts) . . . cos(2πf0(N − 1)Ts)

]T
s =

[
0 sin(2πf0Ts) . . . sin(2πf0(N − 1)Ts)

]T
are vectors of size N × 1 associated with the cosine and sine
components over time. In (9), the parameters α[p] and β[p]
and the vectors c and s are grouped by defining: γ[p] =
[α[p] β[p]]T, with size 2 × 1, and the matrix H = [c s], with
size N × 2.

A formulation in terms of a simple linear model [5], [8],
can be obtained using a suitable notation which groups the

involved vectors and matrices as

x̄ =
[
x̃[0]T x̃[1]T · · · x̃[M1M2 − 1]T

]T
,

Z =


H 0 · · · 0
0 H · · · 0
...

...
. . .

...
0 0 · · · H

 and

d =
[
γ[0]T γ[1]T . . . γ[M1M2 − 1]T

]T
where x̄, Z and d have size N(M1M2) × 1, N(M1M2) ×
2M1M2 and 2M1M2 × 1, respectively. Equation in (9) can
now be expressed in the form

J
(
θ′
)

= (x̄− Zd)
T

(x̄− Zd) . (10)

Following the classical theory of estimation for multiple
parameters in linear models [5], the function (10) can be
minimized over d for

d̂ =
(
ZTZ

)−1
ZTx̄ (11)

so that its minimum with respect to d is

J (f0) =
(
x̄− Zd̂

)T (
x̄− Zd̂

)
= x̄T

(
I− Z

(
ZTZ

)−1
ZT
)

x̄ (12)

where I is the identity matrix, d̂ in (11) has been used and
the dependence of J(·) on the remaining variable f0 has
been emphasized. This optimization is effective for d, which
includes only information relative to the amplitudes a and
the phases φ; in order to obtain the estimation of f0, the
last equation has to be minimized over f0 or, equivalently,
maximized over the term

x̄TZ
(
ZTZ

)−1
ZTx̄. (13)

After the maximization of (13), the estimation of the parame-
ters in θ̂′ is obtained, from which the parameters a, f0 and φ
can be computed.

A proper approximation and simplification of the matrix
Z
(
ZTZ

)−1
ZT can lead to an approximate ML estimator.

Following [5], [7], [9], the ML estimator of the frequency f0
can be obtained by maximizing the periodogram I[k] over the
overall p positions. More precisely, this can be obtained as

f̂0 =
fs
N

arg max
kmin≤k≤kmax

I [k] (14)

where, assuming regular periodicity, the arg max search is
limited to the discretized frequencies set [kmin; kmax], related
to the real frequencies fmin = kmin

N fs and fmax = kmax
N fs, and

the periodogram is defined as

I [k] =
2

N

M1M2−1∑
p=0

∣∣∣∣∣
N−1∑
n=0

x [p, n] e−j2π
k
N n

∣∣∣∣∣
2

. (15)

This simplified estimator is approximately ML if the real
frequency f0 is not close to 0 or fs/2, only.
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Figure 2. Example of periodicity analysis for the video of a pendulum. In (a) the intensity variations on the reference pixel and (b) the estimation of vec−1(a)
i.e., the amplitudes at the position of the various pixel.

III. APPLICATIONS

In this section, the performance of the ML approach
is discussed, showing its effectiveness in the extraction of
periodic features. In particular, we discuss the importance of
estimating the fundamental frequency f0 in the framed image
variations and the capability of localizing them inside the
frame by the estimation of local amplitudes a. The first feature
is attractive, because it may be very useful in several tasks that
involve the monitoring of some events or movements related
to a periodic variation. The second one is equally important,
since the localization of such variations may be a key feature
to increase computational efficiency in some applications or
video signal analysis for surveillance purposes.

In order to show the efficiency and the simplicity of the ML
approach, three examples in different scenarios are reported,
describing the capabilities of the approach and focusing on
its properties in each application. Specifically, the examined
scenarios are related to:

1) analysis of physical oscillations
2) analysis on movements of athletes and people doing

gymnastic activity
3) monitoring of vital signs in animals and humans.

A. Physical Oscillations
As a first application example, we analyze the periodicity

of the oscillations of a physical pendulum captured by a still
camera positioned in front of the pivot. This example demon-
strates the effectiveness of ML estimation on multidimensional
signals.

The recorded video sample, where few frames were prelim-
inarily depicted in Figure 1, shows an oscillating plank, with
the pivot hooked on a border of a desk. Selecting a proper
reference pixel, it is possible to show the intensity variations
over time connected with the periodic passage of the pendulum
on the involved pixel.

In Figure 2(a), these variations over the time dimension
of the multidimensional signal are displayed: the peaks inside
the signal correspond to the passage of the white pendulum
on the reference position, which has higher intensity values
than the dark background. By measuring the distance between
the peaks, it is possible to estimate the average rate of the
oscillation: by inspection of the signal in Figure 2(a), an
average oscillation time of T̄0 = 1.27 Hz can be obtained,
corresponding to a fundamental frequency f0 = 0.787 Hz:
this value is used as reference and can be compared with the

estimate extracted by the video estimation system. Applying
the approximate ML approach (14) on the considered sample
video, a frequency f̂0 = 0.77 Hz is estimated, with a relative
estimation error equal to 2.16%.

The influence of the periodicity on every pixel is computed
by the estimation of â. Using (11), the amplitudes are obtained
and shown in Figure 2(b), where the results are shown as an
image with size equal to that of original video frames. It can be
noticed that in the area directly below the pivot the estimated
amplitudes have lower values: this effect is due to the fact that
in this area the pixel intensities are stressed by variations with
a rate doubled with respect to the fundamental one. Differently,
the areas on the left and right of the axes of the pivot are mainly
affected by the fundamental periodicity: therefore, the intensity
of the estimated amplitude is higher. It is remarked that the
estimated amplitudes are reported in a logarithmic scale, with
the purpose to enhance and make more visible the difference
between the various areas.

B. Athlete Monitoring
As a first realistic application example, the scenario of

monitoring of physical activity made by people or athletes
is presented. In fact, many physical exercises involve periodic
movements or repetition of a single gesture: examples of these
movements are given by weight-lifting, sit-ups and stretches.
These repetitive movements are expected to involve specific
body parts without a global motion of the gymnast, as they
are performed on a fixed position.

To show the effectiveness of the ML approach in this
environment, we consider a video sample of a man doing a
series of push-ups. The duration of the video sample is about
26 s, it is recorded with a frame rate fs = 30 Hz and has a
frame size of 516× 216 pixels. By visual inspection, the man
was able to do about 19 push-ups during the whole video,
with an approximate average frequency of f̄0 = 0.73 Hz. In
Figure 3(a), a sample frame of the considered video is shown.

Initially, the analysis of the local amplitudes is clarified:
after an estimate by video processing of the fundamental
frequency with an average push-up rate of f̂0 = 0.725 Hz, the
parameter vec−1(â) is computed and shown in Figure 3(b). As
in the example of the pendulum described in Subsection III-A,
pixels with higher value are those mainly affected by the peri-
odic motion of the push-ups. On the other side, the background
has lower intensity value, since pixel variations are modified
only by random motion on the scene or noise. In Figure 3(b),
the estimated amplitudes are reported in logarithmic scale. It
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(a)

(b)

Figure 3. Example of athlete monitoring: (a) sample frame of a man doing
push-ups and (b) amplitude estimation for f̂0 = 0.725 Hz.

is clear that this analysis can be used to localize the periodic
motion and, as an example, create a mask for further video
processing algorithms.

Afterwards, a deeper analysis of the fundamental frequency
estimation is performed. The repetition times of the athlete
doing push-ups were measured by the use of a stopwatch and
computing a curve fitting of the evolution of the push-up rates
over time. The video was analyzed with temporal windows of
NTs = 10 s and an overlapping parameter of 90%, obtaining
an estimation of the fundamental frequency for every second.
In Figure 4, the stopwatch reference compared with the rates
estimated by applying the ML approach proposed in Section II
is shown; the quality of the estimation is clear, exhibiting also
a pattern similar to that of the original rates.

As further evidence of the effectiveness of the proposed
approach in the estimation of the periodic features of the
video signal, the error on the estimation of f0 is also reported.
Considering the results shown in Figure 4, a Root Mean
Squared Error (RMSE) of 0.0128 Hz is obtained, which,
normalized to the average value of the reference, gives an
average relative error of 1.8%.

C. Monitoring of Vital Signs

As last example of the reliability of the ML approach for
periodic feature extraction, an application in the biomedical
scenario is proposed. In particular, monitoring of vital signs is
a key tool to asses the health condition of a patient. Recent
studies [9]–[13] report that some of the vital signs, such as
hearth and respiratory rates, can be evaluated by contactless
systems employing video cameras and multidimensional signal
processing. Among vitals signs, the Respiratory Rate (RR)
plays a very important role as indicator of the health of a
patient. It is now demonstrated that the proposed ML approach
can be used for both tasks of estimating the RR of a framed
patient and localizing the areas mainly affected by respiratory
movements. This last feature may be very useful in order to
reduce computational complexity of video processing-based

Figure 4. Performance evaluation in the estimation of the fundamental
frequency f0, related to the push-up rate of an athlete.

algorithms by localizing Regions of Interests (ROI), as shown
in [9].

A first test is performed on monitoring the respiration of
a sleeping cat. The animal was completely still and breathing
with a constant RR f0 ∈ [0.28, 0.35] Hz, obtained by a chrono-
graph. The RR reference measurements were obtained by live
inspection during video recording by careful observation of
the animal. These measurements can be easily converted to
breaths per minute (bpm) if desired. In Figure 5(a), a sample
frame of the video sequence is shown: the video signal has a
total duration of 1 min and 13 s with a sampling rate of 15 Hz
and a camera resolution of 320× 240 pixels.

In Figure 5(b), the likelihood function J(f0) used for
the estimation of the fundamental frequency is shown. The
periodicity related to breathing movements obtained by pro-
cessing the variation of pixel intensity is clear. Taking the
arg max of the likelihood function, the frequency f̂0 = 0.3 Hz
can be estimated, according to the frequency range used as
reference. As discussed in Section II, after the estimation of
the fundamental frequency, the parameter vec−1(â) can be
computed. In Figure 6, the estimated pixel-wise amplitudes
are shown. Higher values are obtained in the pixel positions
mainly involved in breathing movements that are near the chest
and the abdomen of the cat. By selecting this area as a possible
ROI, it is feasible to develop algorithms that are robust against
possible large random movements [9], excluding other areas
that are involved in useless movements or random noise.

As a last test, relying on the work presented in [9], the
estimation of the RR on a real newborn patient and the
localization of breathing areas are performed. The video was
recorded in the University Hospital of Parma, by video cameras
with resolution of 720 × 576 and sampling rate fs = 25 Hz,
with an overall duration of 3 min and 3 s. As in the push-up
example, the RR is here estimated over time and compared
with the pneumographic reference, the gold-standard system
for monitoring of respiration mainly used by clinicians. Using
windows of analysis of length NTs = 20 s and an overlapping
parameter of 90% (i.e., with RR estimation obtained every
2 s), the comparison between the reference and the estimation
by video processing is depicted in Figure 7. Excluding the
first five windows, where the algorithm has startup issues, the
correspondence of the estimated RRs with the pneumographic
ones is very good.

As described in Subsection III-B, also for this example a
thorough analysis is performed, reporting the RMSE and the
average relative estimation error on the RR. A RMSE equal to
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(a) (b)

f 0

Figure 5. Monitoring of a sleeping cat: (a) frame sample from the video recording and (b) the likelihood function J(f0) for the estimation of the RR.

Figure 6. Estimated amplitudes for the video example of a sleeping cat:
maximum values of vec−1(a) can be noticed near the chest of the animal.

Figure 7. Estimation of the RR in monitoring of a newborn: comparison of
the estimation from video signals and the pneumographic device.

0.051 Hz is obtained with an average relative error of 7.5% An
in-depth analysis on the performance for RR estimation of the
technique introduced in Section II is beyond the scope of this
paper. The interested reader is referred to [9]. Nonetheless, the
presented results highlight the usefulness of the ML approach
applied to multidimensional video signals for the extraction of
periodic features.

IV. CONCLUSION

In this paper, we proposed a method for the extraction
of periodic features in video signals. Under the assumptions
of still camera and that the framed subject is not affected
by translation or superposed motion, we introduced a model
of periodicity in multidimensional signals; then, we applied
the ML criterion for the estimation of the periodic features
of interest. Finally, we demonstrated the effectiveness of

this approach, showing three different application examples:
monitoring of physical oscillations, athlete movements and
vital signs. The advantage in the localization of periodic
variations and estimation of the fundamental frequency has
been demonstrated by comparing the obtained results with
suitable reference values.
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