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SECURWARE 2023

Forward

The Seventeenth International Conference on Emerging Security Information, Systems and
Technologies (SECURWARE 2023), held on September 25-29, 2023, continued a series of events covering
related topics on theory and practice on security, cryptography, secure protocols, trust, privacy,
confidentiality, vulnerability, intrusion detection and other areas related to low enforcement, security
data mining, malware models, etc.

Security, defined for ensuring protected communication among terminals and user applications
across public and private networks, is the core for guaranteeing confidentiality, privacy, and data
protection. Security affects business and individuals, raises the business risk, and requires a corporate
and individual culture. In the open business space offered by Internet, it is a need to improve defenses
against hackers, disgruntled employees, and commercial rivals. There is a required balance between the
effort and resources spent on security versus security achievements. Some vulnerability can be
addressed using the rule of 80:20, meaning 80% of the vulnerabilities can be addressed for 20% of the
costs. Other technical aspects are related to the communication speed versus complex and time
consuming cryptography/security mechanisms and protocols.

Digital Ecosystem is defined as an open decentralized information infrastructure where different
networked agents, such as enterprises (especially SMEs), intermediate actors, public bodies and end
users, cooperate and compete enabling the creation of new complex structures. In digital ecosystems,
the actors, their products and services can be seen as different organisms and species that are able to
evolve and adapt dynamically to changing market conditions.

Digital Ecosystems lie at the intersection between different disciplines and fields: industry, business,
social sciences, biology, and cutting edge ICT and its application driven research. They are supported by
several underlying technologies such as semantic web and ontology-based knowledge sharing, self-
organizing intelligent agents, peer-to-peer overlay networks, web services-based information platforms,
and recommender systems.

To enable safe digital ecosystem functioning, security and trust mechanisms become essential
components across all the technological layers. The aim is to bring together multidisciplinary research
that ranges from technical aspects to socio-economic models.

We take here the opportunity to warmly thank all the members of the SECURWARE 2023 technical
program committee, as well as all the reviewers. The creation of such a high quality conference program
would not have been possible without their involvement. We also kindly thank all the authors who
dedicated much of their time and effort to contribute to SECURWARE 2023. We truly believe that,
thanks to all these efforts, the final conference program consisted of top quality contributions.

We also thank the members of the SECURWARE 2023 organizing committee for their help in
handling the logistics and for their work that made this professional meeting a success.

We hope that SECURWARE 2023 was a successful international forum for the exchange of ideas and
results between academia and industry and to promote further progress in the area of security
information, systems and technologies. We also hope that Porto provided a pleasant environment
during the conference and everyone saved some time to enjoy the historic charm of the city.
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Abstract— The paper explores the trade-off between security and 

workload when enforcing fine-grained access control in Cyber 

Physical Systems network. The paper describes a novel approach 

to select the access control granularity based on dynamic 

environment conditions by distributing a part of fine-grained 

application-level policy on a network-level access controller to 

reduce the workload while ensuring security. Under the desk 

evaluation, we achieved a workload reduction of over 90% 

compared to the input policy, with a granularity degrade of just 

15%. Although, some mis-control due to denying essential 

requests can be observed in the distribution-based approach, the 

presented algorithms are conceptualized to minimize it.  The 

preliminary experimental results show promising improvement 

in the access control system performance when employing this 

approach. 

Keywords- Cyber physical systems; zero trust; fine-grained; 

workload; distributed access control. 

I.  INTRODUCTION 

Beyond 5G / 6G network has highly enabled the 

integration of physical systems with the cyber world in the 

form of Cyber Physical Systems (CPS) [1], whose 

applications range from smart manufacturing, healthcare, 

power grids, Internet of vehicles, smart homes and so on [2]. 

Because they are deployed in critical infrastructures, the 

security of such systems has become ever important. The 

heterogeneity of the devices utilized in the CPS is one of the 

fundamental issues in CPS security. Many sensors, and 

actuators used are constrained IOT devices, on which 

deploying security functions is a challenge [3]. As CPS 

integrates many such hardware, along with software used for 

monitoring and control, etc., every site in CPS network 

functions as an entry point for malware to intrude into 

organization’s network [2]. 

Traditional network-perimeter based defense model has 

become obsolete in the dynamic CPS network due to (1) 

failure to prevent lateral movement inside the network 

perimeter as everything inside the perimeter is trusted [4], (2) 

emergence of cloud services which blur the perimeter 

boundary by extending the enterprise resource access through 

third party servers [5]. With cloud services ever evolving, 

achieving practical security is impossible using perimeter-

based defense techniques.  Zero Trust (ZT) is the term for an 

evolving set of cybersecurity paradigms that move defenses 

from static, network-based perimeters to focus on users, assets, 

and resources [6]. Access control mechanisms utilizing the ZT 

principles assume that threats exist everywhere, and no user or 

device is trusted solely based on its physical or network 

location. The ZT-based access control continuously performs 

authentication and authorization to ensure only the authorized 

entity is permitted to access protected resource(s), adapting to 

the principle of least privilege to prevent lateral movement. 

However, to achieve this effectively, it requires fine-grained 

access control for authorization, where access rules are 

defined for individual users, devices, resources, applications, 

and so on. An example is Attribute Based Access Control 

(ABAC) [7], enforced with mechanisms such as Attribute-

Based Encryption (ABE) [8] and with Application-level 

access policy designed for secure access to resources, when 

the access risk is associated with attributes such as “device 

ID”, “resource ID”, “resource confidentiality”, “device 

behavior”, “user-behavior”, and so on. The application-level 

access policy utilizes the influence of these attributes to decide 

access decision, and such decisions are performed at 

application-level access controllers which define the fine-

grained authorization rules from the application-level policy. 

The fine-granularity contributes to the large workload of 

access control mechanism in terms of increased storage of 

enforceable rules, large computation cost of ABE, higher 

processing load on the access controller, etc. [9][10][11]. 

These drawbacks may result in latency in enforcing access 

decisions and can be a possible target for Distributed Denial of 

Service attacks (DDOS), hindering enterprise operations [12].  

Implementing coarse-grained access control such as 

network-level access control that defines authorization rules 

using the network attributes such as “source IP”, “destination 

IP”, etc. reduces the access control workload by defining a 

single access rule for many devices and resources contained 

within the same IP address. But due to its coarseness, it fails in 

achieving least privilege security, thereby implying that a 

trade-off exists between the security and workload when 

subjected to the granularity of access control policies. Our 

approach implements a distributed access control mechanism 

which distributes the access control decisions on sequentially 

implemented access controllers: network-level access 

controllers that utilize coarse-grained access policies and 

application-level access controllers that deal with fine-grained 

application-level policies. With this, we aim to achieve both 

high security and low workload to overcome the existing issue. 

The rest of the paper is organized as follows: Section II 

1Copyright (c) IARIA, 2023.     ISBN:  978-1-68558-092-6

SECURWARE 2023 : The Seventeenth International Conference on Emerging Security Information, Systems and Technologies

                           13 / 109



presents the related study, Section III presents the approach to 

solve the problem, Section IV describes the methodology for 

the approach. The experimentation and results are described in 

Section V, while Section VI presents the discussion of our 

work. Finally, we conclude our work in Section VII. 

II. RELATED STUDY 

The security and workload trade-off exists because the 
implementation of traditional ZT-based access control in the 
existing literature is static in terms of access granularity, i.e., it 
either implements coarse-grained network-level access control 
[13] or fine-grained application-level access control [14]. For 
instance, [13] embeds authentication tokens inside TCP 
packets and first-packet authentication, therefore, enforcing ZT 
principles with static rules and coarse-grained network-level 
access control, while [14] only considers Attribute Based 
Access Control (ABAC) rules to be enforced at the Policy 
Enforcement Point (PEP) resulting in high workload. Such 
static approaches to implement ZT-based access control do not 
result in optimal performance with respect to the workload-
security trade-off.  

To reduce the workload of application-level policies, 
existing methods [15][16] focused on controlling the access at 
network devices such as firewall, based on application-
awareness. In [15], the access granularity of the firewall is 
changed from coarse-grained packet filtering to a finer-grained 
stateful TCP or application-level deep packet inspection, 
depending on the application security requirements and static 
access control policies. In [16], an application-aware network 
access control for IOT services is proposed based on SDN 
using mandatory access control (MAC). While they simplify 
access management of fine-grained access control, they fail to 
recognize the access risks from the heterogenous devices as 
well the dynamically changing environment conditions. This 
may lead to malware infection caused by wrong choice of 
access granularity by only considering application awareness. 
[17] proposed a policy-based dynamic network access control 
by utilizing the real-time feedback from network devices and 
application servers. However, it is proposed as a conceptual 
framework only. Several multi-layer access control methods 
are also provided to enhance security. In [12], the authors 
proposed cooperation of PEP among network-level and 
application-level services in the same or remote domains to 
facilitate defense in depth. However, the solution relies heavily 
on static application-level policies. In [18], a dual layer ZT 
architecture is proposed where the policy evaluates user’s 5G 
network layer behavior and industry application layer behavior. 
In [19] a multi-layer authorization framework of Apache 
Hadoop is discussed which covers a range of services. Both of 
them do not consider the workload and scalability aspect.  

In a dynamic environment such as CPS, the deployed 
access control method should be aware of the changing 
attributes of both the access subject as well as resources, and 
adaptively respond by enforcing access control rules with 
choosing appropriate granularity. For instance, enforcing 
network-level access control when the risk is related to the 
changing network attributes, such as suspicious activities from 
a source IP address, and on the other hand, enforcing 
application-layer access control when the risk is related to the 
changing attributes of user or device behavior, etc. We propose 

a novel approach of access granularity selection based on 
analyzing the dynamic environment. 

III. APPROACH 

We argue that the optimal performance is achieved when 

the security and workloads are balanced by the access control 

system towards overall business growth by facilitating access 

continuity. We propose that dynamic selection of access 

control granularity promises to achieve this balance. A 

schematic comparison of the existing work [15] and our 

approach is shown in Figure 1. Due to the fact that the existing 

work does not take into account for dynamically changing 

behaviors of access subjects, such as users and (IOT) devices, 

it would always choose coarse-grained packet filtering for 

non-confidential resource as shown in Figure 1, which may 

result in malicious device taking control over the resource. On 

the other hand, it would always choose fine-grained deep 

inspection to protect sensitive resources, even for trusted 

devices, which requires large workload and induce latency in 

the access. 

Our approach lies in dynamically distributing the (fine-

grained) application-level access control towards (coarse-

grained) network-level access control. Our algorithm 

dynamically decides which policies are safe to be distributed 

towards network-level access control for the intention of 

reducing the workload while not compromising the security. 

On a high level, we utilize an application-level access policy 

which intends to be enforced at the application-level access 

controller in the traditional methods, and distribute it into two 

sets of policies, the coarse-grained policy enforced at the 

network-level access controller and the remaining subset of 

the application-level policies enforced at the application-level 

access controller as shown in Figure 1.  

Figure 1. Comparison between (a) existing method and (b) our approach. 

 

We take advantages of the following three properties as 

long as it doesn’t compromise security; 1) Network-level 

access control requires lower processing load compared to 

application-level, 2) A network-level access controller 

deployed in front of an application-level access controller cuts 

off access requests, 3) The size of network-level access policy 

is smaller than that of application-level policy if they represent 
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same access decision rules. In this way, the network-level 

access control reduces both the workload (as the application-

level access controller only controls access to the requests 

which are passed on by the network-level access controller), 

as well as cuts of malicious access and attacks such as DDOS 

early on, securing the network against unnecessary bandwidth 

consumption. 

IV. METHODOLOGY 

We describe the methodology to our approach in this 
section. Assuming an existing application-level policy, the 
objective of our distributed access control is to reduce the 
workload and operation cost of directly enforcing the 
application-level access control policy. Instead, we distribute 
and enforce it on both network-level and application-level 
access controller. A trivial solution is to enforce the whole 
policy as a network-level policy to achieve least workload. 
However, it has a problem. In a CPS network, many devices 
may share a common IP address. Assume that for accessing 
certain resource, one device belonging to a certain IP have 
“allow” decision in the application-level policy, meanwhile 
another device have “deny” decision. If the devices share same 
IP address (and same destination port number), those two 
devices will be assigned the same decision under the network-
level access control. Hence, one of them would be mis-
controlled by the decision due to policy differences. Our 
algorithm evaluates the mis-control rate and decides if some 
parts of the application-level policy can be distributed and 
enforced at the network-level access control. Because network-
level access controller can deal with (coarse-grained) network-
level policy only, we use the aggregation approach where the 
decisions controlling access of all devices from a source IP 
address to all the resources in the destination IP address can be 
aggregated into a single coarse-grained network-level policy 
enforceable at the network access controller as shown in Figure 
2.  

Figure 2. Distribution of application-level access control policies. 

 
Algorithm. In this study, we utilized a manually defined 

application-level policy (such as ABAC) as the input. We 
assume that the application-level access policy accurately 

determines the authorization decisions based on the dynamic 
environment. For distribution algorithm to work, the policy 
must be defined in an enforceable form. We picked the Access 
Control List (ACL) [20] format for the enforceable policies. 
The application-level policy (ABAC) is first converted to 
Application-level ACL before distribution as shown in Figure 
2. The distribution algorithm is described in Algorithm 1.  

 
Pseudo-code of distribution of access control policies 

Input: Application-level policy F = list (Device ID, Resource ID, Operation, 

Decision) 

1. DO 

2.  Create all pairs: p = (source IP, destination IP) ∈ P 

3.  Create dictionaries: nw_acl (Network-level ACL), app_acl (Application-

level ACL), D (decision), SubP (sub-Policy) with keys p for each p∈ P 

4.  Initialize ‘allow count’ D[p][ac] = 0 and ‘deny count’ D[p][dc] = 0 for 

each p∈ P 

5.  FOR each e = (Device ID, Resource ID, Decision) in F 

6.   Find p for (Device ID, Resource ID) ∈ e 

7.   If Decision == ‘allow’ 

8.    D[p][ac] <- D[p][ac] + 1 

9.   If Decision == ‘deny’ 

10.    D[p][dc] <- D[p][dc] + 1 

11.    SubP[p] <- append (e) 

12. END FOR 

13. FOR each p∈ P 

14.  Apply policy aggregation 

15. END FOR 

16. RETURN (nw_acl, app_acl) 

 

Policy aggregation 
1.  Calculate allow rate AR = (ac) / (ac + dc) 

2.  IF AR > threshold 

3.   nw_acl[p] <- {action} = ‘allow’ 

4.   app_acl[p] <- SubP[p] 

5.  ELSE 

6.   nw_acl[p] <- {action} = ‘deny’ 

7.  END FOR 
Algorithm 1. Distribution of application-level policy. 

 
The input application-level policy F is defined in an ACL 

format with attributes ‘Device ID’, ‘Resource ID’, ‘Operation’ 
(such as ‘read’, ‘write’ operations, etc.) and the action decision 
(such as ‘allow’ or ‘deny’). The algorithm defines the output 
network-level ACL ‘nw_acl’ with attributes ‘source IP’, 
‘destination IP’, and action decision (‘allow’ or ‘deny’) and the 
output application-level ACL ‘app_acl’ defined with same 
attributes as F. The aggregation approach uses the attributes of 
the network-level ACL, i.e., source IP, destination IP (if the 
IP-level access control is enforced). The algorithm proceeds as 
follows: for each access pattern in F, it finds the pair p = 
(source IP, destination IP) associated with the pair (device ID, 
resource ID) using the associated binding between device ID, 
resource ID and their attributes. Then, for each pair p 
controlled by the network-level access controller, the 
aggregation algorithm evaluates the ‘allow count’ ac and the 
‘deny count’ dc by calculating the total number of ‘allowed’ 
and ‘denied’ access patterns respectively. The decision 

dictionary D stores this value for each p∈P, where P is the set 

of all pairs (source IP, destination IP). All the access patterns 
for each (device ID, resource ID) associated with the pair p are 
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stored as sub-policies of p in the dictionary SubP. The policy 
aggregation algorithm calculates the ‘allow rate’ AR of access 
decisions for all the pairs (device ID, resource ID) belonging to 
p. The allow rate is compared against a set threshold. If the 
‘allow rate’ is greater or less than the set threshold, the 
network-level acl nw_acl for each p is set to “allow” or “deny” 
respectively. The policy aggregation operation is shown in 
algorithm 1. For each “allow” decision in the network-level 
ACL, an application-level ACL app_acl is distributed towards 
the application-level access controller (by appending sub-
Policy SubP to app_acl). This ensures only legitimate access is 
permitted to access the resources (at the application-level) 
while the rest is denied. The value of set threshold depends on 
how strict one wants to set the access control for network 
access control. Higher the threshold, stricter becomes the 
network access control. However, denying access at network-
level access control may cause limitations, which along with a 
conceptual solution is discussed in Section VI. 

V. EXPERIMENT AND EVALUATION 

We performed a desk evaluation in Python to show the 

effectiveness of our approach. We assume that many devices 

are assigned a common IP address, e.g., through Network 

Address Translation (NAT). Likewise, many resources are 

contained in a single server that has a certain IP address. Our 

experiment considers two source IP addresses. The number of 

devices is increased from 10 to 100 in a succession of 10 

devices. Similarly, at destination, two resource servers, each 

assigned with a unique destination IP address and contain 5 

resources each. Any device can request any resource and the 

access is controlled in a similar fashion as Figure 1(b) with 

two controllers: Network-level access controller and 

Application-level access controller. In our first evaluation, we 

considered the effect of applying policy distribution on the 

size of the ACL (number of entries in ACL). We created the 

input application-level ACL with ‘allow’ probability of approx. 

40% (from the ABAC policy). The distribution algorithm 

distributes this ACL into network-level and remaining set of 

application-level ACL enforced at network-level access 

controller and application-level access controller respectively. 

Figure 3 shows the ACL size comparison before and after 

applying policy distribution.  

Figure 3. Comparison of the size of the policy before and after distribution. 
 

It can be observed that with the increase in the number of 

devices, the difference between the size of the input and 

distributed application-level ACL is increased. This is due to 

the presence of network-level access controller which cuts the 

access before reaching application-level access controller. As 

the ACL is a list of sequentially arranged filters or commands, 

the throughput is inversely proportional to the size of the ACL 

[21]. The increase in the difference between the application-

level ACL size suggests that the throughput for the distributed 

application-level ACL will be higher compared to the original 

application-level ACL, indicating latency reduction. 

Figure 4. Comparison of the average workload on each controller before and 

after distribution algorithm. 

 
TABLE I. PERFORMANCE COMPARISION BETWEEN ORIGINAL AND 

DISTRIBUTED ACL. 

Metric Original 

Application-level 

ACL 

Network-

level ACL 

Proposed 

method 

Access workload (100%) 1% 7% 

Access granularity (100%) 38% 85% 

 
We compare the security and workload trade-off of our 

proposed method through two metrics: average access 
workload and access granularity. The average access 
workload is described here, as the average time to process all 
the access requests on the given access controller at an instance, 
and it is approximated as the product of the size of the ACL 
used by the controller and the number of access requests falling 
on it [22]. For this, we artificially created 100 access requests 
patterns in the format (‘device ID, ‘resource ID’, ‘operation’) 
for every device and resource pair. Figure 4 shows the 
comparison of access workload (defined in arbitrary units) 
between input policy and distributed policies. Without the 
distribution algorithm in place, all the access requests will be 
managed by the application-level access controller. As the 
number of access requests increase with the increase in number 
of devices, the access workload on the application-level access 
controller will keep on increasing. However, when the 
distribution is applied, the access workload will be divided 
among both the network-level as well as the application-level 
access controllers. This, together with smaller ACL size after 
distribution will result in significant workload reduction after 
distribution relative to input application-level ACL as shown in 
Figure 4. For the case of 100 devices, relative to the access 
workload at original application-level ACL (taken as 100%), 
the total access workload (network-level ACL + application-
level ACL) after distribution is only around 7%, which is 

 

 

4Copyright (c) IARIA, 2023.     ISBN:  978-1-68558-092-6

SECURWARE 2023 : The Seventeenth International Conference on Emerging Security Information, Systems and Technologies

                           16 / 109



comparable to simply implementing only network-level ACL 
as shown in Table 1. 

To evaluate the impact on security after distribution, we 

utilized access granularity metric. We measure the access 

granularity of a given ACL as the fraction of all access 

decisions enforced by the ACL which match the input 

application-level ACL, given the same access patterns. We 

assume that the input application-level ACL is carefully 

constructed to provide accurate access decisions with fine 

granularity. Therefore, any access deviations from the input 

application-level ACL will result in degrade of access 

granularity, and thus a degrade in security, as the new access 

decisions enforced by the access controllers after the policy 

distribution would not be correct. If we only use network-level 

ACL for access control, then in case of 100 devices, as 

expected, the access granularity of a network-level ACL is 

only 38% relative to the input application-level ACL. 

However, our proposed method achieves access granularity of 

85%, significantly greater than the network-level ACL. Our 

method thus, suggests greater reduction in access control 

workload of application-level ACL by distributing the 

workload among the network-level and application-level 

access controllers without degrading the satisfaction of 

security requirements. 

VI. DISCUSSION 

In our method, the ACLs are dynamically distributed. 
Meaning, once the environmental conditions are changed, i.e., 
the attribute values belonging to the subject, resource or 
context change, or when new device join, etc., new ACL rules 
are distributed, and the previous ones are revoked (by any 
internal mechanism inside the controllers). The ACL enforced 
by our distributed mechanism sharply reduce the access control 
workload of application-level access controller by transferring 
many of the application-level policies from application-level 
access controller to the network-level access controller, which 
controls the access with low processing load. The access 
requests which are decided to be “denied” on the network-
level access controller are dropped, and thus cannot reach the 
application-level access controller. Therefore, those requests 
results in no workload at the application-level access controller. 
Such distribution also reduces the size of the application-level 
ACL which now contains access rules corresponding to only 
those patterns which are decided to be ‘allowed’ by the 
network-level access controller. As we increase the number of 
devices, more and more access requests are controlled on the 
network-level access controller, resulting in significant 
reduction of workload relative to the input application-level 
ACL. This is particularly useful in CPS, which contain large 
number of connected devices accessing data for real-time 
applications. A large access workload on the application-level 
access controller may induce latency in the access decisions, 
thus degrading the application’s performance. By employing 
the distributed control approach, therefore enables to realize 
the real-time access. Our approach also enhances security, in 
terms of early rejection of malicious activities. With only using 
application-level ACL, every request reaches the application-
level access controller, usually located close to a resource (such 
as implemented inside the resource server). This may allow an 

attacker to compromise availability by launching DDOS. 
Meanwhile, with our approach, such access requests can be 
rejected early-on by the network-level access controller, thus 
minimizing the risk of DDOS and congestion of enterprise 
bandwidth. This may also improve the CPS performance by 
allocating the saved bandwidth to mission-critical and other 
necessary services. Hence, the approach balances the security 
and workloads towards overall business growth. 

In our evaluation, the access granularity after policy 
distribution was around 15% less relative to the input ACL. 
Investigating further, we observed that our approach correctly 
mimicked the input application-level ACL in case of “DENY” 
decisions, but in some cases failed to mimic the “ALLOW” 
cases. It means that some access patterns got rejected on the 
network-level ACL but were originally allowed in the 
application-level ACL, resulting in additional mis-control and 
thus causing granularity degradation. The reason of this 
additional mis-control being that these access patterns belong 
to a (Source IP, Destination IP) pair which mainly contains 
access from devices which are intended to be rejected. As our 
aggregation approach uses a general network allow-rate based 
mechanism, in such cases, “DENY” decision would be 
enforced on the network-level access controller when the 
allow-rate is small. However, it is possible that in some cases, 
those access patterns which were mis-controlled on the 
network-access controller may represent critical workflow, 
such as emergency situations, or mission critical services, 
which should not be disrupted for maintaining business 
continuity. Stopping them may result in a loss of availability to 
those services and may degrade the reliability of the access 
control system. To overcome this, we conceptualize an 
algorithm which would intend to balance the workload, 
security along with the business requirements. Simplistically, 
to decide the access granularity, the algorithm would evaluate 
the negative business impacts caused by the general policy 
aggregation approach, and then utilize several algorithms or 
techniques to reduce this impact. It may select any one or more 
techniques depending on the use-case and dynamic 
environmental conditions.  

One example of such an algorithm is the use of attributes of 
application-level policy defined with attributes such as 
‘location’, ‘resource-confidentiality’, ‘access needs”, etc., as an 
additional method for policy aggregation. It utilizes the impact 
of these attributes on the access decision for a given access 
pattern. For instance, consider confidential resources such as 
employee personal details. If the access to such resources is 
mistakenly permitted (mis-controlled), then it causes a large 
impact of information leakage. On the other hand, resources 
such as server monitoring API-calls, diagnostics, updates, etc. 
are essential-workflow resources that have high access-needs 
for business continuity, and it would cause large impact on 
customer services and revenue, if the access to them is 
mistakenly denied (mis-controlled). Likewise, the mis-control 
impact (termed attribute impact) is estimated using access 
attributes, such as “resource-confidentiality” and “access-
needs’ respectively. The attribute-impact may dynamically 
decide access granularity between network-level and 
application-level access control. For instance, in case of large 
attribute impact, application-level access control can be chosen 
for fine-granularity. In the foresight, it is necessary to consider 
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which attributes lead to optimization between access 
granularity and workload. The implementation of such concept 
is left for future work. The evaluation performed in the current 
study assumes the input application-level ACL to be 100% 
accurate and the performance objective of the distributed 
policies is to mimic the original policy as close as possible with 
low access control workload. Thus, the current results are 
limited by the accuracy of the application-level ACL itself. As 
we obtained the accurate (input) ACL through a manually 
defined application-level ABAC policy, the evaluation of 
accuracy of the application-level ACL was out of the scope of 
this study. The current research fulfils the objective to show 
case a lightweight mechanism to achieve efficient fine-grained 
access control. The construction and evaluation of the 
improved method as well as the performance evaluation of the 
distributed ACLs in a real network scenario is a task for the 
future work. 

VII. CONCLUSION 

For optimal performance of any access control mechanism, 

balancing the security and access control workload is a key 

challenge which is explored in this research. We proposed a 

novel approach of achieving a lightweight fine-grained access 

control mechanism by distributing the application-level access 

control policy towards coarse-grained access controller to 

reduce the workload while not compromising the security. Our 

results show a significant reduction in the access workload 

compared to the input application-level ACL without 

degrading the security when evaluated on an artificially 

created desk evaluation. The study observed the occurrence of 

mis-control for the cases of essential access requests in the 

presented algorithm. The second improved method is 

conceptualized which intends to lower such mis-control 

occurred in the first method while balancing the workload. 

The results of our work show a promising direction towards 

innovative solutions for optimal performance in the field of 

efficient access control. 
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Abstract—Intrusion Detection Systems (IDS) are a proven
approach to secure networks. However, in a privately used
network, it is difficult for users without cybersecurity expertise
to understand IDS alerts, and to respond in time with adequate
measures. This puts the security of home networks, smart home
installations, home-office workers, etc. at risk, even if an IDS
is correctly installed and configured. In this work, we propose
ChatIDS, our approach to explain IDS alerts to non-experts
by using large language models. We evaluate the feasibility of
ChatIDS by using ChatGPT, and we identify open research issues
with the help of interdisciplinary experts in artificial intelligence.
Our results show that ChatIDS has the potential to increase
network security by proposing meaningful security measures
in an intuitive language from IDS alerts. Nevertheless, some
potential issues in areas such as trust, privacy, ethics, etc. need
to be resolved, before ChatIDS might be put into practice.

Index Terms—Intrusion Detection; ChatGPT; Networks

I. INTRODUCTION

In recent years, privately used networks have come into the
focus of cyberattacks. Reasons for this include the increased
use of home-office working models [1], a shift to private
areas during pandemics [2] or the proliferation of smart-home
devices [3]. Intrusion Detection Systems (IDS) are a well-
established approach to detect and fight cyberattacks [4], [5].
IDS scan the network and/or network appliances and send
alerts for suspicious network activity.

In industry, business and government, IDSs are an important
line of defense in the cybersecurity infrastructure. To this
end, these sectors employ well-trained cybersecurity experts
to configure, manage and maintain IDS, continuously improve
the IDS rule-set, distinguish false alarms from real attacks, and
design, prioritize and implement appropriate countermeasures.
It is feasible to pre-configure a network-based IDS for home
networks [6]. However, without a solid background in cyber-
security, it is difficult for a home user to interpret IDS alerts
such as ”MALWARE-CNC Harakit botnet traffic”,
distinguish false alerts from real attacks, and devise appropri-
ate and timely countermeasures. Static sets of explanations for
well-known cyberattacks [7] do not solve this problem.

In this paper, we describe our work in progress on ChatIDS,
our approach to let a large language model (LLM) – a
generative artificial intelligence approach – explain IDS alerts
and suggest countermeasures in an intuitive, non-technical

way to users without cybersecurity knowledge. ChatIDS sends
anonymized IDS alerts to a LLM, and allows the user to ask
questions if the generated texts are not yet understandable
enough. In particular, this paper makes four contributions:

• We specify the requirements for an approach that in-
creases the network security in privately used networks
by explaining the alerts of an IDS to a non-expert.

• We describe ChatIDS, our approach to let ChatGPT [8]
explain alerts from Snort [9], Suricata [10] and Zeek [11].
The explanations include cybersecurity measures and
hints on why/when the measures should be implemented.

• We evaluate the feasibility of this approach using a small
series of experiments with typical IDS alerts.

• To explore ChatIDS’ design space, we had interdis-
ciplinary AI experts put together issues that must be
researched, before ChatIDS can go into practice.

This paper is structured as follows: Section II introduces
related work. In Section III, we outline ChatIDS, our approach
to explain IDS messages to non-experts. Section IV describes
a number of experiments to prove feasibility, and Section V
contains open issues for interdisciplinary research.

II. RELATED WORK

In this section, we introduce related work on network
security approaches and generative AI models.

A. Network Security
Intrusion Detection Systems (IDS) monitor a system for

unauthorized or suspicious activity. IDS can be distinguished
by system type and detection type. The system type can be
host-based, to control a single device, or network-based to
control a network. Detection types can be anomaly-detection,
which detect activities that significantly differ from the reg-
ular usage or misuse-detection, which uses signature rules to
match known intrusions [12]. Popular examples for rule-based
network-based IDS are Snort, Suricata and Zeek. To use these
IDS it first needs a rule-set. Popular predefined rule-sets for
networks are snort3-community-rules [13], suricata-rules [14],
Yara [15] and Sigma [16].

B. Generative AI
Generative modeling strives to create models capable of

creating new data, like sound, text or images that are similar
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to the data the model was trained on [17]. Popular examples for
generative models are WaveNet [18] that can generate speech
and music, Pix2Pix that can transform images into different
styles [19] or GPT-3, a large language model (LLM), that
allows for the generation of human like text [20]. Another
example for a LLM is ChatGPT [8]. Like a chatbot, ChatGPT
engages in a conversational manner and can generate detailed
responses to questions. Bard [21] follows a similar approach.
There are generative models trained for cybersecurity prob-
lems like Microsoft Security Copilot [22] but these are aimed
at experts and therefore not suitable for our purpose.

ChatGPT’s reliability varies across domains, it shows high
levels of accuracy in recreation and technology domains but
struggles with science and law. Problems that reduce the
accuracy of ChatGPT are false information, biases and hallu-
cinations [23]. ChatGPT and LLMs in general are capable of
generating text that appears natural and to be grounded in the
real context, but is unfaithful and nonsensical. This is called
hallucinated text and much like psychological hallucinations,
they can be difficult to distinguish from real perception [24].

Prompts are the input for a generative model, they can
be a text or image that give the model instructions for the
requested output. Prompts provide an intuitive way to engage
with generative models [25]. For image generation a prompt
could be a different image or a text description. For LLMs a
prompt is a text that provides context for the desired output
e.g., a question or a command to summarize information.

Prompt Engineering deals with optimizing prompts to
achieve better responses from LLMs. For recurring problems
design patterns can be used to form prompts and optimize the
output, analogous to software patterns [26]. For example, the
Persona Pattern lets the LLM assume a certain role. This can
help if the LLM should respond in a special way. If the output
must follow a structure, a template can be given in the prompt.
The Context Manager Pattern enables the user to provide or
remove context from a prompt.

III. CHATIDS: EXPLAINABLE SECURITY

We aim at integrating a network-based IDS in privately used
networks, to protect the network against cyberattacks from the
Internet. For this purpose, we distinguish two roles:

An expert has the cybersecurity expertise necessary to
operate and maintain an IDS, to understand its alarms, and
respond to alarms with appropriate and timely actions.

A user lacks this type of expertise. A user may follow
manuals written without technical vocabulary. It is difficult
for a user to figure out if an IDS alert is from a real attack or
due to false detection of the IDS, and to act accordingly.

An IDS [6] can be preconfigured for home networks, and
integrated into a security process [27]. However, without
knowledge of cybersecurity the user is left with only three
possible actions: (a) do nothing, (b) turn off the device, or
(c) ask an expert for help. Our ChatIDS approach strives to
provide intuitive and understandable explanations of IDS alerts
to give users a wider range of appropriate security measures.
Therefore, ChatIDS must meet three requirements:

R1: (Errors) The user must assess the probability that the
IDS has sent a false alert. For example, the IDS might have
detected by mistake an attack that is impossible on the device.

R2: (Urgency) The user must assess the urgency of the
alert, i.e., if it calls for immediate action, or not.

R3: (Actions) The user must identify appropriate measures,
e.g., to execute a factory reset and install a security patch.

To explore the solution space for a generative AI approach
fulfils these requirements for IDS, we use a constructive
research method. In particular, we (a) model ChatIDS, we use
it (b) to evaluate its technical feasibility, and (c) to discuss
potential issues with interdisciplinary AI experts.

A. Our ChatIDS Approach

The information flow of ChatIDS is illustrated in Figure 1.

Fig. 1. Information Flow of ChatIDS

A network-based IDS component inspects the network
packets that pass a router for suspicious traffic, and generates
alerts. The IDS should be a signature-based IDS so that its
alert messages are specific enough for the LLM.

The LLM component contains a large language model that
is responsible for translating the alerts from the IDS into
a language a non-expert can understand. Furthermore, this
component can be used in an interactive way: If the users
do not understand the explanation or the suggested measures,
they can ask for details. Similarly, to the IDS the LLM is also
an external component to ChatIDS.

The ChatIDS component is the core of our approach.
ChatIDS accepts alerts from the IDS component, sends them
to the LLM component for a translation into an intuitive
explanation, and presents a user interface with the explanations
to the user. If the user requires further support, they can
use the interface to send follow up questions to the LLM.
To translate alerts into intuitive explanations, the ChatIDS
component contains pre-defined templates for LLM prompts.

For privacy reasons, the alerts are anonymized in three ways,
before being sent to the LLM component: First, ChatIDS
removes any device identifiers or network information from
the alert. Second, ChatIDS sends the anonymized alert together
with a set of dummy alerts to the LLM component, so that
this component does not learn the real alert with certainty. The
explanations from the LLM component are stored in a cache,
so that the same explanation must not be requested twice.

IV. EXPERIMENTAL EVALUATION

Since this paper contains work in progress, we exemplarily
evaluate ChatIDS with selected use cases.
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TABLE I
EVALUATION OF ALERTS AND RESPONSES

Alert Corr. Desc. Cons. Meas. Urg. Int.
MALWARE-CNC Harakit botnet traffic ✓ ✓ ✓ x x x
SERVER-WEBAPP NetGear router default password login attempt admin/password ✓ ✓ ✓ x ✓ x
SURICATA MQTT unassigned message type (0 or >15) ✓ ✓ ✓ ✓ x ✓
SURICATA HTTP Response abnormal chunked for transfer-encoding ✓ x ✓ ✓ ✓ x
Mirai Botnet TR-069 Worm - Generic Architecture ✓ ✓ ✓ x ✓ x
Linux.IotReaper ✓ ✓ ✓ x ✓ ✓
Identifies IPs performing DNS lookups associated with common Tor proxies. ✓ x ✓ x ✓ x
Detects remote task creation via at.exe or API interacting with ATSVC namedpipe ✓ ✓ ✓ x ✓ x

A. Experimental Setup

In line with Figure 1, we assume a home network with
several smart-home devices. A router connects the network to
the Internet and can observe any network packets. We assume
a Philips Hue Bridge [28] is attacked. To implement the
network-based IDS they are installed on the router and execute
either the Snort [13], Suricata [14], Yara [15] or Sigma [16]
ruleset. From each IDS implementation, we experiment with
two alerts, as shown in the first column of Table I. The alerts
are classified as important, and a user intervention is required.

The Intrusion Detection System in a home network has detected an
intrusion and sent out the alert [ALERT MSG]. Your job is to inform
[USER] about the alert in a warning message. You’re in the role of a
cybersecurity expert that interprets the alert and explains the alert in
a warning message to [USER]. Your goal is to inform Jon about the
intrusion in a way he understands and motivate the user to take steps
to stop the intrusion. [USER] has no cybersecurity expertise and won’t
understand technical instructions, you need to provide clear, easy and
non-technical instructions to follow. Don’t use technical terms like ”two-
factor-authentication”, ”Intrusion Detection System”, ”intrusion” or ”unas-
signed message”, use simple non-technical terms instead. Don’t use
the term ”Intrusion Detection System”. Your explanation and instructions
have to align with how [USER] thinks about cyberattacks. The Smart
Home consists of several Smart Home Devices, the Intrusion Detection
System has detected the intrusion on [DEVICE]. The warning message
has to follow this order: Explain the intrusion, explain the potential
consequences for the user if he won’t comply with the warning message
and give instructions on how to stop the intrusion in an itemized list.

Fig. 2. Template for a ChatGPT Prompt

We realized ChatIDS using ChatGPT (gpt-3.5-turbo) [8].
To generate an explanation, ChatIDS embeds each alert into
a ChatGPT prompt, as shown in Figure 2. This prompt
implements the patterns ”Template”, ”Persona” and ”Context
Manager”, as explained in Section II. Since the training data
for ChatGPT comes from the Internet and much of the text
on the Internet deals with security issues, we do not expect
ChatGPT to produce hallucinations.

B. Results

Figure 3 shows an example of the output produced by
ChatGPT. For a better understanding, the figure shows the non-
anonymized output that includes names and devices. We have
tested the prompts from the first column of Table I, one by
one, and we have evaluated the output of ChatGPT according
to our three requirements R1: (Errors), R2: (Urgency) and R3:
(Actions). To evaluate R1, we test how well the generated ex-
planation describes the problem (Column ”Desc.” in Table I),

Dear Jon,
We have detected an unauthorized access attempt to your Philips Hue
Bridge, which is a device in your Smart Home. This access attempt
was classified as ”MALWARE-CNC Harakit botnet traffic” by our system,
which means that a group of computers infected with malware is trying
to control your device without your permission.
If you don’t take any action, your Smart Home devices, including your
Philips Hue Bridge, could be used to conduct malicious actions without
your knowledge. For example, attackers could use your devices to per-
form Distributed Denial of Service (DDoS) attacks, steal your personal
data or control your devices to cause harm.
To stop the intrusion and protect your Smart Home, please follow these
simple instructions:
1. Isolate the Philips Hue Bridge by disconnecting it from the internet.
2. Reset the Philips Hue Bridge to its default factory settings.
3. Configure the Philips Hue Bridge with a new username and password.
4. Check for any suspicious activity in your other Smart Home Devices.
Please don’t hesitate to contact us in case you need further assistance
or have any questions.
Best regards, your ChatIDS

Fig. 3. Example for an Explanation

and how intuitively understandable it is (Column ”Int.”). For
R2, we assess the description of the consequences of ignoring
the alert (Column ”Cons.”) and how urgent the description
is (Column ”Urg.”). For R3 we search for a meaningful
description of countermeasures (Column ”Meas.”). We also
evaluate the correctness of the explanation (Column ”Corr.”).

As expected, each generated explanation was correct. Fur-
thermore, the table shows that ChatGPT was able to explain
the consequences of not taking actions in any case. In the
majority of cases, ChatGPT produced a good description of
the security issue that has caused the alert, and transported a
sense of urgency. The description of countermeasures and the
use of non-intuitive terminology leave room for improvement.

V. OPEN RESEARCH ISSUES

As a part of our ongoing work, we have conducted a pre-
study with experts from the Center for Scalable Data Analytics
and Artificial Intelligence Dresden/Leipzig to compile open
issues for interdisciplinary research. Our AI experts cover
the topics applications, cybersecurity, ethics, jurisprudence
and privacy. We presented our ChatIDS approach, asked for
potential problems, and consolidated the answers:

Security: ChatIDS potentially increases network security,
compared to a scenario where a non-expert is left alone with
the alert. However, an external LLM can be a new attack
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surface, and incorrect or incomprehensible explanations might
lead to inappropriate actions.

Privacy: With ChatIDS, the LLM learns that a cyberattack
may have occurred on a particular network. Anonymizing
device IDs and sending dummy alerts still allows the LLM
to infer some information, e.g., if none of the (dummy) alerts
sent to the LLM is possible for a particular type of device.

Compliance: ChatIDS has an impact on cybersecurity.
However, it is unclear yet, how to conduct a risk analysis on
LLMs and on components building upon these, how to eval-
uate and mitigate associated risks, and to integrate ChatIDS
into security frameworks such as the Common Criteria [29].

Jurisprudence: If an alert is not explained well enough, the
network could be successfully attacked. Conversely, ChatIDS
could convince the user to take action upon false alerts. This
creates legal issues. Do special liabilities exist, e.g. from user
expectations into a superior AI? How to prove that a harm
was caused by a misconducting or negligent AI engineer?

Trust: Users might have a non-rational view on AI ap-
proaches, and could fear that a persuasive, non-human intelli-
gence plots against their interests. Conversely, if a user trusts
ChatIDS too much, false alerts might result in false actions.

Ethics: ChatIDS could provide explanations that are not
only convincing, but manipulative, even if this is in the interest
of the user. This raises ethical and moral questions. How
drastic can explanations be formulated to induce them to take
action (which may even be harmful due to a false positive)?
At what point does this limit the autonomy of the user?

VI. CONCLUSION AND FUTURE WORK

Comprehensibility is important for any security approach
in privately used networks. This paper outlines our work in
progress on ChatIDS, our approach to explain alerts from an
intrusion detection system to non-experts.

ChatIDS sends anonymized alerts to ChatGPT, a large
language model, to explain the alert in an intuitive way and
suggest meaningful countermeasures for cyberattacks. Our
experiments show that ChatIDS can be implemented easily,
although more work is needed on prompt engineering to ensure
intuitive explanations in the first attempt. Furthermore it needs
to be analyzed if the anonymization of the data could remove
relevant context or affect the report. It is difficult to measure if
ChatIDS actually increases network security, because this de-
pends on the user. Our interdisciplinary experts have provided
valuable insights. In the future, we will improve ChatIDS
regarding security and privacy, and consider interdisciplinary
aspects such as compliance, ethics and trust.
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Abstract—Transportation systems use location data to track
and coordinate vehicle fleets. As locations pertain to sensitive
information of users, privacy has become a key concern. Users
can be tracked without their consent; location data could be
(unintentionally) leaked, leading to costly consequences. Existing
work on solving this problem often relies on using trusted servers
for computation, or on masking, anonymization, obfuscation
techniques on untrusted servers. Hence, either a trusted server
is needed, or one must trade data utilization for privacy,
unfortunately. Homomorphic encryption could be leveraged on
location-based services to eliminate the need of using user’s raw
location while certain computations on encrypted data are still
permitted. However, homomorphic encryption (1) only allows
certain arithmetic (i.e., addition, multiplication) operations on
encrypted data, and (2) incurs significant performance overhead.
This impedes the application of homomorphic encryption in
preserving the privacy of user in location-based services. This
paper presents a novel approach to track a vehicle using homo-
morphic encryption. To this end, we propose a communication
scheme that allows a vehicle to report its encrypted location
to an untrusted cloud service. We design an efficient algorithm
on homomorphically encrypted data to determine if vehicles
are following predefined trips using advanced transformation
techniques. Our evaluation shows that we can indeed flexibly
employ homomorphic encryption in privacy-preserving location
tracking with acceptable performance overhead. Our work only
needs ≈ 6 milliseconds to compute results on encrypted location.

Index Terms—Homomorphic encryption; privacy preserving;
location tracking; trajectory monitoring

I. INTRODUCTION

Location tracking allows companies to trace and coordinate
the movements of their vehicle fleets. Further, location is
heavily used for different purposes such as targeted advertising
[6], recommendations [16], vehicle’s trajectory monitoring
[18], and many more [14]. Numerous incidents related to
location tracking have been reported [17].

To tackle this issue, two main lines of work have been
proposed: (1) using trusted service (with sufficient security
and privacy protection) and (2) techniques to mask, obfuscate,
or anonymize location data. On one hand, trusted services
could become a single point of failure. Once become untrusted
(e.g., for financial gains), they could potentially leverage
user’s locations for un-ethical usages (e.g., selling, leaking).
On the other hand, data obfuscation techniques, most of
the time, reduce data utilization. To potentially fill this gap,
Homomorphic Encryption (HE) can be utilized to provide
location-based service on encrypted data. It offers two crucial
benefits: data privacy-preserving and data utilization. How-
ever, it remains challenging to employ HE in location-based

services for several reasons. Homomorphic encryption only
allows certain arithmetic operations on encrypted data such as
multiplication and addition. This impedes the practicality of
HE. Homomorphic encryption further incurs significant perfor-
mance overhead, which is a constraint for many applications.

In this paper, we propose a privacy-preserving approach
to track vehicles using HE. To overcome the constraints of
applying HE, we design an effective algorithm to determine
if a vehicle is following a pre-defined trajectory with only
the allowed (on encrypted data) arithmetical operations. Ac-
companied with the algorithm is an efficient communication
protocol that only requires few rounds of data exchanges. Our
evaluation shows that it is possible to bring HE into privacy-
preserving location processing with acceptable performance
(and communication) overhead. Our proposed algorithm needs
on average 6 milliseconds to check if an encrypted location is
on a specific road-segment. We further discuss techniques to
work with HE and the implication of our work.

Outline: This paper is organized as follows. We give
an overview of related work in Section II. We describe
our methodology for privacy-preserving vehicle tracking in
Section III. Our approach is evaluated in Section IV. Section
V discusses our findings. Section VI concludes our paper.

II. RELATED WORK

One of the popular approaches to (partially) preserve lo-
cation’s privacy is reducing location’s resolution. Particularly,
cloaking techniques can be used to obfuscate user’s location
in a specific cloaked region [3]. K-anonymity was also pro-
posed to obfuscate user locations [15]. The authors combined
generalization (using less specific but semantically consistent
locations) and suppression (completely removing the loca-
tions) techniques to achieve anonymity for user’s locations.
Dummy (fake) location data can also be provided together with
actual (true) locations to confuse attackers [13]. However, all
these data techniques degrade the utility of location data. In
certain use-cases, the data might no longer be useful. Further,
attackers can try to reconstruct the obfuscated data [4]

Multiple cryptography-based approaches were proposed to
protect user’s positions. Users could be notified if friends
were in their vicinity using symmetric key to encrypt their
locations [11]. For untrusted cloud services, Maris et al.
introduced an architecture to distribute the management of
user’s location using secret sharing [10]. Recent work of
Guldner et al. proposed homomorphic encryption to examine
if a location is inside/outside a fencing area [5]. This however
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used perpendicular projection of encrypted location to examine
its position, which involves approximating functions for non-
basic mathematical operations (e.g., sine, cosine).

To the best of our knowledge, none of these works use
homomorphic encryption with advanced transformation tech-
niques (on encrypted data) without linear approximation in-
volved to provide privacy-preserving location tracking.

III. VEHICLE TRACKING USING HOMOMORPHIC
ENCRYPTION

In this section, we provide details on how we perform
vehicle tracking without learning plaintext locations. This
includes details of our settings, our novel algorithm, and a
few running examples on how our algorithm works.

1.2 Send public key

Vehicle

1.3 Forward vehicle's
public key

2.1 Send departure,
destination information

Fleet Manager

Cloud Service

Key
provisioning

Setup

1.1 Generate H.E.
asymetric keypair

2.2 Compute trajectory
via third party

Figure 1. Setup phase.

Vehicle Fleet Manager Cloud service

Send encrypted
 location Forward vehicle's

 encrypted location
Run algorithm 1
on encrypted location

return encrypted
 resultreturn encrypted

 result

Decrypt result

Send decrypted
result

Verify decrypted
result 

Figure 2. Communication flow.

In our settings, we assume the following parties:

• Vehicle: who needs to report its location periodically to
a Fleet Manager. A requirement is no plaintext location
can leave the vehicle.

• Fleet Manager: who needs to check if the aforemen-
tioned vehicle following a predefined trip. Fleet manager
only needs to know whether Vehicle is following any
possible route (of a predefined trip) or not. Fleet Manager
is trusted, however it could be compromised.

• Cloud Service: who performs all computations on en-
crypted data to provide the answer of whether Vehicle is
following any possible route (from A to B) or not. The
cloud service is honest but curious, it may try to extract
user’s locations. In the worst scenario, cloud service could
be compromised.

At the beginning of a trip, Fleet Manager provides the
Vehicle a departure (A) and a destination (B) information to
start the trip. Vehicle can take any route to get from A to B.
Figure 1 describes the setup phase of our work. We propose
this setting because it represents typical fleet management
scenarios. Specifically, we want to outsource the computation
to a cloud service while protecting user’s privacy. In case the
Cloud Service or the Fleet Manager gets compromised, it is
impossible for them to learn vehicle’s location as location is
encrypted and only information of A and B is available in
plaintext.

As we are dealing with homomorphic encryption, we are
only allowed to use certain arithmetic operations on encrypted
data (e.g., addition, multiplication, subtraction). However,
prior algorithms to determine if a location is on a specific
segment were all designed for plaintext locations. Besides,
working with homomorphically encrypted data will incur sig-
nificant performance overhead, we aim to tackle this by having
minimal communication rounds among different communica-
tion parties. Hence, we cannot re-use existing algorithms.

Threat model: The adversary’s goal here is to learn
vehicle’s location. It might try to collect vehicle’s current and
past location for different (unethical) purposes by attacking
the Fleet Manager or the Cloud Service. In our setting, we
assume the GPS location is always reported correctly (e.g.,
by using trusted hardware component in the vehicle [7]). We
assume the Cloud Service and Fleet Manager in our setting is
semi-honest (e.g., similar to prior works [9][12]). When Fleet
Manager or Cloud Service is compromised, they are not able
to extract vehicle’s location as location is always encrypted
and only the Vehicle holds the decryption key.

Homomorphic encryption scheme: As we work with
location’s coordinates in the form of longitude and latitude
(e.g., float numbers), we use the CKKS scheme as this scheme
can work with float data type.

Key provisioning: Our work uses the public-key scheme
with four operations: (1) KeyGen produces a public key (pk)
and a secrete key (sk); (2) Encrypt uses pk to encrypt a
plaintext m and produces a cipher-text c; (3) Decrypt uses
sk to decrypt the above cipher-text c; (4) Evaluate uses pk to
perform computation (e.g., addition and multiplication) on a
set of cipher-text C = c1, c2, ..., cn
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Vehicle is responsible for setting up the encryption text with
encryption (private) key and computation (public) key. The
encryption key never leaves the Vehicle while the computation
key is shared with the Cloud Service for running computation
on encrypted data.

Algorithm 1: Algorithm to determine if an encrypted
location is on a predefined trip

1 Function shift_coordinate():
Input : coordinate, base
Output: shifted coordinate

2 return [coordinate.x - base.x, coordinate.y -
base.y]

3 Function change_basis():
Input : coordinate, vector
Output: changed coordinate
/* Perform coordinates

transformation (e.g.,
cooridnates rotation with an
angle called α formed by x-axis
and the segment P). See Figure 4
for examples. */

4 Function generate_noise()():
Input :
Output: random list
/* Generate a list of random

length. Each element is a pair
of 2 random numbers. */

5 Function main():
Input : routes, loc, security number
Output: ret

6 ret = []
7 for segment in routes do
8 segment.start = call: shift_coordinate

(segment.start, segment.start)
9 segment.end = call: shift_coordinate

(segment.end, segment.start)
10 loc = call: shift_coordinate (loc,

segment.start)
11 vector = (segment.end.x - segment.start.x,

segment.end.y - segment.start.y)
12 segment.end = call: change_basis

(segment.end, vector)
13 loc = call: change_basis (loc, vector)
14 lat del = (loc.x - segment.start.x)*(loc.x -

segment.end.x)
15 ret.append([lat del, loc.y])

16 ret.append(call: generate_noise())
17 ret = call: shuffle(ret)
18 return ret

A. Trip Tracking

The workflow of our approach is described in Figure 2.

In the setup phase, the Fleet Manager shares a predefined
trip — that the vehicle needs to follow — to the Cloud
Service for later computation. In the running phase, the Vehicle
first encrypts its current location using its encryption key and
shares the encrypted location with the Fleet Manager. Upon
receiving the encrypted location, Fleet Manager forwards it
to the Cloud Service. Cloud Service runs algorithm 1 on the
encrypted location to produce encrypted results that indicate
whether a given location is on any road segment (of the
predefined trip). Cloud Service further adds noise and shuffles
the results of algorithm 1 before sending them back to the
Fleet Manager. This makes it harder for a compromised Fleet
Manager to learn about the current route segment and route
that the Vehicle is following. Fleet Manager now receives
the encrypted results, it will forward to the Vehicle to ask
for decryption. Vehicle, upon receiving the encrypted results,
decrypts them and gets the results in plain text. Vehicle then
forwards the plaintext results back to the Fleet Manager. Fleet
Manager first checks in the results if any number is negative.
If there is a negative number, Vehicle is on a segment of a
possible route. Subsequently, if a tolerance distance is defined,
Fleet Manager then checks the value of the second parameters
(associated with the negative number) to see if it is less than
the predefined tolerance. If that is the case, the Vehicle is
following the predefined trip.

B. Algorithm 1

Pseudo code in Algorithm 1 illustrates how we perform
computation on encrypted data to provide results that indicate
whether a location is on a possible route of a predefined trip.
In Algorithm 1, only multiplication, addition, and subtraction
are used on vehicle’s location as only these arithmetic oper-
ations are allowed on homomorphically encrypted data. We
take as inputs (1) a set of possible routes (representing the
predefined trip) that the vehicle can follow. This set of routes
is represented by an array of route segments.; and (2) vehicle’s
current location that has been homomorphically encrypted. For
each segment in all possible routes, Algorithm 1 first performs
coordinates shifting (line 8, 9, 10) and basis change (line
12, 13) to avoid complex operations on encrypted location.
The returned results (variable ret) are an array consisting
of encrypted obfuscated distances. Once, decrypted (by the
Vehicle) the Fleet Manager checks if (1) the Vehicle is on any
segment of any possible route (i.e., if any number in the array
is negative); and (2) the corresponding distance of the Vehicle
to the segment is within the predefined tolerance.

Running example: Figure 3 shows the original coor-
dinates in gray of the vehicle and the current segment in
Algorithm 1 that we are examining. If we want to calculate
the distance of the vehicle’s location to segment, we must use
some forms of advanced mathematical operations (e.g., sine,
cosine). This is however not possible on homomorphically
encrypted data. We therefore need to transform the current
coordinates so that we can calculate the distance using only
subtraction, multiplication, and addition. We shift all coordi-
nates such that start location of the segment (segmentstart)
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Figure 3. Coordinates shifting. New coordinates are marked blue.

becomes the origin (0,0). Shifted coordinates are marked
blue. At this point, the distance calculation related to vehicle’s
locationx,y still involves complex mathematical operations
(that are not allowed on homomorphically encrypted data).
We then aim to rotate all coordinates such that the distance
can be calculated only using allowed operations on encrypted
locations. We set to rotate all coordinates so that the current
segment lies on the x-axis. This gives us the distance of the
current location to the segment, which is exactly the value of
locationy without further complex distance calculation. To this
end, we apply the following equation to transform/rotate the
all coordinates (i.e., change of basis [2])[

xnew

ynew

]
=

[
cos(α) −sin(α)
sin(α) cos(α)

]−1

×
[
xold

yold

]
The coordinates of vehicle’s locationx,y and segment S after

coordinates’ basis have been changed is shown in Figure 4.
The functions sin(α) and cos(α) operated on plaintext data
only (e.g., x and y are derived from segment S and the x-
axis). Finally, we can see that, the closest distance between
vehicle’s locationx,y and S is exactly the value of locationy .

Line 14 in Algorithm 1 performs calculation to determine if
locationx,y is with-in the segment S. The variable lat_del
now indicates (after being decrypted) if a location is with-
in the segment S (i.e., having a negative value) or not (i.e.,
having a positive value). The value of locationy indicates the
distance of the vehicle to the segment S. If the distance is less
than (or equal to) a predefined tolerance, the Fleet Manager
can consider that the Vehicle is still following the predefined
trip. Otherwise, the Vehicle is not following. Line 15 adds to
the results the distance from locationx,y to segment S. Having
the distance from an (encrypted) location to a segment allows
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Figure 4. Coordinates with basis changed with α angle . New coordinates
are marked blue.

us to later check if the distance is smaller than a predefined
threshold (e.g., distance tolerance). If it is, the location is
considered on the segment. This means, the vehicle is still
following a predefined trip.

Finally, line 16 creates a random set of pairs to the re-
turned results. This is to resemble (fake) variables loc.y and
lat_del, which represent dummy route segments. Hence,
given a fake pair (loc.y and lat_del), both elements
must be greater than 0 (i.e., location is not on the current
dummy route segment and its distance is a positive number).
Subsequently, line 17 shuffles the results. This makes it harder
for Fleet Manager (e.g., in case it is compromised) to associate
the returned distance (of a location to a segment) with, which
segments. Particularly, Fleet Manager knows the distance of
vehicle’s location to a segment but not the exact segment. For
plaintext values (e.g., segment.start, segment.end), certain sine,
cosine functions are used (sine/cosine of the angle of segment
S and the x-axis), yet only on the coordinates of segment.start
and segment.end. This is possible as predefined trip (and its
possible routes) is not encrypted.

IV. EVALUATION

To determine the effectiveness of our solution, we measure
its computation and communication overhead.

A. Setup

Our setting environment is based on a Virtual Machine with
1 CPU 2.10 GHz and 4GB RAM, running Ubuntu 18. For
our evaluation, TenSeal [1] is picked, as it enables quick
implementation. We only care about CKKS scheme, since our
data (location’s coordinates) is represented by float numbers.
Fleet Manager defines a trip that can be reached via 3 possible
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routes. Each possible route contains 10 segments. We choose
number 10 to represent a typical (inner-city) route. This means
Algorithm 1 must iterate over 30 route segments to track if
the Vehicle is following the predefined route.

B. Results

 0.010s 
 (3.85%)

   0.204s 
 (78.46%)

   0.046s 
 (17.69%)

Encryption
Computation
Decryption

Figure 5. Execution time attribution.

We consider three phases for evaluation: encryption, compu-
tation, and decryption. In this phase, we do not consider the
time spent on exchanging data among parties. Computation
here refers to the execution of Algorithm 1 on the encrypted
location leaves the Vehicle. We perform this evaluation 30
times on different locations to measure the execution time.

As illustrated in Figure 5, encrypting vehicle’s location
takes 3.85% (0.01 seconds) of the execution time. Besides,
computation (running Algorithm 1 on encrypted location to
return the encrypted result) takes the majority (78.46%) of the
computation time with ≈ 0.204 seconds. Decryption on the
other hand takes 17.69% the execution time with 0.046s.

  0.106s 
 (25.96%)

  0.204s 
 (50.06%)

  0.01s 
 (2.45%)

  0.087s 
 (21.53%)

Encryption
Transfer
Computation
Decryption

Figure 6. Total execution time attribution.

In the second evaluation, we further consider the commu-
nication time among three parties (Fleet Manager, Vehicle,
and Cloud Service). As Figure 6 shows, average transfer time
(among all parties) — from when encrypted location is shared
by Vehicle until the decrypted results arrive at Fleet Manager
— is 0.106 seconds. This means around one-forth of the
total execution time is spent on exchanging data. setting. We
conducted this experiment in a local network. This means the
latency is negligible. Overall, the time taken for Fleet Manager

to determine if a Vehicle is following a predefined trajectory
is 0.407 seconds.
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Figure 7. Correlation between execution time and N.O segments in a
trajectory.

Figure 7 shows the correlation between the number of
segments (segments’ size) and the execution time (e.g., run-
ning Algorithm 1). We can see that the time needed to run
Algorithm 1 increases linearly as the size of segments (of a
predefined trajectory) increases. On average, Algorithm 1 takes
≈ 6 milliseconds to compute results on a single segment.

Comparison to plaintext execution: To examine the com-
putation overhead of our approach, we compare the execu-
tion on encrypted data against plaintext data. We run our
comparison 50 times on different locations to examine the
difference. On plaintext location, running Algorithm 1 takes
0.79 milliseconds while on homomorphically encrypted lo-
cation it takes 60.9 milliseconds. This means, computation
on encrypted location, as anticipated, takes significantly more
time (77x execution time).

Accuracy: The accuracy of our approach depends on
two factors: The approximation of the CKKS scheme and
the distance tolerance set by Fleet Manager. As we use the
CKKS implementation of TenSeal, we directly benefit from
its precision. In our evaluation, the calculated distance has
a deviation of around ≈ 1e-8 depending on the unit of the
provided coordinates (e.g., meters, kilometers).

V. DISCUSSION

In this paper, we propose novel techniques to work with ho-
momorphically encrypted data to provide vehicle monitoring
service that preserve location’s privacy, especially when the
data processing entities (i.e., Fleet Manager or Cloud Service)
are compromised. By proposing novel coordinate’s transfor-
mation techniques, our work only uses arithmetic operations
that are allowed on encrypted data — hence, not requiring
any approximation functions, or multiple intermediates collab-
oration steps from the encryption key holders. Our approach
prevents a compromised Fleet Manager or an untrusted Cloud
Service from learning vehicle’s location while still provides
accurate and necessary tracking information.
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A. Limitation and Future Work

With Algorithm 1, Cloud Service needs to return a list of
(encrypted) numbers. This is not optimal as future work could
study a more efficient algorithm that allows checking just one
number to learn vehicle’s compliance.

Performance overhead: In our evaluation, we see a
computation overhead of 77x when running Algorithm 1 on
encrypted locations vs. on plaintext locations. However, we are
aware that for encrypted locations, there exist other overhead
such as encryption, decryption, transfer too. This will result
in higher overhead overall. Hence, such a comparison only
gives a rough overview of the minimal overhead of running
Algorithm 1 on encrypted locations. Further, we did not
consider the data sizes (to be transferred) in our experiments
to judge the size overhead when applying HE. Future work
could consider this aspect to provide a more comprehensive
look into applying HE in location tracking.

Finally, our work relies on the security of HE schemes
in-use. If adversaries can break such schemes, location data
could be revealed. Specifically, CKKS scheme was shown to
be vulnerable to secret key recovery under the assumption that
attackers can (1) access to encryption oracle; (2) choose the
function to be evaluated homomorphically; and (3) access to
decryption oracle [8]. This attack exploits the linearity of the
decryption function in CKKS and the hints that approximated
decrypted results provide.

B. The use of nonlinear functions

One potential direction to use nonlinear functions is to
identify their corresponding approximated (linear) alternatives
so that they could be applied on HE data. There are several
disadvantages to this approach. Approximated functions are
usually complex and could result in extreme performance
overhead. With HE data, the more operations are done on it,
the more noise will be accumulated. Accumulated noise could
lead to the case that encrypted data cannot be decrypted any
more. While bootstrapping techniques generally could remove
the noise, yet it again adds more performance overhead.

C. Application Analysis

While this work focuses on vehicle tracking, the applica-
tions of HE in location-based service is enormous. We can
use HE to monitor if a person is inside a fencing area without
having to collect their exact (raw) location. This protects user’s
privacy even in the event of data leakage (both on purpose and
unintentionally). Points of interests can also be recommended
to users using HE Specifically, so users can search for nearby
coffee shops, restaurants, hospitals, etc. without having to
provide raw location. Further, the Cloud Service, could store
HE locations for future analysis. Analysis results is only be
revealed with the consent of the vehicle (i.e., its owner) as the
results can only be decrypted by the Vehicle.

VI. CONCLUSION

This paper presents a novel privacy-preserving approach to
track real-time vehicle’s compliance to predefined trips. Our

work leverages state of the art homomorphic encryption to
protect location’s privacy while still allowing computations on
encrypted data to determine if a vehicle is following predefined
trips. We evaluated the effectiveness of our approach and
showed that homomorphic encryption can be efficiently used
to protect location privacy.
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Abstract—During the last years online meetings and conse-
quently Video Conferencing Systems (VCS) have become more
and more popular to reduce travel time and costs. Because of
the dramatically increased usage of VCS, it has become more
important to analyze and evaluate their security and privacy
due to the huge amount of privacy related multimedia data
processed by VCS. Thus, in this paper, we present a novel privacy
preserving methodology to generate virtual video conferencing
sessions with reproducible data to enable a comparable and
reliable analysis of these systems in future work.

Index Terms—Privacy, Video Conferencing Systems, Media
Security, Forensic Analysis

I. INTRODUCTION

In the modern world, Video Conferencing Systems (VCS)
have become an essential tool for remote communication.
These systems enable individuals and teams to collaborate
and hold meetings from a distance, reducing travel costs and
energy consumption. However, as the use of VCS continues
to grow, there is an increasing need to evaluate their security,
privacy, data economy and sustainability aspects. In particular,
there have been reported several security and privacy issues
with regard to the use of VCS (e.g. [1] and [2]) which raises
concerns in the field of multimedia security. Inherently, there
are privacy issues with all VCS, as facial videos and speech
audios are involved, which are considered as biometric data
requiring special protection. Furthermore, by analysis of the
activity timelines of participants, behavioral patterns such as
absence from the conference, movements, chatting behavior
can be derived. These facts suggest that security analysis,
especially with regard to privacy, is an important requirement
within the field of multimedia security.
Due to the closed-source nature of most commercial VCS,
security and privacy analysis approaches are somewhat limited
to binary code analysis or behavioral analysis. e.g. by analyz-
ing network traffic during live VC-sessions. Although VCS
communication nowadays is almost 100% endpoint encrypted,
but network traffic analysis can still reveal meta information
about information flows, including their volumes, temporary
behavior, server endpoints, streams, locations and more. In
addition to deriving privacy related findings such as server
operators and locations, there is also the potential to infer
aspects of data economy, sustainability and reliability by these
multimedia data. The network traffic analysis approach of VCS

also brings along privacy issues in itself, as it requires real
persons to actually use the VCS under investigation, exposing
their aforementioned sensitive traits to potentially untrusted
VCS service providers.

A. Research Gap

These previously mentioned aspects leads to the need of
a new approach to conceptually generate virtual video con-
ferencing (VC-) sessions by injecting media data into VC
clients to create reproducible virtual sessions for a compa-
rable analysis of different VCS under the same data. Current
concepts for the analysis of VCS (for example [1]) did not
provide an environment with automated, simulated and virtual
network traffic (video, audio, and text) to evaluate the systems.
We assume that for a systematically forensic analysis and
comparison of multiple VCS a novel concept is needed which
provides simulated, stable and scripted network traffic data
based on virtual VC-sessions without privacy concerns.

B. Contribution

In this paper, we introduce a novel approach for the analysis
of VCS using publicly available videos and pre-programmed
scripts to simulate other VCS related activities like chatting,
screen sharing and so on to generate network traffic. This
approach allows the forensic analysis of encrypted data with-
out the need for decryption and enables the evaluation of
VCS without compromising user privacy. The use of virtual
data instead of real biometric data protects the privacy of
individuals and allows researchers to test and improve their
algorithms and systems in a controlled and ethical manner
and with the possibility of reproduction. The approach can
provide a large and diverse dataset for studying the behavior
of Video Conferencing Systems, enabling a more comprehen-
sive understanding of these systems in real-world scenarios.
Furthermore, the use of virtual data can lead to more accurate
and reliable results compared to using noisy and unpredictable
biometric data. Our methodology for generation of virtual VC-
sessions to analyze VCS involves five steps:

1) Definition of user activities,
2) Data requirements and collection of data,
3) Automation of virtual VC-session,
4) Capture network data from virtual VC-session and
5) Forensic Analysis.
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Fig. 1. Pipeline of our novel methodology

While our approach is still in its initial stages, we believe
that it has the potential to offer a novel framework for the
forensic analysis of VCS in future work.

C. Structure

The work is structured as follows: In Section II, a selected
State-of-the-Art of VCS analysis is presented without the
claim to completeness. In Section III the novel methodology
is introduced. Section IV concludes the paper with a summary,
early results and future work.

II. SELECTED STATE-OF-THE-ART

Forensic analysis of Video Conferencing Systems (VCS)
has gained attention due to the increased use of these systems
during the last years to save health, energy, costs and time.
With the widespread relocation of the workplace to a private
environment, security- and privacy-related aspects of Video
Conferencing Systems have become more important.
Early works primarily addressed Microsoft’s Skype™ software
as widely used VCS during the last decade. Relevant papers
address the following topics:

• Physical memory analysis to reconstruct user activities
[3],

• Identification of Skype™ packets in network traffic [4],
• NAND and RAM analysis of Skype™ using an emulator

[5] and
• Forensic analysis of Skype™ behavior on hard drive

image on Windows 10™ [6].
The authors of [7] have investigated the Cisco WebEx
VCS™ application in 2021. A forensic analysis of memory,
hard disk, and a recording of network traffic was performed.
In [1] Altschaffel et al. presented an approach of a forensic
examination process based on heuristics and meta data analysis
of VCS-related multimedia network streams. Based on the
general definition of seven multimedia data streams (audio,
video, screen-sharing, sharing of video, text, file-transfer and
other spatial streams) 20 events could be identified that re-
vealed sensitive user or activity related information.

III. METHODOLOGY TO GENERATE VIRTUAL SESSIONS
FOR ANALYSIS OF VCS

Our methodology for generating virtual video conferencing
(VC-) sessions to analyze different Video Conference Systems
(VCS) consists of five basic steps (S1 - S5, see Fig. 1). In the
initial step S1 the user activities for the virtual VC-sessions
are defined (see Section III-A). In the second step S2 the
video and audio data without privacy concerns is gathered.

The requirements for this data are described detailed in Section
III-B. During the third step S3 the automation of a virtual VC-
session based on a screenplay (from S1) is implemented (see
Section III-C). In S4 the network traffic produced by the virtual
VC-session is recorded and post-processed (Section III-D).
The last step S5 features the potential analysis of the VCS
with the recorded virtual VC-session (Section III-E).

A. Definition of User Activities (S1)

In the first step of the methodology for analyzing VCS,
we define user activities An (in this work, n denotes an
index number for each individual activity An, event En or
user Un) to trigger VCS relevant events En (based on [1])
in order to ensure a consistent and reproducible evaluation
process. This includes creating a screenplay, which specifies
different activities An that users would carry out during the
VC-session. An are based on the functionalities present in the
particular VCS that shall be analyzed in S5 with the intention
of identifying specific events En of VCS. The screenplay
includes details such as the number of users Un who will
participate in the session and what activities An they will
perform, for example: join and leave the session, start sharing
their virtual camera and audio and so on. By defining activities
An in advance, we can control user behavior and ensure
consistency across different simulations, allowing for more
accurate comparison of different VCS. This step is critical
for eliminating variations that could potentially influence an
evaluation or a comparison of different VCS and enables a
more reliable analysis (in S5). The output result of this step
is a screenplay that details the activities An for users Un in
the virtual VC-session.

B. Data Requirements and Collection of Data (S2)

After defining the activities An for users Un in S1, the next
step S2 is to collect the media data required for the analysis
of various VCS. Our primary goal in this step is to collect
video and audio data without privacy concerns. To ensure this,
we collect our data from publicly available sources such as
news video platforms, which typically obtain consent from the
individuals being recorded before making the footage available
for public viewing. The collected data reflects the types of
content and communication styles commonly encountered in
real-world video conferencing scenarios. This helps us to
create more accurate and relevant virtual VC-sessions. Before
the collected data is used for analysis, it should be pre-
processed to comply with defined requirements and standards.
This may involve tasks such as formatting the data in a specific
way (e.g. converting video to a particular file format or resizing
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of video media to a defined resolution to simulate a web cam),
removing any irrelevant or extraneous information such as in-
image text, or applying various filters or transformations to the
data. The output result of this step is the collection of publicly
available video and audio data for use in the subsequent steps.

C. Automation of Virtual VC-Session (S3)

Step S3 of our methodology is the automation of the VC-
session. Therefore a simulation script is implemented that
takes different media like audio, video and text data as input
and carries out activities An for users Un as defined in S1 in a
chronological order without the need for manual intervention.
As a result this step reduces the workload of manually
carrying out activities An on different clients and allows a
reproducible data recording. What programming language is
used for scripting the activities An of users Un from S1 with
the collected data from S2 should be decided by individual
preferences (we used Python 3.10).

D. Capture Network Data from Virtual Session (S4)

In Step S4, network traffic data is captured from VCS of
defined user activities An from S1 with collected multimedia
data from S2, automated with the simulation script from S3.
For capturing network traffic data, we utilize a Switch SW
that mirrors the traffic of all Ethernet connected systems (from
users Un) to a Data Collector DC (see Fig. 2). Thus, DC
captures the network data. It is noteworthy that in our work we
can only gather network traffic data for the client-side, since
we usually do not have access to the server-side (VCS-SV)
for most commercial VCS. This approach guarantees that the
data we collect accurately reflects real-world VCS scenarios.
When the data is captured, it has to be post-processed to
ensure that it contains only relevant data for the subsequent
and use case specific forensic analysis in S5 (e.g. filtering out
network traffic communication based on the IP addresses of
client and server along with filtering only a single protocol for
analysis like TCP (Transmission Control Protocol) or UDP
(User Data Protocol). Thus, S4 provides a post-processed
dataset of selected network traffic of a virtual session for a
specific VCS scenario, with controlled and consistent user
behavior.

Fig. 2. Setup to capture network data of virtual VC-session S4

E. Forensic Analysis (S5)

The final step S5 of the methodology involves the forensic
analysis of the data provided from S4. The analysis can
focus on various use case specific aspects, such as privacy,
reliability, user activity tracking, sustainability and more. The
specific aspects chosen for analysis will depend on the goals
and objectives of a potential study. To perform the forensic
analysis, various statistical computational techniques such as
machine or deep learning based approaches can be taken into
consideration. For an initial validation of the concept, we have
carried out an exemplary user activity tracking for S5 (see
Section IV-B).

IV. CONCLUSION

A. Summary

In this paper we introduce a novel methodology for the
generation of virtual session for VCS to provide a forensic
analysis of VC-sessions with reliable, comparable and repro-
ducible data. The methodology involves four steps to create
data for virtual session. In the fifth step of the methodology
a forensic analysis is performed which can focus on various
aspects such as privacy, reliability, sustainability, user activity
tracking and so on.

B. Early Results and Future Work

For the initial proof-of-concept validation of the new
methodology presented in this paper, we perform a first user
activity analysis based on visualization of multimedia streams.
During this initial exemplary analysis (step S5), we identified
user activities based on events from [1] like webcam on/off,
muted/unmuted and screen sharing on an exemplary VCS.
Thus, we can expect that our concept can provide reliable
and reproducible virtual VC-session, which can be used for
the analysis of VCS.
We will use the methodology to provide further virtual VC-
session for a machine learning based analysis of multiple VC-
Systems with the intention of user activity tracking.
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Abstract—Electric vehicles have been recently produced at a
very aggressive pace as a way to curb carbon emissions in the
21st century. Public utility companies are rushing to provide
electric vehicle charging station infrastructure needed to serve
a rapidly growing fleet of EV users in various countries around
the world. Equipped with smart meters, charging stations must
check vehicle’s characteristics prior to charging, as well as
securely report charging data back to public utility companies.
In this paper, we propose to leverage an Authentication and Key
Agreement protocol used in cellular networks into an electric
vehicle authentication and secure metering framework. Starting
with a vehicle Subscriber Identification Module, we show how
generic vehicle services can be securely provided, including
mutual authentication, key agreement, and key management
issues.

Index Terms—Smart Grids; Electric Vehicle Charging; Authen-
tication and Key Agreement.

I. INTRODUCTION

Electric Vehicles have become very popular in recent years,
with hybrid and all electric models being sold in large numbers
in developed countries. In addition, residential solar panels
have also become popular in new house developments across
the world. As a result, power utility companies in the United
States and other developed countries are installing Smart Me-
ters at residential and business buildings, in order to manage
renewable energy generation and consumption to efficiently
manage the electric grid [2]. These efforts are seen as evolu-
tionary steps towards Smart Grids, which consists of intelligent
power generation and transmission utilities, equipped with me-
ters, sensing devices, and information gateways that controls
energy distribution and consumption in near real time. Aggres-
sive Smart Grid projects are currently being pursuit in US, EU,
and Asia [3]. As Power Utility Companies rely on accurate
metering information from smart meters, secure metering is
key to a reliable electric grid management system. From
a consumer’s perspective, accurate billing is important. For
instance, some charging stations may charge extra for vehicles
staying in the stations longer than needed. Authentication and
encryption mechanisms for reliably transmitting and recording
data consumption of users between power companies and users
via smart meters are needed.

Symetric key based authentication and encryption requires
a Public Key Infrastructure (PKI) that is complex to manage,
in addition to requiring more computational power than sym-
metric key based counterparts. About complexity, maintaining
a mobile device uptodate about certificates that have been

revoked is not a trivial matter. As far as processing power,
although smart meters are not typically limited in power con-
sumption, they do not necessarily come equipped with state of
the art processing chipsets. Finally, symmetric key encryption
is more suitable to cellular wireless interface, usually the
interface of choice of Smart Meters. In this work, we propose
a vehicle to Power Utility Company (PUC) authentication
and secure metering scheme based on symmetric keys and
cryptographic one way functions widely used in the cellular
industry. We first advocate for an extension of Subscriber Iden-
tity Module (SIM) card industry to vehicles. Then, we show
how to realize authentication and key agreement protocols
between Power Utility Companies and EV vehicles, in order
to support secure charging via smart meters. Provided that
smart meters are physically protected within charging stations,
the framework proposed obviates the need to manage meter
credentials while still supporting secure metering.

There has been a number of research work on Security
of Smart Grids in the last several years. A comprehensive
survey on security issues in Smart Grids can be found at
[5]. Similar to our work, [10] have proposed authentication
mechanisms using credentials stored in the Electric Vehicle,
using a Hardware Security Module. Due to economy of scale,
a vehicle SIM is likely to be as secure and a cheaper solution
than an onboard EV HSM. A Trusted Platform Module (TPM)
has been proposed to safely store credentials within EVs
[11]. We see such proposal to be complementary, rather than
competing with our framework, as we can use TPM to store
and process master keys generated by the AKA algorithm
safely.

The paper material is organized as follows. Section II
describes EV charging Ecosystem, its functionalities, security
requirements and credential management. Section III shows
how to leverage cellular authentication and key agreement
protocols to provide EV/PUC mutual authentication and secure
metering of charging services. Section IV discusses smart grid
standards and their relation to or aka authentication protocol
proposal. Section VI provides a security threat analysis of our
protocol proposal. Section VII summarizes our contributions
and discusses future work.

II. SMART GRID EV SYSTEM AND SECURITY

Figure 1 defines the scope of the system our work is focused
on. A Public Utility Company (PUC) retails energy from
distribution grid via sub-stations (not shown). For that purpose,
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Vehicle Registration Authority

Public Utility Company

EV Charging/Metering

TLS

AKA

SecCharging

TLS

Figure 1: EV Registration and Public Utility Company Ecosystem

PUCs own and control smart meters (SM), which provides
energy metering of users at energy consumption end-points,
such as residential homes and commercial buildings. SMs
are connected to EV charging stations, which provide both
home and on the road EV charging services. Consumers EV
ownership is controlled by a Vehicle Registration Authority,
which manages vehicle ownership during the lifetime of the
vehicle, issuing registration and license plates.

A. Secure EV charging

Secure EV charging consists of the following components:
• Mutual authentication of service provider (PUC) and

consumer/vehicle: PUC needs to recognize a licensed
vehicle and associate it with a legitimate owner upon
which charging fees are assessed. Consumers, on the
other hand, need to have trust that the charging station
and its SM belongs to a trustworthy PUC.

• Secure charging metering: Energy consumption me-
tering needs to be reliable and confidential between
PUC service provider and user/vehicle. In this paper, we
assume a separate mechanism to ensure Smart Meters/EV
chargers can be trusted by the PUC. Several mechanisms
are possible to authenticate a SM, from a X.509 certificate
to Physically Unclonable Functions [6].

For authentication between PUCs and user/vehicle, we
propose a symmetric cryptographic based Authentication and
Key Agreement mechanism, similar to the one widely used in
cellular networks [1]. We advocate that an alternative asym-
metric key scheme, based on Public Key Infrastructure (PKI),
is not appropriate for mobile devices, due to complexities in
managing certificate revocations and other key management
issues.

B. Vehicle SIM Credential

A Subscriber Identity Module is an integrated circuit that
securely stores an International mobile subscriber number
(IMSI) and a unique cryptographic symmetric key. Authen-
tication of the mobile device is predicated on the verification
of the device possession of the key, and hence the key must be
kept hidden into the Universal Integrated Circuit Card (SIM
card/UICC) at all costs. The authentication of the device is
based on the sharing of this key only between the user and
the service provider, in this case the mobile network operator.
The sharing of the device key with operators is executed
between UICC manufacturer and network operators via secure
ceremonies, which are secure protocols to ensure that no other

1st character:

Where vehicle was built

1 H G B H 4 1 J X M N 1 0 9 1 8 6

Vehicle Identification Number

2nd and 3rd characters:

Manufacturer

4th to 8th characters:

Vehicle brand, engine size

and type

11th character:

Assembly plant

9th character:

Security code that identifies

VIN as recognized by manufacturer

10th character:

Model year

Last 6 characters:

Vehicle Serial Number

Figure 2: Vehicle Identification Number

TABLE I: LIST OF VARIABLES

K EV Vehicle key: shared secret between user and provider
RAND Random challenge: challenges user identity
SQN Sequence number: prevents replay attacks
AMF Authentication Management Field: manages multiple AKA protocols
CK Confidentiality key: encrypts data between user and provider
IK Integrity key: provides data integrity between user and provider
AK Anonymity key: obfuscates SQN

MAC Message authentication code: verifies integrity of authentication msgs.
XMAC Expected message authentication code: verifies provider

RES Challenge response: produced by user for authentication
XRES Expected challenge response: verifies user response

PUC-MSK Master session key between a PUC and vehicle
SN id Serving Network: In EV charging context, unique id of a PUC

entity has knowledge of a valid mobile cryptographic key and
its IMSI association.

As SIM card industry has proven to be reliable and
scaleable, we propose the extension of it to vehicles. That is, a
cryptographic key is associated with the Vehicle Identification
Number (VIN), which is a unique but readily available vehicle
number etched into every car chassis. As shown in Figure
2, a VIN encodes vehicle manufacturer, model, engine size,
among other characteristics. For our purposes, manufacturer
and model information may be used to verify the type of
charger required, useful if charging stations are not standard-
ized. In addition, charging parameters specific to a vehicle
model can be supported.

III. VEHICLE AND UTILITY COMPANY AUTHENTICATION
AND KEY AGREEMENT

Figure 1 depicts mutually authenticated and encrypted
communication protocols for secure communication between
entities. PUC communicates securely with vehicle registration
authority via mutually authenticated TLS session. Secure
communication between PUC and EV is supported via an
Authentication and Key Agreement protocol, as per Figure
3.

Upon reading of the vehicle license plate, PUC requests
authentication vectors to the vehicle registration authority for
the vehicle to be charged via a secure TLS connection. A
stolen/fake license plate will result in vehicle authentication
failure, and hence denial of EV charging service.

Authentication vectors are generated as per Figure 4 (see
Table I for a glossary), as follows. A sequence number SQN is
maintained between the registration authority and the vehicle,
to prevent replay attacks. A fresh random number RAND
is generated for each set of authentication vectors. RAND
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Home Authentication and Key Agreement

RA:Home Server

Captures vehicle

license plate

PUC: Auth Server SM/Charging St. Electric Vehicle

vAuthReq(license plate)

homeAuthReq(license plate)

Generates auth

vectors(K)

homeAuthResp(home-av)

vAuthChall(RAND,AMF,...)

vAuthChall(RAND,AMF,...)

Verifies MSG

Computes response

vAuthChall(RES)

Verifies Response

Establishes PUC-MSK

vAuthChall(RES)

authorizesCharging(CK,IK)

Cashes CK, IK

SecureChargingSession

Figure 3: Home Authentication and Key Agreement

Generate SQN

AMF

Home/PUC

Authentication

Vector Generation

Auth Vector

f1 f2 f3 f4 f5

K

SQN

Generate RAND

RAND

MAC XRES CK IK AK

KDFSQN xor AK SN id

PUC-MSK

AV: RAND || XRES || CK || IK || SQN xor AK || AMF || MAC

PUC-MSK

Figure 4: Authentication Vector Generation

and SQN, together with the vehicle cryptographic key K and
authentication management field AMF (to be described later)
are fed into five one way functions, as per [1]. A Message
Authentication Code MAC is generated to verify the authen-
ticity of the vector. An expected response XRES to challenge
RAND is also produced. In addition, a confidentiality key CK
(encryption), identity key IK (authentication), and anonymity
key AK are produced. The authentication vector results from
the concatenation of RAND, XRES, CK, IK, IK, SQN xor AK,
AMF, and MAC. Upon reception of the authentication vector,
PUC challenges the identity of the EV by passing the random
challenge RAND, SQN xor AK, and AMF to the vehicle,
for challenge response computation. It also sends MAC for
message verification.

Vehicle computes challenge response as per Figure 5. Ve-
hicle first uses RAND and its key K to retrieve AK using one
way function f5. AK then is used to retrieve SQN, which,
together with vehicle key K and challenge RAND, are used

AMF
(Home/PUC)

VerificationResponse

Provider Authentication

Verification

f1 f2 f3 f4

K
PUC-MSK

SQN

RAND

XMAC/MAC RES/XRES CK IK

KDFSQN xor AK SN id

PUC-MSK

Verify: MAC = XMAC ; SNQ in range

xor

SQN xor AK

f5AK

Master Key Generation

User Authentication

Verification

Verify: XRES = RES

Extracts SQN xor AK Extracts RAND

Figure 5: Provider/User Verification

to compute an expected message authentication code XMAC,
a challenge response RES, and confidentiality and identity
keys CK and IK, respectively. The vehicle then validates the
message by comparing XMAC with MAC received from the
PUC, and then sends the challenge response RES computed
back to PUC, which authenticates the vehicle if XRES=RES.
Finally, both PUC and vehicle use a key derivation function
KDF (e.g., SHA-256) to generate a master session key PUC-
MSK, which becomes a shared key between PUC and the
vehicle. A serving network id is used to constraint the scope of
the PUC-MSK to a specific PUC provider. We hence suggest
the use of the AMF as SN id in the generation of PUC-MSK.

Once vehicle is authenticated, PUC authorizes the smart
meter to initiate a charging secure session with PUC, using
CK and IK keys. We assume the smart meter software has not
been compromised. Mechanism to verify smart meter software
vulnerabilities and secure updates is beyond the scope of
this paper. Notice that during the authentication process no
credential is exchanged between the parties involved. If the
vehicle key K is safely stored at registration authority and
the electric vehicle, authentication and key agreement process
can not be compromised. In addition, user confidentiality is
protected by requiring only the vehicle license plate to jump
start the authentication process, and not even its VIN number.
This help mitigate VIN number based cyber attacks. For
additional protection, encryption of license plate information
by a PUC managed symmetric key residing in the Smart
Meter/charging station can mitigate even the harvesting of
license plate information during authentication. This key can
be securely distributed from PUC to its smart meters via secure
TLS connection.

Once a master session key PUC-MSK is established be-
tween PUC and the vehicle, a variant version of the authenti-
cation protocol can be run, by replacing vehicle cryptographic
key K with PUC-MSK in the figures above. This way, after
first authentication of a vehicle, PUC no longer requires
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PUC Independent Authentication and Key Agreement

Captures vehicle

license plate

PUC: Auth Server SM/Charging St. Electric Vehicle

vAuthReq(license plate)

vAuthChall(RAND,AMF,...)

vAuthChall(RAND,AMF, ...)

Verifies MSG

Computes response

vAuthChall(RES)

Verifies Response

Establishes PUC-MSK

vAuthChall(RES)

authorizesCharging(CK, IK)

Cashes CK, IK

Retrieves PUC-MSK

SecureChargingSession

Figure 6: PUC Authentication and Key Agreement

contacting the registration authority to authenticate the vehicle.
We call the first version of the protocol home-AKA, and the
second version puc-AKA. As the vehicle needs to differentiate
which AKA variant is engaging with, a different AMF is used
for home-AKA and puc-AKA. Generalizing it, AMF becomes
a pointer to the cryptographic key to be used by the vehicle
to authenticate itself. Figure 6 illustrates PUC independent
authentication protocol.

Mutual authentication of PUC/EV should be executed as a
pre-requisite for every charging operation. In addition, authen-
tication should be enabled only if the charging station cable
is physically connected to the vehicle charging outlet. Any
disconnect of the charging cable should trigger the need for a
fresh authentication handshake upon re-establishing physical
connectivity to resume charging.

A. Service key management

Key management of a fleet of Smart Meters within Smart
Grids is not a trivial matter. A recent survey on multiple
approaches for Smart Grid Key management can be fond in
[4], where various key generation and distribution schemes are
compared. Our Vehicle-SIM based secure metering framework
obviates the need to distribute keys across the Smart Grid, as
shared master keys between PUCs and vehicles are generated
at the endpoints. Key management then reduces to two issues:
i- defining when these keys are generated and under which
conditions they should be renewed/rotated; ii- how to support
multiple PUCs.

B. Power Utility Company Key Rotation

Rotation of Public Utility Company master session key
PUC-MSK is driven by the following use cases:

• New user use case: A Smart Meter is assigned to a home,
attached to a home EV charger. SM allows the running
of a home-AKA algorithm, with generation of a public
utility company master session key (puc-MSK).

• Vehicle change of ownership: A new master session key
must be generated for the same vehicle. This requires
the rotation of PUC-MSK at a cadence, perhaps once
a month, to ensure the vehicle is still owned by the
same utility user. A side use case would be a vehicle
that is reported stolen. In this case, registration authority
may stop issuing authentication vectors to the vehicle,
effectively preventing the vehicle from being charged.

• House change of ownership: A new PUC-MSK must be
generated, as the Home Smart Meter changes ownership.

PUC-MSK rotation may be supported by the home smart
meter only. In addition, multiple PUCs will typically need to
provide charging services along multiple jurisdictions. In this
case, different AMFs must be used among multiple PUCs.
We propose the use of a hash function with low collision
probability, with a unique PUC input, such as the private key
of a PUC X.509 certificate, to generate an unique AMF.

C. Multiple Public Utility Company key management

As travel typically involves charging stations from multiple
PUCs, each PUC requires fetching of authentication vector
from the vehicle regulatory body. As each authentication
vector generated increments SEQN, and given the fact that
the vehicle verification involves checking a valid range of
SEQNs, it is possible that the vehicle gets out of sync about the
acceptable range of SEQN and RA:Home Server in a multiple
PUC scenario. A synchronization mechanism between the
registration authority and the vehicle needs to be established.
We propose to execute this synchronization at a trusted EV
charging station, such as the one at home. That is, when
the smart meter engages in home-aka authentication with the
vehicle, the vehicle resets its SEQN valid window around
the SEQN resent in the challenge received, as per Figure 5
(replacing the SEQN in range verification with expected SEQN
- XSEQN - assignment to the received SEQN).

D. Supporting other Smart Grid services beyond EV Charging

The secure metering framework proposed in this work can
be extended in few ways.

• Secure Vehicle Services: Smart devices controlling park-
ing lot gates can be used to automatically grant entrance
access to vehicles equipped with SIM cards. For instance,
in some countries with advanced smart grid systems,
airports may grant free parking to EV vehicles which
allows one cycle charging during their stay, so as to
smooth airport energy peak hours. In this case, a PUC is
replaced by another service provider, which interacts with
the vehicle registration authority. The authority then may
provide a “authentication as a service” business model to
help with operational costs.

• Non-vehicle Secure Metering Services: Power utility
companies may use user electronic credentials other than
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vehicle to generate master service keys at smart meters
for smart grid services other than vehicle charging. As
a first step towards that scenario, PUCs may use vehicle
generated master key to provide secure metering services
for smart home. In this case, a PUC would simply rotate
the ev charging master key for charging, but retain the
previous key in the smart meter for other home services.
In future, PUCs could engage with a network operator
owning a cellular network SIM card to retrieve authen-
tication vectors, and generate master keys for generic
metering services. Smart meters then could engage with
user cellular phone in order to enable the generation of
smart grid service keys.

IV. LEVERAGING STANDARDS AND PROTOCOLS

The management of charging operation within EV charging
ecosystem has evolved via different protocols, some of which
have been standardized. ISO 15118 [7] allows EVs and SMs
to dynamically exchange information for a proper charging. In
terms of security, ISO 15118 supports a Plug & Charge feature,
upon which a secure EV to SM secure communication link is
established. In ISO 15118, secure EV to SM link requires
agreement between EV and SM on a symmetric key - our
proposal fulfills this requirement, providing a different key
per EV.

Another widely used protocol is Open Charge Point Proto-
col (OCPP) [8], which supports all communication between
the SM and its “control center” (within PUC). Various ver-
sions of the protocol exist, with version 2.0 having the most
advanced security features, such as secure communication
channel, secure firmware update, logging of security events.
OCPP allows the SM to behave as a communication gateway
between the EV and PUC backend system. This architecture
blends well with our security framework. In fact, the symmet-
ric cryptographic keys generated by our AKA framework may
be used to mitigate lingering protocol vulnerabilities [9].

V. IMPLEMENTATION PROOF OF CONCEPT

This section describes a proof of concept implementation of
the security protocols introduced in this paper. Authentication
and Key Agreement algorithms were simulated in Python.
Using a library called Pykka, we created an actor model of
the four components of secure metering ecosystem: Home
Server, PUC, Smart Meter, and Electric Vehicle (Figure 7).
Pykka allows messages to be sent to other actors by tell()
function. Key exchanging was implemented by using tell()
with a dictionary type list in tell(), such as message = [”order”:
”start , ”key”:00112233]. Since on receive() is a message
handler, it reads the ”order” of the message and performs
the following conditional branching according to transactions
name.

As per Figure 8, the output of the program uses print() to
output the name of the actor sending message data, the name
of the transaction, and the generated key to visually track how
communication between entities is taking place. Even though

c l a s s HomeServer ( pykka . T h r e a d i n g A c t o r ) :
def i n i t ( s e l f ) :

super ( HomeServer , s e l f ) . i n i t ( )

def l i n k c l a s s ( s e l f , i n s t a n c e n a m e ) :
s e l f . PUC ref = i n s t a n c e n a m e

def o n r e c e i v e ( s e l f , message ) :
p r i n t ( ” ” )
p r i n t ( ”HS” )
s e l f . message = message
s e l f . o r d e r = message [ ” o r d e r ” ]

i f ( s e l f . o r d e r ==
” S e n d L i c e n s e P l a t e ” ) :

p r i n t ( ” (Home AKA) Genera te Key ” )
s e l f . l i c e n s e p l a t e =
message [ ” l i c e n s e p l a t e ” ]
s e l f . Genera te Key ( )

def Genera te Key ( s e l f ) :
s e l f . key = 0 x0011223344556677
8899 a a b b c c d d e e f f
− s e l f . l i c e n s e p l a t e
s e l f . PUC ref . t e l l
({ ” o r d e r ” :
” S e n d R e g i s t r a t i o n C o m p l e t e M e s s a g e ” ,
” key ” : s e l f . key } )

Figure 7: Software Implementation

the figure shows Home AKA output, a similar output from
PUC-AKA has also been verified, omitted for space’s sake.

VI. AUTHENTICATION AND KEY AGREEMENT ENHANCED
CHARGING - SECURITY EVALUATION

In this section, we evaluate our AKA EV charging frame-
work vis a vis security threats. The analysis is structured
around three actors: EV, Charging station(CS)/Smart Me-
ter(SM), PUC/Charging control center.

• EV: The following threats are devised:

– Impersonation: Impersonating an arbitrary vehicle is
impossible as long as the vehicle cryptographic key
is safely stored in the v-sim card. As a consequence,
the protocol supports non-repudiation of charging
session.

– Denial of Service: Assuming a EV to SM (WiFi/cel-
lular) wireless link, DoS attack may be staged, for
instance, via radio jamming.

– Distributed DOS: As charging section is initiated via
AKA by the reading of the vehicle license plate,
staging a DDoS from the vehicle would require
multiple fake license plates. To mitigate such attacks,
PUC control center may keep track of license plates
that have failed authentication in the past, as in
a blacklist concept, and discard charging requests
coming from vehicles that have failed authentication
multiple times.
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OK! XRES = RES
PUC_MSK: 886499507777074393188636241814219822

Figure 8: Software Output

– Data tampering: To mitigate data tampering, crypto-
graphic storage/operations should be executed within
a secure hardware in the vehicle and SM.

• SM: The following threats are devised:

– Privacy: License place is read by the charging station
and sent to charging control/PUC via a secure TLS
session. This information does not need to be re-
tained by the charging station/SM, once transmitted
to PUC, mitigating leakage. All data exchanged
between vehicle and SM is protected by the crypto
keys generated by AKA algorithm, within the secure
session.

– Data tampering: Any attempt to alter data exchanged
between the vehicle and the SM will be detected via
the integrity key IK, and should be discarded.

• PUC/Control Center: The following threats are devised:

– Denial of Service: Communication between the
smart meter and the PUC can be supported via
cloud service infrastructure (such as Amazon Web
Services), for which DoS protection techniques do
exist.

– Data tampering: Communication between Smart Me-
ter and PUC is protected via server authenticated
TLS session. This ensures not only data integrity,
but also prevents man-in-the-middle attacks.

VII. CONCLUSION AND FUTURE WORK

We have proposed a symmetric key based authentication and
key agreement protocol to support Electric Vehicle Charging
in Smart Grids. PUC and vehicle mutual authentication and
secure metering are achieved without the need for the Smart
Meter to store credentials. In addition, new cryptographic
keys are used by the smart meter on every charging session,
rendering key stealing via SM tampering unprofitable. The
framework hence reduces Smart Meter security requirements,
as well as its attack surface. We have analyzed service
keys’ management on multiple Power Electricity Company
scenarios. In addition, we have provided a proof of concept
implementation of the authentication and symmetric keys
generation involved in the framework. As future work, we
plan to evaluate our proposal via prototyping.
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Abstract—With the development of modern society, IoT has
entered many aspects of our daily lives. At the same time, cyber
attacks in IoT environments are becoming increasingly rampant.
We urgently need a method to effectively inspect and detect
them such as the usage of malicious traffic detection technology.
Malicious traffic detection is usually divided into two aspects:
signature based method and machine learning based method.
The former method usually relies on pre-defined signatures or
rules and cannot effectively detect unknown threats such as zero-
day attacks. Although the latter method can detect unknown
attacks, most of them focus on offline traffic and cannot adapt
to the current realtime IoT network environment. In this paper,
we propose a heterogeneous malicious traffic detection system
which combines both of them to achieve the realtime detection.
In this design, we utilize the bloom array to execute pre-filter
in an FPGA board, and implement a CPU based LightGBM
classifier to identify the filtered traffic. We also implemented an
experiment to evaluate the proposed system on both training
stage and inference stage, which shows the system has the ability
to identify malicious traffic in the IoT network environment.

Keywords—Malicious Traffic Detection; Machine Learning;
FPGA; LightGBM

I. INTRODUCTION

With the development of information technology, Internet of
Things (IoT) has gained more and more people’s attractions
in recent years. It improves the convenience of our lives
by enabling communication between electronic devices and
sensors through the Internet [1]. IoT depicts a world where
anything can be connected in an intelligent fashion [2], in-
cluding smart homes, smart cities, wearable devices, industrial
automation and even healthcare and telemedicine. Although
the development of the IoT has brought revolutionary changes
to modern society, however, it also brings some security issues
such as data leakage and identity theft. One of the famous IoT
security threats is Mirai Botnet, it is a worm-like family of

malware which changes IoT devices to DDoS botnets [3]. It
was appeared as early as August 31, 2016 [4]. By scanning
IoT devices on the Internet and controlling them, Mirai has
the ability to launch DDoS attacks to the target network,
which causes huge losses to companies and organizations. In
order to protect the digital and property security of enterprises
and users, and prevent the similar attacks from happening
again, we need some effective defense approaches to resist
and prevent the cyber threats.

Malicious traffic detection is an efficient mechanism to
identify and mitigate potential threats and attacks. It is widely
used in Intrusion Detection System (IDS) which is among the
existing security methods responsible for detecting malicious
activities [5]. Traditional malicious traffic detection usually
adapts signature or feature based rules to achieve the traffic
inspection process [6][7]. These methods rely on the pre-
defined signatures or rules of malicious traffic such as packet
protocols or payloads, which are essentially specific patterns
associated with the known network attacks. However, if we
just rely on the traditional signature matching mechanism,
it may miss out many potential and undiscovered threats
such as zero-day attacks [8][9][10]. Compared with signature
based malicious traffic detection, machine learning (ML) based
malicious traffic detection is a different detection approach
which leverages the advantages of machine learning to detect
unknown attacks and increase the detection efficiency. There-
fore, in the IoT environments [11][12][13], it is useful to use
machine learning methods to detect network attacks, which
will apply machine learning models to learn corresponding
features on the network traffic datasets. By extracting the
traffic features from packet headers or payload contents, the
machine learning algorithm can identify whether the network
traffic is benign or malicious. Although machine learning
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based malicious traffic detection methods overcome some
limitations of signature based detection methods, but most of
them focus on the offline detection which can not deal with
the realtime incoming network traffic [14][15][16].

In order to overcome this problem, in this paper, we present
a realtime heterogeneous malicious traffic detection method
based on LightGBM, which has the ability to detect malicious
traffic with high accuracy. An FPGA based pre-filter is used to
perform IP address blacklist filtering, while a packet capturer
and parser is used to capture and parse the packet, and a Light-
GBM classifier is implemented to achieve precise detection of
malicious network packets. The performance of our proposed
system is evaluated from both detection speed and detection
accuracy, which shows that our system can support realtime
malicious traffic detection in the IoT environment.

The rest of the paper is organized as follows. In Section II,
we discuss the related work about malicious traffic detection.
In Section III, we introduce the prototype design of the
heterogeneous malicious traffic detection system. We also
conduct an experiment and evaluate the system in Section IV.
Finally, we conclude this paper in Section V.

II. RELATED WORK

In the past few years, in order to alleviate security and trust
issues on the Internet, there are a lot of researches focusing
their attentions on inspecting and detecting network malicious
traffic. In this section, we mainly review signature based
malicious traffic detection including software and hardware,
and machine learning based malicious traffic detection.

A. Signature based Malicious Traffic Detection

On the software side, Snort [17] and Suricata [18] are
the famous signature based IDS projects which are widely
used in many companies or organizations. They distinguish
network traffic against a set of defined signatures to identify
attacks and threats. These kinds of signatures are provided
by cybersecurity experts or proprietary vendors [19]. Besides,
in the paper [20], J. Nam et al. propose a high-performance
Suricata-based NIDS on many-core processors (MCPs) which
is called Haetae to achieve traffic detection. This system adapts
the parallelism of NIDS engines and uses programmable
network interface cards to offload packet processing, it can
also dynamically offload network traffic to host-side CPU to
achieve the detection. H. Li et al. [21] design the vNIDS to of-
fer effective detection and provisioning for NIDS virtualization
by using such as detection state sharing and microservices.

On the hardware side, K. Jaic et al. [22] design a hybrid-
NIDS (called SFAOENIDS), which combines the FPGA with
a network interface card to provide hardware pattern matching
and software post processing. In the paper [23], Z. Zhao
et al. propose an FPGA-first approach called Pigasus, most
of the processing and controlling of the network traffic are
implemented in the FPGA to ensure the speed. Except for
the FPGA components, there are also some designs which
are implemented on other hardware devices. N. Cascarano et
al. [24] present a regular expression matching method with a

parallel engine that is implemented on GPU. T. Jepsen et al.
[25] propose a string searching approach of packet payloads
on a programmable network ASIC.

B. Machine Learning based Malicious Traffic Detection

Recently, machine learning methods (such as supervised and
unsupervised learning) are widely used on malicious traffic
detection. For example, in order to detect and block bot-net
C&C traffic, M. Antonakakis et al. [14] propose a method
called Pleiades to identify randomly generated domains with-
out reversing. They combine clustering and classification
algorithms, monitor traffic below the local recursive DNS
server and analyze streams of unsuccessful DNS resolutions
to achieve detection process. In the paper [26], T. Nelms et
al. present the WebWitness, which is an incident investiga-
tion system to trace back events before malware downloads
happening, and leverages the paths to build effective defenses.
They also deploy their system on an academic network to
collect malicious download paths, which shows the system
can successfully decrease the infection rate. In addition, in
order to resist the threat of malware, L. Invernizzi et al. [16]
propose a system called Nazca which identifies infections in
large scale networks by investigating how a client downloads
and installs malware in the real world. Through checking the
telltale signs of the malicious network infrastructures, Nazca
has the ability to detect previously-unseen malware and can
not be easily influenced by code obfuscation. Y. Mirsky et
al. [27] also present another approach called Kitsune which
uses neural networks to distinguish normal traffic and network
attacks. This method adapts the ensemble of neural networks
which are called autoencoders to identify the benign and
abnormal network traffic. They also propose a dataset named
Mirai which includes the real network information of the Mirai
botnet malware.

III. HETEROGENEOUS MALICIOUS TRAFFIC DETECTION
SYSTEM DESIGN

The heterogeneous malicious traffic detection system is
designed to detect packet-level malicious traffic in IoT envi-
ronment, it mainly consists of two parts: FPGA based Pre-
Filter and Machine Learning based Traffic Detection. The
former is used to preliminary filter the incoming traffic, while
the latter is used for further traffic detection. Figure 1 shows
the overview of the system architecture.

A. FPGA based Pre-Filter

1) Description of FPGA based Pre-Filter: In a network
environment, there will be some truly malicious traffic with
specific characteristics such as IP address. These traffics can
be blocked by setting the software firewall and corresponding
rules. Compared with the traditional firewall that uses CPU to
handle traffic, an FPGA based pre-filter can be programmed
with specific rules to filter or discard data with low resource
consumption and high performance. At the same time, it can
implement underlying protocol parsing (such as Layer 2, Layer
3) to achieve more accurate detection. Currently, we execute
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Figure 1. Overview of the system architecture.

“Source IPv4 Address” matching on the third layer of the OSI
model. The main function of this pre-filter is to filter the truly
malicious traffic by setting a blacklist in the FPGA board.
When the irregular traffic from some IP addresses come in, it
will drop these packets automatically.

In order to achieve end-to-end packet processing and detec-
tion, the FPGA based pre-filter consists of four components
which are shown as follows. We implement the prototype
design based on AMD OpenNIC project [28].

• Ethernet Port: Ethernet port is a physical component
(such as QSFP 28 interface) which can create an ethernet
connection with the network to be detected. It is used to
forward the traffic to the CMAC module.

• CMAC Module: CMAC module is used to receive the
traffic packet. Here we adapt the Xilinx CMAC IP core
as the implementation.

• Bloom Filter: After getting the packet, the bloom filter
will decode it and extract the “Source IPv4 Address” as
the matching data. The result will indicate whether this
packet can be reserved or blocked.

• PCIe Module: The packets that flow out through the
bloom filter will be sent to the ML based traffic detection
for further inspection through the PCIe interface. It relies
on the PCIe driver to achieve the communication with
the host machine.

2) Bloom Filter: Bloom filter is a space-efficient data
storage mechanism to decide whether an element is located in
a data set. Figure 2 shows the architecture. It utilizes a bit array
and hash functions to store information of the element states.
In our design, we use it as the IP blacklist implementation and
the elements in bloom array map the “Source IPv4 Address”.
In order to add an element to the filter, it needs the hash
computations. We adapt the CRC hash as the hash functions,
and each hash function calculates the element location in
the bloom array. When one element comes from the CMAC
module, to check if it is in the bloom array, the same hash
functions are applied. If any of the calculated positions are not
1, it means this element is not in the defined array.

False Positive Probability =
(
1− e−

kn
m

)k

(1)

Another property of the bloom filter is that there is a false
positive probability. Hash collision is one reason that causes

10 0 11 0 ...1 1 10 0
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input data
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Figure 2. Architecture of the bloom filter.

the false positive probability. According to the equation (1), k
is the number of hash functions, n is the number of elements,
and m is the size of the bloom array. We choose k=4, m/n=16,
where the false positive probability is computed to 0.239% that
meets our design goal.

B. Machine Learning based Traffic Detection

Machine learning based traffic detection leverages the data-
driven insight ability of machine learning to analyze the
malicious traffic on the CPU side. Compared with the tradi-
tional signature based IDS systems, it has the adaptability and
flexibility and can even detect certain undiscovered attacks.
In order to ensure the realtime performance and detect the
attack behaviors timely, we implement two modules including
the Traffic Capturer and Parser Module, and the LightGBM
Classifier that are shown in Figure 1. We focus on the
implementation of the inference process.

1) Traffic Capturer and Parser Module: After filtering the
traffic using FPGA based pre-filter, we need to capture and
parse it for further detection. We adapt the libpcap implemen-
tation to execute the realtime capturing. It builds a connection
between the FPGA board and the software stack. By capturing
from the FPGA board, we can get the corresponding packet-
level filtered traffic. After that, we need to analyze and pre-
process each packet to get the packet features (e.g., IPv4
Length). We mainly adapt the header information instead of
the content to improve the universality of our system. At the
same time, considering we need to replay the traffic to achieve
realtime detection, we do not use the time related features
such as timestamp. We perform hierarchical splitting on each
data packet and extract corresponding features according to
the needs of detection. The specific features that we use and
their descriptions are shown in the Table I.
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TABLE I
FEATURE DESCRIPTION

Feature Description
IPv4 Length The length of an IPv4 packet

IPv4 ID The identification of an IPv4 packet
IPv4 TTL The time to live of an IPv4 packet

Layer The type of protocol
Source Port The source port

Destination Port The destination port
Source IP Address The source IP address

Destination IP Address The destination IP address

We focus on the packet-level feature extraction. Through
detecting each data packet, we can timely identify the mali-
cious traffic. Among these features, since some of them have
different categories which can not be sent into the machine
learning model directly. In that case, we encode the label
(such as the LabelEncoder encoding in scikit-learn) for Layer,
Source IP Address and Destination IP Address to convert
the category format into the number format. The processed
features will be combined into a feature vector and will be
transported into the LightGBM classifier for inspection.

2) LightGBM Classifier: LightGBM is a gradient boosting
decision tree (GBDT) framework which is widely used for
both classification and regression problems. It has advantages
of high accuracy, speed and scalability. Compared with other
traditional GBDT algorithms, it adapts some optimization
technologies (e.g., Histogram Decision Tree, Gradient-based
One-Side Sampling (GOSS) and Exclusive Feature Bundling
(EFB)) to accelerate the training speed. The processing flow of
a realtime classifier based on LightGBM is shown as follows:
Firstly, import the pre-trained LightGBM model and instantiate
it. The model is saved in txt file format in advance. Secondly,
the extracted feature vectors are converted into the floating
point array and fed into the instantiated LightGBM model.
Next, the model conducts inference calculations to obtain the
classification probability of the feature vector. Finally, we
determine whether the data packet is benign or malicious based
on its inference result.

IV. EXPERIMENT AND EVALUATION

We designed an experiment to evaluate the prototype ma-
licious traffic detection system with a specific IoT network
attack dataset. We also evaluated our system from two stages:
training stage and inference stage.

A. Dataset

The experiment and evaluation dataset that we use comes
from Kitsune Mirai [27]. It is presented in 2018 and it is
captured from an IoT network, where the Mirai malware
begins to infect other devices and scans for new victims
network. Table II shows the details of the experiment dataset.
It consists of 642,516 pieces of malicious data and 121,621
pieces of benign data. We selected 80% (611,309) of them as
the training set and 20% (152,828) as the test set.

TABLE II
DETAILS OF THE EXPERIMENT DATASET

Name Year Number

Kitsune Mirai 2018

Num of Malicious Num of Benign
642,516 121,621

Num of Train Num of Test
611,309 152,828

B. Evaluation on Training Stage
The evaluation on the training stage can reflect the accuracy

of our method. The specific details of the evaluation metrics
are shown as follows.

1) Evaluation Metric: We use the following evaluation
metrics to evaluate the performance of our system:

• False Positive (FP) represents the negative samples
predicted to be positive.

• False Negative (FN) represents the positive samples
predicted to be negative.

• Accuracy (ACC) is adapted to evaluate the overall
performance of our system:

ACC =
TP + TN

TP + TN + FP + FN
(2)

• Precision is used to measure the accuracy of positive
predictions:

Precision =
TP

TP + FP
(3)

• Recall evaluates the ability of the model to detect positive
samples:

Recall =
TP

TP + FN
(4)

• F1-score is a harmonic mean between the precision and
the recall:

F1-score = 2× Precision×Recall

Precision+Recall
(5)

2) Evaluation Results: Table III shows the comparison
of evaluation results on different classifiers. We set four
other models including Support Vector Machine (SVM), K-
Nearest Neighbor (KNN), Random Forest and Decision Tree
as the comparisons. From the results, we can get that using
the packet-level features extracted from traffic achieves good
detection performance, which proves that the features in Table
I are effective. At the same time, we observe that LightGBM
achieves the highest evaluation in all the classifiers on ACC,
Precision, Recall and F1-score. It reaches 0.9589, 0.9774,
0.9736 and 0.9755 respectively. This is one of the reasons that
we choose LightGBM as the classifier in the ML based traffic
detection. We also make a comparison between Decision Tree
and LightGBM models with heatmap representations in Figure
3 to indicate the metrics of FP and FN, which shows that our
method has a better performance than other approaches.

C. Evaluation on Inference Stage
The evaluation on the inference stage can reflect the realtime

detection capability of our system. It is separated into two
aspects: FPGA Resource Utilization and Throughput.

30Copyright (c) IARIA, 2023.     ISBN:  978-1-68558-092-6

SECURWARE 2023 : The Seventeenth International Conference on Emerging Security Information, Systems and Technologies

                           42 / 109



TABLE III
COMPARISON OF EVALUATION RESULTS

Classifier ACC Precision Recall F1-score
SVM 0.9104 0.9706 0.9214 0.9453
KNN 0.9494 0.9740 0.9656 0.9698

Random Forest 0.9525 0.9766 0.9668 0.9716
Decision Tree 0.9556 0.9773 0.9697 0.9735

LightGBM 0.9589 0.9774 0.9736 0.9755
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Figure 3. Heatmaps between different methods.

1) Experiment Environment: Table IV shows the assumed
experimental IoT network according to the Kitsune Mirai
dataset. The number of clients is calculated by the destination
mac address. By adjusting the bloom array in the FPGA
based pre-filter, we build four situations of irregular traffic
which includes different types of source IPv4 addresses. The
experiment environment is shown in Figure 4, we use Cisco
TRex [29] as the traffic generator. On the testing server, the
Xilinx Alveo U50 accelerator card [30] is our FPGA platform
which has 872K LUTs, 1743K registers and 47.3 Mb BRAM.
The Linux host machine is installed with an Intel i9-13900K
cpu and 64GB memory. The filtered traffic will be forwarded
to the ML based traffic classifier.

TABLE IV
ASSUMED EXPERIMENTAL IOT NETWORK

Source IPv4
Address Range Clients Assumed Irregular Traffic filtered

by FPGA based Pre-Filter

192.168.2.0/24
and 0.0.0.0 30

Source IPv4 Address Situations
192.168.2.108 Situation1
192.168.2.108

192.168.2.1 Situation2

192.168.2.108
192.168.2.1

192.168.2.113
Situation3

192.168.2.108
192.168.2.1

192.168.2.113
192.168.2.110

Situation4

2) FPGA Resource Utilization: The resource utilization
refers to the usage of hardware resources on an FPGA board.
Table V indicates the consumption of LUT, Register and
BRAM Tile which comes from Xilinx Vivado Design Suite
2020.2, and shows the respective proportion in Xilinx U50

Traffic Generator

TRex

QSFP
28

100GBASE-SR4

ML based Traffic
Classifier

Libpcap

QSFP
28 Bloom

Filter

XCU50
FPGA

PCIe

Xilinx Alveo U50 Linux Host PC

Generating
testing
traffic 

Testing Server

Figure 4. Overview of the experiment environment.

TABLE V
RESOURCES CONSUMPTION IN XILINX U50

Module Name LUT Register BRAM Tile
CMAC Module 9,793 31,504 0
Filter Module 5,279 5,209 0
PCIe Module 79,576 84,544 94

Proportion 10.9% 7.0% 7.0%

accelerator card. From the result we can see, the filter module
consumes 5,279 LUTs and 5,209 registers which occupies a
reasonable resource consumption.

3) Throughput: We adjust the time interval of packets in
TRex and replay the Kitsune Mirai dataset to measure the
throughput. In our FPGA design, the data bus width is set to
512-bit and the clock frequency is set to 250MHz. Since we
adapt the pipeline design, the throughput of the pre-filter is
calculated as following:

Throughput =
512-bit

(1/250MHz) ∗ 109
= 128Gbps (6)

Considering the design throughput of the Xilinx CMAC IP
core is 100Gbps, the calculated throughput of the pre-filter
has the ability to reach the line speed of 100Gbps.

Figure 5 shows the experiment results of the complete
system. The horizontal axis represents the different situations
in Table IV where truly malicious traffic will be filtered by
FPGA based pre-filter, while the vertical axis represents the
detection throughput. Baseline indicates that there are no rules
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Figure 5. Throughput under different situations.

being enabled in the FPGA based pre-filter. From this figure
we can see, the FPGA based pre-filter can block a portion of
malicious traffic by setting up an IP blacklist which reduces
the burden on ML based traffic detection, and effectively
improve the overall detection throughput of the system. At the
same time, we also observe the current system performance
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is limited with LightGBM side. If we improve LightBGM
classifier part such as increasing calculation cores or changing
to other packet capture methods, it still has the ability to
improve the performance of the entire system.

V. CONCLUSION

In this paper, we present a realtime heterogeneous malicious
traffic detection method based on LightGBM classifier espe-
cially for IoT environment. We built an FPGA based pre-filter
to filter the truly malicious traffic through the bloom array.
A traffic capturer and parser are used to receive and extract
features from the filtered traffic, while a CPU based LightGBM
classifier is responsible for inspecting and detecting the traffic
in realtime. In order to evaluate the prototype design, we
used a malicious traffic dataset of the IoT malware to test
the proposed system from both training stage and inference
stage. The results on the training stage show that our method
has better performance than the traditional machine learning
methods. Moreover, we built an experiment environment with
the traffic generator and testing server to evaluate this system
on inference stage. The results indicate that our system has a
low FPGA resource usage and effective throughput improve-
ment. In future work, we will explore to add other models to
our system to further improve the detection efficiency.
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Abstract—Stego malware, which hides malicious functional-
ity using steganographic communication channels, is becoming
increasingly common in today’s attack scenarios. Cybersecurity
capabilities against such malware include prevention, detection,
response and attribution tasks. In this paper, we focus on JPEG
images and the attribution task by investigating a set of very
simple signature-based steganalysis features for stego-malware
attribution by attempting to identify the embedding algorithm
used in a multi-class problem. First, the communication scenario
in stego-malware is discussed by showing how the warden
(observer) setting differs from the typical communication setup in
steganography (known as the ‘Alice and Bob (A-B) scenario’) to
be used for a simple (non-blind) cover-stego pair analysis besides
blind steganalysis. For our considered stego-malware case, the
stego communication is redefined as an attacker-to-attacker (A-
A) scenario by extending the capabilities of the warden. Second,
due to the very simple nature of stego approaches often used
in malware, basic assumptions in steganography are not well
incorporated in the malware design. This motivates us to study
simple, classically known steganography approaches to simulate
stego-malware attribution capabilities using five long-standing,
well-known steganography tools. Four simple signature-based
and two content-based features are derived for the attribution
of five stego algorithms and their performance is validated in
a multi-class comparison. Using a test set of 1000 randomly
selected original cover images from the Alaska2 dataset, the
feature set for attribution of the five algorithms used and their
individualisation properties are investigated exemplarily for two
different capacities (low: 26 bytes and high: 2.1 kBytes) and
two different embedding keys (one long and one short), also
considering a recompression case for the low capacity. A single
and double recompression of the 1000 Alaska2 images used
and the Flickr dataset with its 31,783 images are performed
to determine the false positive detection performance within
image data without steganographic embedding. The results show
the differences in stego-algorithm attribution performance per
feature and algorithm.

Keywords—stego-malware communication scenario; multi-
class steganalysis and attribution.

I. INTRODUCTION

According to [1], attackers started to use information hiding
techniques to make malicious software (malware) stealthier

and harder to detect more than a decade ago. In the last
10 years, the volume of malware using steganography and
information hiding to prevent detection (bypass security mech-
anisms), implement evasion or anti-forensics techniques, as
well as create hidden communication channels to orchestrate
attacks, has been growing on a yearly basis [2]. For such
malware using information hiding the term stego-malware was
created and the following taxonomy was proposed [1]:

• Group 1) malware hiding information by modulating
shared resources (e.g., a CPU register)

• Group 2) malware hiding information within network
traffic

• Group 3) malware hiding information in digital media
objects (covers, e.g., digital images in JPEG formats)

This taxonomy partially reflects the goal of the information
hiding mechanism implemented by the attacker: Methods
belonging to group 1 are primarily used to allow two processes
to exchange data within the same machine or to bypass
hardware isolation, methods in group 2 are primarily used to
implement Internet-wide covert communication, and methods
belonging to group 3 are used for data infiltration, exfiltration
or storage. For instance, images modified via steganographic
techniques have been used to store information on the local file
system of the infected host, to conceal configuration files and
malicious code when spreading the infection, or to implement
simple command and control (C&C) channels by making them
available in social networks or other network services.

Today’s cybersecurity capabilities against malware include
prevention, detection, response and attribution tasks. For stego-
malware detection, for example, the authors from MalJPEG [3]
provide an overview of existing work and show that JPEG
images are often used. Further [4] summarises available stego-
malware approaches by also concluding that JPEG is often
used as cover media type. For the detection, the authors in [5]
propose an approach to locate stego content in JPEG images by
analysing JPEG header markers. In our paper, we also have
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selected to follow this idea of using JPEG header analysis
(file/header integrity as well as the characteristics of specific
markers). We focus on an attribution task: Finding traces
indicating on the source of the malware. Such a source can be
for example malware creation kits on one or more computers,
malicious cyber activities of a human intruder or an ultimately
responsible party, see e.g., in [6]. As summarized in [7],
attribution contains the identification of such sources, the
collection of artefacts, extracting relevant information from the
data and answering attribution questions besides the source,
such as e.g., the time of a malware infestation and activities
that where performed on the target. This is similar to the
attribution approach presented by Jennifer Newmans group
in [8].

In this paper, we address in particular the following in
attribution: The identification of the source and collection of
artefacts to try to determine the used stego algorithm in stego-
malware that is hiding information in digital images (media
objects used as covers group 3 in the taxonomy discussed
above).

Starting in 2015, the volume of attacks observed ‘in the
wild’ using such methods increased in numbers but also
reduced in terms of variety. In fact, the majority of malware
exploiting steganographic techniques seems to only take ad-
vantage of images as the preferred type of cover media object.
As detailed in surveys on that topic (e.g., [2] and [4]), it seems
that attackers are capitalizing on the techniques offered by
related literature, publicly available source code and libraries,
or third-party information-hiding-capable malicious routines
offered on a Crime-as-a-Service basis (usually malware cre-
ation kits which also contain steganography modules/plugins).

In contrast to the academic research on traditional (end-to-
end) steganography (as discussed, e.g., in [9] or [10]), stego-
malware relies on much simpler basic assumptions on the
communication scenario that will be discussed in more detail
in Section II. As done in recent work in [5], we also use
existing simple steganography tools from [11], easily available
to potential stego-malware creators: jphide, jsteg, outguess,
steghide and f5. Amongst other tools f5 was also used in [5].

Focusing on stego-malware that uses JPEG images as cover,
the paper contributions are as follows to identify the embed-
ding algorithm used in a multi-class problem:

• The disscussion of the warden setting in the stego-
malware communication scenario, calling it attacker-to-
attacker (A-A) setup by also showing differences in the
corresponding basic assumptions for traditional stegano-
graphic end-to-end communication (also known as the
‘Alice and Bob (A-B) scenario’).

• Considerations on the attribution of steganographic meth-
ods in stego-malware, aiming at providing indicators of
compromise (IoC) for malware detection by trying to
identify the algorithm used in a multi-class attribution
problem on the example of five algorithms.

• Introduction of a set of light-weight (i.e., easy to com-
pute) features derived from observed artefacts during

embedding: Four simple, blind signature-based features
and two non-blind, content-based features. The signatures
are derived by using existing forensic tools (here foremost
and binwalk) as well as by header analysis on the JPEG
files (considering the JFIF version from the JPEG APP0
marker segment as well as a string-search in the JPEG
COM marker segments). While the first is novel to this
paper, the second follows the methodology in [3] and [5]
but determines novel signatures for the string-search
performed. The content-based, non-blind features, which
analyse in our case the (re-)compression behaviour as
well as the embedding impact to the colour distribution in
the image, are motivated by the typical, content-focused
steganalysis methods discussed, e.g., in [10]. The feature
extraction and attribution functionalities are presented in
detail in Section III and in Figure 2.

• An empirical investigation on five simple, classical
steganography approaches with two different capaci-
ties and key sizes based on 1000 randomly chosen
images from the Alaska2 image steganalysis reference
database [12] to derive a tendency for malware detection
and algorithm individualisation by additionally testing
for false positives (wrongful stego attribution on cover
data with no embedding) with (1) single and double re-
compressed Alaska2 images without embeddings and (2)
the Flickr30k data set from [13] with 31,783 images in
total. The results show in the multi-class decision the
following: Unique attribution of jsteg is possible with
two blind features with no errors and one blind feature
with 0.18 percent errors, four stego algorithms can be
attributed using file header signatures. jphide is difficult
to attribute with our features set. Those promising results
motivate further work for stego-malware detection and
attribution focusing on JPEG image header analysis.

The rest of the paper is structured as follows: First, the A-
A communication scenario of stego-malware and correspond-
ing attribution challenges for the Warden are introduced in
Section II. In Section III, the attribution concept with the
summary of the used steganography tools, the used image
sets, the embedding options and the set of attribution features
are discussed. Section IV contains implementation details and
Section V summarizes the results, followed by a last section
with a summary and conclusion.

II. SCENARIO AND ATTRIBUTION BACKGROUND FOR
STEGO-MALWARE

Stego-malware has firmly established itself as a dangerous
and still growing malware trend since 2015. A recent ex-
ample for such malware relying on steganographic channels
is an incident that has been reported in November 2022 by
(among many other sources) [14]. In [15] this stego-malware
is discussed in some detail by security specialists that where
reacting to this attack early on and who were responsible
for limiting its spread by providing involved actors with
indicators of compromise (IoC). The details in [15] provide
first insights, with more detailed information presented here:
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In late October 2022 malicious source code projects from
this attack started to appear on the Python code repository
PyPi. They were claiming to be libraries to be useful for
web development tasks and were soon added (in a kind
of supply chain attack) as includes to other repositories on
PyPi and GitHub. In those malicious packages, the existing
steganography library ‘judyb’ [16] (itself a fork from the well
known Python steganography module ‘stegano’ [17]) was used
to manage the communication. On infestation on a target
machine, the malware tried to post-fetch/infiltrate malicious
routines steganographicaly hidden in PNG images from a
fixed remote source (in this case a channel on imgur.com),
establish on site control (this only worked on MS Windows
machines due to the execution methods used), execute the
actual malicious function (a fork of W4SP-Stealer [18], trying
to steal saved passwords, two-factor-authentication tokens,
wallet keys, etc. and uploading them to the command &
control (C&C) server; here, this W4SP fork is different from
other forks by the fact that it uses the steganographic channel
to exfiltrate the stolen data instead of simply posting it on Dis-
cord) and communicate it back to the C&C server. The code of
the malicious libraries also contained hookups for a spreader
module to try to infest also other MS Windows machines in
the same Active Directory domain, but corresponding code
was defunct in the sources analyzed here. Figure 1 illustrates
the activities of this stego-malware.

Fig. 1. Activities of the exemplary discussed stego-malware and the A-A
communication scenario discussed in this paper.

In their initial report [15], the authors summarize that ‘little
more than 80 projects containing the malicious packages’
were detected in this supply chain attack. It can be assumed
that this number is too low, since over more than two weeks
many different versions of the initial libraries were created
on PyPi under different names and were then be used to
poison other projects (on PyPi and GitHub) by adding them as
includes in user contributions. The attack wave stopped after
PyPi managed to find a way to automatically derive IoCs and
thereby effectually take down new versions before they could
be used to poison other projects.

For this representative stego-malware scenario using image
steganography, the following points shall be highlighted:

• All discussed software components (the steganography li-
brary, the W4SP-Stealer as actual payload, etc.) were and
still are publicly available on platforms like GitHub.

• Attackers make extensive use of third party resources
(e.g., repositories like PyPi or GitHub as well as social
media sites / image hosts like imgur.com) in infiltration
and exfiltration activities, making blocking by application
level firewalls difficult.

• The steganographic method used in the discussed exam-
ple is trivial least significant bit (LSB) replacement
for PNG images (which is still good enough to prevent
usual end-point security solutions from raising an alarm
during infiltration).

• The key used for securing the communication is not pre-
shared but is instead infiltrated together with other attack
components, violating Kerckhoffs’ principle.

• The attacker embeds steganographic messages in PNG
images found in the target system observed by the
warden with the intention to communicate these stego
images back to him/herself, making the whole scenario
prone to cover-stego image comparison attacks.

This stego-malware example is representative for the cur-
rent state-of-the-art, where the significant deviations from the
traditional ‘Alice and Bob’ (A-B) end-to-end communication
scheme can be identified:

• As the attacker A activities at the target system are
fully observable, all attacker actions should be as limited
as possible to raise no suspicion.

• Therefore Non-Kerckhoffs’ setups (key-less techniques,
hard-coded keys or key infiltrated together with the
payload of the hidden communication) are often used.

• Simple embedding and retrieval techniques are used
natively in the target domain or are put in place with
supply-chain-attacks like the one discussed above.

• The classical ‘Alice and Bob’ (A-B) end-to-end commu-
nication scenario with a ‘Warden’ monitoring the channel
is changed to a scenario with the attacker A controlling
both ends of the communication and the Warden
observing the target system and its incoming and
outgoing communication - the A-A scenario shown in
Figure 1.

• The cover selection and/or cover embedding at the target
system can be observed by the warden. Blind as well
as non-blind analysis of cover and stego objects used
become possible.

For in-depth justifications on these generalizing claims, the
reader is referred to [2] and [4].

III. ATTRIBUTION CONCEPT

In the A-A communication scenario of stego-malware,
the Warden has (potentially) full access to the malware in-
jected into the target side and to all communication chan-
nels, including the steganographic communication, due to
the Non-Kerckhoffs’ setups. As a consequence, the Warden
would be capable to perform blind steganalysis (as in the
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traditional Warden in an ‘Alice and Bob’ (A-B) end-to-end
steganography scenario) but potentially also non-blind (stego-
cover comparison) analysis, since the media used as cover
in an outgoing communication would be originating within
his observed domain. In stego-malware setups, the attacker A
relies primarily on two things for the security/confidentiality
of his malicious communication: a) a lack of suspicion from
the Warden (i.e., security by obscurity) and b) the fact that an
in-depth analysis of every in- and outgoing object by dedicated
steganalysis engines is far to expensive (in terms of run-time,
communication delays and other QoS aspects, false positives,
etc.), so such an analysis would only be used as an on demand
service for the scaling of methods for evidence gathering in
case of a suspicions (e.g., when an IoC was found by an
endpoint security solution). As a consequence, the attacker
will assumedly try to perform only simple, innocently looking
operations (like, e.g., accessing PNG files on an image hosting
service as in the example discussed in the previous section)
to avoid raising suspicion.

In this paper, the research idea is to define and use a set
of light-weight attribution features that could be checked
by the Warden for each communicated media object as part of
the continuous perimeter defense of the target site (e.g., as
rules in a next-generation firewall). As starting point for our
empirical work, five existing, simple steganography tools,
easily available to potential stego-malware creators, are used
here, together with simple signature- and content based-
steganalysis methods to provide a set of light-weight (i.e.,
easy to compute) features (five simple structural features plus
two content-based features). This set of light-weight attribution
features is applied on a selected image test set, processed
with a fixed embedding option using two selected payload
capacities and two different keys as described in the following
sub-sections.

A. Steganography and general analysis tools

Our goal is to use very simple approaches to simulate
malware steganography. Therefore the well known
Steganography Toolkit [11] is used for the empirical
evaluations in this paper. It is maintained by the GitHub
user ‘DominicBreuker’ and is one of the most popular
steganography repositories on GitHub. At the time of writing
of this paper it has been forked (and extended) more than
300 times by other users. The reason why it is so popular
lies in the fact that it provides a large number of popular
steganography and steganalysis tools in a Docker image,
making them easily deployable on many platforms without
complicated installation procedures. The steganography
tools selected for this paper from this toolkit are limited to
provided image steganography tools for JPEG images. The
corresponding set of steganography methods contains the
following five tools: jphide, jsteg, outguess, steghide and f5.

The following general analysis tools are selected from
the Steganography Toolkit to compute the features/attributes
for this paper: exiftool, binwalk, foremost, strings, and the

imagemagick modules ‘identify’ and ‘compare’. All tools used
in this paper are listed in Table I.

B. Image sets for evaluation

For a first empirical evaluation, the quality of the test data
(esp. the amount of relevant and representative data) is impor-
tant to obtain generalizable results. To ensure that the data used
here is representative as well as diverse, 1000 randomly chosen
specimen are sampled as covers from the established image
steganalysis reference dataset ‘Alaska2’ [12]. To provide a
significant amount of wide variance image data to establish
potential false positive rates for the attribution in an ‘in the
field’ scenario, additionally the ‘Fickr30k’ dataset from [13]
is used in our evaluations.

C. Embedding options used

In this first evaluation, an attribution based on two different
message capacities (embedding data: ASCII text of 26 Bytes
(‘low’ capacity scenario) and 2.1 kBytes (‘high’ capacity
scenario) length) and two keys of different length (4 Bytes
(=‘short’) and 128 Bytes (=‘long’) are used. Only jsteg does
not support a key as a parameter and therefore the embedding
that case is key-less (‘no key’).

D. Our set of light-weight attribution features

Motivated from the idea to design an easy to compute
feature set, the tools selected (see Section III-A) are analysed
and a set of features is identified for potential attribution.
Based on in-depth tool output analysis, the following set of
light-weight attribution features are implemented from Table I,
using pre-existing analysis tools (see marked in cursive) and
used in this paper. This table also encodes for each of the
attribution features whether it is relevant (r), unique (u),
motivated from (m) or not applicable (n.a.) for a specific
steganographic tool.

Our six features are motivated from the following obser-
vations:

• ba1: The feature extracted by exiftool is considered
anomalous if the value cannot be successfully retrieved.
As can be seen in Figure 2, the 2 bytes reserved for the
JFIF version in the APP0 marker segment are zero, which
is the case for all jsteg embedding attempts.

• ba2: For correctly written JPEG images, binwalk can also
determine the data type by extracting image data, but
similar to the feature ba1, this does not apply to jsteg
embeddings, as the file header is corrupted by this stego
tool.

• ba3: The tool foremost can produce successful output for
all manipulations by carving the input image except for
jsteg, since the jsteg image headers appear to be damaged,
which violates JPEG image format integrity.

• ba4: All tools seem to leave specific traces in the COM
sections of the JPEG file header. This is a weakness that
many stego tools share, because they use in many cases
non-standard JPEG libraries and do not write correct or
plausible JPEG/JFIF metadata. As listed in Table II, ba4
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TABLE I
THE ATTRIBUTION FEATURES USED IN THIS PAPER WITH THE CORRESPONDING ANALYSIS TOOLS AND THE ENCODING OF THE RELEVANCE FOR THE FIVE

CONSIDERED STEGANOGRAPHY TOOLS (r: RELEVANT, u: UNIQUE, m: MOTIVATED FROM, n.a.: NOT APPLICABLE)

feature id feature name feature type analysis tools jphide jsteg outguess steghide f5

signature-based features
ba1 JFIF version blind exiftool n.a. r, u, m n.a. n.a. n.a.
ba2 binwalk extraction blind binwalk n.a. r, u, m n.a. n.a. n.a.
ba3 foremost carving blind foremost n.a. r, u, m n.a. n.a. n.a.
ba4 file header blind strings r r, u r r r, u, m

content-based features
nba1 file size non-blind exiftool r n.a. n.a. r, m n.a.
nba2 difference color mean non-blind imagemagick r n.a. n.a. r, m n.a.

TABLE II
SIGNATURES FOR FEATURE BA4 - CHECKED ON ITS PRESENCES: IF sig1 ,
sig3 AND sig5 ARE NOT PRESENT AND sig2 AND sig4 ARE PRESENT

THE CORRESPONDING STEGO ALGORITHM IS DETECTED

signature id stego algorithm signature content

sig1 jsteg JFIF
sig2 f5 ((((((((((((((((((((((((((((((((((((((((((((((((((
sig3 jphide 56789:CDEFGHIJSTUVWXYZcdefghijstuvwxyz
sig4 outguess, steghide !22222222222222222222222222222222222222222222222222
sig5 outguess, steghide Exif

is based on different signatures, which are also shown
in Figure 2. First, the identifier field in the JFIF-APP0-
marker-segment is checked for sig1. If it is not present, a
jsteg embedding is assumed. Further in the file header, the
COM-marker-segment is also checked for the following
signatures: the presence of sig2 indicates a f5 embed-
ding; jphide embeddings usually do not contain sig3;
whenever sig4 is found but sig5 is not, an outguess or
steghide embedding is expected.

• nba1: The idea behind this feature is to compare original
and stego-image file sizes, as the stego tools jphide and
steghide do not perform an image recompression during
embedding. This results in a stego file size that is much
closer to the original compared to other stego algorithms.
The following rule was derived by empirical analysis:
diff. size < orig. size

2 ∧ stego size > orig. size
2 .

• nba2: This feature is also motivated by the fact that jphide
and steghide do not apply a recompression. So, when
creating a differential image of the stego-manipulated
image (by jphide or steghide) and the original, all vis-
ible changes are directly related to the embedded data.
Usually, the amount of changes is much smaller than the
changes related to a re-compression, except when embed-
ding large amount of data. As stego manipulations are
also visible in the different colour channels of the image,
but changes in the RGB channels due to a re-compression
are much higher than for stego embeddings, the following
detection rule is derived by empirical analysis:
diff. mean > 127 ∧ diff. mean == rgb diff. mean± 1%.

IV. IMPLEMENTATION OF THE ATTRIBUTION

Analysis and attribution feature extraction: The process
of feature extraction is done by first executing all given

analysis tools (as outlined in Section III-A) in a so-called
‘screening phase’ in the following order: exiftool, binwalk,
strings, foremost and imagemagick. In the ‘parsing phase’, the
attribution features from Table I are parsed into a CSV file,
where each row contains the data of one investigated JPEG
files.

Implementation of the attribution: The attribution was
implemented in two different modes, blind and non-blind.
As blind attribution is the most common case in reality,
non-blind attribution – often plausible for stego-malware as
discussed for the A-A scenarion and the warden monioring
capabilities – allows to take advantage of more powerful
features (e.g., steghide embeddings are not detectible with only
the blind attributes presented in Table III-A). Finally, multiple
queries with rules/signatures specific for each steganography
tool are used to interpret the extracted feature values, which
performs the actual stego-tool attribution. Figure 2 illustrates
the attribution process in a flowchart.

V. RESULTS AND EVALUATION

In Table III at the end of the document, the evaluation
results are summarized. The table is divided into three main
column parts:

The first part, containing the first and second column, the
features from Table I and the test configuration are listed.
In the second part, the attribution results in terms of correct
or incorrect entries to the result list as well as (true/false)
positive (=stego) hits and (true/false) negative (=unmodified
cover) hits are given. In the third main column part, all stego
tool identification results are included for the corresponding
test configuration.

Starting with the results for jphide, Table I discusses
attribution results for each of the blind or non-blind attributes
deemed relevant for a stego tool, using the described stego
embeddings on the Alaska2 data set. This is done for all five
stego tools. Second, false positive rate tests on re-compressed
genuine Alaska2 and Flickr30k images are presented.

The results presented in the table can be summarised as
follows:

• Regarding different capacities and keys for all algo-
rithms:
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(1) The blind simple signatures show:
– no influence from different capacities and keys

in the performance for jphide, jsteg and f5, while
jphide and f5 have false classifications for the
file header signatures of ba4: jphide with the re-
compressed Alaska2 set and Flickr30k, f5 with
Flickr30k only;

– for outguess and steghide the ba4 - file header
signatures are sensitive: The high capacity with
the short key influences the outguess file header
signature (for the 2.1KB message, in 437 of the
1000 cases outguess could not successfully embed,
which results for this tool in an empty (0 Byte)
output file without a header – in the evaluations
these cases are counted as false negatives since they
are no genuine image files any longer but are also
not flagged to be the output of this steganography
tool). For steghide, the ba4 file header signature
is (besides embedding problems that result in only
881 stego files being successfully created for the
2.1KB message) not only resulting in large num-
bers of false negatives for all cases except the re-
compressed Alaska2 images with short capacity
with the short key but it also lacks discriminatory
power in regard to steghide and outguess.

(2) The non-blind (content-based) features motivated from
steghide characteristics show the following:

– both features are relevant for steghide and jphide
but not in a unique manner;

– the first content-based feature (nba1) of file size is
in most cases capacities and keys independent
but attributes steghide as well as jphide at the same
time (in a not unique manner) with errors only in
high capacity with the short key and with wrong
classifications in the Alaska2 re-compression tests;

– the second non-blind feature of different color
mean attributes (nba2) also steghide as well as
jphide and is error prone to high capacity with
the short key too and less sensitive for all other
settings with wrong classifications in the Alaska2
re-compression tests.

• Regarding the individual algorithm identification per-
formances:

(1) jsteg: Features ba1, ba2 and ba3 are motivated from
the artefacts observed after embedding and also ba4
file header motivated from f5 can be used with sig1
in the file header to identify jsteg in a unique manner
with best results. There are only a minor error in high
capacity with the short key for ba2 and JFIF signature
errors for ba1 in the Flickr30k tests of 58 errors.

(2) f5: Feature file header ba4 with signature sig2 allows
a unique identification of f5 with only low errors in the
Flickr30k test of 624 similar cases in sig2.
In summary of (1) of (2): ba1 and ba4 signatures
sig2 seem to be partially occurring also in JPEG

data on the example on Flickr30k causing classification
errors: for ba1 of 0.18% (58/31783) and ba4 of 1.96%
(624/31783).

(3) outguess: Feature file header ba4 with signature sig4
is relevant for identification of outguess but it is not
unique with errors in the high capacity embedding;
it overlaps with the signature for steghide in the file
header. For stego malware detection without the need
of algorithm identification the sig4 usage is possi-
ble. There are no errors in the re-compression and
Flickr30k tests.

(4) steghide: Feature file header ba4 with signature sig4 is
relevant for identification of steghide but also outguess
is attributed and therefore no unique algorithm identi-
fication is possible, but it allows with sig4 the general
stego-malware detection. Only the re-compressed em-
bedding has no errors. As for outguess there are also
no errors in the re-compression and Flickr30k tests.
The two blind content-based features nba1 and nba2
are motivated from steghide artefacts in JPEG files.
Both features are relevant but do not allow algorithm
individualization as also jphide causes similar artefacts
in JPEG. Further it causes false positives in the re-
compression and in the Flickr30k tests.
In summary from (3) and (4): the ba4 sig4 allows
stego-malware detection but no algorithm individual-
ization.

(5) jphide: Feature file header ba4 with signature sig3 is
relevant and unique for identification of algorithm but
the lack of signature sig3 (and the attribution based
on this fact) also appears in the Flickr30k tests.
The two non-blind content-based features nba1 and
nba2 are motivated from steghide artefacts in JPEG
files. Both features are also relevant but does not allow
algorithm individualization as also steghide causes sim-
ilar artefacts. Further it also causes as for steghide false
positives in the re-compression and in the Flickr30k
tests.
In summary for (5): the based on ba4 sig3 is unique
for the algorithm jphide, but also occurs in non stego
data in re-compression of Alaska2 and Flickr30k. Con-
tent based features are also relevant, but also occur
during normal re-compression. Therefore, for these
three features, it is difficult to used them for stego-
malware detection.

For the tested attribution features, the following summary
can be drawn:

• the signature-based features ba2 and ba3 are capacity
and key independent and perform best for jsteg algorithm
identification with no false positives in re-compression as
well as in the Flickr30k tests;

• feature ba1 (JFIF Version) has a similar performance for
jsteg with few errors of 0.18% in the Flickr30k tests;

• ba4 COM signatures allow algorithm identification with:

38Copyright (c) IARIA, 2023.     ISBN:  978-1-68558-092-6

SECURWARE 2023 : The Seventeenth International Conference on Emerging Security Information, Systems and Technologies

                           50 / 109



– sig1: jsteg – unique with no errors,
– sig2: f5 – unique with sig2 but 1.96% errors in

Flickr30k test,
– sig3: jphide – relevant but with 100% errors in

Alaska2 re-compression and 98.04% errors in the
Flickr30k test,

– sig4 and sig5: outguess and steghide - relevant with
errors depending on capacity and keys.

The content-based features have high error rates when the
images are re-compressed and are therefore not applicable if
re-compression needs to be considered.

VI. SUMMARY AND CONCLUSION

Summarizing the results presented in Section V, it can
be said that the set of light-weight attribution features used
in this paper in an initial and also very simple evaluation
shows a first positive tendency to potentially identify the
stego algorithm used in a stego-malware scenario with the
tested set of five different existing algorithms. The promising
results motivate further work on attribution approaches,
especially for a generalization for stego-malware detection
and prevention scenarios. One research perspective might
be the combination of our approach with its multi-class
attribution with the localization work for embedding artefacts
as discussed in [5]. The interest in this field is caused (as
pointed out in Section II) by non-Kerckhoffs’ setups, which
are often found in combination with simple embedding
techniques (like the ones practically evaluated in this paper,
or even more trivial, like LSB embedding in pixel domain
image formats such as PNG). Furthermore, the Warden can
usually monitor all relevant communication channels as well
as the potential cover objects available in the target domain.
This last characteristic of such stego-malware scenarios also
enables non-blind analysis and attribution methods which
significantly simplify the detection and attribution tasks.

The first aspect for potential future work would be the
definition of additional attribution characteristics for in-
dividualization of the attack, respectively to characterise the
attacker A more precisely. An extension should cover further
aspects such as different stego key usage, different capacities,
message- and stego-encoding, etc. as well as further forensic
approaches. During the interpretation of the results, additional
knowledge was derived, that could be used for future at-
tribution features: With the tested steganography tools, no
metadata, such as geodata, used camera, or timestamps were
available in the generated stego image files. In addition, all
stego objects were generated by the stego tools in baseline
encoded JPEGs, even if their covers were progressive DCT-
based JPEGs. For non-blind attribution, initial tests with image
entropy showed for a stego object a slightly larger entropy than
for a double compressed version of the same cover (using the
same quality factor as in the first compression again). Also,
the location of the changes in the difference image indicate for
some tools whether a stego embedding or a re-compression
might have created the artefacts.

Second, the list of steganography tools and methods
targeted in the attribution should be significantly extended,
e.g., by including into the evaluations also the steganographic
tools represented in the StegoAppDB [19]. Analyzing differ-
ent embedding capacities might bring more individualization,
like malicious content included as hidden message could po-
tentially be classified by message length into different classes.

An extension into inter-media attribution would be ben-
eficial. In this paper only JPEG images were considered,
but also image formats (esp. PNG and BMP for the still
popular LSB-embedders) or other media formats like audio
file formats should be addressed. The Stego-Toolkit [11] would
also provide a good starting point for such developments.

Source code analysis for stego tools would give very
valuable attribution characteristics, including the used JPEG-
libraries with details on quantization tables and other header
details to be expected in the output of the created stego objects
as a kind of software-based fingerprinting or signature-based
detection.
Since some of the stego methods are also content-sensitive
in the embedding (e.g., ignoring low texture regions and
embedding only into high texture regions) evaluations with a
focus on content selection and different content classes should
be performed.

Author Contributions: Initial idea & attribution methodol-
ogy: Jana Dittmann (JD); Stego-Malware scenario modelling
and domain adaptation from end-to-end steganalysis: Christian
Krätzer (CK); Evaluation (setup and realisation): Bernhard
Birnbaum (BB); Writing – original draft: BB; Writing –
review, enhancements, finalisation & editing: CK, JD and BB.
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Fig. 2. Flowchart of attribution
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TABLE III
ATTRIBUTION RESULTS FOR THE FIVE TESTED STEGO ALGORITHMS AND THE IMPLEMENTED FEATURES

feature test config in result list positives negatives identification results
correct incorrect true p. false p. true n. false n. jphide jsteg outguess steghide f5

jphide (1000 images from Alaska2)

ba4

26B, long Key 1000 0 1000 0 0 0 1000 0 0 0 0
rec; 26B, short Key 1000 0 1000 0 0 0 1000 0 0 0 0

26B, short Key 1000 0 1000 0 0 0 1000 0 0 0 0
2.1KB, short Key 1000 0 1000 0 0 0 1000 0 0 0 0

nba1

26B, long Key 1000 1000 0 0 0 0 1000 0 0 1000 0
rec; 26B, short Key 1000 1000 0 0 0 0 1000 0 0 1000 0

26B, short Key 1000 1000 0 0 0 0 1000 0 0 1000 0
2.1KB, short Key 1000 1000 0 0 0 0 1000 0 0 1000 0

nba2

26B, long Key 923 923 0 0 0 77 923 0 0 923 0
rec; 26B, short Key 775 775 0 0 0 225 775 0 0 775 0

26B, short Key 921 921 0 0 0 79 921 0 0 921 0
2.1KB, short Key 0 0 0 0 0 1000 0 0 0 0 0

jsteg (1000 images from Alaska2)

ba1

26B, keyless 1000 0 1000 0 0 0 0 1000 0 0 0
rec; 26B, keyless 1000 0 1000 0 0 0 0 1000 0 0 0
2.1KB, keyless 1000 0 1000 0 0 0 0 1000 0 0 0

ba2

26B, keyless 1000 0 1000 0 0 0 0 1000 0 0 0
rec; 26B, keyless 1000 0 1000 0 0 0 0 1000 0 0 0
2.1KB, keyless 999 0 999 0 0 1 0 999 0 0 0

ba3

26B, keyless 1000 0 1000 0 0 0 0 1000 0 0 0
rec; 26B, keyless 1000 0 1000 0 0 0 0 1000 0 0 0
2.1KB, keyless 1000 0 1000 0 0 0 0 1000 0 0 0

ba4

26B, keyless 1000 0 1000 0 0 0 0 1000 0 0 0
rec; 26B, keyless 1000 0 1000 0 0 0 0 1000 0 0 0
2.1KB, keyless 1000 0 1000 0 0 0 0 1000 0 0 0

outguess (1000 images from Alaska2)

ba4

26B, long Key 1000 1000 0 0 0 0 0 0 1000 1000 0
rec; 26B, short Key 1000 1000 0 0 0 0 0 0 1000 1000 0

26B, short Key 1000 1000 0 0 0 0 0 0 1000 1000 0
2.1KB, short Key 563 563 0 0 0 437 0 0 563 563 0

steghide (1000 images from Alaska2)

ba4

26B, long Key 338 338 0 0 0 662 0 0 338 338 0
rec; 26B, short Key 1000 1000 0 0 0 0 0 0 1000 1000 0

26B, short Key 338 338 0 0 0 662 0 0 338 338 0
2.1KB, short Key 241 241 0 0 0 640 0 0 241 241 0

nba1

26B, long Key 1000 1000 0 0 0 0 1000 0 0 1000 0
rec; 26B, short Key 1000 1000 0 0 0 0 1000 0 0 1000 0

26B, short Key 1000 1000 0 0 0 0 1000 0 0 1000 0
2.1KB, short Key 881 881 0 0 0 0 881 0 0 881 0

nba2

26B, long Key 992 992 0 0 0 8 992 0 0 992 0
rec; 26B, short Key 971 971 0 0 0 29 971 0 0 971 0

26B, short Key 991 991 0 0 0 9 991 0 0 991 0
2.1KB, short Key 0 0 0 0 0 881 0 0 0 0 0

f5 (1000 images from Alaska2)

ba4

26B, long Key 1000 0 1000 0 0 0 0 0 0 0 1000
rec; 26B, short Key 1000 0 1000 0 0 0 0 0 0 0 1000

26B, short Key 1000 0 1000 0 0 0 0 0 0 0 1000
2.1KB, short Key 1000 0 1000 0 0 0 0 0 0 0 1000

all other n.a. n.a. n.a. n.a. n.a. n.a. n.a. n.a. n.a. n.a. n.a.

imagemagick re-compression (1000 images from Alaska2, quality factor 75%)

ba1
genuine recompressed 0 0 0 0 1000 0 0 0 0 0 0

genuine recompressed twice 0 0 0 0 1000 0 0 0 0 0 0

ba2
genuine recompressed 0 0 0 0 1000 0 0 0 0 0 0

genuine recompressed twice 0 0 0 0 1000 0 0 0 0 0 0

ba3
genuine recompressed 0 0 0 0 1000 0 0 0 0 0 0

genuine recompressed twice 0 0 0 0 1000 0 0 0 0 0 0

ba4
genuine recompressed 0 1000 0 1000 0 0 1000 0 0 0 0

genuine recompressed twice 0 1000 0 1000 0 0 1000 0 0 0 0

nba1
genuine recompressed 0 1134 0 0 433 0 567 0 0 567 0

genuine recompressed twice 0 2000 0 0 0 0 1000 0 0 1000 0

nba2
genuine recompressed 0 650 0 0 675 0 325 0 0 325 0

genuine recompressed twice 0 1960 0 0 20 0 980 0 0 980 0
genuine Flickr30k (31783 images from flickr)

ba1 original 0 58 0 58 31725 0 0 58 0 0 0
ba2 original 0 0 0 0 31783 0 0 0 0 0 0
ba3 original 0 0 0 0 31783 0 0 0 0 0 0
ba4 original 0 31783 0 31783 0 0 31159 0 0 0 624
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Abstract—DeepFake technology poses a new challenge to the
validation of digital media integrity and authenticity. In contrast
to ‘traditional’ forensic sub-disciplines (e.g., dactyloscopy), there
are no standardized process models for DeepFake detection
yet that would enable its usage in court in most countries.
In this work, two existing best-practice methodologies (a data-
centric model and a set of image authentication procedures)
are combined and extended for the application of DeepFake
detection. The extension includes aspects required to expand
the focus from digital images to videos and enhancements in
the quality assurance for methods (here focusing on the peer
review aspect). The new methodology is applied to the example
of DeepFake detection, utilizing three existing tools as methods.
One for the Auxiliary data analysis and two DeepFake detectors
based on hand-crafted and deep learning based feature spaces
for Media content analysis are used. A total of 27 features
were considered. In addition, the value types, ranges and their
tendency for a DeepFake are determined for each feature. With
the discussed potential extensions towards video evidence and
machine learning, we identified additional requirements. These
requirements are addressed in this paper as a proposal for
an extended methodology to serve as starting point for future
research and discussion in this domain.

Index Terms—forensics, media forensics, DeepFake detection,
machine learning

I. INTRODUCTION AND MOTIVATION

Recent advances in computer vision and deep learning
enabled a new digital media manipulation technology called
DeepFakes, replacing identities in digital images, videos and
audio material. They pose a challenge to the integrity and au-
thenticity of digital media and the trust placed in media objects
for forensic science. With the advances in technology and also
DeepFake quality, they are no longer easily recognizable as
such to the bare eye. For this reason, most existing protection
approaches use machine learning algorithms for DeepFake
detection. The use of machine learning makes it necessary
to fulfil additional requirements for artificial intelligence (AI)
systems (i.e., legal regulations). In consequence, DeepFake
detectors are still not suitable for court room usage. This is
due to aspects such as lack of maturity, including (besides
precisely validated error rates) modeling and standardization

efforts so that they can be integrated into established forensic
procedures.

In this paper, this gap (i.e., the lack of process modeling
and investigation steps) is partially addressed by the following
contributions:

• conceptional joining of IT and media forensic methodolo-
gies on the selected example of the existing Data-Centric
Examination Approach (DCEA) [1], [2] and the Best
Practice Manual for Digital Image Authentication (BPM-
DI) from the European Network of Forensic Science
Institute (ENFSI) [3].

• illustration of applicability and benefits of our concept on
the example of three existing applications ExifTool [4],
the hand-crafted DeepFake detector DFmouth [5] as well
as the deep learning based DeepFake detector LipForen-
sics [6].

With the focus on process modelling in the context of in-
dividual investigations, the prerequisites for the use of the
individual tools are not considered in this paper. This includes
essential aspects such as initial model training, appropriate
benchmarking and certification of the proposed tools. For these
aspects the reader is referred to [7].

The paper is structured as follows. First, a brief overview
of the state of the art on digital forensics, standards and
regulations as well as implications on the topic of DeepFake is
presented in Section II. Following that, our concept of combin-
ing data-driven and media forensics can be found in Section III
based on the DCEA [1] and BPM-DI [3]. Which is then
applied to the practical example of detecting DeepFakes using
three different features spaces [5] as methods in Section IV.
Finally, conclusions are drawn from the evaluation results
presented and future directions are outlined in Section V.

II. FORENSIC INVESTIGATIONS IN THE CONTEXT OF
DEEPFAKE DETECTION

With the potential of DeepFake manipulations in digital
media it is even more important to validate integrity and
authenticity of digital media especially for intended court
room usage. The following sections address the current state
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and challenges in digital forensics, existing and upcoming
regulations and the topic of DeepFake. These three aspects
state fundamentals for the intended court room usage and
while there are established in themselves, they are mostly
considered in isolation.

A. Digital Forensics

Digital forensics is a subdomain of forensics, which is de-
fined as “the use of scientifically derived and proven methods
toward the preservation, collection, validation, identification,
analysis, interpretation, documentation, and presentation of
digital evidence derived from digital sources [...]” [8]. In [9]
the domain of digital forensics is further divided into computer
and multimedia forensics based on their link to the outside
world. Computer forensics operates exclusively in the digital
domain, whereas multimedia forensics uses sensors to capture
and connect with the real world.

In general, the application of media forensics is governed
by national legislation. For this reason, our focus will be on
European documents and views on media forensics. Here,
the European Network of Forensic Science Institutes (ENFSI)
provides a broad list of Best Practice Manuals (BPM) and
guidelines in forensics. In the field of digital imaging, there
are three Best Practice Manuals. The first document addresses
the aspect of forensic facial image comparison [10] and
formulates the respective investigation steps. This comparison
is conducted by an examiner on the basis of a so-called
facial feature list, including a total of 19 facial components,
such as eyes, nose and mouth. The second BPM focuses
on best practices of enhancement techniques for images and
videos [11]. Here, approaches for enhancing image and video
as well as strategies for selecting suitable frames are presented.
This is also done on the basis of a human operator. The most
recent document on image forensics and also the closest to
the topic of DeepFake detection, is the Best Practice Manual
for Digital Image Authentication (BPM-DI) [3]. In its own
words it “aims to provide a framework for procedures, quality
principles, training processes and approaches to the forensic
examination” in the context of image authentication. For this
purpose it describes a total of four aspects to categorize and
structure investigation steps. These aspects consist of two
different analysis methods, namely Auxiliary data analysis
and Image content analysis, which are used based on different
Strategies fulfilling different purposes. The last method class
is Peer review, enabling the validation, interpretation and
evaluation of the individual methods and their outcomes by
a forensic human examiners.

At the national level, the German situation is relevant for
the authors. Here, the guidelines for IT forensic by the German
Federal Office for Information Security (BSI; the national
cyber security authority) [38] are currently relevant. The data-
centric examination approach (DCEA) is an extension of these
guidelines. The DCEA has three main components: a model
of the phases of a forensic process, a classification scheme for
forensic method classes and forensically relevant data types.

The six DCEA phases are briefly summarized as: Strategic
preparation (SP), Operational preparation (OP), Data gath-
ering (DG), Data investigation (DI), Data analysis (DA) and
Documentation (DO). While the first two (SP and OP) contain
generic (SP) and case-specific (OP) preparation steps, the three
phases DG, DI and DA represent the core of any forensic
investigation. At this point it is necessary to emphasize the
importance of the SP, because it is the phase that also includes
all standardization, benchmarking, certification and training
activities considered. For details on the phase model the reader
is referred, e.g., to [1] or [12].

In terms of data types, the DCEA proposes a total of six for
digital forensics and ten for digitized forensics. In [2], the data
types are specified in the context of media forensics and are
referred to as media forensic data types (MFDT). The resulting
eight can be summarized as: digital input data MFDT1 (the
initial media data considered for the investigation), processed
media data MFDT2 (results of transformations to media data),
contextual data MFDT3 (case specific information e.g., for
fairness evaluation), parameter data MFDT4 (contain settings
and other parameter used for acquisition, investigation and
analysis), examination data MFDT5 (including the traces, pat-
terns, anomalies, etc that lead to an examination result), model
data MFDT6 (describe trained model data e.g., face detection
and model classification data), log data MFDT7 (data, which
is relevant for the administration of the system e.g., system
logs), and chain of custody & report data MFDT8 (describe
data used to ensure integrity and authenticity e.g., hashes and
time stamps as well as the accompanying documentation for
the final report).

An additional extension is made in the process modeling,
in which individual processing steps are represented as atomic
black box components. These components are accompanied by
a description of the process performed. The individual compo-
nents have four connectors input, output, parameters and log
data. In addition, with the increasing use of machine learning,
a fifth connection required for knowledge representation is
defined. The labeled model can be found in [2].

B. Standards and Regulations in the Context of Media Foren-
sics

With the intended court room usage of forensic methods,
standardization is required in investigation and analysis pro-
cedures. One of the more established standards is the United
States Federal Rules of Evidence (FRE; especially FRE 702,
see [13]) and the Daubert standard in the US. Although these
standards only apply in the US, its usage e.g., in Europe
has been discussed in [14]. In this work, the focus is on
modelling media forensic methods within an investigation,
whereby the following two (of five) Daubert criteria are
particularly relevant [14]:

• “whether the technique or theory has been subject to peer
review and publication”;

• “the existence and maintenance of standards and con-
trols”.

44Copyright (c) IARIA, 2023.     ISBN:  978-1-68558-092-6

SECURWARE 2023 : The Seventeenth International Conference on Emerging Security Information, Systems and Technologies

                           56 / 109



In the context of standards and controls, the European Com-
mission proposed the Artificial Intelligence Act (AIA), ad-
dressing the usage of Artificial Intelligence (AI) systems [15].
At the current time, the proposal has been adjusted and
approved by the European Parliament [16]. This upcoming
regulation places particular emphasis on the human in control
aspects (Art. 14). The decisive factor is therefore not only
the decision of the AI system, but the process of decision-
making, which must be comprehensible for the human operator
and thus enable the decision to be questioned and challenged.
In addition, the International Criminal Police Organization
(INTERPOL) recently published a document, addressing the
usage of AI systems for law enforcement purposes [17]. Fur-
thermore, the National Institute of Standards and Technology
(NIST) currently develops a data set for DeepFake detection
for validation of methods [18]. All documents have in common
that a human operator should comprehend and oversee the
processing and decision-making of the AI system.

C. DeepFakes

With the advances in machine learning and computer vision
DeepFake are a recent form of digital media manipulation and
generation. In contrast to previous manipulation techniques,
DeepFake utilizes deep learning to artificially generate or
manipulate existing digital media, such as image, video and
audio data. The application of DeepFakes is very versatile and
can also be used for positive aspects, as described in [19].
Independently of their intended purpose, DeepFakes have to be
identifiable both for integrity and authenticity of digital media
and is further enforced by the recently adopted AIA [16].
DeepFake detection methods can be divided into methods
utilizing spatial and temporal feature spaces [20]. This clas-
sification goes hand in hand with the diversified creation of
DeepFakes, which can take place on image, video and audio
files. Initially, the focus of detection was solely on the proposal
of suitable deep learning based detectors without any form
of explanations. More recently publications further prioritize
forensic aspects in detection. In [21] DeepFake detection with
the consideration of compliance with existing and upcoming
regulations are shown.

III. CONCEPTIONAL EXTENSION AND JOINING OF
DATA-DRIVEN AND MEDIA FORENSIC

For the conceptual connection of data-driven and media
forensics, the BPM-DI [3] is considered as a basis and
extended for the case of DeepFake detection for video. To
classify this further, it should be noted that [3] proposes the
application in practice on a specific investigation. According
to the phase modeling, this includes the phases OP, DG, DI
and DA, with SP being omitted. An overview of the proposed
extended BPM-DI can be found in Figure 1.

The aspect of Auxiliary data analysis (see Methods in
Figure 1) focuses on all traces of a media file. This includes the
Analysis of external digital context data, which takes meta
data of the file system into account. It can be used to identify
potential traces of editing, for example by investigating the

modify, access and change (MAC) times. The File structure
analysis covers the examination of the file format. The format
found for the examined file is compared with common formats
including the specific version number. This can be a clue
to the tools used to store the file. For videos, this is also
useful to determine the potential origin based on the codec
and its version used. Embedded metadata analysis takes
into account all embedded metadata that can be found in the
specific media. These can be used for the two main purposes
of identifying the capturing device and gathering more details
on the capturing process. For the identification of the capturing
device the resolution and corresponding pixel format of images
and videos can be used as a first indicator. For audio devices
the sampling rate can be used as an equivalent. It is also
possible for the device information to be specified in the
metadata, but this is optional. For details on the capturing,
there are optional metadata regarding the date and time of the
recording and the GPS (Global Positioning System) location.
In comparison to the BPM-DI [3], no extensions are required
so far.

As discussed in Section II-C DeepFakes can occur in image,
video as well as audio files. To address this aspect the BPM-
DI [3] needs to extend the Methods to include spatial and tem-
poral feature spaces in particular. This extension is suggested
by a change in two steps, first the Image content analysis
(see Methods Figure 1) has to become broader to also address
video files by introducing Media content analysis. Second,
a further separation of methods is presented, according to
the categorization of DeepFake detection methods proposed
in [20] dividing into Spatial and Temporal content analysis.
Methods of Spatial content analysis correspond to BPM-
DI [3] Image content analysis, which are Analysis of visual
content, Global analysis (i.e., analysis of the entire image)
and Local analysis (i.e., analysis of a particular image region).
These Methods can be found to the left of Spatial content
analysis in Figure 1.

In contrast, Temporal content analysis is another required
modality of DeepFake detection. There the first Method
utilizes the Behavioral analysis shown in video or audio.
For example in [22] facial movement is analyzed using facial
action units to detect DeepFakes of Barack Obama, which
is further enforced by the availability of reference data for
this person. Physiology analysis relies on the assumption,
that DeepFake creation lack physiological signals, e.g., in
heart rate [23] or eye blinking behavior [19]. Methods for
Synchronization analysis utilize different types of media
to validate their correlation. In most cases this is done by
extracting features from both audio and video and comparing
them against each other. Previous research has been done
for example on emotions [24] or lip synchronization [25].
Coherence analysis focuses on the aspect, that DeepFakes
are created on a frame by frame basis, which might result in
flickers and jitters in the video.

The general purpose of the category Strategy (see Methods
in Figure 1) is to categorize previously mentioned Methods,
both Auxiliary data analysis and Media content analysis,
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Fig. 1. Categorization of forensic methods proposed in [3], extended on the case of media forensics, especially DeepFake detection. Extensions are marked
in gray. Integration of media forensic data types (MFDT) can be found in red.

based on the specific investigation goal. In this work, we
consider three of the investigation goals of BPM-DI [3] as they
stand and extend the other. These address the correctness of the
context the media is put into (Context analysis), identification
of the device used to capture the media (Source analysis)
and which processing steps applied to the media (Processing
analysis). Extensions are made to the Integrity analysis,
which initially identifies whether the questioned media was
altered after acquisition. The extension aims to take into
account all security aspects and additionally leave room for
future requirements (e.g., compliance with the AIA [15]). The
existing method of Integrity analysis can be seen as method
within the category of Security aspect analysis.

The Peer review (see Methods in Figure 1) of the BPM-
DI [3] is the integration of a human examiner to analyze
and interpret results during the whole process. With the
introduction of machine learning techniques, especially for
DeepFake detection, an extension of this aspect is proposed by
introducing techniques to improve Visualization and explain-
ability. Its purpose is therefore to support the human examiner
in the process of investigation and decision making. With the
introduction of machine learning algorithms, special attention
has to be paid to the reproduceability of individual methods,
their visualization and the entire examination process.

The application of data types is based on the existing 8 me-
dia forensic data types (MFDT) [2] mentioned in Section II-A

and can also be seen in Figure 1 in red. Since the individual
analysis Methods are kept generic our assignment of the data
types is based on the higher level categories and is the same
for the corresponding subcategories. In general, all Methods
given require a process-accompanying documentation, which
are specified to log data (MFDT7) and chain of custody
& report data (MFDT8). Both Auxilary data analysis and
Strategy work on the initial media representations (MFDT1),
utilizing case specific information (MFDT3) and parameters
(MFDT4) to yield examination data (MFDT5). In addition,
model data (MFDT6) is required for both File structure
analysis of and Source analysis to have a reference model of
file structures or camera models respectively. The same can be
said for Media content analysis, with the addition of various
additional representations of the media (MFDT2) specific to
the method of analysis and the potential usage of machine
learning to introduce model data (MFDT6). One difference can
be found in Peer review, in the initial proposal it suggests the
analysis and interpretation of media representations (MFDT2)
and examination data (MFDT5). By extending this category
to Visualization and explainability and the identification of
different human operators [7] it further introduces additional
data types to be explained. These human operators include,
but are not limited to, the forensic investigator, who requires
MFDT2, MFDT3, and MFDT5, and the data scientist, who
requires MFDT3, MFDT4, and MFDT6. Independent of the
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human operator, the data types MFDT1, MFDT7 and MFDT8
are required. In consequence, all MFDTs must be addressed
in the method of Visualization and explainability.

To enable a more specific and descriptive assignment of
the occurring data types, the individual processing steps have
to be known, which is specific to the application used for the
analysis. This is shown in more detail in the practical example
given in Section IV-B.

IV. APPLICATION OF DEEPFAKE DETECTION ON THE
EXTENDED MODELLING

To validate the applicability of the proposed extended
Methods (see Figure 1), a practical application on the example
of DeepFake detection is performed. To cover a wide range
of applications three existing tools of different categories are
used. The first tool is ExifTool [4], which does not use any
form of machine learning. ExifTool is an open source tool,
which is able to read, write and edit metadata for a wide range
of image and video formats. In addition, two existing machine
learning based DeepFake detectors are used. To diversify the
approaches, one based on hand-crafted features and one based
on Deep Learning were chosen.

A. Semantics-driven DeepFake Detection Approaches as
Methods in the Context of the Best Practice Manual

One of the more promising feature spaces for DeepFake
detection utilizes the mouth region, addressing two flaws in
DeepFake synthesis. First, the synthesis occurs on a frame-by-
frame basis, which results in inconsistencies in the temporal
domain, enabling aspects of lip movement analysis. In [25]
the detection is performed based on lip synchronization, by
considering both audio and video and detecting inconsistencies
between phonemes in audio and visemes in video. A similar
approach has been taken for the LipForensics detector [6] by
identifying unnatural mouth movement. The second aspect
utilizes the post processing, especially blurring, performed
in DeepFake synthesis. In [26] and [27] texture analysis is
performed on the mouth region to identify manipulations. A
combination of both approaches is given in [5], where hand-
crafted features are used to detect DeepFakes based on mouth
movement and teeth texture analysis described as DFmouth.

To evaluate the suitability of the proposed Ext. BPM-
DI modeling for DeepFake detection the two detectors
DFmouth [5] and LipForensics [6] are selected, representing
both a hand-crafted as well as deep learning based detector.

B. Practical Application of the Extended Methods

In the following, the individual processing steps and groups
of features (hereinafter referred to as PS) as well as individual
features (hereinafter referred to as ID) will be labeled and
categorized in the extended BPM-DI [3] for Auxiliary data
analysis (shown in Figure 2), Media content analysis (shown
in Figure 3) and Strategies (shown in Figure 4). The first
step in verifying the authenticity of the media content under
study is carried out using the methods of Auxiliary data
analysis. For this purpose the open source tool ExifTool [4]

is used. It is able to read, write and edit metadata for a
wide range of image and video formats. In the context of this
work, it is used for extracting the metadata (PS-exif). While a
variety of entries are available in the metadata, a total of eight
features (ID-exifn) are selected for this exemplary approach
and categorized according to the Ext. BPM-DI. These can be
found in the top part of Table I. The first set of three features
address Analysis of external digital context data with the
aim of Processing analysis. These can give first indications of
possible manipulations, for example by validating timestamps
for modification, access and creation (ID-exif1), file size (ID-
exif2) or system feature flags such as user permissions (ID-
exif3). Furthermore, three additional features can be used for
File structure analysis, by extracting the file format (ID-
exif4), its format version (ID-exif5) and in case of a video
file the used codec (ID-exif6). The extracted information of
File structure can then be compared to Standard formats,
unveiling potential traces for Processing analysis. In addition,
file formats and codecs can give an indication of the software
or device to enable Source analysis as well. The third set, con-
sisting of two features, which address Embedded metadata
analysis, with the aim of Context analysis, by extracting the
media files width and height (ID-exif7) and frame rate if it is
a video (ID-exif8). The features ID-exif4-ID-exif8 can further
be used to validate the suitability of subsequent DeepFake
detectors. This refers in particular to media properties such as
width and height of an image or frame (ID-exif7), frame rate
for videos (ID-exif8) and format (ID-exif4) or codec specific
compression (ID-exif6).

Fig. 2. Individual features extracted using ExifTool [4] (in red) categorized
in the extended BPM-DI [3] for the category Auxiliary data analysis.

In terms of DeepFake detectors, both address Media con-
tent analysis, Strategies and Peer review. In addition,
DFmouth utilizes the features ID-exif7 and ID-exif8 of Aux-
iliary data analysis for internal feature normalization. With
their intention of identifying DeepFakes the general Strategy
of application is Integrity analysis. Starting with DFmouth,
the detector is introduced in [5] and trained using the WEKA
machine learning toolkit [28]. For the classification the deci-
sion tree classifier J48 [29] is used on the datasets Deepfake-
TIMIT [30], [31], Celeb-DF [32] and DFD [33]. Detection
performance peaks at 96.3% accuracy on a distinct training and
test split of DFD. Considering distinct datasets for training and
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testing, detection performance peaks at 76.4% accuracy trained
on DeepfakeTIMIT and tested on DFD. In a later benchmark
approach given in [7] DFmouth is applied on a larger variety of
DeepFake synthesis methods, including FaceForensics++ [33],
DFD [33], Celeb-DF [32] and HiFiFace [34]. With an achieved
detection performance of 69.9% accuracy the approaches
suitability is identified only for certain DeepFake synthesis
methods. With the limitations of DFmouth in mind, it is first
split into five processing steps and categorized according the
extended model. The individual features are then used for
decision support by human operator, using the thresholds
provided by the classifier in [5].

1) The video under investigation is first split into individual
frames (PS-mouth1) to first focus on Spatial content
analysis.

2) For each frame a face detection algorithm is applied,
in [5] using dlib’s 68 landmark detection model [35] to
extract the corresponding region for the mouth region
(PS-mouth2), which shows a dependency on the underly-
ing model for face detection.

3) Then in PS-mouth3, based on the keypoint geometry,
it is determined whether the mouth is open (referred
to as “state 1”) or closed (“state 0”). Furthermore, the
occurrence of teeth (referred to as “state 2”) are examined
based on texture analysis.

4) Based on the extracted mouth region and the information
gathered, a total of 16 features are extracted. The first set
of features, ID-mouth1-ID-mouth7 and ID-mouth12 refer
to Physiological analysis by describing mouth move-
ments and the presence of teeth, by embedding individual
frame features back into the temporal context of the
video (PS-mouth4). With the idea of DeepFakes having
fewer mouth movements, values closer to 0 indicate a
DeepFake for the features ID-mouth1-ID-mouth6. Fea-
tures ID-mouth7 and ID-mouth12 aim to identify potential
post-processing of the media, where lower values in ID-
mouth12 and higher values in ID-mouth7 indicate a Deep-
Fake. These are used for Context analysis to identify
temporal inconsistencies. The normalization of features
is done based on the frame rate (ID-exif8) identified in
Auxiliary data analysis.

5) The second group of features (PS-mouth5), which consist
of ID-mouth8-ID-mouth11 and ID-mouth13-ID-mouth16,
refers to Local analysis to describe the sharpness of
objects (here mouth and teeth region). In general, higher
values for the features addressing state 1 (ID-mouth8-ID-
mouth11) and lower values for the features addressing
state 2 (ID-mouth13-ID-mouth16) indicate a potential
DeepFake. The underlying Strategy is Processing anal-
ysis. The normalization of features is done based on the
video frame resolution (ID-exif7) identified in Auxiliary
data analysis.

More details on the individual features, their description
as well as the categorization in the forensic methods can be
found in the middle part of Table I. Although all features

Fig. 3. Processing steps (PS, in red) for ExifTool [4] and the DeepFake
detectors DFmouth [5] and LipForensics [6] categorized in the extended
BPM-DI [3] for the category Media content analysis.

can be categorized as MFDT5, the individual processing steps
are more complex, containing multiple data types. For a more
detailed description, the reader is referred to [19].

The second detector LipForensics [6] (herinafter refered to
as LF) is included on a theoretical basis. For LF a total of
three PS can be identified.

1) In the first step (PS-LF1) the preprocessing occurs. First,
a total of 25 frames are extracted from the video. These
frames are converted to grayscale images, cropped to
the mouth region and scaled to a resolution of 88x88.
The resulting image representation can be categorized
as MFDT2. With the intend of using only the mouth
region, the corresponding method is Local analysis and
the underlying strategy Context analysis.

2) In PS-LF2 the feature extraction is done using a pre-
trained ResNet-18 architecture trained on lip reading
(MFDT6). As the result a feature vector of size 512 is
generated (MFDT3). Again, the corresponding method
is Local analysis and the underlying strategy Context
analysis.

3) The resulting feature vector is used for classification pur-
poses (PS-LF3) using a multiscale temporal convolutional
network (MS-TCN). The classification result MFDT5
contains a classification label and the corresponding prob-
ability. With the aim of identifying unnatural behavior in
mouth movement the corresponding method is Physiol-
ogy analysis and the strategy of Processing analysis.

With the introduction of machine learning algorithms in
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TABLE I
CATEGORIZATION OF EXIFTOOL [4] (TOP SECTION), DFmouth [5] (MIDDLE SECTION) AND LIPFORENSICS [6] (BOTTOM SECTION) IN THE FORENSIC

CONTEXT, BASED ON THE PROPOSED EXTENDED BPM-DI. FOR FEATURE VALUES HIGHLIGHTED IN BOLD HIGHER VALUES INDICATE A DEEPFAKE AND
FOR ITALIC LOWER VALUES INDICATE A DEEPFAKE.

Ext. BPM-DI feature description value processing step analysis strategy data type

A
ux

ili
ar

y
da

ta
an

al
ys

is

Analysis of
external digital

context data

ID-exif1 MACtime timestamp

PS-exif

File system
metadata

Processing
analysis

MFDT3

ID-exif2 file size stringID-exif3 system feature flags

File structure
analysis

ID-exif4 file format string File
structures

Source &
Processing

analysis
ID-exif5 file format version version number
ID-exif6 video codec string

Embedded meta-
data analysis

ID-exif7 file resolution int [0, ∞] Additional
metadata

Context
analysisID-exif8 file frame rate real [0, ∞]

M
ed

ia
co

nt
en

t
an

al
ys

is

Temporal
content
analysis

ID-mouth1 abs max change Y real [0, ∞]

PS-mouth4
Physiology

analysis
Context
analysis

MFDT5

ID-mouth2 max change Y real [0, ∞]
ID-mouth3 min change Y real [-∞, 0]
ID-mouth4 abs max change X real [0, ∞]
ID-mouth5 max change X real [0, ∞]
ID-mouth6 min change X real [-∞, 0]
ID-mouth7 percentage time state 1 real [0, 1]
ID-mouth12 percentage time state 2 real [0, 1]

Spatial
content
analysis

ID-mouth8 max regions state 1 real [0, ∞]

PS-mouth5

ID-mouth9 max FAST keypoints state 1 real [0, ∞]
ID-mouth10 max SIFT keypoints state 1 real [0, ∞]
ID-mouth11 max sobel pixel state 1 real [0, ∞] Local Processing
ID-mouth13 min regions state 2 real [0, ∞] analysis analysis
ID-mouth14 min FAST keypoints state 2 real [0, ∞]
ID-mouth15 min SIFT keypoints state 2 real [0, ∞]
ID-mouth16 max sobel pixel state 2 real [0, ∞]

M
ed

ia
co

nt
en

t
an

al
ys

is

Spatial
content
analysis

ID-LF1
extraction of 25 frames,
grayscale, crop and align int [0, 255] PS-LF1

Local
analysis

Context
analysis MFDT2

ID-LF2
feature extraction

utilizing ResNet-18
feature vector

of size 512 PS-LF2
Local

analysis
Context
analysis MFDT3

Temporal
content
analysis

ID-LF3

classification of
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Fig. 4. Processing steps (PS, in red) for ExifTool [4] and the DeepFake
detectors DFmouth [5] and LipForensics [6] categorized in the extended
BPM-DI [3] for the category Strategy.

combination with previously discussed aspects of human in
control and human oversight, the Peer review component
becomes even more important. Its aim should be to enable
the human operator to validate the results of each machine
learning step to reduce the potential for error. Figure 5 demon-
strates a potential direction to enhance the Method of Peer
review on the basis of DFmouth and ExifTool [37]. In general,
the aim of this visualization is to remove the decision-making
from the detector. Instead, the individual features are displayed

and evaluated by the human operator. To enable the advanced
methodology and the human operator to make a decision, this
first conceptual example consists of four segments.

1) A filter for the forensic Methods of analysis (i.e., Auxil-
iary data analysis and Media content analysis), Strategy,
detector and data type (see the top left box of Figure 5).
Based on the selected features only suitable features are
shown and selectable for further investigation.

2) The second block (see the top right box of Figure 5)
acts as media player. It has different views to either
visualize the video, individual frames (including potential
visualizations for explainability) and the metadata.

3) Based on the selected feature, this element shows its
categorization in the forensic Methods and visualizes its
value for each frame (see the bottom left box of Figure 5).

4) The last block (see the bottom right box of Figure 5)
integrates the human operator in the decision-making
process. The operator is provided with questions based
on specific features and values to identify potential errors
of the algorithm. In addition, the detectors thresholds for
classification are provided without the decision itself.

In addition, it should be noted that each step in the pipeline
discussed involving machine learning for DFmouth could also
have been performed by manually labeling the data to reduce
the error susceptibility. However, this would come at the
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Fig. 5. Demonstration of the extended Methods, exemplified on DFmouth for video id0 id1 0000 of the Celeb-DF dataset - from a student project in the
context of the lecture “Multimedia and Security”, 2023 Department of Computer Science, Otto-von-Guericke-University of Magdeburg.

expense of the required review time, especially for long videos
with high frame rates.

This potential usage of machine learning indicates the
necessity of the SP phase within the investigation process.
Models have to be benchmarked properly to identify both error
rates and potential limitations in their usage, to comply with
the Daubert criteria discussed previously [14]. Furthermore, in
the context of forensic investigations they have to be certified,
so that these are approved for the investigation. These required
steps must be performed before the actual investigation in the
SP phase, which is not considered in the BPM-DI, in contrast
to our extended BPM-DI.

V. CONCLUSION AND FUTURE WORK

In this work an extension to the ENFSI BPM for digital
image authentication is proposed, utilizing data-driven foren-
sics by adding the eight media forensic data types (MFDT)
from DCEA [1], [2] in Methods of BPM-DI [3]. In addi-
tion, extensions are proposed in the Media content analysis
Methods using Spatial and Temporal content analysis to
reflect the typical analysis domain of DeepFake detection
(and other video authentication methods). Furthermore, the
extension of the Peer review component to address also
Visualization and explainability was touched upon. Here, the
aspects ‘human in the loop’ and ‘human in control’ as well
as the topic ‘explainable AI’ represent important foundations
for this component and will be further elaborated in a future
paper.

The extended BPM-DI model is applied to the three existing
applications ExifTool, the hand-crafted DeepFake detector
DFmouth as well as the deep learning based DeepFake detector
LipForensics, showing its applicability to a wide range of
approaches. In addition, it was found that the deep learning
based features are too complex to achieve the same granu-
larity as the detector DFmouth. Another limitation resulted
from the structuring according to the phases, as suggested in
DCEA. By omitting the Strategic Preparation (SP) phase, the
detection approaches introduced for investigation have to be
trained, benchmarked and certified beforehand. On this basis,
the suitability of the individual detectors for the respective
investigation must be determined, but this is not possible
without prior knowledge of SP. Moreover, the interplay of
individual Methods have been identified. This includes the
use of Auxiliary data analysis for feature engineering and
normalization as shown in PS-mouth4 and PS-mouth5. Fur-
thermore, PS-mouth4 states (see Table I and Figure 3), that
spatial traces can be utilized in the temporal context as well.

Beyond that, not all methods of the proposed model could be
covered with the selected detectors. This shows that individual
tools cannot and should not cover all methods. This indicates
that additional tools are needed for integration. Lastly, an even
more detailed categorisation of methods can be explored. With
regard to the ENFSI “Best Practice Manual for Facial Image
Comparison”, the method of Local analysis could be split
according the facial feature list [10]. It was also discussed that
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DeepFakes can occur in audio data, which is not specifically
included in the extended model. For this purpose, there is
the “Best Practice Manual for Digital Audio Authenticity
Analysis” [36], which has to be addressed in the future.
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Abstract—With the increasing dependence on digital systems 
and the pervasive nature of cyber threats, ensuring secure 
access to information and resources has grown to be a 
crucial component of our activities online. Access control 
lists serve as foundational frameworks that govern the 
authorization and authentication processes within computer 
systems. This paper examines how access control lists can be 
employed effectively in the field of cybersecurity and digs 
into its important role in protecting sensitive data, 
mitigating risks, and safeguarding against unauthorized 
access. Access control lists play a vital role in ensuring the 
security and confidentiality of sensitive information and 
resources. Traditionally, access control has relied on 
predefined rules and policies to determine who has the 
eligibility in accessing which data. However, the rise of 
Artificial Intelligence (AI) has introduced new possibilities 
and challenges in the field of access control. This paper 
explores the impact of AI on access control lists, examining 
the benefits and potential concerns associated with the 
integration of AI technologies. In order to secure the 
organization’s network, we propose an AI-driven ACL 
management system which generates ACL automatically. By 
managing the network traffic with the generated ACL, the 
system supports network analysts to prioritize certain 
threats that require immediate response. By discussing the 
effectiveness of the system, we explore the possibility of AI- 
driven ACL management. 

 
Keywords-Access Control; Cyber Security; Network; 

Artificial Intelligence. 

 
I. INTRODUCTION 

Access Control models are crucial components in the 
field of information security, ensuring that only authorized 
individuals or entities can gain entry to protected resources 
[1]. Over the years, advancements in technology shifted 
towards access control systems. One such transformation 
is the integration of AI and access control models. AI, with 
its ability to mimic human intelligence and make informed 
decisions based on a vast amount of data, can 
revolutionize the way of how access control can be 
managed which can lead to securing our networks. When 
applied, AI-powered access control models can offer 
numerous benefits over traditional rule-based systems. 

These models can have the ability to strengthen machine 
learning algorithms [7] to analyze and understand network 
traffic patterns, behaviors and contextual information to 
make real-time based access decisions. The shift from 
static rules to dynamic decision-making can lead to more 
accurate and adaptive access control mechanisms, 
strengthening security measures and reducing the risk of 
unauthorized access. One of the key advantages of AI in 
access control models is its ability to detect anomalies and 
identifying potential security threats. By analyzing 
historical data and learning from past patterns, AI 
algorithms can establish a baseline of normal behavior for 
users and systems [7]. Any deviation from this baseline 
can trigger alerts or generate preventive actions, helping in 
mitigating risks and preventing security breaches. This 
proactive approach to access control is particularly crucial 
in today's ever-evolving threat landscape, where traditional 
rule-based systems often fall in detecting sophisticated 
attacks. 

Furthermore, AI can significantly improve the user’s 
experience in access control systems. With traditional 
models, users often face heavy processes, such as 
repeatedly entering passwords or providing multiple 
credentials for different systems. 

The purpose of our paper is to propose an architecture 
that can help in increasing the organization’s network 
security when applying AI to generate countermeasures 
based on ACL rules. 

The remaining of this paper is organized as follows: 
Section II presents the background which discusses the 
current problems that this paper is aiming to solve. In 
Section III, we presented our vision on solving the 
drawbacks that were discussed in the background section 
through an overflow figure. Section IV illustrates the 
benefits of AI when it is integrated with detecting 
anomalies and generating ACLs. Our architecture proposal 
is presented in section V along with a detailed description 
of its components. The architecture’s assumptions, 
challenges and limitations are explained in Section VI and 
Section VII respectively. In Section VIII discusses the 
importance of AI in generating ACLs. The discussion part 
in section IX describes how effective our proposed system 
can be if it is applied when detecting anomalies and 
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generating ACLs. We end our paper with a conclusion in 
section X. 

II. BACKGROUND 

By controlling user access and privileges, access 
control models can have a significant part in guaranteeing 
the security and integrity of digital systems. There is a 
considerable interest in examining the potential 
enhancement of access control systems in the light of 
significant advancements in AI. This background section 
seeks to give an overview of AI's use in the access control 
paradigm, as well as its advantages, challenges, and 
potential future applications. The goal is to obtain an 
understanding of the evolving status of AI-powered 
technology and its influence on cybersecurity by studying 
the existing literature and industry practices [8]. 

The basis for controlling users’ interactions with 
digital systems and safeguarding sensitive data is access 
control models. Role-based Access Control (RBAC) and 
Attribute-Based Access Control (ABAC) are common 
access control methods. The current Access Control List 
(ACL) system has some weaknesses even though it works 
well in many situations. 

The existing ACL mechanism has a number of 
disadvantages that are frequently encountered [13]. For 
instance, managing an ACL system can be very 
challenging. The more users, resources, and permissions 
there are, the harder it is to accurately manage and update 
ACLs. When the number of users and available resources 
considerably rises, ACL systems can experience 
scalability problems. The network administrator in this 
case will need to maintain a high number of access 
control entries which could affect the performance of the 
network [13]. ACL maintenance calls for constant work 
and modification. The ACL needs to be manually updated 
if the environment changes, such as when a new user 
joins a workplace or when resources are added or deleted. 
This maintenance work can get tedious, especially in 
complex systems. 

In traditional ACL-based systems, ACLs are 
inefficient because they only support explicitly declared 
access controls. For example, if a user has access or 
permissions that are unique because they belong to both 
the IT department and the management department, that 
level of access should be explicitly stated rather than 
inferred on belonging to both. The requirement to 
explicitly declare these access controls also has an impact 
on scalability. As the number of users, groups, and 
resources increases, so does the length of the ACL and the 
time it takes to determine how much access is granted to a 
particular user. Also, ACLs lack visibility because user 
permissions and access levels can be scattered across 
many independent lists. Auditing, modifying, or revoking 
access require testing every ACL in the organization's 
environment to apply the new permissions [14]. 
Therefore, we need a system that can deal with the 

previously mentioned current problems as the cyber- 
attacks are on the rise of being more sophisticated. The 
promising machine learning algorithms that are used by 
AI-based ACL can create wise access control decisions. It 
can help in dynamically determining access privileges 
which involves examining a number of variables such as 
users’ behaviors, and previous historical data [15]. This 
strategy can improve security by spotting and identifying 
anomalies. 

Managing alerts from an Intrusion Detection System 
(IDS) can be a challenging task for a network analyst. 
These difficulties include the volume of generated alerts, 
the complexity of the alerts and the need for quick and 
accurate responses. The reason is most modern IDS 
systems can generate a large number of alerts, especially 
in large and complex networks. The volume of these 
alerts can quickly overwhelm analysts, making it difficult 
to prioritize genuine threats that require immediate 
response. Our proposed system will be focusing on 
managing ACLs for analyzing suspicious traffic and for 
generating relevant countermeasures. This strategy can 
improve security by spotting anomalies and abnormal 
behaviors. Managing ACLs plays a crucial role in doing 
such tasks. By configuring ACLs properly, suspicious 
traffic can be filtered out, preventing potentially malicious 
packets from reaching critical network resources. 
Therefore, ACLs can help in identifying common attacks 
that have the ability to compromise the network. Regular 
analysis of ACLs and their effectiveness in dealing with 
suspicious traffic can lead to a continuous improvement in 
the organization’s network security posture. Managing 
ACLs is an essential part of network security because of 
its efficiency in detecting and preventing suspicious 
traffic. By analyzing ACLs and adjusting access control 
rules, network analysts can improve the security of their 
network infrastructure and protect it from potential 
threats. 

Our proposed system will be relying on machine 
learning algorithms [6] to assist our AI-based ACL to 
create wise access control decisions. This strategy can 
improve security by spotting anomalies. AI-based ACLs 
will be capable of using related data to determine access 
decisions and generate countermeasures based on the 
activities of the users and possible risks that may occur 
when an incident may happen. By considering these 
generated countermeasures, the proposed system can have 
the ability to accurately determine the risk involved with 
each access request and modify access rights as 
necessary. The reason behind this accuracy is due to the 
fact that AI-based ACLs can continuously learn from 
access patterns and modify their decision-making models 
as necessary. 

III. SYSTEM OVERFLOW 

We propose a dynamic AI based Access Control system 
for solving the problems which are explained in Section 2. 
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Our system involves the integration of AI and generating 
ACL for improving the network structure in dealing with 
suspicious traffic analysis [5]. This can lead to generate 
an efficient countermeasure against future similar attacks. 
Figure 1 shows an overview of our proposed architecture, 
it consists of five phases which work in a sequential step- 
by-step order. We will describe details of each phase 
below. 

 
Figure.1 Proposed System Overflow 

 
A. Data Collection 

This is the first phase, in which the collection of 
several attributes of data is required [9]. To be specific, 
we will be focusing on five attributes. These attributes 
have an edge over other candidates due to their particular 
concentration on certain aspects of network security. 
Organizations can improve their capability to identify, 
address, and avoid security issues by gathering and 
analyzing data from these sources. 

These attributes include network traffic (which is all 
the network traffic data that is observed in the 
organization’s network e.g., source IP-address and 
destination IP-address, protocol, source port, destination 
port). The second attribute is the firewall access logs 
(which are obtained and stored in the firewall e.g., rule 
numbers, protocols that have been used and the action that 
is taken by the firewall). The third attribute is the network 
access logs, (which includes the permissions of allowing 
or denying users from accessing the network e.g., the user 
name, connection type and connection duration). Then, 
we have the fourth attribute which is the resource access 
logs (that determine which resource are allowed or denied 
for specific users to access with its timestamp e.g., 
accessing a financial report by a specific user in 3:00 
PM). The final attribute is the applied network ACL that 
already existed in the system, e.g., source IP-address, 
destination IP-address, protocol, source port, destination 
port, and the action that has been taken for that rule. 
These attributes vary depending on the product and 
configuration, but are basically above formats. 

These attributes are all required for the next anomaly 
detection phase [3]. 

B. Anomaly Detection 

In this phase, the collected data in phase one will be the 
input to several anomaly detection methods [4]. 
Currently, a lot of anomaly detection methods exist. With 
such existing methods, we can detect anomaly behavior 
from the collected data in phase one. As a typical example, 
we will consider IDS in detecting anomaly traffic from 
the network traffic data. Moreover, the applied network 
ACL and access logs can be used in detecting suspicious 
activities that are out of the authorized scope access of the 
network. We chose IDS in our case because it can be 
adapted to fit into several security configurations and to 
the needs of organizations as well as its effectiveness 
when combining it with machine learning methods [7]. 
They can adjust to various network and system designs 
because of their flexibility. By inputting these data to AI, 
it can help in deciding whether the unauthorized activity 
is due to a user’s fault or if it is a suspicious access 
attempt. 

C. ACL Management 

In the first and second phases, we used the existing 
techniques. The third phase is where AI will be applied by 
controlling ACL configurations to keep track of 
suspicious activities. Generally, this phase is the core of 
our architecture and is responsible for managing access 
rules and access policies. It will also be used to examine 
historical access logs and permissions data to identify 
patterns and their relationships. It is important to mention 
that the patterns and security criteria that are found here 
will introduce optimization algorithms or reinforcement 
learning approaches to enhance the ACL policy for later 
effective countermeasures. This will help in adjusting the 
ACL rules to make the network more efficient and secure. 

D. Analysis 

In this phase, the network analyst will evaluate the alert 
outcomes from the detected anomalies (in the second 
phase) and from the alerts that are generated from the 
ACL management (the third phase) to obtain a 
comprehensive understanding of the system security 
posture [5]. This posture analysis will be the input for the 
final countermeasures phase. 

E. Countermeasures 

After the analyst’s evaluation, the countermeasure phase 
with the help of AI will estimate the seriousness and 
potential consequences of the detected alerts based on the 
analysis result. 

IV. THE AI MERGING OF ANOMALY DETECTION AND 

GENERATING ACCESS CONTROL LISTS 

AI helps in access control list (ACL) merging with 
anomaly identification. ACLs are used to restrict access to 
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resources and systems based on predefined rules, whereas 
anomaly detection focuses on spotting patterns or 
behaviors that dramatically depart from the norm [2]. By 
employing machine learning algorithms [7] to analyze 
massive volumes of data and spot strange patterns and 
behaviors, AI can enhance anomaly detection [6]. 
An AI model may learn what is considered typical 

behavior and recognize variations that may reveal 
potential security issues or anomalies by being trained on 
previous data samples. Identifying unauthorized access 
attempts and odd system activities will be easier for the 
network analyst for examining the network’s security 
position. AI can assist in automating the management and 
enforcement of access restrictions in the context of access 
control lists. AI algorithms are able to decide what 
permissions are appropriate for certain users or groups of 
users by examining user behavior and previous access 
patterns [5]. This will also simplify the management of 
ACLs [11], particularly in complicated systems with lots 
of users and resources. Access control lists and anomaly 
detection can be used to offer a more complete security 
solution. AI system’s detection of anomalous behavior 
may result in updates to access control lists (ACLs) to 
restrict access or notifications for further enquiry. By 
dynamically modifying permissions based on in-the- 
moment abnormalities, this integration makes it possible 
to take a preventative approach to security, lowering the 
likelihood of unauthorized access and malicious activities. 
Overall, AI can enhance security posture, automate 
procedures, and increase the effectiveness of permission 
management in complicated systems by combining 
anomaly detection and access control lists. 

work properly. Moreover, it will validate the accuracy and 
effectiveness when they will be examined by a network 
analyst. This iterative process helps refine the 
architecture's performance and will enhance the overall 
system’s output. The proposal of our architecture is as 
follows. 

When matching the discussed overflow in Figure 1 
with the system proposed in Figure 2, we will notice that 
the architecture is emphasizing on generating an AI-based 
ACL rules (phase 3) depending on the alerts form the 
Intrusion Detection System IDS (phase 2). The analysist 
(phase 4) will be responsible for monitoring the results of 
the IDS (phase 2) and regulating the countermeasures 
(phase 5) when examining the system. Our architecture’s 
components are presented in Figure 2. 

A. Data Processing 

In this step, the preparation of data will be managed to 
distinguish the data to two types of alerts: old and new 
alerts. The old alert refers to the alerts that are initially 
coming from the IDS; while the new alert refers to the 
alerts that is coming from IDS after applying AI to the 
managed ACL. In other words, the system will receive 
concerning alerts previously due to the fact of being IDS 
always analyzing the traffic and sending alerts 
accordingly. Therefore, the input data is a combination of 
both types of alerts (old and new). 

B. Existing ACL 

We mean by this a dataset of existing ACLs. These data 
sets will contain examples of input queries and 
descriptions along with their corresponding ACL rules. It 

 

 
 

 
 

V. PROPOSED ARCHITECTURE 

Figure 2. Proposed System 

is worth mentioning that these datasets should cover a 
wide range of scenarios to train the module effectively. 

Before presenting our proposed system in this section, 
it is important to mention the idea of iteration. Our system 
is based on the alerts and the generated ACL rules that 
will be the fundamental concept behind our architecture to 

C. ACL Management Training 

In here, the AI system will be adjusted to our processed 
dataset. The adjustment involves training our module on 
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the ACL rules to make it more knowledgeable and better 
at generating relevant ACLs. Some machine learning 
approaches are needed to train the model at this stage. 

D. Integration 

This step is the result of the combination between the 
existing ACL and the ACL management training unit. 
The integration will be beneficial for well training the 
system to new rules and as a result adapting to newly 
upcoming permissions. This will also help in optimizing 
the system’s countermeasures. 

E. Network Equipment Deployer 

The countermeasures (phase 5) that were generated by 
the alerts of the IDS will be shared with the results of the 
newly integrated AI-ACL rules. The deployment process 
will help in generating flexible ACL rules that will be 
able to deal up with changes that may occur to the 
network. 

F. IDS 

Intrusion Detection Systems will include analyzing 
patterns and behaviors within our system to identify 
abnormalities from the norm. It will generate alerts when 
detecting unusual or suspicious actions. These alerts are 
usually based on pattern recognition techniques but as 
within our system it will be enhanced with the machine 
learning approach [6]. In our system, the IDS will be 
generating alerts when it finds activities that fall outside 
the predefined threshold. 

G. Countermeasure 

The role of countermeasures in our case is to respond 
to the alerts that the network analyst handles to prevent or 
mitigate the identified threats. These responses may 
include blocking malicious IP addresses, modifying 
firewall rules and notifying the network analyst about 
potential threats. 

VI. ASSUMPTIONS 

There are several assumptions to take into 
consideration when implementing such a system. It is 
expected that plenty of data will be available to train the 
AI model for both access control lists and the detected 
anomalies. To create precise models and comprehend 
typical patterns and behaviors, we will need enough data 
samples to begin with. 

Our system in which the AI model will be deployed is 
presumed to be represented by the data used to train the 
AI model. This presumption guarantees that the model 
can accurately identify anomalies and decide what the 
best access control measures are based on actual 
circumstances. A precise definition of anomalies is 
necessary [3]. The system must have a clear 
understanding of what defines an anomaly. This definition 
could change depending on the system’s situation. 

Therefore, it is crucial to have clear standards for spotting 
unusual patterns or behaviors. 

Access control policies must be in place before AI can 
be integrated into access control lists. These regulations 
specify who has access to what resources and how. Rules 
governing access levels (network administrators), 
responsibilities (managing alerts), permissions (allowing), 
and restrictions (denying) are examples of prerequisites 
that are needed. In real-time applications, AI systems 
should be scalable to handle any data volumes as well as 
to the amount of access control requests. We mean by this 
that traditional anomaly detection methods may struggle 
with complicated data to handle effectively. To find 
abnormalities and decide on access restrictions without 
noticeably affecting performance of the system, our 
system has to be able to process and analyze data 
effectively. 

AI systems are expected to be able to continuously 
learn from and modify their behavior to match changing 
patterns and trends. To enable efficient anomaly detection 
and access control, The system should be able to update 
models based on new data and to modify access control 
policies accordingly. 

VII. CHALLNEGES AND CONSIDERATIONS 

The quality and accessibility of the data used for the 
training purposes have a significant impact on how 
effective our AI systems will be. To identify deviations 
from typical patterns and impose the proper access rules, 
anomaly detection and access control systems need 
thorough and precise data. 
The threat landscape is also rapidly changing, with new 

attack vectors appearing frequently. In order for models to 
continuously learn and update for countering new threats, 
our AI system design must be flexible. It is crucial to 
routinely update anomaly detection and access control 
systems based on newly fresh updated information to 
retain efficacy [12]. 
False positives and false negatives are also possible [3]. 

Systems for detecting anomalies can produce false 
positives (which misinterpret typical behavior as 
abnormal) and false negatives (which fail to detect actual 
anomalies). It is crucial to strike a balance between these 
two types of errors in order to prevent unneeded 
disruptions and potential security breaches. Adjusting the 
thresholds and the AI model are both necessary to 
minimize any likelihood of errors. 
Techniques for adversary strength, such as adversary 

training and input validation, should be taken into 
consideration to make the AI system more resistant to 
such attacks [10]. These difficulties and factors are 
highlighting the complexity in implementing access 
control lists, anomaly detection, and AI into one system 
architecture. Carefully addressing these issues will assist 
in creating a strong and reliable security framework. 
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VIII. IMPROVING ACCESS CONTROL LISTS WITH AI 

As was stated in our proposal, we can utilize AI to 
examine patterns and behavior to spot anomalies in 
network access requests. AI systems can identify 
suspicious or suspicious access attempts and send 
notifications and take preventive measures by learning the 
typical behavior of users [7]. AI can be used to 
dynamically modify access control policies depending on 
current information and circumstances. AI algorithms are 
able to intelligently decide whether to give or refuse 
access in a more precise and context-aware manner by 
considering specific user behavior, device attributes, 
network information, and other related aspects. 
ACL rules can be improved over time by AI algorithms 

that continuously learn from access patterns and security 
events. This adaptive learning strategy [7] can help in the 
evolution of ACLs to block unauthorized access more 
successfully while lowering false positives. AI algorithms 
can analyze large volumes of data related to user 
behavior, network traffic, and system logs to identify 
patterns, anomalies, and potential security risks [8]. This 
analysis helps in understanding the access requirements 
and potential threats [5], forming the basis for ACL 
generation. 
Based on historical data and specified risk models, AI 

algorithms can evaluate the risk related to granting or 
rejecting particular rights. By taking into account 
elements like the user's role and potential vulnerabilities, 
AI systems can provide access control policies that reduce 
security risks. 
Network traffic, user behavior, and security events will 

be continuously monitored by AI, which may see changes 
and emerging patterns that can call for ACL adjustments 
[11]. By constantly modifying ACLs based on current 
findings, AI systems contribute to the maintenance of an 
efficient and up-to-date access control architecture. 
AI classifies various kinds of network traffic and user 

behaviors using machine learning algorithms. AI systems 
can create ACL rules that permit or limit access based on 
particular categories or traits by comprehending these 
classifications. 

IX. DISCUSSION 

Anomaly detection systems and access control lists 
(ACLs) are fundamental components for protecting 
computer networks from unauthorized access and 
potential threats. An IDS is designed to monitor network 
traffic and generate alerts when suspicious or malicious 
activity is detected. AI-based ACLs, on the other hand, 
use AI techniques to automatically manage and enforce 
access control policies. Combining AI algorithms for IDS 
(Intrusion Detection System) alerts with ACL (Access 
Control List) alerts provides a more complete and 
intelligent approach to threat detection and response will 
improve the organization’s network security. 

Anomaly detection systems are designed to monitor 
network traffic and detect potential security breaches and 
malicious activity [2]. It will be used in generating alerts 
when suspect behavior or patterns are detected. ACLs, on 
the other hand, are used to regulate access to network 
resources by creating rules that permit or deny traffic 
based on predetermined criteria. By combining the AI 
algorithms of IDS alerts and ACL Alerts, the 
organizations can harness the power of machine learning 
and sophisticated analytics to evaluate, classify, and take 
appropriate actions of incoming alerts. 

X. CONCLUSION AND FUTURE WORK 

By leveraging the capabilities of AI in conjunction with 
anomaly detection and access control lists, organizations 
can achieve proactive threat detection, adaptive access 
control policies, and efficient countermeasure generation. 
This paper presented an architecture for managing ACLs 
for analyzing suspicious traffic and for generating 
relevant countermeasures. We believe that this will help 
in creating wise access control decisions by adopting an 
AI-based ACL. This will help in predicting possible risks 
that may occur before an incident happen. This research 
highlights the potential benefits and challenges associated 
with integrating AI into security systems, along with 
implementation strategies and performance evaluation 
metrics. It emphasizes the importance of continually 
updating and refining AI models to stay ahead of 
emerging security threats, ultimately strengthening the 
overall security posture of various domains. Moreover, 
this will help network analysts in identifying alerts 
efficiently. In our future work, we will be focusing on 
managing how ACL can be adapted based on anomalies 
and policies to create a more secure environment. 
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Abstract—To stay competitive in a fast-evolving landscape, 
lifestyle, e-commerce, finance, and health sectors use mobile 
apps to enhance their traditional capabilities with new 
innovative features to satisfy customer demands. Developing 
sophisticated and secure mobile apps requires a skilled 
understanding of software development techniques, protection 
mechanisms, and mobile security practices to safeguard 
customers against cyberattacks. Software development teams 
often apply frameworks and best practices according to their 
unique experience and knowledge, resulting in vulnerable 
mobile apps. Numerous software development challenges, a 
lack of guidelines, and a standardised agile approach for 
creating secure mobile apps need to be addressed. The primary 
objective of this research is to initiate the process of delineating 
mobile application security drivers. This initial step lays the 
foundation for the subsequent development of a 
comprehensive, secure software development framework for 
mobile applications, with an overarching emphasis on security 
across all stages of development. This framework is designed to 
be adaptable and customizable to meet the specific security 
needs of diverse industries. The security drivers can form the 
foundation for a novel framework to guide the creation of 
secure mobile apps. 

Keywords-mobile application; secure software development 
frameworks, cybersecurity. 

I.  INTRODUCTION 
The Covid-19 pandemic’s uncertainty caused a sharp rise 

in the usage of mobile apps, particularly in the banking 
sector, where branches closed worldwide [1] [2]. Mobile app 
usage has become commonplace across banking, finance, e-
commerce and mHealth industries. The Digital.ai Threat 
Report for 2023 [3] underscores a notable trend wherein over 
50% of mobile applications are subjected to at least one 
cyberattack. Remarkably, these cyberattacks transcend the 
boundaries of application popularity, affecting both widely 
recognized and less popular applications. This prevailing 
threat landscape further intensifies the urgency surrounding 
the accelerated delivery of mobile applications. 
Consequently, companies must deploy more advanced 
mobile protection mechanisms to mitigate the increased risk 
posed by a larger attack surface. For example, mechanisms, 
such as the One-Time-Pin (OTP), biometric trait verification, 
and liveness assessment to authenticate customers digitally 
are increasingly becoming standard practice across various 
industries. Unfortunately, individual software development 

teams continuously reinvent the wheel as no standard 
approach exists when defining a new sophisticated security 
mechanism [4] [5]. In addition to the challenges software 
developers face in keeping up with evolving security threats, 
the 2021 Global DevSecOps Survey [6] indicates constant 
friction between security professionals and software 
developers. More than three-quarters of security teams 
believe that software developers find errors and bugs too late 
in the development process. The challenges for mobile app 
software developers are that they need specialist security 
knowledge of mobile apps, application frameworks and 
operating systems and how they can be compromised.  

Software developers do not have adequate guidelines 
when developing secure mobile apps [6]. Historically 
development teams apply software development best 
practices in conjunction with their team's expertise and ad-
hoc processes developed over many years. Frameworks such 
as Open Web Application Security Project (OWASP) [7], 
National Institute of Standards and Technology (NIST) [8] 
and MITRE ATTACK [9] and approaches, such as 
DevSecOps [10] are excellent foundations for supporting 
security within a mobile app. However, a security gap 
becomes evident when the inner workings of these 
frameworks are analysed, as the available techniques, tools, 
and testing requirements do not fully support the need to 
develop a secure mobile app [11]. Software development 
frameworks and best practices support the implementation of 
technical security aspects to safeguard mobile apps against 
cyber criminals. However, factors, such as resolving issues 
and new enhancements, sharing security knowledge between 
various internal teams and collaborating teams between 
different companies are not addressed [12], [13]. In 
principle, the secure development of a mobile app should be 
supported by a secure software development framework 
tailored to the security requirements of mobile apps. Current 
mobile app development processes are ad-hoc in nature and 
do not provide sufficient guidance for companies and 
development teams [14]–[16]. Research focuses on 
developing secure mobile apps using various processes and 
techniques [14] [17] [18] but does not focus on creating a 
secure software development framework for mobile apps. 
This research contributes by identifying mobile app security 
drivers for a secure software development framework as the 
first step in this direction. 

The following section identifies various actors and their 
roles in mobile app security to understand the complexities 
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of the landscape. Section three briefly reviews relevant 
software development frameworks to understand methods 
and approaches commonly used to secure a mobile app. 
Next, nine security drivers are described by analysing secure 
mobile app development challenges. Section five evaluates 
the security drivers against common software development 
frameworks to identify a research gap. Finally, the paper is 
concluded in section six. 

 

II. MOBILE APP ECOSYSTEM 
A mobile app ecosystem is a massive integrated network 

connecting hardware and various systems that communicate 
securely. Unfortunately, mobile apps open the door to 
heightened risk and fraud. For example, 693 banking apps 
across over 80 countries unveiled 2,157 vulnerabilities [19]. 
Customers, mobile app stores, mobile apps, mobile network 
operators, security vendors and technologies, such as 
firewalls, web servers, core systems and various 
development and security teams exist within the ecosystem 
[20]. Actors indicate integration points where security 
controls are required to guarantee a customer transaction's 
privacy and integrity. Over and above the user interface, 
software development and security teams, the risk 
management, anti-money laundering, digital forensics and 
financial reporting teams aim to establish a trusting 
relationship between customers, the company and the mobile 
app [21]. When a mobile app or a new requirement is 
developed, software teams do not focus on security 
requirements and mechanisms as they prefer to leave it to 
experts [22]. Instead, development teams use security 
vendors to provide mobile security services, such as security 
controls and app security testing. Once mobile apps are 
complete and ready for testing, penetration tests are 
performed by third parties to validate the behaviour of the 
integrated security mechanisms and mobile security controls 
[23]. Then the mobile app is submitted to app stores for 
review. App store reviews include security tests to check for 
unsolicited application code injection, stealing personally 
identifiable information, and keeping customers' mobile data 
safe from cybercriminals. App store reviewers require 
credentials to access the mobile app, but they are limited and 
only authorised to access features associated with the 
intended review.  Customers download and install the mobile 
app onto their mobile device. A firewall filters the mobile 
app requests to prevent unsolicited access between these 
entities. The network operator and internet service providers 
provide the network channel for the mobile app and 
company to communicate.  

Having provided a comprehensive insight into the 
intricacies of the mobile app ecosystem, it is essential to 
recognize that organizations may contemplate alternative 
implementation strategies to develop a secure mobile 
application. Nevertheless, it is worth noting that these 
alternative approaches bring forth their unique risks and 
challenges, which, while relevant, fall beyond the scope of 
this research inquiry [24]. 

The mobile app ecosystem has unique security and 
software development requirements that a unique secure 

software development framework should address. Therefore, 
an analysis of current security frameworks used by mobile 
app developers and the security requirements of mobile apps 
is needed to determine a research gap, described next. 

III. SECURE SOFTWARE DEVELOPMENT FOR MOBILE APPS 
There is a lack of Software Development Life Cycle 

(SDLC) models and frameworks for mobile application 
development [25] [26]. Most works focus on the 
development of the technical components of a mobile app 
and not the life cycle. Traditional software development 
methodologies, such as waterfall or agile, have been 
implemented over the years but do not directly address 
security. Generally, software development methodologies 
address the following activities from a high-level point of 
view: identification of requirements, architecture and design, 
coding, testing, production and maintenance of the 
application. When security is added to traditional SDLC 
phases, it can result in low-quality insecure apps, as software 
developers do not conform to SDLC phases and lack training 
and experience in application and security technologies. 
Software developers decide how and when various 
guidelines, standards and practices are applied to the 
different stages of the development life cycle leading to 
various ad-hoc approaches.   

Searching papers on - a secure software development 
framework for mobile apps - reveals that no such framework 
exists. In contrast, generalised software development 
frameworks are an active field of current research with many 
approaches addressing security [27]. Recent studies 
recommend that a secure software development lifecycle 
should address security considerations in each development 
phase. Industry standards, such as OWASP, ISO/IEC, 
MITRE ATT&CK knowledgebase and NIST are 
recommended to be used, but no guidance is provided on 
how to include security and when to do it [28]. Other 
frameworks and standards identified by [29], are Common 
Criteria (CC), Software Assurance Forum for Excellence in 
Code (SAFECode), Open Group Architecture Framework, 
TOGAF, ISO/IEC 41062, Payment Card Industry (PCI), 
National Information Assurance Partnership (NIAP), ioXt 
alliance and CREST [29]. Exploring NIST and OWASP 
frameworks has surfaced myriad distinct security and 
software development requisites. Notable among these 
include but are not limited to robust Authentication and 
Authorization mechanisms, Encryption protocols, diligent 
Threat Modeling, adherence to Secure Coding Practices, the 
implementation of Secure Communication protocols, routine 
Security Testing, and the fortification of Third-party 
Libraries and Application Programming Interfaces (APIs). 

A review of secure software development standards 
concludes that many do not cover all the security 
requirements for secure software development when used 
individually. Instead, a framework to guide the application of 
relevant standards is required [30]. 

Next, commonly used industry practice approaches for 
mobile app security are briefly discussed. The National 
Institute of Standards and Technology (NIST) and Open 
Web Application Security Project (OWASP) are described. 
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The MITRE ATT&CK knowledgebase is also included in 
the discussion, as MITRE provides many techniques and 
tools to mitigate mobile app threats. Finally, DevSecOps is 
discussed as it is a trending practise that brings security into 
the early stages of software development. 

A. NIST 
The National Institute of Standards and Technology 

(NIST) continually updates and publishes many software 
development and security regulations, guidelines, and rules. 
For example, the NIST 800-163, Vetting the Security of 
Mobile Applications security framework combines various 
security-focused stages [8]. NIST 800-163 focuses on mobile 
security and is a generic framework for mobile applications. 
Mobile app teams use different stages within 800-163 and 
apply the knowledge gained to improve the security of a 
mobile app. For example, the App Security Requirements 
stage identifies general security requirements, organisation-
specific requirements and risk tolerance. In addition, each 
company's development teams use their expertise and skills 
to identify threats and risks of their mobile app. 
Development teams execute mobile app security testing 
cycles using the NIST App Testing and Vulnerability 
Classifiers. Other security stages are App Vetting System, 
App Vetting Considerations and App Vetting Process. In 
addition, NIST 800-218 Secure Software Development 
Framework (SSDF) [31] provide comprehensive guidelines 
to mitigate risks. 

B. OWASP 
The Open Web Application Security Project is a security 

standard that contributes to mobile app security by 
introducing Mobile Security Testing Guide (MSTG) and 
Mobile Application Security Vetting System (MASVS) 
security categories [32] [33]. The MSTG and MASVS 
categories comprise security focus areas for mobile app 
development. Mobile app teams use various stages within 
MSTG and MASVS and apply the knowledge gained to 
improve mobile app development security. For example, the 
development and testing teams invoke Tampering and 
Reverse Engineering Code. Teams analyse the application 
code and web server requests sent and received between the 
mobile app server to give feedback to the broader team 
regarding mobile vulnerabilities. Other security focus areas 
within the MSTG are Data Storage, Authentication 
mechanisms, Code Quality, and Anti-Reversing techniques. 
The MASVS stipules eight vulnerability areas that 
concentrate on mobile app security. Additionally, mobile app 
teams use the areas as guidelines for vulnerabilities 
companies should address. Since August 2020, the CREST 
alliance have introduced the OWASP MASVS as an 
officially certified standard for mobile app security [34] [35]. 

C. MITRE ATT&CK 
The MITRE's ATT&CK is a widely known and utilised 

knowledgebase to understand cyber-attacks or threat actors. 
The MITRE ATT&CK knowledge base consists of multiple 
platform-specific security topics to address enterprise and 
mobile attacks [36]. Mobile app teams use various attacks 

within MITRE ATT&CK Mobile and apply the knowledge 
gained to improve developers' mobile app development 
security expertise. For example, developers can invoke 
onboot or login initialisation scripts, analyses application 
code and invoke onboot scripts to bypass mobile device 
manufacturer security checks. In addition, login initialisation 
scripts are used to analyse the login web server calls and 
ultimately manipulate the values to masquerade as a different 
customer. 

D. DEVSECOPS 
DevSecOps [37] is a software development approach that 

combines development, security, and operations to enable 
the creation of secure, reliable, and high-quality software 
products. It is built over DevOps, therefore promoting the 
integration of security principles and practices through 
collaboration, communication, and team integration. 
DevSecOps emphasises secure coding practices to prevent 
vulnerabilities in the code, requires continuous testing and 
integration to ensure that the application is secure and 
reliable using automated testing tools, ensures that new 
features and updates are released quickly and securely, 
involves continuous security monitoring and incident 
response to detect and respond to security threats in real-
time. Even though DevSecOps promises much, aspects, such 
as security or privacy by design, architectural risk analysis, 
threat modelling, and risk management are complex to 
implement as substantial human input is required to execute 
these processes. Silo-based teams are a barrier to secure 
DevOps that prevent collaboration [38].  

Next, nine security drivers are described from an analysis 
of the mobile app ecosystem and literature to uniquely focus 
the processes and activities required for secure mobile app 
development. Both management and technical drivers are 
identified to provide a more comprehensive approach 

IV. SECURITY DRIVERS FOR AN SECURE MOBILE 
SOFTWARE DEVELOPMENT FRAMEWORK 

The NIST SecureSsoftware Development Framework 
(SSDF) [39] is a formal approach that embeds secure 
development activities, such as security requirements 
elicitation and threat modelling into the software 
development cycle to address mobile app security 
requirements, risks, vulnerabilities, development, and a 
vetting process.  

Key security areas or drivers are presented as a first step 
towards establishing such a framework. Next, the security 
drivers are identified and described. 

A. Management of software developers for security 
Software development teams should be well-managed to 

ensure that security is a priority. By defining principles that 
should be followed and ensuring that cross-team 
collaboration becomes a way of work, a security culture can 
grow, resulting in motivated teams. Teams should be 
provided with tools to increase productivity and cut 
expenditures to increase the return on investment for the 
company. Development teams require security guidance, job 
satisfaction and adequate security controls to secure remote 
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work environments [40] [41]. A level of autonomy given to 
developers can strengthen the symbiosis between 
management and developers [42]. Agile development 
processes allow management to break the silos between 
various development teams [43]. 

B. A structured security approval strategy for security 
vendors 
Large organisations outsource security functions to 

security vendors. Security vendors must be managed with 
care [44] as they may be required to access intricate details 
and propriety knowledge to reproduce any security 
compromise and find the cause quickly. While NIST 
provides comprehensive guidance across multifarious facets 
of mobile application development, it is prudent to 
acknowledge a noticeable void in their approach, specifically 
in the seamless integration of security vendors [39]. This 
deficiency underscores the challenges of facilitating 
extensive security approvals for vendors, granting them 
immediate access to sensitive information. This task presents 
considerable complexities within the existing secure 
framework landscape. Customers' confidentiality and privacy 
are of concern, and trust needs to be ensured. Multiple 
processes and authorisations are required in order to onboard 
security providers. Companies should ensure that there is a 
good motivation for appointing a vendor based on a security 
gap, and a return on investment (ROI). A legally binding 
contract needs to identify whether the vendor allows a proof-
of-concept trial period, addresses a security gap for the 
mobile app and whether they will be a long-term partner as 
these factors influence the company's security posture.  

C. Integrate security education into secure software 
development 
In agile software development, there is no phase for 

security training, but it is assumed that developers have the 
required knowledge. Developers must be convinced that 
security is part of their job and trained to add security to their 
code competently. Unfortunately, adequate mobile app 
security training is not a focus for development teams [45]. 
To foster a security-first mobile app, best practices and 
design techniques must be encouraged [46]. Security 
education can include specialised security training and 
certifications of individuals. For those in technical roles, 
security training should be mandatory. [47] offers a 
commendable comparative analysis of security certifications 
accessible to development teams. These certifications serve 
as valuable resources for mobile developers to refine and 
authenticate their proficiency in mobile security and other 
security-related domains. Furthermore, knowledge of 
security vendors' products and services is another potential 
gap in the education of developers and security specialists. 
Integrating a security vendor product with the mobile app 
and systems requires expertise, extensive documentation and 
practical experience. In addition, where there is a high staff 
turnover, a knowledge gap can pose a risk to the company as 
it may become vague about the vendor's role due to a lack of 
experience. In such cases, the vendor is responsible for 

driving the process, which may be to the company's 
detriment.  

D. Standardised secure software development practices 
and coding principles 
A standardised approach to mobile app development is 

required in the fast-changing mobile app environment. 
Various secure software development practices and coding 
principles exist, with development teams having a range of 
experience and skills gained over the years to create their 
mobile app. Unfortunately, over time, teams apply several 
approaches in a non-standard manner, thereby creating the 
potential for gaps in their security posture. Using the DevOps 
approach, companies implement security using a layered 
approach [19] as DevSecOps focuses on implementing 
software security practices and tools at every stage of the 
lifecycle. DevSecOps requires an increased focus on 
collaborations between the development, security, and 
operations teams to be effective. Unfortunately, different 
groups may experience intergroup conflicts and may not 
trust each other. 

A mobile app contains various features, performance 
enhancements, user interface and security, to name a few 
[48]. Therefore, companies should comply with a 
standardised level of best practices and coding principles for 
their mobile apps to keep up with the ever-changing 
advancements in technology and practices. For example, the 
OWASP secure coding practices guide can be extended to 
specifically include mobile app secure coding requirements 
[7]. In addition, security design patterns help mitigate issues 
and ensure that trust is established within the mobile 
ecosystem [7].  

E. A baseline set of standardised security mechanisms for 
mobile apps 
Trust within a mobile ecosystem entails app 

confidentiality, communication integrity between the app 
and company, app availability, customer authentication and 
authorisation, and non-repudiation of a financial transaction 
[49]. Introducing new security mechanisms and altering an 
existing mechanism require intricate security knowledge of 
the mobile app, code practices and all mobile ecosystem 
actors. Developers must implement new security 
mechanisms without guidance, as no approved library exists. 
Security mechanisms, such as OTP, Device Registration, 
Image verification, Passphrase, Digital certificates and 
Biometrics, and more could fall victim to attackers due to 
vulnerabilities caused by inexperienced developers. 
Therefore, companies would benefit from standardised 
security mechanisms that follow best practices [50]. In 
conjunction with standardised software development 
techniques, standardised security mechanisms would support 
the seamless updating of security mechanisms.  

F. Standardised threat modelling approach 
Threat modelling is a critical element in integrating 

security into a mobile app. There are various threat 
modelling approaches and methodologies that can be 
employed. Unfortunately, threat modelling for agile 
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development is immature, and few sources are available to 
consult [51]. Moreover, a specific threat model often limits 
threats to the mobile app's trust boundaries and 
communication channels, thereby neglecting potential 
threats. Threat modelling is a challenging task and is 
potentially best addressed using a hybrid approach, to 
combine the best features of different approaches. Currently, 
no such approach exists for developing a secure mobile app. 
A potential approach should be informed by the specifics of 
the environment and software architecture and threats and 
vulnerabilities specific to the environment. 

G. Standardise testing schedule 
Software testing is a complex phase that takes time and is 

very costly. Furthermore, software developers may resist the 
full scope of required testing, lowering overall software 
quality. Mobile-specific security testing is often performed 
only at the end of the development life cycle, just before a 
release date. As a result, releases may be shipped with a risk. 
An extensive range of open-source tools and techniques are 
available for companies to automatically validate security 
mechanisms and mobile security controls [31]. Penetration 
tests find vulnerabilities within software systems. While it is 
recognized that no system can be entirely devoid of flaws, it 
is imperative to emphasize the significance of adhering to a 
standardized penetration testing regimen. Such a regimen is 
obligatory for proactively addressing and mitigating 'low-
hanging fruit' vulnerabilities, often exploited by 
cybercriminals as prime targets [52]. To address all 
vulnerabilities, security tests need to be conducted by 
multiple teams within a company. Extensive security testing 
can only be performed when a formalised threat modelling 
approach is present and teams are well-trained and 
knowledgeable.  

H. Standardised mobile app vetting system for an industry 
App vetting determines whether an app conforms to an 

organisation's security requirements. Each app store has its 
unique in-house requirements and vetting processes. A 
mobile app should be vetted to assure customers that the 
required security mechanisms are implemented [53]. The 
mobile app vetting system informs customers of security 
mechanisms and security controls embodied within the 
mobile app and the precautions the company took to ensure 
trust between the mobile app, customer and company. 
Unfortunately, app stores do not thoroughly examine all 
security vulnerabilities due to cost constraints. Therefore, 
each industry requires a more stringent mobile app vetting 
process to contribute to secure mobile apps.  

I. Regulated security reporting and collaboration 
A software development framework for secure mobile 

apps requires interaction between companies, industry 
custodians, and regulators with authority. Furthermore, 
reporting incidents and knowledge sharing should be 
compulsory to ensure a more robust community. For 
example, a successful attack against a new sophisticated 
mobile security mechanism must be communicated to 

safeguard the community. The landscape of security 
frameworks is abundant, with numerous frameworks catering 
to diverse regulations and industry sectors [54]. Nonetheless, 
a conspicuous need arises for a dedicated secure mobile 
application development framework focusing on security and 
agile methodologies. Furthermore, while many security 
controls exist for creating secure mobile applications [55], it 
becomes evident that various industries must select and 
extract controls that align with their specific requisites and 
prioritize their significance. Governance and regulation are 
essential in safeguarding mobile apps and preventing 
cybercrime. 

Next, the security drivers identified by this research are 
compared to the software development guidelines, standards, 
and knowledgebase. The comparison aims to determine to 
what extent the current frameworks address the identified 
driver 

V. EVALUATION 
This research aims to define a secure software 

development framework that a software developer or team, 
who may have limited security knowledge, can use as a 
guide to secure a mobile app throughout all development life 
cycle phases. Such a guide can be tailored to an industry, 
such as banking to reflect its security concerns and best 
practise.  

A research gap is now identified by comparing the 
various development approaches and guidelines and the 
identified security drivers. The research gap forms a 
foundation for developing a secure mobile app development 
framework. Table 1 compares the security drivers and 
frameworks, followed by an evaluation.  OWASP meets 
several security drivers. However, managing development 
teams to develop secure mobile apps and enabling software 
developers to work remotely from the comfort of their choice 
is cumbersome and is lacking from all the frameworks. 
Furthermore, integrating a secure development framework 
into the various sectors with the structured industry-and-
governance process is also missing. NIST guides the 
validation of security controls within a mobile app by 
invoking a penetration testing schedule and educating 
development teams on various security-related topics. 
Although NIST directs threat modelling, the assistance only 
applies within the Recommended Standard for Vendor or 
Developer Verification Code [56]. The MITRE ATT&CK 
framework educates development teams on various security-
related topics from an attacker's perspective, providing in-
depth knowledge and relevant tools to attack a mobile app. 
However, MITRE and NIST lack fundamental security 
mechanisms for companies to authenticate and authorise 
customers and ensure integrity, confidentiality and non-
repudiation in financial transactions. 

DevSecOps provides support for managing teams and 
collaborations without focusing on security aspects. A focus 
is on the integration of, e.g., education and testing into all 
phases. No guidance is provided for a baseline set of security 
mechanisms and guidelines to follow.  

 

63Copyright (c) IARIA, 2023.     ISBN:  978-1-68558-092-6

SECURWARE 2023 : The Seventeenth International Conference on Emerging Security Information, Systems and Technologies

                           75 / 109



TABLE I.  COMPARISON OF SECURE DEVELOPMENT FRAMEWORKS AND SECURITY DRIVERS 

Security drivers NIST OWASP MITRE DEVSECOPS 
Management of software developers for security    X 
A structured security approval strategy X    
Integrate security education for secure software development X X X X 
Standardised secure software development practices and coding principles  X   
A baseline set of standardised security mechanisms for mobile apps     
Standardised threat modelling approach  X   
Standardise testing schedule X   X 

Standardised mobile app vetting system for an industry  X   
Regulated security reporting and collaboration     

 
OWASP supports more security drivers than NIST and 

MITRE as OWASP assists with testing tools using the 
Mobile Security Testing Guide and vetting mobile apps 
using the Mobile Application Security Vetting System. 
OWASP is an open-source and freely available repository 
of security controls for applying mobile security controls.  

The comparison in Table 1 indicates a need for a 
secure development framework explicitly tailored to the 
mobile app space. As this environment is under attack and 
will be more so in the future, it is worth developing a 
tailored framework to ensure better security.  

VI. CONCLUSION AND FUTURE WORK 
This paper identified the complexities of a mobile 

ecosystem and the lack of guidance for software 
developers. Software development teams implement and 
test new and often sophisticated security mechanisms, as 
no standard approach currently exists. Additionally, the 
lack of adequate guidelines and frameworks for secure 
mobile app development creates challenges for software 
developers who require specialist security knowledge of 
mobile apps, application frameworks, and operating 
systems. While frameworks, such as OWASP, NIST and 
MITRE ATTACK, and approaches such as DevSecOps 
are excellent foundations for supporting security within a 
mobile app, they do not fully support the need to develop a 
secure mobile app. The research suggests the need for a 
secure software development framework tailored to the 
security requirements of mobile apps. The study 
contributes to this area by identifying nine mobile app 
security drivers for a secure software development 
framework as the first step in this direction. 

Future work includes an in-depth analysis of the 
identified security drivers and current software 
development approaches and frameworks to identify 
activities and other deliverables that can be used to create 
a secure software development framework for mobile 
apps. 
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Abstract—Transport Layer Security 1.3 is the latest version
available. This protocol is widely used in Internet security, present
in more than 60% of all Internet connections based on HTTPS.
Quantum computers are a new computational paradigm that
threatens information security as we know it, solving mathe-
matical problems used in current cryptography in polynomial
time or providing quadratic acceleration for brute force attacks.
This paper highlights the quantum threat to Transport Layer
Security, focusing on public key cryptography, exposes threat
scenarios, propose a detailed attack model to the protocol, shows
expected storage requirements to store-now-decrypt-later attacks,
and explores ways to mitigate these quantum threats.

Index Terms—Quantum Computing; Transport Layer Security
(TLS) 1.3; Store-Now-Decrypt-Later.

I. INTRODUCTION

Transport Layer Security (TLS) 1.3 is a notorious Internet
security protocol, present in more than 60% of all Internet con-
nections based on HTTPS [1][2]. TLS is the de-facto standard
for securing applications like web servers, browsers, e-mails,
messaging, and Voice over Internet Protocol (VoIP), providing
end-to-end secure channels with confidentiality, integrity pro-
tection, peer authentication, Forward Secrecy (FS), and other
[3] guarantees. TLS, like many security protocols, uses Public
Key Cryptography (PKC) in its design, for example, for peer
authentication and Key Exchange (KEX).

Quantum Computers (QCs) are a threat to PKC since 1994,
when Shor’s algorithm [4] presented ways to solve the integer
factorization problem and Discrete Logarithm Problem (DLP)
with an exponential speedup [5]. For symmetric cryptography,
the threat is also present with Grover’s 1996 [6] search
algorithm, capable to perform a brute force attack on a size
n list with only n1/2 steps, while a classical computer needs
about n/2 steps for the same task [7].

It is difficult to say when QCs will be ready to break the
cryptographic systems we know today. A good guess is about
15 years or less [8]. However, even if the QCs are not yet
available, we cannot ignore their threat, as the encrypted data
can be stored now and decrypted when the QCs are ready. This
process is called “Store-Now-Decrypt-Later” (SNDL) [9].

It is, then, strikingly important to understand the threat to
TLS before the arrival of QCs. For this reason, this paper:

• exposes the quantum threat specifically on TLS 1.3,
modeling the steps necessary to perform an attack on the
PKC;

• predicts the storage requirements for a SNDL attack;

• explores possible threat actors, their capabilities, and
post-quantum stages; and

• presents mitigation techniques.
This paper is organized as follows: Section II presents the

TLS 1.3 protocol; Section III explores quantum computers and
algorithms relevant to perform an attack on PKC; Section IV
models the quantum threat on TLS; Section V presents ap-
proximate resources for a SNDL attack; Section VI discuss
ways to mitigate the threat; and Section VII is a conclusion.

II. TLS 1.3 PROTOCOL

TLS is a secure communication protocol, developed
throughout the years, with the current version (1.3) defined
in RFC 8446 [3]. The protocol is divided in three parts: the
handshake protocol, where most of the PKC operations are
employed; the record protocol, securing the application data
with symmetric encryption; and the alert protocol, responsible
for triggering error messages and counter actions. We focus on
the TLS 1.3 handshake messages in this section, since this part
is vulnerable to attacks on PKC, except for the Post-Handshake
Authentication mode. They are detailed below.

• ClientHello: the first message, sent by the client, to
start the TLS handshake. It includes a random nonce, pro-
tocol versions, list of supported cryptographic algorithms,
and extensions. Example extensions are: the keyshare,
used to carry an Eliptic-Curve Diffie-Hellman Exchange
(ECDHE) public key, and the pre_shared_key, car-
rying Pre-Shared Key (PSK) labels.

• ServerHello: This message contains a random nonce,
the negotiated algorithms, and extensions. Depending
on the extensions that the client has sent in the
ClientHello, the server replies accordingly. Again,
examples include a keyshare containing an ECDHE
public key, and the selected PSK label, depending on
what the client demanded. After the ServerHello is
received, the client and server can derive symmetric keys
for encrypting their application data.

• Authentication messages: The most common use case is
server authentication (see Figure 1), but client authenti-
cation, although optional, can be used (see Figure 2). The
messages used for certificate-based authentication are:

– Certificate: this message comprises a set of
certificate(s) that identifies one TLS peer. Servers
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send this message if not authenticating by PSK.
Clients can authenticate as well and in the mutual
authentication scenarios they also send their certifi-
cate with this message type;

– CertificateVerify: this message comprises a
digital signature on the TLS handshake transcript.
The transcript is a hash of the handshake messages.
CertificateVerify is sent only if not authen-
ticating by PSK; and

– Finished: concludes the handshake. Both peers
send this message for two purposes: integrity check
and key confirmation. A Finished is an HMAC
of the handshake transcript, using keys derived af-
ter the KEX (ClientHello, ServerHello) so
that each peer can verify that they have established
symmetric keys correctly.

• EncryptedExtensions: this message carries addi-
tional server parameters as extensions that are not ap-
pended to the ServerHello because they are sent
encrypted to the client.

• NewSessionTicket: this optional message is sent
by the server for the Session Resumption feature. After
establishing a handshake, the server can optionally send
this message, which contains the information required to
derive a new PSK. The new PSK can be used for re-
suming the TLS connection (called Session Resumption),
avoiding a complete handshake.

It is worthy to note that all handshake messages are en-
crypted using keys derived from the ECDHE (or PSK) process,
except ClientHello and ServerHello. Depending on
the scenario, some messages are used in contrast to others.
The scenarios of Authentication in TLS 1.3 handshakes are
[3]: Certificate-based, in which either Server-only or Mutual
Authentication types are offered; and Pre-shared-key (PSK),
either by Session Resumption or Out-Of-Band (OOB) PSK
which authenticates the parties for the session.

Figure 1 shows two types of handshake authentication:
Certificate-based and PSK-mode (in a session resumption).
The first type is more commonly used, such as in a first-time
interaction between the peers. In the PSK-mode, no certifi-
cates are sent. Normally, the PSK-mode saves communication
bandwidth, but it requires a previous handshake to establish
the PSK (or an OOB method). Additionally, a PSK allows
sending Zero Round Trip Time Resumption (0-RTT) data,
which means that application data is sent together with the
ClientHello but encrypted using a PSK established in a
previous handshake (or by OOB). Note that PSK can be used
in conjunction to ECDHE, allowing Forward Secrecy (RFC
8446, Section E.1 [3]).

Figure 2 shows the scenarios for client authentication. The
server can request the client certificate and corresponding
signature within the handshake (Mutual Authentication) or
after the handshake, depending on the desired policy. For ex-
ample, the server can establish the handshake, at its discretion,
without client authentication, or abort the connection.

Fig. 1. TLS 1.3 Handshake Authentication types.

Fig. 2. TLS 1.3 Client Authentication types.

TLS 1.3 implements a key-derivation method called Key
Schedule, responsible for deriving and updating encryption
keys, and based on the OPTLS protocol [10]. Basically, it
takes as input a shared secret after the KEX process and uses
a key derivation method to derive new secrets that will then
be derived into keying material for encryption. Each type is
used for a particular purpose and has different input labels. For
example, the keys for encrypting client-to-server are different
from the keys used to server-to-client application messages.

III. QUANTUM COMPUTER AND ALGORITHMS

In general, a QC is a computer that takes advantage of
quantum mechanics for its computation. A quantum bit (qubit)
is a linear combination of two states — ground and excited,
hence represented by |ψ⟩ = a |0⟩ + b |1⟩, being on state 0,
on state 1, or in a superposition of both states in its quantum
state. After measurement, the qubit’s wave function collapses
to one of the two states [7][11]. When measuring a qubit, the
probabilities of it to collapse to state 0 or state 1 must sum
1, so we say it is normalized, |a|2 + |b|2 = 1. A quantum
register is a physical system containing a set of qubits in
sequence. The state of a quantum register is a tensor product
of the states of each qubit within: |q⟩ = |q1⟩ ⊗ |q0⟩ =
c00 |00⟩+ c01 |01⟩+ c10 |10⟩+ c11 |11⟩ [11].

A circuit model QC uses the initial state of a quantum
register as the input (usually a sequence of qubits in the ground
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state). Then, a number of gates (G) are applied to the quantum
register to perform a computational step. After a sequence of
computational steps is finished, the result is measured as the
output. When the last gate is applied, the quantum register
goes to state |qn⟩ = Gn |qn−1⟩ [11].

Another model of quantum computation is quantum anneal-
ing or adiabatic quantum computing. This type of computation
is very suitable for optimization (minimization) problems of
a cost function. It functions by preparing an initial quantum
register in equal superposition of all configurations. Then
an adiabatically slow time evolution of the state is applied,
changing the system to a final Hamiltonian, from which the
solution can be extracted [12][13].

In quantum cryptanalysis, the most discussed algorithm is
Shor’s algorithm. A period finding algorithm that provides
an exponential speedup for solving factorization and DLP
based problems [7][14] with some newer implementations
extending its usability to ECDLP [15][16]. However, there
are some challenges in implementing it. The most economic
implementation of Shor’s algorithm requires 2n + 1 qubits
and roughly n3 log n gates to factorize an n-bits long number
[17]. It means the most economic implementation of Shor’s
algorithm in terms of the number of qubits will require 4097
stable qubits and billions of gates to break a 2048-bits Rivest-
Shamir-Adleman (RSA) key, still far beyond the current IBM’s
433-qubits universal QC Osprey. And even the 4158-qubits
QC IBM has plans to release in 2025 [18] will not be enough
due to errors, what can be mitigated executing the calculations
multiple times or combining circa 1568 noisy qubits into each
perfect logical qubit [19]. Another thing to consider is the gate
time, which depends on the technology used. On average, a
superconductor QC has a gate time of 25 ns, one built on
neutral atoms has a gate time of 19 µs, and one built on
trapped ions has a gate time of 32 µs [20]. It is clear that
the key length to decrypt does change the final execution time
by raising the number of gates. If the execution time is longer
than the coherence time of the qubits, it will not be able to
complete the algorithm.

There are also implementations of factoring algorithms us-
ing adiabatic QC that presented good results [21][22][23], and
implementations to solve the discrete logarithm problem using
adiabatic QC as well [24]. Table I, adapted from [14][17][25],
shows some of the best achievements in factoring RSA public
keys for quantum computers.

TABLE I. Achievements in factoring RSA public keys.

Year Key Length Algorithm
2001 4 bits Shor
2012 5 bits Shor
2012 16 bits Adiabatic
2016 18 bits Adiabatic
2018 19 bits Adiabatic
2019 20 bits Adiabatic
2020 41 bits Adiabatic

IV. THREAT MODEL AND ATTACK SCENARIOS

We hereby use the terms “pre-quantum era” for the era
we are now, when quantum computers are still not powerful
enough for an effective break on cryptography, and “post-
quantum era” for the time after t, when the quantum computers
will be already an effective threat. Following the idea of [25],
it is possible to name a few quantum threat actors. For a better
modeling, it is necessary to subdivide the post-quantum era in
three:

• Initial post-quantum era: QCs are slow, gate times are
high, and coherence times are low. Only a few qubits are
available. The cost to perform an attack is high, and the
skill level necessary is also high.

• Intermediate post-quantum era: The quantum hard-
ware, price, and skill level to perform an attack are at
an intermediate stage.

• Advanced post-quantum era: The QC is fully estab-
lished and available. The cost to perform and attack is
low and the wide range of algorithms, frameworks, and
libraries available make the skill level necessary for an
attack much lower.

The threat actors can also be further divided according to the
total resources available for an attack, in terms of money and
number of personnel. Governments and large organizations
play the biggest threat here, followed by hacker groups and
small organizations, and an individual playing the smallest
threat. Each one of the threat actors also have a certain skill
level (3, 2, 1, or no threat) on applying quantum algorithms on
cryptographic scheme and other skills relevant for a security
attack. Table II correlates threat actors and skill levels to the
respective post-quantum era at which they become a threat.
From the table, it is clear to see that threat actors with more
available resources and skill level become a threat earlier.

TABLE II. Correlating threat actors and its skills to post-quantum era.

Available Resources Skill Level Becomes a Threat at Which
Post-Quantum Era?

Governments and 3 Initial
Large Organizations 2 Intermediate

1 Advanced
Hacker Groups and 3 Intermediate
Small Organizations 2 Advanced

1 ∞
Individuals 3 Advanced

2 ∞
1 ∞

For a prediction of the time t, which is the threshold from
the pre-quantum to the post-quantum era, a big number of the
respondents in [8] came up with 15 years or less as the time
we have left within the pre-quantum era. So, it is plausible to
think that the post-quantum era will begin before 2038.

Two main capabilities of a quantum attacker on TLS are
impersonation and breaking confidentiality. Impersonation is
the capability a threat actor has to authenticate as another client
or as another server; and breaking confidentiality means the
threat actor is able to read confidential messages. The attacker
can also perform the attack in two different ways: passive,
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listening to the network channel; and active, modifying the
communication. With this in mind, impersonation will always
be an active attack, whilst breaking confidentiality can be both.

A quantum attack on TLS 1.3 should follow these steps
to break confidentiality, on each one of the handshake types
(Figures 1 and 2):

• Certificate-based (server):
1) collect Client and ServerHello (CH and SH,

respectively), extracting the public keys epkCH and
epkSH present in keyshare messages;

2) use Shor’s algorithm for ECDLP to break the KEX:
it computes the private key from epkch or epksh in
order to recover the ephemeral private key; and

3) use the recovered ephemeral key to derive the
symmetrical keys, using the TLS Key Schedule [3]
(Section 7), allowing to decrypt the whole commu-
nication.

• Mutual Authentication: same as previous.
• Post-Handshake Auth.: same as previous.
• PSK-based resumption:

1) use the steps 1-3 above on the First Handshake
(right part of Figure 2);

2) use the recovered ephemeral key to derive the sym-
metrical keys used throughout the communication;

3) decrypt the NewSessionTicket message, recov-
ering the ticket information (such as nonces and
labels);

4) use the recovered information to derive the resump-
tion PSK; and

5) use the PSK to derive the second handshake’s
(Session Resumption) symmetrical keys, allowing to
violate confidentiality of the resumed connection.

To achieve impersonation, a quantum attacker has to follow
these steps:

• Certificate-Based (server):
1) collect Client and ServerHello, extracting

the public keys epkCH and epkSH present in
keyshare messages;

2) use Shor’s algorithm for ECDLP to break the KEX:
it computes the private key from epkch or epksh in
order to recover the ephemeral private key;

3) use one of the recovered private keys to derive
the symmetrical keys, using the TLS Key Schedule
[3] (Section 7), and then decrypt the authenti-
cation messages (which contains Certificate,
CertificateVerify, and Finished); and

4) use one of the alternatives to attack the
Certificate message and return the certificate
private key:
– use Shor’s algorithm or adiabatic QC to solve the

factorization problem on the RSA public key; or
– use Shor for ECDLP on the public key based on

elliptic curves.
• Mutual Authentication: same as for server authenti-

cation mode, but the attacker can choose to imperson-

ate server or client. The main difference is the target
Certificate message (from the server or client).

• Post-Handshake Auth.: impersonate the server is similar
to the previous modes, but to impersonate client:

1) check the presence of post_handshake_auth
extension;

2) use the steps 1-2 of the Certificate-based authenti-
cation (server);

3) decrypt the communication using the
recovered symmetric keys, searching for the
CertificateRequest message; and

4) use one of the alternatives to attack the client’s
Certificate message and return the private key:
– solve the factorization problem with Shor’s algo-

rithm or adiabatic QC; or
– use Shor for ECDLP instead.

• PSK-based resumption: similar steps as used for server
authentication mode, but the steps should be applied
to the First Handshake. Having the PSK information,
the attacker can impersonate both peers. However, PSKs
duration time can be limited up to 7 days [3], so, the
attack window is limited.

Applying these methods to impersonate a client, the threat
actor can pretend to be another person to the server, getting
access to confidential information. Impersonating the server
makes a client or a set of clients think they are sending data
to a trustworthy server, who is receiving confidential data from
the users. When the threat actor applies these methods to break
confidentiality, it is possible that the attacker only listens to the
communication channel or actively communicate to the other
side, in both ways, causing harm to the victim.

V. RESOURCES FOR A SNDL ATTACK

If the threat actor decides to store packets now to decrypt
in the post-quantum era, the attacker will face the problem of
storing days, weeks, months, or years of information. Table III
brings expected storage cost for SNDL attacks against some
of the most accesses websites worldwide. The packets were
collected with Wireshark using the URL’s IP address as a
filter, filtering all the connection between a logged user and
the server, simulating a man in the middle attack.

TABLE III. Estimating the SNDL storage requirements.

Site 1 h of captured
packets (MB)

Expected Storage
Cost for 24 h (GB)

Expected Storage
Cost for 1 y (TB)

instagram.com 835.4 19.6 7
youtube.com 723.7 17 6
amazon.com 272.6 6.4 2.3
gmail.com 124.8 2.9 1

As it is possible to infer, SNDL attacks require a large
amount of storage, depending on the nature of the content
to be captured, the timespan of the capture, and the number
of victims. Table III considers the attack against a single
victim, for more victims the expected value is multiplied by
the number of victims. E.g., to store 1 y of packets from 200
GMail users the necessary storage would be 200 × 1 TB =
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200 TB; and from Amazon users the storage would be 200 ×
2.3 TB = 460 TB. Of course this number cannot be exact, due
to different navigation profiles, but it is approximate.

VI. MITIGATION AND DISCUSSION

Quantum cryptography is the use of quantum physics to
create a different class of cryptography. The simplest example
is the use of quantum superposition in order to provide a
perfectly random number, but the most common example in
this class is the Quantum Key Distribution (QKD) [25][26].
The most known QKD protocol is BB84 [27], but there are
many others, as can be found on [28].

• Pros of implementing QKD:
– the mathematics of quantum mechanics guarantees

the key exchange is perfectly secure; and
– the no-copy property of quantum mechanics ensures

there will be no man-in-the-middle attack, because a
measurement of the system would modify it.

• Cons of implementing QKD:
– the no-copy property makes it impossible to re-rout

or broadcast a qubit, making it necessary to develop
special network channels and hardware for QKD;

– it is affected by decoherence and longer travels might
be impossible. Most of the current QKD systems do
not allow travels further than 200 km [28]; and

– implementation cost immensely for large networks.
Making it a viable solution only for limited use cases.

Post-Quantum Cryptography (PQC) rely on mathematics
running on classical devices that are not easily solvable
by a QC. NIST announced in 2022 four PQC algorithms
promised to be quantum-safe: CRYSTALS-Kyber [29], a
key-encapsulation mechanism that can be used to establish
symmetric keys for TLS or other protocols; CRYSTALS-
Dilithium [30], a digital signature algorithm; Falcon [31],
another method for digital signatures; and SPHINCS+ [32],
a hash-based digital signature algorithm. There is also the
Open Quantum Safe Project, an open-source project created
to evaluate PQC candidates and to prototype their use in
protocols like TLS 1.3 [33].

• Pros of implementing PQC:
– a more viable solution for KEX than QKD; and
– there are also implementations for digital signatures.

• Cons of implementing PQC:
– PQC algorithms have been tested for years, but it is

still impossible to tell for how long they will remain
unbreakable [28]; and

– most of the existent PQC algorithms are slower or
require larger keys than the most common classical
algorithms for KEX or digital signature, impacting
in slower page loads and a risk of packet loss.

There are also hybrid implementations that combine a pre-
quantum cryptography with a post-quantum one. To exemplify,
a hybrid KEX scheme can be achieved by combining the
output of a pre-quantum algorithm and a post-quantum one

with an XOR operation. An example of how it could be applied
in TLS 1.3 can be found at [34]. For the case of a hybrid digital
signature, it is possible to create two signatures, one with a
pre-quantum algorithm and another with a post-quantum one
[35].

Some newer implementations also tackle the problem by us-
ing Post-Quantum Key-Encapsulation Mechanisms (PQKEM)
[36] or lattice-based cryptography [37].

Other than the previous presented alternatives, there are
approaches that are not a definitive solution, but can make
the attacker give up on the attack by diminishing the return or
raising the investment. From Section 3, it is possible to infer
that the key length influences both the number of gates and
the number of qubits needed for decryption, also, each gate
consumes a certain amount of processing time. The number of
qubits and the processing time can raise the attack cost, and
further, a very long key may make the attack time longer than
the coherence time, turning the attack impractical. E.g., using
a QC to break RSA would be impractical if the key length is
8 KB [38].

The Extended Triple Diffie-Hellman (X3DH) key agreement
protocol [39], present in the Signal protocol, provide multiple
key exchanges in parallel, what can drive up the attack require-
ments, since the QC ought to be used for each encryption layer.
Other algorithms like this, that add new encryption layers,
might be a good idea, or tunneling a TLS connection to another
encrypted Virtual Private Network (VPN) [25].

Diminishing the attack return can be achieved by dimin-
ishing the amount of data recovered on each attack, making
it necessary to perform the same attack multiple times or
conforming to have limited information extracted. Security
controls such as Perfect Forward Secrecy (PFS) and Post
Compromise Security (PCS) can limit the attacker’s access to
information [25]. Other examples are the Double Ratchet key
management algorithm [40] also present in the Signal protocol,
and short-term certificates like the one present in the ACME
protocol [41]. Short-term certificates are a good mitigation
due to the short attack window available to both break the
certificate’s algorithm and, consequently, impersonate.

SNDL attacks are more urgent, since malicious individuals
might be storing information now to decrypt later. A way
for an organization to decide a good moment to migrate to
quantum safe cryptography is given by [8]. Also, the company
has to be aware of social engineering attacks, because, as
Table III portrayed, the amount of storage necessary for SNDL
attacks is huge, and the threat actor may use social engineering
to better filter which packets on which specific date to collect.

VII. CONCLUSION AND FUTURE WORK

This paper exposed the threat of QC on TLS 1.3, pre-
senting: existing quantum algorithms for an attack against
PKC, and achievements on practical implementations of these
algorithms; detailed steps to perform a quantum attack against
the PKC in different TLS 1.3 handshake modes; approximate
storage requirements for a practical SNDL attack; existing and
new mitigation methods to avoid such attacks.
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Section III brought different implementations of Shor’s
algorithm and adiabatic alternatives, but no adiabatic im-
plementation for the ECDLP were found. As showed in
Section III, the adiabatic implementations are outperforming
on the factorization, and not having an adiabatic alternative
for the ECDLP can delay the threat to TLS in some years.

Section IV exposed threat actors and the steps necessary
to attack PKC in TLS 1.3. From Section VI, KEX can be
done securely with QKD, at the cost of a large investment
and research, making PQC and hybrid solutions a more viable
way to achieve KEX and digital signatures, however, at the
cost of losing performance. Section VI also presented more
immediate forms of mitigation that can be implemented before
changing drastically the TLS 1.3 infrastructure.

SNDL attacks are a more immediate threat, but, as Sec-
tion V showed, they require a huge amount of storage. As a
sidenote: it is important to notice SNDL is a threat not limited
to the advent of QC, since technology naturally evolves.

Future work to complement this one can be done by
studying different attacks against TLS 1.3.
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Abstract— This extended abstract introduces an initial 
application of long-distance remote security diagnostics for 
Cyber-Physical Systems (CPS), focusing on Industrial Control 
Systems (ICS) during maintenance testing. Through the 
Internet, a distance of 350 kilometers was bridged to conduct a 
preliminary security assessment of a building automation 
system. Emphasizing the importance of monitoring essential 
functions of ICS, such as digital outputs and serial 
communication, we utilized a pair of devices designed to 
encapsulate digital outputs using TCP/IP, enabling remote 
monitoring at the test device over a temporally configured site-
to-site Virtual Private Network (VPN). Despite an average 
network latency of 33 milliseconds and an approximate delay 
of around 3 seconds for digital outputs, the system was able to 
effectively communicate changes in the essential services of the 
control systems to the test device. Preliminary results 
underline the feasibility of this long-distance approach, setting 
the stage for future work on comprehensive real-world 
demonstrations using diverse simulated control systems, 
namely factory automation and gas plant control systems. The 
goal is to advance the field of remote security diagnostics 
during maintenance testing, providing reliable and effective 
security evaluation of CPS. 

Keywordss-Industrial Control Systems (ICS); Remote 
Security Diagnostics; Maintenance Testing. 

I.  INTRODUCTION 
As society increasingly relies on Cyber-Physical Systems 

(CPS) in sectors such as distributed solar power plants, 
cloud-based building management, and smart factories, the 
inherent cyber risks and potential disruptions multiply. A 
successful cyberattack on CPS can cause significant damage 
in both digital and physical realms, rendering critical 
infrastructures like pipelines, water treatment facilities, and 
power grids vulnerable to shutdowns and disruptions. 

In an environment where new vulnerabilities are 
continuously discovered and cyber attackers' tactics 
constantly evolve, it is crucial to persistently assess 
cybersecurity measures. Existing security evaluation 
frameworks include certification tests for control systems 
and embedded devices, focusing on known vulnerabilities 
and communication robustness. However, executing such 
tests on systems under operation is fraught with challenges 
due to time, workforce, and cost constraints [1]. 

This extended abstract discusses the potential of remote, 
network-based testing as an alternative strategy for 
enhancing cybersecurity in CPS. We delve into a cloud-
based diagnostic approach designed to minimize on-site 
testing while providing a practical assessment of the security 
posture of these systems [2]. 

The primary focus of this extended abstract is to establish 
whether the distance between testing and target sites impacts 
the efficacy of remote security diagnostics during the 
maintenance testing of Industrial Control Systems (ICS), 
according to IEC 62443 standards. A key challenge we seek 
to address is determining how remote testing conditions can 
simulate Local Area Network (LAN) testing conditions, 
despite significant physical distances between systems. 

The rest of the extended abstract is organized as follows: 
Section 2 provides an overview of the proposed 
methodology for remote security diagnostics, while Section 
3 presents an analysis of our initial findings. Section 4 
discusses potential implications, and Section 5 concludes.  

II. METHODOLOGY 

 
Figure 1.  Whole Picture of Remote Security Diagnosis for ICS.  

In our study, we designed and executed a series of tests 
utilizing a practical testbed with the following characteristics 
(Figure 1): 

Physical distance from the Test Device: The target 
systems were located 350 kilometers away from the Test 
Device. This considerable physical distance provides a 
realistic scenario for assessing the capability of remote 
diagnostics during the maintenance of ICS. 

Temporal site-to-site VPN over the Internet: The test 
environment temporally utilized an Internet-based Virtual 
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Private Network (VPN) for communication between the Test 
Device and the target systems.   

Diverse Simulated Control Systems: The subjects of 
our security diagnostics were different types of simulated 
control systems, each using varied control protocols and 
implemented using different control devices. These systems 
were: 

• Building Automation System: This system 
controls elements such as air conditioning, 
lighting, and electricity reception in a building. 

• Factory Automation System: This system 
simulates a section of a robotic arm in an 
automobile assembly factory, specifically one 
that sorts parts. 

• Gas Plant Control System: This system controls 
the pressure in gas tanks to maintain 
consistency. 

The diversity of these systems provides a comprehensive 
testing ground to evaluate our remote diagnostic approach 
across various operational conditions and requirements. The 
results from these tests provide insights into the efficacy of 
remote security diagnostics during maintenance testing and 
can inform future development in this field. 

III. IMPLEMENTATION AND PRELIMINARY RESULTS 
In the implementation phase of our study, we first set up 

the necessary equipment for our testing environment. This 
included a pair of devices designed to encapsulate digital 
outputs using TCP/IP and enable Ethernet-based remote 
monitoring of distant equipment, bridging the physical gap 
of 350 kilometers (Figure 2) [3]. These devices were placed 
at both the test device and the Device Under Test (DUT), a 
Programmable Logic Controller (PLC) of the building 
automation system, in our preliminary testing. 

Figure 2.  Two buildings to run long-distance remote diagnostics trials.  

Once the setup was complete, we conducted preliminary 
testing by sending diagnostic data from the test device to the 
DUT and remotely monitoring the state of the building 
automation system’s essential services from the test device 
as closely as possible. Notably, this was achieved despite the 
inherent latency in our network setup, characterized by an 
average network latency of 33 milliseconds (ICMP: Internet 
Control Message Protocol) and a delay of around 3 seconds 
for digital outputs (DO over TCP/IP). 

Our preliminary results showed that the proposed system 
effectively conveyed changes in the essential services of the 
control systems to the test device, even in the presence of 
notable network latency and digital output delay. The tests 
demonstrated that the method could consistently deliver 
changes to the test device from the remote building 

automation system, fulfilling its goal of reliable remote 
security diagnostics. 

IV. FUTURE WORK 
We will extend the remote diagnostic methodology 

developed and tested preliminarily on a building automation 
system to other control systems, specifically factory 
automation and gas plant control systems. This diversity will 
provide a more comprehensive view of the applicability and 
efficacy of our methodology across different industrial 
scenarios. 

Firstly, we will refine our approach to remote monitoring 
of essential services. Essential services, which include 
communication between DUT, Human-Machine Interfaces 
(HMI), and other controllers, are integral to the functioning 
of control systems. It is, therefore, crucial to ensure the 
reliability and accuracy of their remote monitoring, despite 
the inherent challenges posed by the physical distance and 
consequent latency. To achieve this, we will continue 
optimizing the systems for encapsulating digital outputs and 
transferring data over temporal site-to-site VPN. 

Furthermore, we will investigate the impact of the 350 
kilometers distance, particularly the associated network 
latency and digital output delay, on the quality of the remote 
diagnostics. Our preliminary results have shown that the 
proposed methodology can reliably deliver changes in the 
essential services to the test device from a remote building 
automation system. However, a more in-depth understanding 
of how the inherent latency affects the quality of diagnostics 
is crucial. This analysis will aid in refining the methodology 
for optimal performance even over long distances. 

V. CONCLUSION 
In this extended abstract, we have presented an initial 

application of remote diagnostics over a long-distance 
network for the security evaluation of CPS. Our preliminary 
results, based on a building automation system situated 350 
kilometers away, demonstrate the feasibility of this 
approach. We have highlighted the importance of reliable 
data transfer and effective monitoring of essential services, 
even in the presence of inherent network latency. The future 
research will continue to refine this methodology, exploring 
the impacts of long distance on diagnostic quality across 
different control systems. 
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Abstract—Coordination of the workload among distributed
SDN controllers is critical role for both the network performance
and the control plane scalability. Therefore, various load balanc-
ing techniques were proposed for SDN to efficiently utilize the
control plane’s resources. However, such techniques suffer from
increased latency and packet loss that come as the result of load
migration requirements and intensive communication between
the SDN controllers. The proposed system adopts OpenFlow
mechanism and introduces a new system that offers coordination,
synchronization and stable performance.

Index Terms—Software Defined Networks, multiple controllers,
coordination, load balancing.

I. INTRODUCTION

SDN aims to offer easier management and faster through
dynamically customizing the operation of a network through
the use of the combination of a centralized controller and
programmable network devices. When SDN is deployed in
large-scale networks, they may consist of multiple controllers
or different administrative vendors. Hence, how multiple con-
trollers and switches coordinate is a critical issue. OpenFlow
[1], is one of the mostly representative protocol for SDN,
carries the message between an SDN controller and the un-
derlying network infrastructure. One of the most fundamental
features of the OpenFlow protocol is the “packet-in” message.
If a packet arrived at a OpenFlow based switch does not
match any forwarding rule, the packet can be configured as
the “packet-in” message to be forwarded to the controller
for corresponding policing processing. The use of multiple
controllers is an approach that offers greater availability but
it also introduces a new problem regarding the coordination
between multiple controllers and switches. Insufficient coor-
dination may result in sub optimal network performance. In
large data centers, the traffic patterns are usually unpredictable
due to elastic resources and flexible services. For example, if
the switch to controller map-ping configuration is static, some
switches can generate a larger number of packet-in messages
than other switches of the network. This condition implies that
the corresponding controller, which these switches are mapped
to will become overloaded, while other controllers will remain

under-utilized. On the other hand, in multi-controller SDN [7]
each controller is responsible for a set of switches (domain).
A controller can be master, equal, or slave, where the first
two types can process the flow requests from the switches and
install the forwarding rules in the switches. A slave controller
can only read the switch flow table, but cannot update it. Each
switch can have multiple equal and slave controllers, but only
one master controller. Furthermore, a master controller for a
specific switch can be slave controller for another one, and
whenever a master controller fails, a slave or local controller
can request (via OpenFlow role-request message) to become
the new master of the affected switches. The multi-controller
paradigm is shown to improve many aspects of SDN, but
it presents many challenges, especially for controllers’ uti-
lization when switch-controller assignments are static. The
load of a controller is mainly caused by the processing of
the packet-in messages sent from the switches, and due to
network dynamics, the number of these messages vary both
regionally and temporally. As a result of these variations, some
controllers will be over committed , while some others will be
underutilized. This leads to domain failure (and multi-domain
failure), or network under utilization. The coordination among
controllers is a major issue with several protocols proposed
thus far [2]. OpenDaylight [3] [4] and ONOS, two state-of-the-
art controller implementations, rely on RAFT and Anti-entropy
protocols for disseminating coordination messages among con-
trollers. Each controller is responsible fora part of the network
only, commonly referred to as the controller’s domain. The
messages disseminated by a controller to the other controllers
convey its view on the state of its domain (e.g., available
links and installed flows). The composition of these messages
allows the controllers to synchronize and agree on the state
of the entire network. Also the authors of [5] proposed a load
re balancing method based on switch migration mechanism
for clustered controllers. They also using the OpenFlow 1. 3..
The multiple controllers use JGroups to coordinate actions for
switch migration. The whole network is divided into several
groups and each group has a controller cluster set up. In this
paper we will discuss the available mechanisms that offer
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multiple controller coordination and network synchronization.
To address this problem, we propose a scalable and crash-
tolerant load balancing based on controller switch connection
for multiple OpenFlow controllers. The contribution of this
paper is:

• A dynamic coordination and synchronization system
among SDN controllers and switches that focus partic-
ularly on the impact of the rate of synchronization on the
performance of network.

• A system that can dynamically shift the load across
multiple controllers through switches.

• A controller fail-over without switch disconnection avoid-
ing the single point of failure problem.

The remaining of the paper is structured as follows: In
Section II, we briefly review necessary background knowledge
on SDN and on the RAFT consensus algorithm. In Section III,
we discuss related work. In Section IV, we present our pro-
posal for coordination of the workload among distributed SDN
controllers. In Section V, we present the experimental setup
that we used for evaluating the performance of the proposal
and we discuss the results. Finally, section VI summarizes our
conclusions.

II. BACKGROUND

A. OpenFlow Protocol

The OpenFlow architecture consists of numerous pieces of
OpenFlow-enabled switching equipment which are managed
by one or more OpenFlow controllers, as shown in Figure
1. It depicts the fundamental concept of the SDN architecture
[2]. Network traffic can be partitioned into flows, where a flow
could be a Transmission Control Protocol (TCP) connection,
packets with the same MAC address or IP address, packets
with the same Virtual Local Area Network (VLAN) tag, or
packets arriving from the same switch port [6].

An OpenFlow switch contains multiple flow and group
tables. Each flow table consists of many flow entries. These
are specific to a particular flow and are used to perform packet
look-up and forwarding. The flow entries can be manipulated
as desired through OpenFlow messages exchanged between
the switch and the controller on a secure channel. By maintain-
ing a flow table, the switch can make forwarding decisions for
incoming packets by a simple look-up on its flow- table entries.
Open-Flow switches perform an exact match check on specific
fields of the incoming packets. For every incoming packet,
the switch goes through its flow table to find a matching
entry. The flow tables are sequentially numbered. The packet-
processing pipeline always starts at the first flow table. The
packet is first matched against the entries of a flow table. If the
packet matches a flow entry in a flow table, the corresponding
instruction set is executed. Instructions associated with each
flow entry describe packet forwarding, packet modification,
group table processing, and pipeline processing [6].

Pipeline-processing instructions enable packets to be sent to
subsequent tables for further processing and enable aggregated
information (metadata) to be communicated between tables.

Flow entries may also forward to a port. This is usually
a physical port, but may also be a virtual port [6]. Flow
entries may also point to a group, which specifies additional
processing. A group table consisting of group entries offers
additional methods of forwarding (multicast, broadcast, fast
reroute, link aggregation, etc.). A group entry consists of a
group identifier, a group type, counters, and a list of action
buckets, where each action bucket contains a set of actions
to be executed and associated parameters. Groups also enable
multiple flows to be forwarded to a single identifier, e.g., IP
forwarding to a common next hop. [6].

Fig. 1. Software Defined Networking.

B. Connection Strategy

The first issue is to address the switch-to-controller con-
nection strategy and how switches are connected to SDN
controllers. In early OpenFlow version, switches can only
attach to one controller. Furthermore, that link is static,
meaning that operators have to configure the switch manually
when it needs to attach to a new controller. A distributed
SDN controllers setup, on the other hand, requires a dynamic
connection between switches to controllers. The dynamic
connection enables to move a switch from one controller to
another controller during a fail-over or load balancing process.
Fortunately, there are two options to deploy such flexible
switch to controller connection, using the IP alias connection
or OpenFlow Master/Slave connection.

In the Master state, the controller has full access to the
switch as in the Equal role. When the controller changes
its role to Master, the switch changes the other controller
in the Master role to have the Slave role. The role change
does not affect controllers with the Equal role. The controller
receives from switch asynchronous Port- status messages. The
controller can send Asynchronous- Configuration messages to
set the asynchronous message types it wants to receive. An
OpenFlow instance can connect to one or more controllers,
depending on the controller connection mode the OpenFlow
instance uses ether Single instance in which the OpenFlow
instance connects to only one controller at a time. When
communication with the current controller fails, the OpenFlow
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instance uses another controller, or the Multiple instances so
it can simultaneously connect to multiple controllers. When
communication with any controller fails, the OpenFlow in-
stance attempts to reconnect to the controller after a recon-
nection interval [6].

III. RELATED WORK

Distributed SDN controller deployments require a coordina-
tion protocol among controllers. To address the coordination,
synchronization and performance challenge different systems
and approaches have been introduced. ONOS [4] stands for
Open Network Operating System, uses RAFT, and provides
the control plane for a software-defined network (SDN). It
manages network components, such as switches and links, and
runs software programs or modules to provide communication
services to end hosts and neighboring networks. The most
important benefit of an operating system is that it provides
a useful and usable platform for software programs designed
for a particular application or use case. ONOS applications
and use cases often consist of customized communication
routing, management, or monitoring services for soft-ware-
defined networks. Some examples of things which you can do
with ONOS, and software written to run on ONOS, may be
found in Apps and Use Cases [4]. Devoflow [7] actually reduce
the overhead of the control plane by offloading the controller
by delegating some work to the forwarding devices and enable
a cluster of controller nodes to achieve distributed control
plane. Onix [9], Kandoo [10], and HyperFlow [11] use this
approach to achieve a control planewith high scalability and
reliability. ElastiCon [12] supports for elasticbehaviorwhichin-
creases or decreases the number of controllers based on load
estimates of control plane. The “Doing It Fast And Easy”
(DIFANE) [13] approach examines the scalability issues that
arise with OpenFlow in large networks and with many fine-
grained flow entries. Scalability concerns can be classified by
(1) the number of flow entries inside the switches and (2) the
load on the controller that is caused whenmany flows have
tobe installed simultaneously. DIFANE installs all forwarding
information in the fast path, i.e., in TCAM, in a few selected
switches, called “authority switches”. This is achieved by
wildcard match fields and the intelligent distribution of flow
table entries on the authority switches. The other switches
forward traffic that cannot be resolved by their own flow table
towards authority switches. The authors show the applicability
of DIFANE in large networks by evaluating their proposal on
various metrics, such as the number of required TCAM entries,
packet loss caused by failures, etc.

Some recent works propose to reduce the overhead of
control traffic by strategically placing the controllers in the
network [14] or by finding the appropriate forwarding paths
for loadbalancing on control traffic. Eventual consistency,
where the controllers coordinate periodically rather than on
demand basis, is another way to reduce control overheads.
Levin et al. [15] showed that certain network applications,
like load-balancers, can work around eventual consistency and
still deliver acceptable performance. This would require some

additional effort to be made to ensure that conflicts such
as for-warding loops, black holes and reachability violation
are avoided. The authors [14] studied the problem of finding
the optimal synchronization rates among controllers in a dis-
tributed eventually-consistent SDN system. They considered
two different objectives, namely, (i) the maximization of the
number of controller pairs that are consistent, and (ii) the
maximization of the performance of applications which may
be affected by the synchronization decisions, as highlighted
by emulations on a commercial SDN controller.

IV. OUR PROPOSAL

The proposed system implements a novel network of mul-
tiple controllers using RAFT consensus algorithm to maintain
stability, scalability, and consistency, it was presented in a
prior work [18]. In this paper we extend our approach using
features from Open-Flow connection methods. It is based in
Master/ Slave connection between controllers and switches.
It supports the connection and coordination of multiple dis-
tributed SDN controllers to serve as backup controllers in case
of a failure. According to our experiments the load conditions
of controllers, our proposed method can dynamically shift
the load across the multiple controllers. Moreover, multiple
controllers allow data load sharing when a single controller
is overwhelmed with numerous flow requests. In general,
our approach can reduce latency, increase scalability, and
fault tolerance, and provide enhanced availability in SDN
deployments.

A. Implementation

The proposed mechanism, consists of multiple SDN con-
trollers that collaborate to manage the network. Each controller
is responsible for a subset of switches in the network. Con-
trollers communicate with each other using a coordination and
synchronization mechanism. Controllers exchange their load
information with other controllers in the network. We use
a consensus-based coordination and synchronization mecha-
nism. Each controller registers with the coordination service
and participates in the distributed coordination protocol. The
coordination service maintains a shared state, such as network
topology information and controller assignments.

Controllers periodically synchronize their local state with
the shared state in the coordination service. This synchro-
nization is achieved by employing a combination of data
replication, using flow tables. When a controller joins or leaves
the system, the coordination service notifies other controllers
to update their view of the network and redistribute the load
if necessary.

Load balancing across controllers can be achieved through
dynamic redistribution of switches and their associated flows.
Controllers use load balancing algorithms based on factors
like controller workload, switch capacity, and network traffic
patterns. When load balancing decisions are made, controllers
negotiate and transfer the ownership of switches and their
flows based on the new load distribution. To handle controller
failures, a fail-over mechanism is necessary. When a controller
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fails, the coordination service detects the failure and triggers
a fail-over process. The fail-over process involves selecting
a new controller to take over the responsibilities of the failed
controller. The new controller establishes connections with the
switches managed by the failed controller, ensuring a seamless
transition without disrupting network operations.

Controllers use a standard protocol, the OpenFlow, to com-
municate with the switches and exchange network control
messages. The coordination and synchronization mechanism
discussed above enables controllers to exchange coordination
messages to maintain consistency and distribute control re-
sponsibilities.

B. Load Balancing

Controllers exchange their load information with other
controllers in the network. The Controller Election Process
is been implemented in the controller election process using
the OpenFlow protocol. The controllers negotiate and decide
which controller will be the master and which will be the
backup using protocols, such as OpenFlow’s Role Request
message.

Each controller monitors its own load using metrics such as
CPU utilization, memory usage, or the number of active flows.
The load information is periodically updated and maintained
by each controller, its record. Each controller compares its load
metric with the load metrics received from other controllers.
The comparison helps identify the least loaded controller
among the available options. If the controller determines that it
is the least loaded based on the load comparison, it continues
to handle incoming traffic as usual. If the controller determines
that another controller has a lower load, it takes appropriate
actions for load balancing. The load balancing decisions can
be implemented by modifying the flow table entries in the
switches, redirecting traffic to the appropriate controllers based
on the load balancing algorithm. The SDN controllers use the
OpenFlow protocol to install, update, or remove flow rules
dynamically to achieve load balancing.

When a new request arrives at a switch, the switch forwards
the request to its designated controller. The OpenFlow protocol
allows switches to direct incoming packets to a specific
controller based on rules defined in the flow tables. Configure
the flow tables in the switches to match and forward the
incoming requests to the appropriate controller based on load
balancing policies.

Each switch maintains the load information received from
the controllers it is connected to. The switch compares the
load information of the connected controllers. Based on the
comparison, the switch selects the least loaded controller as the
destination for incoming requests.By leveraging the capabili-
ties of the OpenFlow protocol, the switch can make informed
decisions about which controller to forward incoming requests
to, ensuring load balancing among the controllers in the SDN
system.

To implement load balancing, packet fields, such as source
IP address, destination IP address, transport protocol are record
in the flow table entries to direct packets to the desired

controller. We use the OpenFlow protocol to set the flow action
in the flow rules of the switches:

• output action: Specify the output port of the switch to
forward the traffic to the desired controller.

• controller action: Direct the traffic to the controller by
specifying the action to send the packet to the controller’s
port.

Load information from the controllers can be periodically
collected and used to determine the least loaded controller.
Based on this dynamic load information, the flow tables are
updated to reflect the current load balancing requirements.
Depending on the dynamic nature of the load balancing, the
flow rules may need to be updated periodically or in response
to load changes. The SDN controller can monitor the load,
collect load information, and make appropriate updates to the
flow rules as needed.This can be done by sending OpenFlow
messages to the switches to modify or add flow rules.

V. PERFORMANCE EVALUATION

A. Experimental Setup

A simulation has been conducted to assess the performance
of the proposed scheme. The system on which the simulation
was executed was based on an VM with Ubuntu 22.04 OS,
16 GB of memory and OpenFlow Switches. We evaluated
the performance of our system in terms of load balancing
in terms of response time, throughput, packet lost, delay and
the time overhead imposed by the controllers and switches
to coordinate. The coordination performance and scalability
between controllers, switches and hosts also have been de-
picted according to the scenario of routing several packets that
are successfully routed (without traversing any failed link) to
their destinations. We emulate the performance using Mininet
and Ryu [17]component-based software defined networking
framework. Ryu [17] provides software components with well
defined API that make it easy for developers to create new
network management and control applications. and created
a topology of 10 SDN controllers, consisting of one master
controller and nine SDN controllers, along with 20 switches.

• Master Controller:Controller M
• SDN Controllers: Controller C1, Controller C2, Con-

troller C3, Controller C4, Controller C5, Controller C6,
Controller C7, Controller C8, Controller C9

• Switches 1-20: S1, S2, S3, S4, S5, S6, S7, S8, S9, S10,
S11, S12, S13, S14, S15, S16, S17, S18, S19, S20

Initially, it distributes switches evenly among the client con-
trollers. Master Controller M does not handle any switches
directly. Each controller can handle up to three switches.
We have assigned an initial load distribution of switches to
controllers. Controller C1: S1, S2, S3; Controller C2: S4,
S5, S6; and so on. We have set initial metric values for
each controller ( CPU utilization, memory usage, number of
active flows) based on the simulation scenarios.Periodically
collect metrics from each controller and switch and update the
metric values based on the simulated workload and network
conditions.
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Calculates a score for each controller based on the weighted
metrics. Assigns appropriate weights to each metric based
on their importance and impact on load balancing decisions.
Computes the score for each controller using the weighted
sum of the metrics. Then identifies the controller with the
highest score as the ”over loaded” controller and the one with
the lowest score as the ”under loaded” controller. Defines a
threshold value to determine when a controller is considered
overloaded or under loaded. If the score difference between
the overloaded and under loaded controllers exceeds the
threshold, initiate load redistribution. Determines a subset of
switches to be transferred from the overloaded controller to
the underloaded controller. For example, if Controller C1 is
overloaded and Controller C2 is under loaded, it can transfer
S1 and S2 from Controller C1 to Controller C2. It updates the
flow tables of the affected switches to redirect traffic to the
under loaded controller. The under loaded controller assumes
control of the transferred switches and their associated flows.
According to the Master/slave constraint the switch can be
controlled by more than one SDN controllers but only one
master controller at time. Therefore, we chose Mininet, which
emulates a network of software-based virtual OpenFlow switch
as our experimental testbed. Each controller is connected to the
other controllers and the available switches. Each controller
can handle up to 3 switches, which are used as the traffic
generator to initiate UDP flows to any other host in the
network. The performance of routing application is determined
by the number of packets that are successfully routed to their
destinations. We emulate the performance for three different
scenarios of workload to test the controllers coordination and
the management of the switch. Our system shifts dynamically
the load across the switches and the controllers. We simulated
three different workloads to stress controllers through adjust-
ing the flow rate. For the first scenario we sent 1000 packets in
a time of 100ms, for the second 2000pps and for the third we
flood the network to see how it performs and how the nodes
coordinate under heavy load. The simulation results are shown
in Table 1 and Figure 2.

TABLE I
NETWORK PERFORMANCE PACKETS SEND PER SECOND

packets Average Time in ms Packet loss
Workload A- 1000 0.041 1.2 %
Workload B- 2000 0.049 3 %
Workload C-5000 0.060 3.5 %

Also, we tested the communication between all nodes of
the network for a time duration of 100 sec, as in a OpenFlow
network the controller response time directly affects the flow
completion times. We evaluated the average response time
at 0.041 ms, for sending packets throughout the network.
The performance of routing application is determined by
the number of packets that are successfully routed (without
traversing any failed link) to their destinations. To analyze
the load balancing algorithm, we simulated different network
scenarios and workload conditions. Vary the weights assigned

to different metrics and observed the resulting load distribution
among controllers.

We emulate the performance for three different scenarios
where all the controller synchronize at the same rate equal to
(i) 0.041ms (ii)0.049 ms, (iii)0.060 ms, (messages per second)
and the results are depicted in Figure 4.

We used iperf [16] to evaluate and plot the mean throughput
with varying workloads as illustrated in Figure 2. We perform
additional emulations to test the performance of a load bal-
ancing application. The switches generate flows uniformly at
random. The flows can be routed and queued to any of the 10
controllers. Each controller is aware of the load of each one
of them manages. We can ensure that this is the least loaded
server, since the controllers are synchronized at all times.

B. Results

During the tests we compared the proposed system to
another system that is also based on OpenFlow switch con-
nections [5], in terms of response time and throughput. Our
approach exhibits shorter response times when transferring
packets over the network comparing to the system that was
previously introduced in [5]. To evaluate and plot the mean
throughput of the proposed system we compared it with [5]
with varying workloads as illustrated in Figure 4. In proposed
method, as the figure shows, when the system is under heavy
load it is steady and it needs 0.041 ms of average time to
send all the packets, while in [5] it needs 0.3 ms for the first
workload test and increases as the the packet requests increase.

Fig. 2. Basic packet forwarding with OpenFlow in a switch.

In a OpenFlow network where flow entry setup is performed
reactively, the controller response time directly affects the
flow completion times. We evaluate the response time of the
systems by hping command. As Figure 4 shows, the workload
significantly affected response time. Comparing the response
time in [5], it increases marginally up under workload B and
goes up higher under workload C. That is because once the
packet interval rate exceeded the capacity of the controller,
queuing causes response time to shoot up. Finally, we measure
the the time overhead caused by assigning roles to the switches

80Copyright (c) IARIA, 2023.     ISBN:  978-1-68558-092-6

SECURWARE 2023 : The Seventeenth International Conference on Emerging Security Information, Systems and Technologies

                           92 / 109



Fig. 3. Packet loss

and the cost of switch migration process in the compared
system [5]. We observe the migration process takes about 2ms
under workload A and increases as the. The failover process
takes about an average of 20ms, which mostly affected by
the failure detection based on heartbeat messages provided by
JGroups. In our proposed system, the average required time
for assigning Master role to a controller node is 10,06 ms.

We also tested the packet loss. We define the delay to have a
normal distribution, which provides a more realistic emulation
of networks. As a result, all packets leaving the controller
C1 on its interface C1-eth0 will experience delay time which
is normally distributed between the range of 10ms ± 20ms,
we have consider this delay due to the master election. Also
NETEM permits user to specify a distribution that describes
how delays vary in the network.

Usually delays are not uniform, so it may be convenient to
use a non-uniform distribution such as normal. For this test, we
specified a normal distribution for the delay in the emulated
network. In a network, packets may be lost during transmission
due to factors such as bit errors and network congestion. The
rate of packets that are lost is often measured as a percentage
of lost packets with respect to the number of sent packets. The
results indicated that there was a small and stable packet loss
starting with 1.2% up to 3.5 % and almost all packets were
received successfully.

Fig. 4. Comparingworkload and response time.

VI. CONCLUSION

SDN aims to simplify network architecture and makes it
possible to build programmable and agile flexible networks.
According to the experimental results that were presented, the
proposed system can efficiently coordinate and synchronize the
controllers and switches of the network in stable and low time,
thus ensuring good performance at all times irrespective of
the traffic dynamics. Also, it supports high- throughput, fault-
tolerance, and controller synchronization. The result of evalu-
ation showed that our method can improve the communication
of all network nodes and improve the throughput and response
time of control plane. It can maintain system coordination and
network stability and the average response time in all workload
tests are low.
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Abstract—With the increase in complexity of automotive net-
work systems and the shift towards connected vehicles, cyber
threats are constantly evolving, creating the need for advanced
methodologies to assess and mitigate these threats and ensure the
security of these systems. The ISO/SAE 21434 standard defines
the Threat Analysis and Risk Assessment (TARA) methodology
as a key activity for analyzing and assessing cybersecurity risks
for a defined automotive system. In this paper, we introduce
a Graph-based Attack Path Prioritization Tool (GAPP), which
aims to introduce the concept of automation and address the
limitations of manual TARA. GAPP automates the generation of
attack paths, calculates the feasibility of each path, and identifies
the most feasible attack paths within automotive networks. By
providing a more dynamic, comprehensive, and automated means
of analyzing network security, our approach aims to enhance
TARA and offers a promising avenue for future research and
development in the field of automotive cybersecurity.

Index Terms—TARA, threat and risk analysis, automotive
network, connected vehicles

I. INTRODUCTION

In recent years, the automotive industry has witnessed a
significant technological shift towards smart and connected
vehicles that connect multiple embedded computers to form
a complex advanced network [12].

The ISO/SAE 21434 standard [1] provides the technical
basis for the cybersecurity engineering process of Electrical
and Electronic (E \E) road vehicles and the requirements for
cybersecurity management in the automotive industry. TARA
is a core part of the security engineering process, which
involves executing a comprehensive analysis, entailing the
calculation of impact and attack feasibility values, leading to
the derivation of the associated risk metrics. By implementing
TARA, the automotive industry can proactively predict and
identify potential security threats and vulnerabilities during
the design phase, prioritize security measures, and ensure the
safety and integrity of modern vehicles in the face of evolving
cyber threats.

In our previous paper [8], we reviewed open-source attack
analysis methodologies and frameworks from the IT domain
and mapped their concepts to the automotive domain, high-
lighting that TARA is presently executed through manual effort
by cybersecurity experts, a practice that has several inherent
limitations and requires a significant amount of time and effort
[9]. In [2] we proposed a generic model for automating the

analysis and generation of attack paths within the TARA
process. The objective is to seamlessly integrate this model
into the TARA process, enhancing its efficacy in identifying
potential threats.

In this study, we introduce the Graph-based Attack Path Pri-
oritization Tool (GAPP), a tailored approach based on graphi-
cal modeling, leveraging the TARA methodology in alignment
with the ISO/SAE 21434 standard. GAPP is designed to
address security challenges specific to automotive systems
with the primary objective of automating the generation of
attack paths within a predefined network. By automating the
analysis of attack paths and feasibility ratings, we utilize input
data defined manually and employ an algorithm to calculate
attack paths and their associated feasibility. Consequently,
GAPP aims to provide an efficient means of assessing the
security of modern automotive systems, capturing correlations
between security events, and enabling quantitative reasoning
for enhanced risk management in the ever-evolving landscape
of automotive networks and connected vehicles.

The remainder of this paper is organized as follows. First,
we provide a brief overview of modeling in security analysis
in Section II. In Section III, the architecture and components
of the GAPP tool are introduced. In Section IV, we conduct
a comparative analysis between GAPP’s results and the ISO
TARA analysis to assess its effectiveness and efficiency. Fi-
nally, we conclude the paper and offer insights into future
work in Section V.

II. MODELLING IN SECURITY ANALYSIS

Model-based security assessment methodologies offer a
range of techniques for visual understanding and mapping of
most likely threats. In threat modeling, different approaches
and perspectives are used, which can be classified into three
main categories:
Attacker-based: This approach revolves around understand-
ing the motivations, capabilities, and strategies of potential
attackers. This emphasizes how an attacker might target a
system.
Asset based: Asset-based threat modeling begins with a focus
on the critical assets or resources within a system. It aims to
protect these assets by identifying threats that could target
them. This is the approach used in TARA.
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Vulnerability-based: This approach focuses on identifying
and addressing vulnerabilities within a system, with a primary
focus on weaknesses that could be exploited by attackers.

Furthermore, in terms of the structure, there are two main
modelling categories: attack trees, and attack graphs.

Attack Trees provide a formal representation of potential
attacks within a system [7]. In a hierarchical tree structure,
the root represents the ultimate objective of the attacker. The
branching paths from the leaves to the root symbolize the
diverse strategies that an attacker might employ. [3].

In contrast to the tree structure, Attack Graphs are typically
represented as Directed Acyclic Graphs (DAG) [6], and focus
on vulnerabilities identified within a system. These graphs
illustrate the interdependencies among the vulnerabilities of
a system, providing a different perspective on system security
[4].

With the GAPP methodology, we address a specific situ-
ation that often arises in automotive attack modeling. Each
attack starts with an initial attack vector, which is one of
several external interfaces to the system and continues through
any number of internal interfaces connecting various internal
subsystems, most often Electrical Control Units (ECUs), or
even smaller components, such as firmware or data storage.
The ultimate target is one of multiple security assets that
require protection. The traditional methodology invites the
analyst to draw up a list of all possible attack paths from
all possible initial attack vectors to all assets and select those
with the highest evaluated feasibility. However, for realistically
complex systems, the number of possible combinations makes
it practically impossible to perform a thorough analysis, and
experts must rely on their expertise to find the most relevant
attack paths. In the GAPP approach, the analyst only evaluates
the direct attack steps from one subsystem to the next, and
needs to consider only those directly connected to an internal
interface. We assume that an attacker can combine multiple
attacks in any sequence. Therefore, we evaluate all possible
combinations that constitute an attack path. Fortunately, this
part can be automated, so the construction of the actual paths,
the evaluation of their feasibility, and ultimately, the ranking
are fully automated using the GAPP tool.

III. GAPP STRUCTURE

The GAPP framework is designed to be easily defined
and extendable, accommodating additional aspects that may
emerge from various systems or scenarios. We followed the
TARA process in ISO/SAE 21434, as discussed in our previous
work [2]. The TARA process involves seven steps, each with
a defined input and output, as shown in Fig. 1. In our current
implementation in this study, GAPP addresses the attack path
analysis and the attack feasibility rating steps of TARA, while
the risk assessment and defense graph generation are currently
out of scope.

The main inputs of GAPP are the list of assets, which
become the nodes in the graph, their reachability via direct
attack steps from one node to another, which become the
edges on the graph, and the feasibility rating for each of these

Fig. 1. Integration of the GAPP methodology into the TARA process, our
current implementation is highlighted in the red rectangle.

steps, which become weights on the edges. The main output
of GAPP is the list of attack paths ranked by the combined
feasibility of all steps along the path.

In this section, we explain the essential concepts that serve
as the foundation of GAPP and offer insights into the core
principles of our methodology.

A. Attack steps

In the input layer, The GAPP tool primarily relies on the
assets, network reachability, and attack steps. Assets are the
output of the asset identification step in TARA, and include
entities such as functions, data, and components that can affect
the system and take part in a damage scenario. These assets are
identified in the GAPP as nodes. These nodes are subsequently
classified into distinct types: Input nodes represent external
interfaces or attack entry points. Internal nodes are subsystems
and components that might get compromised by the attacker.
The end nodes represent the potentially targeted assets or
vehicle functions.

Reachability refers to the potential ability of an attacker
to traverse from one node to another with a single step.
These atomic steps establish the pathways an attacker can
take from an entry point (input node) to reach and potentially
compromise the targeted assets (end nodes) within the system.
The aggregation of these atomic steps from the input nodes
to the end nodes signifies the potential routes that an attacker
may take to gain control of individual assets.

B. Feasibility rating

The feasibility calculation is based on the attack potential
method from the ISO/IEC 18045 [5], and includes these
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criteria:
• Elapsed time: The duration required for an attacker to

exploit the asset.
• Specialist expertise: The level of expertise an attacker

would need to exploit the asset.
• Knowledge of the item or component: The amount of

information an attacker would need about the asset to
exploit it.

• Window of opportunity:The time frame during which
an attacker could exploit the asset

• Equipment: The tools or resources an attacker would
need to exploit the asset.

The ISO/SAE 21434 [1] defines the associated numeric values
to the factors discussed previously, as shown in Fig. 2. The
attack potential values are mapped to the Attack feasibility
rating as shown in Fig. 3.

Fig. 2. Attack potential values

Fig. 3. Attack potential rating

In GAPP, a feasibility assessment is performed at the level
of individual attack steps, rather than evaluating the entire
attack path in a single assessment. This approach involves
a granular examination of feasibility, in which each atomic
attack step is individually assessed using a potential-based
approach. Subsequently, these individual assessments are used
to determine the overall feasibility of the complete attack path.

To calculate the overall feasibility of a path, we followed the
maximum approach discussed in [10], in which we selected
the maximum value per attack potential along the attack path.
This concept has been partially used in the model described
in [11].

In the context of the GAPP tool, let R denote the set of all
tuples of attack feasibility factors. Function affmax : R∗ →

R represents a function that takes an arbitrary count k ∈ N
of tuples of attack feasibility factors r1, . . . , rk as input and
computes the maximum value for each attack feasibility factor.
Specifically, employing an approach based on attack potentials
as the attack feasibility factors in GAPP, the computation of
affmax[r1, . . . , rk] is expressed as follows:

affmax[r1, . . . , rk] :=

(max[v1,1, . . . , vk,1], . . . ,max[v1,f , . . . , vk,f ])

where max[vi,j ] refers to the maximum value of each attack
feasibility factor j across the tuples r1, . . . , rk.

C. Automated attack path generation

By automating this process, GAPP combines the defined
atomic steps to construct comprehensive attack paths encom-
passing all possible communication routes that an attacker may
follow. The primary objective of this automation is to eliminate
the need for the manual enumeration of attack paths.

The GAPP tool performs two key tasks in its current
process:

1) Enumeration of Attack Paths: The tool systematically
enumerates all possible combinations of paths that lead
from an input node to an asset or compromised function
within the system.

2) Feasibility Calculation: GAPP calculates the combined
feasibility along each enumerated path. This involves
evaluating the feasibility of the individual attack steps
and determining their cumulative impact on the overall
path.

GAPP is currently implemented in python using standard
libraries. So far no integration with other tool frameworks has
been done. The principle of operation is described here.

• Directed Weighted Graph Generation: The GAPP tool
creates a directed graph by connecting atomic attack
steps, representing all possible paths. Entry points acces-
sible to attackers are linked to starting nodes, and assets
vulnerable to damage are the end nodes. Edges, including
the virtual starting node, are weighted using feasibility
ratings.

• Attack Path Analysis: The generated directed weighted
graph is further analyzed to calculate the feasibility of
each path by considering the weighted attack steps. These
paths are computed starting from the starting nodes,
leading to a comprehensive set of attack paths throughout
the directed attack graph.

IV. EVALUATION

In this section we present the results of the evaluation of
GAPP on the example system delineated in ISO 21434 [1], as
this is a publicly available, well known basic example.
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A. The system

The example contains a headlamp system designed to con-
trol the headlamp’s operation based on the driver’s input. In
the high-beam mode, the system automatically switches to a
low beam when it detects an oncoming vehicle and reverts
to a high beam once the vehicle has passed. The system is
connected to the gateway ECU, which in turn is linked to the
navigation ECU through data communication. The navigation
ECU has Bluetooth and cellular external communication in-
terfaces, whereas the gateway ECU has an OBD-II interface.
Fig. 4 shows a functional overview of the headlight system. It
is assumed that both ECUs have security measures to prevent
unauthorized data communication.

Fig. 4. Functional overview of the headlight system

B. Assets and damage scenarios

As shown in Fig. 1, the TARA process begins by identifying
the assets and their damage scenarios. Assets in this system
include data communication for lamp requests and oncoming
car information as well as the firmware of the ECUs. Each
asset is associated with its respective damage scenario and
impact rating, which are out of scope in this study. These
assets were then evaluated for the potential threat scenarios.

In the GAPP model, the external interfaces, assets and
damage scenarios become the nodes of the graph, as shown
in Table I.

TABLE I
GRAPH NODES IN GAPP

Nodes Asset Node type
Node 1 Physical access Input node
Nodes 2 Bluetooth interface Input node
Nodes 3 Cellular interface Input node
Nodes 4 OBD port Input node
Nodes 5 Navigation ECU Internal Node
Nodes 6 GW ECU Internal Node
Nodes 7 Data: DOS attack End Node
Nodes 8 Data: spoofing the signal End Node
Nodes 9 extract FW End Node

C. Threat scenario and attack path analysis

The threat scenarios were identified for each damage sce-
nario. As seen in Fig. 5 from the ISO standard [1], for each
threat scenario, an attack path analysis is conducted to deduce
all the possible paths that can lead to realizing the attack
scenario.

Fig. 5. ISO Example attack paths for threat scenarios

With the GAPP approach, we only need to identify the
individual steps that lead from one node to an other, leading
to the attack steps discussed in the next subsection.

D. Attack steps and feasibility

We have applied the attack potential-based method to assess
the feasibility of each atomic step in our attack paths. Table II
presents the specific attack steps and their corresponding attack
potential. Although this approach may not fully reflect the
realistic risk and feasibility, it serves our research purposes and
provides a more granular understanding of attack scenarios.

E. Attack Graph

GAPP generates the directed attack graph as shown in
Fig. 6, representing all the possible paths from the attacker
entry points that represent the start nodes.

F. Attack paths

In 7, GAPP utilizes system interconnections to generate
distinct attack paths, resulting in 4 paths for the first attack sce-
nario and 4 paths for the second attack scenario. Interactions
between steps are considered, and each path is color-coded
from start to end, enabling visualization and analysis.
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TABLE II
ATTACK STEPS AND ATTACK POTENTIAL IN GAPP

Attack step Edge Attack potential
ET SE KoIC WoO EQ

Compromise OBD
through physical access 1→4 1 6 7 10 4

Compromise navigation
ECU from BLE Inter-
face

2→5 1 6 5 4 4

Compromise navigation
ECU from cellular inter-
face

3→5 1 6 5 4 4

Compromise navigation
ECU from OBD Inter-
face

4→5 1 6 5 4 4

Compromise the GW to
send malicious messages 5→6 1 6 7 4 4

Extract FW from GW 6→9 1 6 11 7 4
DOS of oncoming car
information 6→7 1 3 7 4 4

Signal spoof of Head-
lamp data 6→8 1 3 7 4 4

TABLE III
ATTACK PATH GAPP

Attack Path Max Attack potential
ET SE KoIC WoO EQ Rating

[1→4→5→6→9] 1 6 11 10 4 low
[1→4→5→6→8] 1 6 7 10 4 low
[1→4→5→6→7] 1 6 7 10 4 low
[2→5 →6 →9] 1 6 7 4 4 Medium
[2→5→6 →8] 1 6 7 4 4 Medium
[2→5 →6 →7] 1 6 7 4 4 Medium
[3→5→6→9] 1 6 7 4 4 Medium

[3→5→6→8] 1 6 7 4 4 Medium

[3→5→6→7] 1 6 7 4 4 Medium

Fig. 6. GAPP Attack graph

Fig. 7. GAPP attack graph highlighted path

G. Assessment

Table IV compares the attack paths generated by ISO and
GAPP.
The evaluation of the GAPP tool in comparison with the
ISO/SAE 21434 [1] standard involves assessing three main
categories: attack path identification, feasibility assessment,
and coverage and completeness.

In the attack path identification category, we compared the
attack paths identified by GAPP to those mentioned in the
ISO standard. We analyzed the sequence of steps and nodes
involved and identified variations in the attack scenarios or
paths in both analyses. GAPP provided more attack paths
for each scenario, indicating its ability to capture a more
comprehensive range of potential attack routes.

Next, in the feasibility assessment category, we compared
the feasibility ratings assigned to the attack paths in GAPP
with those provided in the ISO standard. Using averaging
for each attack step and the same additional method as in
the potential approach, GAPP yielded more accurate data.
However, there is room for improvement to further enhance
the accuracy. Finally, in the coverage and completeness cat-
egory, we evaluated the coverage of attack scenarios and
paths in GAPP compared to the ISO standard. We found
that GAPP successfully covered the entire attack path and
scenario, demonstrating its ability to encompass all relevant
attack vectors and scenarios mentioned in the standard.

V. CONCLUSION & FUTURE WORK

The main benefit of our approach and the GAPP tool is to
provide scalability for the identification of the most relevant
attack paths in large systems. Instead of manually constructing
and evaluating all possible paths, the tool only requires the
manual evaluation of individual steps. The combination and
ranking of these paths is performed by the tool, which provides
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a list of the highest-ranking attack paths. Security engineers
can concentrate on these issues in their TARA.

This is a small step in the full TARA process; nevertheless,
the GAPP tool lays the foundation for further advancements
in automotive cybersecurity. As an automated and efficient
approach to attack path analysis, GAPP opens possibilities for
future research and development. Here are some areas of future
work to consider.

The current approach uses a crude combination of the
feasibility rating of each individual step into a rating for the
full path. Future work can focus on refining the feasibility
assessment in GAPP by exploring alternative methods for
calculating the feasibility values and considering more factors
in the assessment process. Today, we recommend to set a wide
cut-off value, and evaluate the edge cases in detail. A more
refined formula could increase confidence in the evaluation
and save effort.

The tool can be enhanced by integrating real-world data and
real attack scenarios to provide more accurate and realistic
results. In this study we used the publicly available ISO
example to provide a comparison with an accepted standard
evaluation. While similar studies on real products are surely
confidential, a more extensive study could construct a larger
imaginary example and provide more data for comparison.

In an industrial environment the GAPP tool would be inte-
grated into the existing TARA framework, and reuse already
evaluated attack steps from previous projects.

Enhanced Visualization: Improving the visualization capa-
bilities of GAPP can help users better understand and interpret
the generated attack paths and feasibility ratings.

TABLE IV
COMPARISON OF ATTACK PATHS BETWEEN THE MANUAL ANALYSIS IN [1]

AND THE AUTOMATIC ANALYSIS WITH THE GAPP MODEL.

GAPP Attack Path Feasibility ISO attack Path Feasibility
[ 1→4→5→6→8 ] Low [ 1→4→5→6→8 ] Low

[ 2→5→6 →8] Medium [ 2→5→6 →8] Medium

[ 3→5→6→8] High [ 3→5→6→8] Medium

[ 1→4→5→6→7 Low [ 1→4→5→6→7] Low

[ 3→5→6→7] Low [ 3→5→6→7] Medium

[ 2→5 →6 →7 ] Medium none -
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