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SIMUL 2019

Forward

The Eleventh International Conference on Advances in System Simulation (SIMUL 2019), held on
November 24 - 28, 2019- Valencia, Spain, continued a series of events focusing on advances in
simulation techniques and systems providing new simulation capabilities.

While different simulation events are already scheduled for years, SIMUL 2019 identified
specific needs for ontology of models, mechanisms, and methodologies in order to make easy an
appropriate tool selection. With the advent of Web Services and WEB 3.0 social simulation and human-
in simulations bring new challenging situations along with more classical process simulations and
distributed and parallel simulations. An update on the simulation tool considering these new simulation
flavors was aimed at, too.

The conference provided a forum where researchers were able to present recent research
results and new research problems and directions related to them. The conference sought contributions
to stress-out large challenges in scale system simulation and advanced mechanisms and methodologies
to deal with them. The accepted papers covered topics on social simulation, transport simulation,
simulation tools and platforms, simulation methodologies and models, and distributed simulation.

We welcomed technical papers presenting research and practical results, position papers
addressing the pros and cons of specific proposals, such as those being discussed in the standard forums
or in industry consortiums, survey papers addressing the key problems and solutions on any of the
above topics, short papers on work in progress, and panel proposals.

We take here the opportunity to warmly thank all the members of the SIMUL 2019 technical
program committee as well as the numerous reviewers. The creation of such a broad and high quality
conference program would not have been possible without their involvement. We also kindly thank all
the authors that dedicated much of their time and efforts to contribute to the SIMUL 2019. We truly
believe that thanks to all these efforts, the final conference program consists of top quality
contributions.

This event could also not have been a reality without the support of many individuals,
organizations and sponsors. We also gratefully thank the members of the SIMUL 2019 organizing
committee for their help in handling the logistics and for their work that is making this professional
meeting a success. We gratefully appreciate to the technical program committee co-chairs that
contributed to identify the appropriate groups to submit contributions.

We hope the SIMUL 2019 was a successful international forum for the exchange of ideas and
results between academia and industry and to promote further progress in simulation research.
We also hope Valencia provided a pleasant environment during the conference and everyone saved
some time for exploring this beautiful city.
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Abstract—Automated activity recognition and modeling of 

heavy construction equipment can contribute to the correct 

and accurate measurement of a variety of project performance 

indicators. Productivity assessment and sustainability 

measurement through equipment activity cycle monitoring to 

eliminate ineffective and idle times thus reducing Greenhouse 

Gas (GHG) Emission, are some potential areas that can benefit 

from the integration of automated activity recognition and 

analysis techniques. In light of this, this idea paper describes 

design and development of a deep-learning framework that 

uses accelerometer data to detect activities of construction 

equipment and consequently estimates the emission produced 

corresponding to various activities.  

Keywords-construction equipment; machine learning; 

emission; modeling; sensors . 

I.  INTRODUCTION 

Thanks to the cost-effective, ubiquitous, and 
computationally powerful means of data collection and 
analysis, data-informed process mining and decision making 
have become prevalent. The Architectural, Engineering, 
Construction, and Facility Management (AEC/FM) industry 
as well, begins to realize the benefits of such approaches.  

Monitoring construction resources, such as heavy 
equipment enables not only improvements in productivity 
but also increased awareness of emissions produced as a 
result of fuel consumption. Studies conducted by the United 
States Environmental Protection Agency (EPA) demonstrate 
that heavy-duty construction equipment is one of the major 
contributors of emissions from diesel engines [1].  

In order to reduce emissions, it is practical to reduce the 
time that construction equipment spends doing non-value-
adding activities and/or idling. Research indicates that 
although using newer equipment, using well-maintained 
equipment, and using clean fuels can improve exhaust 
emissions, reducing engine idling time and enhancing 
equipment operating efficiencies results in improved 
outcomes [2][3]. Therefore, timely evaluation and 
monitoring of key construction activities may significantly 
contribute to foresee potential failures prior the project 
execution phase. 

The ultimate goal of this line of research is to develop a 
model that enhances sustainability measures of construction 
projects by monitoring the operational efficiency and 
environmental performance of working equipment. Direct 

means of measurement, such as portable emission 
measurement equipment systems (PEMS) provide a reliable 
means of quantifying emissions. While PEMS provide direct 
and reliable measurements, use of PEMS in routine 
emissions assessments is questionable since they require 
time-consuming setup, calibrations, and data collection.   

This idea paper explores the feasibility of developing an 
automated system for construction equipment analysis that 
helps monitor activities by leveraging sensors, such as 
inertial measurement units (IMUs) and deep learning 
technologies. The ultimate goal is to provide a detailed 
equipment operational analysis smart enough to detect idle 
times and the performance of no-value added activities. This 
approach is less time consuming, expensive, and error-prone 
compared to the manual methods.  

The rest of this paper is structured as follows. In Section 
II, the methodology adopted is introduced and Section III 
discusses the conclusion and future directions of this work.  

II. PROPOSED METHODOLOGY 

Previous work by the author has shown that end-to-end 
deep learning models can learn to accurately classify the 
activities of construction equipment based on vibration 
patterns picked up by accelerometers attached to the 
equipment [4]. The work proposed here extends this prior 
work in two ways: (1) it introduces a new architecture that 
simplifies the previous approach while improving activity 
classification performance and (2) it explicitly studies 
relationships between the equipment activities and the 
emissions that they generate. 

A. Data 

Two of the datasets mentioned in this work for 
comparison purposes were collected and originally studied in 
a prior work led by the author [4]. These datasets study a 
BOMAG BW 145PDH-3 compactor performing six different 
activities and a CAT 328D excavator (Excavator 1) 
performing seven activities. In each experiment, the 
equipment was outfitted with two 3-axis accelerometers 
mounted at different locations, which produced six channels 
worth of vibration patterns. The data were manually labeled 
with their corresponding activity classifications according to 
video taken of the experiments, separated into disjoint 
training and validation sets, segmented into smaller 
sequences using sliding windows, and used to train two deep 
learning models. 

1Copyright (c) IARIA, 2019.     ISBN:  978-1-61208-756-6
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This work uses the same approach to data collection as 
these previous studies, but this time a CAT 305D CR 
excavator (Excavator 2) performing seven different activities 
was studied and, in addition to the accelerometer readings, 
emissions data for various gases were collected using a 
PEMS. In total, 377,808 accelerometer readings were 
collected at a sampling rate of 100 Hz. Because the PEMS 
operated at a sampling rate of 1 Hz, its readings were 
upsampled to 100 Hz to match those of the accelerometers. 
The first 324,579 readings (85.9%) were used as training 
data while the remaining 53,229 readings (14.1%) were used 
for validation of the results. This split was chosen so as to 
ensure similar activity distributions in the training and 
validation sets. 

The emissions signals collected and studied include 
carbon monoxide (CO), nitrogen oxides (NOx), and carbon 
dioxide (CO2). Because the carbon dioxide emissions were 
much larger, they are reported on a percentage scale, while 
the other signals are reported in parts-per-million (ppm). 
Figure 1 plots the emission signals vs. time below. 

Figure 1.  CO, NOx, and CO2 emissions vs. time. 

B. Predicting Equipment Activities from the Accelerometer 

Readings 

The author applied the same data processing techniques 
as in prior work. That is, the readings in each sensor channel 
were normalized to fall into the range [0, 1] and segmented 
into training examples 200 time steps x 6 sensor channels 
each using an overlapping sliding window process. Each 
frame was labeled according to the activity at the last time 
step so as to structure the problem as follows: given the 200 
most recent accelerometer readings across six channels, 
predict the activity label at the 200th time step. 

C. Linking Equipment Activities to Emissions 

For each emissions signal considered, the readings were 
separated by activity and plotted as histograms in order to 
estimate their true distributions. The training and validation 
subsets of the data were considered separately. 

D. Deep Learning Architecture 

A BaselineCNN and a DeepConvLSTM, two models 
adapted for construction equipment activity recognition 
based on models of the same names originally developed for 
human activity recognition by [5] are investigated. Both 
BaselineCNN and DeepConvLSTM begin with four layers of 
convolutional filters meant to automatically extract features 

from the accelerometer time series. BaselineCNN then uses 
two fully-connected layers to interpret these extracted 
features and make a classification while DeepConvLSTM 
uses two Long Short-term Memory (LSTM) layers to 
interpret the extracted features and make its own 
classification. LSTMs are a particularly popular and 
performant kind of recurrent neural network (RNN), which 
are a broad class of networks that deal with sequence data. 

Temporal convolutional networks (TCNs) are another 
kind of network designed to deal with sequence data. 
Traditional convolutional networks (CNNs) are suited to 
extracting locally correlated features but not suited to 
interpreting features that are distant from each other in space 
or time. This is because the receptive field of a convolutional 
network scales linearly with its number of layers. In order to 
achieve a larger receptive field that scales exponentially with 
the number of convolutional layers, the concept of dilated 
convolutions to CNNs is applied.  

III. CONCLUSION AND FUTURE WORK 

This Idea Paper proposes the use of deep learning 
algorithms for activity recognition of construction equipment 
as well as quantifying the emission attributed to activities. 
Preliminary analysis reveals promising results to predict the 
emission associated with activities. It was seen, across all of 
the measurements taken, that the new TCN model is at least 
competitive with the previous reigning champion, 
DeepConvLSTM. In fact, it beats DeepConvLSTM in terms 
of validation accuracy every time, despite training much 
faster and being simpler to explain. In the first excavator 
experiment, DeepConvLSTM managed a validation accuracy 
of 82.5%, but the TCN managed to achieve 83.4% validation 
accuracy regardless of whether the Various label was 
present. In the second excavator experiment the TCN 
achieved a validation accuracy of 78.8%. The ongoing and 
future directions of this work include extending the deep 
learning model created for activity recognition to also predict 
the emission levels. 
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Abstract- One of the problems found nowadays in the field of 

healthcare, and in particular in the emergency services, is that 

clinical staff members have to make many decisions and they 

have to implement them promptly. In addition, in the academic 

field, we must work to train in the competence of decision 

making with the aim of improving both critical thinking skills 

and clinical skills. The aim of our research is to develop a 

conceptual model of the evolution of the Chronic Obstructive 

Pulmonary Disease (COPD) in a patient, depending on the 

performances (INPUTS) of the clinician or student 

(medicine/nursing), in order to transfer that knowledge to a 

VIRTUAL computerized model. The simulator will enhance a 

student’s training in decision-making and the assessment of 

acquired skills. Clinical variables, conditions, the evolution of 

the disease and the input of the clinicians who attend the 

patient in emergency services define the model. Considering 

the system configuration, the training offered will be more or 

less controlled depending on the expertise of the student. 

Moreover, it will show them not only those scenarios which are 

more frequent probabilistically, but also those scenarios which 

are less usual but likely to be encountered in real life.   

Keywords-Simulation; Nursing and Medical Education; 

Learning; computer models. 

I. INTRODUCTION 

Chronic pathologies, especially Chronic Obstructive 
Pulmonary Illness (COPD), are very common in our society 
and they are responsible for a high number of visits to our 
emergency services. Correct decision making can result in 
chronic-pathology sufferers making fewer visits to 
emergency departments. Nowadays, being capable in the 
professional field consists of solving problems and 
situations at work in an autonomous manner. All the 
knowledge acquired in the formative stages, whether it is 
higher education or professional education, is not enough 
since it is essential to have the skills, knowledge, and 
attitude needed to perform the specific tasks of a job.  

Today, unfortunately, medicine and nursing students can 
learn a great deal about physiopathology, pharmacology, 
specific care, but they may ignore, or not know, how to use 
all that knowledge in a stressful situation, such as working 
in the emergency department.  

Drawing from our own career, we have concluded that 

this deficiency is due to the decontextualization created by 

formal learning. In the same way, we see that not only stu-

dents, but professionals as well must, on many occasions, 

make decisions and implement them as quickly as possible.          

This many sometimes lead to error due to the inability to 

assess multiple scenarios quickly when situations are unex-

pected. If we refer to the mortality data included in the re-

port published in 1999 by the Institute of Medicine of the 

United States and titled “To Err is Human: building a safer 

health system”, nearly 100,000 deaths were estimated to 

have been caused by medical errors [1]. Hence, back then, 

the need to improve the training of the professionals in order 

to avoid these errors was had already been suggested. The 

increase in medical errors was blamed on several factors, 

some of them being the lack of investment in technology 

and the growing complexity therapeutic procedures. As a 

result of such report, health educators started to add simula-

tion components to their educational activities.  
As stated by Vázquez and Guillamet [2], it has been 

shown that the use of these clinical simulations reduces the 
time needed to learn the skills. Figure 1  shows Miller’s 
pyramid, where in the DEMONSTRATE and DO levels the 
learning processes in simulation are found [3]. 

 
 

                                                    
Figure 1.  Miller’s pyramid 

Furthermore, it is claimed that the learning curves based 
on simulation are better than the curves based on classical 
learning [4]. 

As opposed to the potential shown by the 
implementation of clinical simulation in the degree or 
professional field, this implementation is not without its 
challenges.  Clinical simulation is not a technology but a 
technique or learning methodology focused on the 

Practice 
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participant. Therefore, the main limitation to its widespread 
application is the high price resulting from its formation in 
teaching methodology, infrastructure and the excessive 
amount of time spent by them and the participants in the 
clinical activity [5]. 

If we concentrate deeply on the world of simulation, the 
use of computers encouraged the use of mathematics in the 
development of physiology and pharmacology, 
communication around the world and the design of virtual 
worlds similar to reality [6]. Thanks to this, the development 
of software to train in the medical field (doctors and nurses) 
has been made possible. In this software, the user was 
depicted as a medical or nursing professional and was able 
to work with virtual tools and perform therapeutic 
procedures [7]. 

Authors such as Aldrich [8], highlight that 
computational simulation is a genre that can help students 
since it allows self-assessment, real-time feedback, 
simulations at any time or place without a teacher on site 
thanks to the possibility of sending messages during the 
learning process; in short, it makes online learning easier for 
the student and the instructor. Table 1 summarizes the 
differences between clinical simulation and computational 
simulation. 

TABLE I.  DIFFERENCES BETWEEN CLINICAL AND COMPUTATIONAL 

SIMULATIONS. 

Differences   

 Clinical simu-

lation 

Computational 

Self-assessment No Yes 

Real-time feedback Not recom-

mended 

Yes 

Simulation at any 

time 

No Yes 

Simulation at any 

place 

No Yes 

Teacher needed on 

the premises 

Yes No 

Cost High Lower 

Major infrastruc-

ture 

Yes No 

Time dedicated to 

each activity by the 

teacher (prepara-

tion of the case) 

High Low 

 

Our contribution, in this context, consists of designing a 

responsive conduct model and its simulation for the creation 

of an educational resource with the objective of, a priori, 

training and in the immediate future, adding another ap-

plicability based on prediction [9]. This offers us the possi-

bility to evaluate the possible evolutions in the shortest time 

attainable, according to the performances carried out by the 

clinician, and thus, support decision-making in the selection 

of the specific treatment for each patient. 

In reference to current simulators, The Synergy-COPD 

project studies the human body’s different functions through 

computer models at different levels (subcellular, tissue, or-

gan and organ system) [10]. The Synergy-COPD environ-

ment is focused on preventive prediction of a disease’s evo-

lution through data obtained by  the patient in a non-urgent 

external consultation. In contrast, our project is designed for 

a hospital emergency department and it allows us to observe 

the patient’s physiological changes in relation to the inter-

ventions carried out by the healthcare staff. Authors such as 

Agustí et al [11] developed a theoretical multi-stage COPD 

computational model that dynamically integrates and graph-

ically depicts the relationships between the exposure and 

inhalation of particles and gases (smoking), the biological 

activity (inflammatory response) of the disease, the severity 

of airflow limitation (FEV1) as well as the impact of the 

disease (dyspnea). We want to highlight the research project 

carried out by Reyes, A., Viciana, R., Díaz, A., and Hermi-

da, R. [12], which is based on the design of an intelligent 

nucleus for a medical emergency training simulator, specifi-

cally in extra-hospital care. The reason why we want to 

highlight this is that our project resembles the abovemen-

tioned study [12] in its decision-making process and the 

changes in the patient’s cardiological condition, yet our ob-

jective is focused on the emergency department and COPD 

patient. Without wishing to reiterate this too much, we have 

observed that most research projects reviewed are based on 

the development of models for different systems or diseases, 

but they always model the pathophysiological progression 

behavior of the disease. In contrast, our project focuses on 

the evolution of patients already diagnosed and exacerbated 

by the pathology and on checking their evolution based on 

the decision making carried out by healthcare staff. 

 This article is organised as follows: Section II shows the 

objectives of the research and the methodology. Section III 

describes the model of simulation. Section IV displays a 

conceptual model outline and finally, Section V closes up 

with a discussion and the work that is to come in the future. 

II. RESEARCH OBJECTIVES AND METHODOLOGY 

Chronic pathologies, especially Chronic Obstructive 

Pulmonary Illness (COPD), are very common in our 

environment. 

The general objective of our research is to create a 

conceptual and computational model that will simulate a 

virtual patient with Chronic Obstructive Pulmonary Disease 

(COPD) in the emergency services by the use of modelling 

techniques.  

When the patient goes to the emergency services, they 

are first attended by clinicians in a zone known as “triage”, 

where an initial evaluation takes place. This initial 

evaluation consists of a few questions (their reason to be in 

the hospital, personal background, etc.) and parameter 

values (heart rate, blood pressure, etc.) so as to try to 

ascertain the patient’s level of severity. Once the patient has 

been assessed, they are classified applying the triage scale 

used in Spain (I, II, III, IV, and V). Here they are classified 

in 5 different levels of acuity and priority (from I, the 

maximum level, to V, the minimum), following the acuity 

scale used in the Spanish Emergency Services, the Andorran 

Triage Model. We will focus on the patients classified as 
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level I, II and III, who will be placed in the emergency box. 

We start our investigation with patient in the Emergency 

Room (ER). In ER some performances will be carried out in 

order to know internal data about the patient (for example, 

monitoring their vital signs, heart rate, temperature.) Some 

other performances are to diagnose him (for example, 

requesting an analytical test) and finally, some performances 

will be carried out to change his evolution (for example 

administering a drug). In each and every one of these 

performances, we find variables of both qualitative and 

quantitative types.  Due to their complexity, the variables, 

many of which are generated by uncertainty, will be 

addressed through the concept of fuzzification. Basically, 

this concept is a multivalued logic that allows us to 

mathematically represent uncertainty and vagueness, 

providing formal tools for their management. Table 2 shows 

an example: 

TABLE II.  SOME EXAMPLES OF VARIABLES 

Variables    

Qualitative Value Quantitative Value 

Cyanosis (blue skin) Yes/No  Temperature Ranges 
(36-

37,5/37,5-

37,9/ 38-
41) 

 

As we can see, in the performances there are multiple 

variables that are to be considered but in each performance, 

mainly in the diagnosis (for example the analytical test) and 

the change of evolution (for example drug administration), 

time is essential in order to see the result or evolution, 

seeing the changes in the variables with the purpose of 

stabilizing the patient and discharging them. 

Our methodological proposal is presented in Figure 2, 

bottom-up, our methodology stages will be implemented 

iteratively. The Iterative Model of Spiral Development will 

be used to develop the simulator. This system iterates 

permanently over the traditional development cycle of 

software [13]. The objective of this philosophy is to 

implement the model in each completed cycle so that a more 

complex model can be established. 

 

   

Figure 2.  Stages of the suggested methodology 

The long-term applicability of this investigation is, as 

stated previously, to support decision making, based on the 

prediction of the patient's evolution considering different 

scenarios. This will result in an important number of varia-

bles to work with and that is why we will gain from the 

methodology suggested, supported by the use of High-

Performance Computing (HPC). 

HPC enables us to run a great number of simulations, 

with a view to acquiring a large number of situations that in 

many cases would not be available without the simulation.   

III. DESCRIPTION OF THE MODEL 

The simulator will enhance student’s training and for 

this it will have an interface, as shown in the example and 

its interpretation in Figure 3, obtained from “Pulse, The 

Virtual Clinical Learning Lab” [14]. 

The interface will feature a virtual space, as alike an 

emergency room as possible, where the monitoring of vital 

parameters, the patient and the clinical staff will be 

displayed. Additionally, there will be a menu, described 

briefly below, where the student will interact in order to 

obtain the data related to diagnosis and performance. 

 

 

Figure 3.  Example of Interface. Image obtained from Pulse. The Virtual 

Clinical Learning Lab. 

To design the model, we propose to use Probabilistic 

Finite-State Machines, which is a generalization of the non-

deterministic finite State Machines. It includes the 

probability of a given transition into the transition function.  

We define a finite set of states, a finite set of input, a 

transition function, a set of possible following states and the 

probability of a particular state transition taking place. To 

define the states, the first step has been defining the clinical 

variables that are to be considered and the value ranges for 

each variable in each situation. To change the situation, not 

only has the course of time been taken into consideration, 

but also the inputs or performances carried out by the 

healthcare team in the emergency service. The next step has 

been the creation of a state transition diagram. More details 

are shown below: 

A. Clinical variables 

According to the group of state variables analysed and 

agreed on by the Experts Committee, the following 

designation has been established: 

 Visibles variables, internal variables of the system 

that describe the patient’s state and that are known, 

and therefore will be shown to the 

student/professional (user) when they are interacting 

with the patient. These variables will be shown as 
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requested by the student, simulating the exploration, 

the record consulting and the tests undergone in the 

emergency room. 

 Not visible- monitored variables, (internal variables 

of the system that describe the patient’s status but 

that are not available to the user when they take 

decisions while interacting with the patient). They 

are taken into account in the state changes. 

 Complementary tests variables (variables that are 

finally shown if requested, after a predefined period 

depending on the test.  

B. State 

The virtual patient’s state is conceptually defined by the 

variables described above that determine the physiological 

time of the patient.  The change of state shows changes in 

the variables depending on the evolution of the pathology 

and the decision making by the clinician and thus it will put 

together a new status. Each variable has a predefined set of 

values. The specific values that have the variables will 

determine the patient’s specific state. Figure 4 shows an 

example of state:  

 
Key 

Ei=Initial status, Cy= Cyanosis yes, Ty= Tirage yes, 
Sy=Sleepiness yes, HR=Heart rate, FR= Respiratory rate, 

PosF= Fowler position, Sat= 

 Saturation, T=Temperature, AuS=Auscultation, GasoT1= 
arterial blood gas type1, 

AnaT1=analysis T1, RxT1= X-rays type 1, HemoT1= blood 

culture type1.  

 
Status 1 [(Cy), (Ty), (Sy), (PosF), (HR<100), (FR>20), 

(Sat<80), (T 38-41), (AuS), (GasoT1), (AnaT1), (RxT1), 

(HemoT1)] 

 

Figure 4.  One specific example of state 

C. Inputs 

We define as Inputs the decisions or decision making of 
the clinician in order to make the patient recover 
physiologically, involving a change in the variables that 
constitute the status, and turning the previous status into a 
different one. These so-called Inputs have been classified 
into three different types:  

 Data-attainment Inputs are those inputs in which 
the student requests this information. They are re-
lated to the visible and non-visible variables men-
tioned before.  

 Diagnose Inputs are those inputs that the students 
request to gather evidence that will help them to 
make a diagnosis. They are related to the comple-
mentary tests variables. 

 Performance Inputs are those inputs that are related 
to the performances (drug administration, changing 
the patient’s position, etc.), and what the student 
will do in order to change the patient’s state.  

Once the different parts that constitute the model are 

defined, the objective is to design a conceptual model that is 

summarised and explained below. 

IV. CONCEPTUAL MODEL OUTLINE 

Figure 5 shows an example of the interaction in which 

the input is implemented. This input causes some changes in 

the status of the conceptual model to take place, considering 

the time unit, and it will be shown on a monitor to the 

student through the interface as showed before. 

 

 

Figure 5.  Example of the state changes of the conceptual model. 

We propose to use Probabilistic Finite-State Machines. 

From each possible state that constitutes the model, each 

and every input will be defined and will evolve toward 

another state in a percentage of definite probability, 

considering what usually happens to the patients. Despite 

this, as mentioned before, the model will have a great 

variety of state evolution, including those that are more 

likely and those which are very rare in the health field but 

which could still happen. In relation to the latter, professors 

will be able to change the percentage, offering the student or 

professional these unusual evolutions and controlling the 

training to a greater or lesser extent. 

Regarding some variables that constitute the state in the 

health field, they generate some uncertainty; there are 

different ranges and that means we must work with the 

concept fuzzy. There are different investigations in which 

fuzzy logic has been used by healthcare workers mainly to 

make decisions and, more specifically to develop models. In 

other words, the fuzzy logic theory combines both 

epistemological and philosophical vision, making it possible 

to understand how healthcare staff deals with complex, 

ambiguous and imprecise evens [15]. 

The verification, calibration and validation process will 

begin once we have the simulator. In order to calibrate and 

validate, we will process data on hospitalized patients from 
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two hospitals, Parc Tauli hospital and Vendrell Hospital.

  

V. CONCLUSION AND FUTURE WORK 

Our study´s initial contribution is designing a virtual 

emergency room so that healthcare staff or students can 

develop the necessary critical thinking through decision 

making and make them face situations which they will face 

in a real environment. Simulation is a way of gaining 

knowledge from these kinds of situations, which can take 

place in real life and which on many occasions cannot be 

tested in a real system before they happen.  

Another contribution of this study, and which is also 

related to knowledge, is the definition of the Method to 

follow in order to develop the conceptual model that will 

help us to develop future models of other medical 

conditions. The methodology suggested will be supported 

using High-Performance Computing. HPC allows us to 

make use of the simulator as a real system to carry out a 

great number of simulations with the aim of obtaining many 

scenarios; situations which in many cases are not available 

without the simulation.  

As immediate work, and in order to make sure that the 

suggested model works well, it will be implemented in a 

computational model.  

In order to do so, we will continue working in the 

conceptual model iteratively to end up generating a model 

as complex and realistic as possible.  

Another long-term contribution is using such a simulator 

for training students and professionals; and once it has been 

calibrated and validated, it could be used to support the de-

cision making based on the prediction of the patient’s evolu-

tion considering of the clinical staff and thus improve the 

flow of patients in emergency services [16]. 
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Abstract—Even though the relevance of the “human factor” for
the performance of work processes is well known, the design and
optimization of such processes, e.g., in factories, often strongly
focuses on machines. Especially intrinsic mental states as strain
and motivation can influence the human workers’ performance
and thus the organizational outcome. This paper proposes an
agent-based model of human work processes with respect to these
intrinsic states. To this end, the well-established job demands-
resources model is utilized. Experiments are presented that out-
line the model’s capability to produce plausible results concerning
the human work performance and the mutual influences between
job demands, resources, and the intrinsic mental states of strain
and motivation.

Keywords–Human Work Performance; Agent-based Modeling;
Job Demands-Resources Model; Strain; Motivation.

I. INTRODUCTION

Peoples’ workplaces are constantly changing, especially
as digitalization progresses. This digital revolution should be
oriented towards employees’ needs. Yet, people often subordi-
nate to IT systems and thus disempower themselves [1]. For
example, a scheduling system in a call center distributes calls
without considering inidividual needs. The consequences are
not only physical but also psychological strains like burn-out.

Digital change should not be rejected generally, as it has
potentials for making work processes more efficient. Current
approaches for designing and optimizing work processes, e.g.,
the production of goods in a factory, often make use of
simulation and focus on machine processes such as predictive
maintenance or throughput time optimization. Here, downtimes
of machines or queuing strategies are analyzed to identify
optimal process configurations. In reality, however, human
workers can also influence the performance of such production
processes, e.g., due to unavailability, distractions, or overload.
Existing frameworks for the analysis of industrial service pro-
vision processes often neglect the human factor and only allow
for the modeling and simulation of machines in production
lines.

In a production plant, human workers may be assigned
a series of orders with different difficulties to be processed
during the working day. The workers’ performance can be
measured by the ratio of completed orders to the total number
of orders. While machines usually do not show performance
fluctuations when being confronted with an immense workload
or time pressure, human workers are often susceptible to such
influences. Intrinsic processes of motivation and strain are

driving factors influencing their performance [2]. Still, human
beings are often only considered as workforces without indi-
vidual intrinsic needs during the planning and implementation
of work processes, even though their significance and impor-
tance are well known, e.g., modeling of humans in Business
Process Model and Notation (BPMN). To achieve a more
adequate integration of humans into these processes as well as
increase performance and organizational outcome, individuals
and their intrinsic needs must be represented individually and
realistically within a computer system.

This paper aims at modeling human work performance
formation. Here, a special focus lies on representing the
intrinsic processes of strain and motivation. For modeling
workers, Agent-Based Modeling (ABM) and especially the
Belief-Desire-Intention (BDI) architecture of practical reason-
ing [3] is proposed, as it has established in modeling of human
cognitive decision-making and behaviors [4]–[7]. Therefore, in
Section II, related work on the field of modeling strain and
motivation in ABM is discussed. Furthermore, the flexible Job
Demands-Resources model (JDR model) is introduced, which
is well-established in psychology and investigates factors in
the working environment that may lead to burn-out, especially
focusing on those factors causing a stressful situation and
mental effort for the worker [8]. Subsequently, an agent-
based model of work performance is introduced in Section III.
In Section IV, several experiments are conducted to analyze
the model’s adequacy to represent human work performance.
Finally, Section V provides a summary as well as an outlook
on future work.

II. BACKGROUND

There are several frameworks for modeling and optimizing
work processes, e.g., Enterprise Dynamics or Anylogic [9],
which focus strongly on the processes and functionalities
of machines. These frameworks often neglect to represent
human resources sufficiently, so that the ”human factor” can
not be considered properly when measuring the overall per-
formance. However, other areas, e.g., the representation of
social networks, lay emphasis on an adequate representation
of the human being. Here, agent-based models that utilize
sociological and psychological behavioral theories have been
established [10]–[12]. This paper introduces an agent-based
model of human work performance including the intrinsic
processes of strain and motivation, that in future work could
be used to represent workers in existing frameworks. In the
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following, we discuss existing work on agent-based models
including stress and motivation formation and present the
psychological JDR model that serves as the basis for our
implementation.

In ABM, various approaches exist that include psycho-
logical strain in behavioral development. Silverman’s generic
agent architecture contains a working memory (BDI decision
logic) and four subsystems. An integrated strain value is
calculated as a function of the event strain, time pressure and
exhaustion, on the basis of which different coping strategies
are initiated [13]. Duggirala et al. apply this conceptual model
in an agent-based simulation of strain at work [14]. They
selected the variables task arrival volume, pending tasks,
and work hours to calculate the integrated strain value and
to determine the coping strategies. However, by choosing
work hours for exhaustion, they have missed Silverman’s
consideration of individual resources. Ashlock and Cage also
simulate strain at work using an agent-based model and a strain
factor consisting of individual strain tolerance and number of
stressors [15]. Nevertheless, strain is difficult to quantify and
validate, especially using static mathematical formulas that are
limited to a number of variables. For this reason, Morris et al.
have investigated system dynamics of strain to model agents
by representing strain as causal loop diagram, and stock-flow
diagram [16]. In the BDI extension BRIDGE, strain is similar
to Silverman’s approach part of the implicit behavior and
only influences the deficiency needs and overrules selected
intentions [17]. A broad field of research is crowd simulation,
in whose models strain is also considered, (e.g., [18]). Strain
influences behavior generation mainly reactively, but this is due
to the frequent application context of emergency evacuations,
where deliberative behavior is less important.

However, most models include two aspects: Firstly, the
models focus on stimuli during the genesis of strain and sec-
ondly in doing so, they neglect the consideration of resources
that can significantly reduce the amount of strain generated.
Such models do not recognize strain as the result of intrinsic
processes although psychology has already sufficiently shown
the degree to which cognitive processes occur regarding strain
for a long time (e.g., [19]).

In ABM regarding motivation as part of the decision-
making process models can be distinguished by the moti-
vations’ directionality, i.e., whether motivation is caused by
external factors or if it is merely generated intrinsically by
the individual. Maslow’s hierarchy of needs as an intrinsically
oriented motivation theory, e.g., is implemented by Spaiser
and Sumpter [20] as well as Silverman [13]. In these models,
the agent’s actions focus primarily on covering deficiency and
growth needs, and mostly neglect environmental influences
on motivation development. As already mentioned above, the
BRIDGE architecture also uses this theory to define an agent’s
goals and desires [17]. Using Vroom’s extrinsically oriented
expectation theory, the agent’s decision making is modeled
on the basis of its expected subjective value of a future
event in his environment [21], [22]. These models mainly rely
on subjectively perceived environmental factors and largely
neglect the mutual influence of intrinsic factors, e.g., between
perceived strain and motivation, although the relation between
these factors has already been recognised (see, e.g., [17]).

A well-known model that both considers stressors (stimuli),
resources, and the influence of motivation, is the JDR model

by Demerouti et al. [8]. The JDR model is an empirically
evaluated model, that has been used flexibly in a variety of
scenarios, such as to predict job burn-out [23], organizational
commitment [24], connectedness [25], and work engagement
[26]. The model consists of two essential processes: a health
impairment process and a motivational process (see Figure 1).
The health impairment process is concerned with how job
demands affect individual strain. Job demands can be stressors
like workload, emotional demands, or organizational changes.

During the motivational process, job resources are main
predictors for motivation and engagement. Whereas job de-
mands consume energetic resources and in this way cause
strain, job resources fulfil basic psychological needs and there-
fore generate motivation. Thus, job demands and resources
initiate two different processes, but these processes are not
independent, because job resources can buffer the impact of job
demands on strain and job demands can reduce the generation
of motivation through job resources (see Figure 1). Due to
these moderation effects, there is also a direct relationship
between strain and motivation. By using the model, predictions
can be made about employee well-being, job-performance,
and respectively the aggregated performance of a company.
The model was extended several times by the authors, in
particular to include personal resources and job crafting, and
was maturated into a theory based on several meta-analyses
[2]. Nevertheless, this paper uses the original model to reduce
the complexity of the simulation significantly and focus on the
prediction of job performance [28].

Job Demands

Resources

Strain

Motivation

Organizational
Outcomes

+

+

- -

-

+

Figure 1. Job Demands-Resources Model [27].

III. AN AGENT-BASED MODEL OF WORK PERFORMANCE

In this section, an agent-based model of human work
performance is introduced that coombines the BDI architecture
and the JDR model presented in Section II. The workers are
modeled based on the BDI architecture of practical reasoning
[3]. It organizes goals (desires), information about the envi-
ronment and the own conditions (beliefs), and action-oriented
measures (intentions) into mental states. To this end, we make
use of the JDR model presented in Section II. By utilizing both
models a strict modularization is made, which can be easily
extended and exchanged against further theories and models.

Figure 2 shows the basic concept of the agent-based model
of human work performance. Following the JDR model, the
agent’s environment consists of sets of JobDemands and
JobResources , that impact internal processes forming strain
(α) and motivation (β). These, in turn, determine the agent’s
action and thus the organizational outcomes (here: equal to
individual performance).

Referring to the factory example introduced in Section I,
the agent is confronted with a set of Orders , that are composed
of the two sets UnfinishedOrders and FinishedOrders (Equa-
tion 1). Initially, |Orders| is equal to |UnfinishedOrders|. If
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JobDemands:

JobResources:

difficulties

remainingTime

skillRank

strain

motivation

α

β

γ

Organizational
Outcomes

performance

δ

react decide execute
Algorithm: BDI Control Cycle

B := initializeBeliefs (input)
D := initializeDesires (input)
I := {}
action := none
repeat

B := brf (B, D, action)
I := decide (B, D, action)
action := selectIntention (I)
execute (action, B)

end repeat

1
2
3
4
5
6
7
8
9
10

Figure 2. Concept of Job demands-Resources Model in Agent-Based Model (left) and Algorithm (right).

an order i ∈ UnfinishedOrders is completed, it is deleted
from this set and added to FinishedOrders . Each of the orders
has a certain difficulty diffi ∈ N, which is defined within a
range of set difficulties. The difficulty of an order expresses
how much time is required to execute the order. Because job
demands represent stressors as workload (see Section II) the
variable difficulties is introduced, which represents the agent’s
workload on one working dayand is composed of the sum of
difficulties diffi for each i ∈ UnfinishedOrders (Equation 2).

Orders = FinishedOrders
⋃

UnfinishedOrders (1)

difficulties =

|UnfinishedOrders|∑
i=1

diffi (2)

One working day is defined by a number of time steps
totalTime ∈ N, whereas the running variable t ∈ N represents
the current time that has already elapsed. At each time step,
the remainingTime to complete all UnfinishedOrders is
computed (Equation 3). The difficulty level corresponds to the
minimum number of time units required to process an order
and depends on the agent’s skillRank ∈ N, thus its work-
related know-how. A lower value of skillRank means, that
less time units are needed to complete one difficulty level.
The skillRank together with the overall remainingTime to
complete all orders form the agent’s set of JobResources .

remainingTime = totalTime − t (3)

Considering the JDR model, job demands initate a health im-
pairment process that affects the agent’s individual strain. Job
resources on the other hand, have a moderating effect on strain
and buffer the impact of the job demands. Therefore, strain
(Figure 2, Function α) represents the experienced pressure as
the ratio between the unfinished orders difficulties and the
remainingTime to complete them (Equation 4). Motivation
is formed in a process that is mainly influenced by job
resources. Here, job demands reduce the generation of this
variable. Hence, motivation (Figure 2, Function β) implies
the capabilities of the agent and represents whether the agent
is able to perform the open orders in the given time based on its
own skillRank at time t (see Equation 5). If the motivation
value is high, the agent is confident to complete the whole
set of unfinished orders in the remaining time. Strain and
motivation represent the agent’s set of IntrinsicStates . Both
values are normalized to [0, 1] relative to the minimal and
maximal possible values of the variables.

strain =
difficulties

remainingTime
(4)

motivation =
remainingTime

skillRankt ∗ difficulties
(5)

Following the example introduced in Section I, performance
is measured using the ratio of FinishedOrders to the overall
number of Orders (Equation 6).

performance =
|FinishedOrders|
|Orders|

(6)

The algorithm in Figure 2 shows the BDI control cycle,
that determines the agent’s behavior formation process. First,
the internal states, as well as a variable determining the next
action to perform are initally set (lines 1-4). Based on the
general BDI architecture, the agent’s behavior in our model
is formed by passing various phases that consider and build
the mental states. These can be divided into react, decide, and
execute (see [29]). In react (belief-revision-function (brf)), the
agent processes perceived information and updates its beliefs
(B) about the current situation and intrinsic states. In decide,
based on the updated beliefs and the agent’s desires (D), the
agent updates its intentions (I). Considering these, an action
to perform next is chosen, before it is carried out in execute.

The agent’s beliefs B are composed of the three sets
JobDemands , JobResources , and IntrinsicStates (see Equa-
tion 7). Based on the beliefs B that are generated and updated
in react, the agent decides for an unfinished order to proceed
with next, to reach its sole desire (completing all orders).

B = JobDemands
⋃

JobResources
⋃

IntrinsicStates

⇒ B = {difficulties, remainingTime, skillRank ,

strain,motivation} (7)

In the decide phase, best choices for both values of
strain and motivation are defined. Hereby, a mapping of
UnfinishedOrders’ difficulties diffi to the respective values
takes place, whereas a high motivation value leads to a choice
of a high difficulty. A high value of strain generates a low
difficulty as the best possible choice. These best choices serve
as boundaries to decide for the intention I to commit to,
which is done on a random basis (see Figure 2, Function
γ). Consequently, decide is only processed if the current
order has been completed in the preceding time step. The
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chosen difficulty (I) is used to pick the next order (action)
to complete, which is then performed in execute. Starting
from the initial value the skillRank adapts in dependence to
the values of motivation and strain (decrease or increase
of value) and to the current order’s difficulty (strength of
decrease or increase of value) (Figure 2, Function δ). After
each time step t , the performance is used to update the orders’
difficulties.

IV. SIMULATING WORK PERFORMANCE: EXPERIMENTS
AND RESULTS

In this section, the agent-based model of work performance
is evaluated based on a case study. Therefore, first the sim-
ulation setup is defined and the model input variables are
specified. Subsequently, the findings are presented and the
assumptions derived from these are discussed.

A. Simulation Setup
In order to simulate human work performance, the variables

introduced in Section III are specified. The number of orders
|Orders| is set to 20 and one agent is simulated at a time.
Because it is theorized that the workers abilities do not vanish
completely due to an immense workload, the skillRank cannot
exceed a maximum of 10. Equally, the skills of an agent
can not decrease infinitely and the maximum decrease of the
skillRank is to 1, so that at least one time unit is needed to
complete one difficulty level of an order. Each ten time units,
the values of strain , motivation , and skillRank are updated.

To test the impacts of input variables on performance, 27
scenarios are defined and the output behavior of the model is
analyzed (see Figure 3). Each scenario is defined by an element
of the cartesian product of timeCapacity , difficultyRange,
and skillRank (see Table I). The agent’s inital skillRank is
varied between a minimal (1), medium (5), and maximum
value (10). The orders’ difficultyRange encompasses the range
1-5 (complete difficulty range), 1-3 (low difficulty), and 3-5
(high difficulty).

TABLE I.
SCENARIO SPECIFICATION.

timeCapacity difficultyRange skillRank
smallTimeCapacity 1-3 1

suitableTimeCapacity × 1-5 × 5
highTimeCapacity 3-5 10

TimeCapacity is defined by a small , suitable , and
high timeCapacity and depicts the time available to perform
the set of Orders . The three values of small (405) and
high timeCapacity (135) to complete the orders center around
a suitable amount of time units (270). The reference value
of 270 time units arises from the time an agent persistently
having a skillRank of 5 would need to complete all orders
with difficulty range from 1-5. Because the model makes use
of random number generators, it is repeated 30 times to neglect
possible effects.

B. Simulation Results and Discussion
The diagrams of Figure 3 show the experimental results

seperated by the variation of timeCapacity . The x-axis depicts
the initial input value of the variable skillRank . The y-axis
shows the performance of the agent, thus, the ratio of finished

orders compared to the overall number of orders. The boxplots’
colors represent the orders’ difficultyRange, darkgrey repre-
sents a range of 1-3, lightgrey for 1-5, and white for a range
of 3-5. In the following, three main observations regarding the
work performance are discussed.

First, the results show that with increasing timeCapacity ,
the agent is able to finish all or a majority of orders. Where
small timeCapacity shows a minimum performance value
of 0.2, this value increases to 0.55 in high timeCapacity ,
so that even an agent with a skillRank of 10 is capable of
completing half of the orders. Theoretically, an agent with
skillRank of 1 should be able to complete the whole set
of orders even in the small timeCapacity scenarios. Never-
theless, this mainly occurs in a high timeCapacity scenario.
The simulation output does not reveal the difficulties of the
finished orders. Agents with a small skillRank tend to choose
orders with a high difficulty due to a high motivation value.
Thus, the agent may finish these high difficulty orders but
has a worse performance due to an overall smaller number of
finished orders. Agents with a skillRank of 10, on the other
hand, tend to start with low difficulty orders which is why the
number of finished orders differs less than expected from that
of the remaining skillRanks . With increasing time capacity the
choosing behavior becomes less important, because the agent
still has enough time left to finish the remaining orders of
small difficulty.
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Figure 3. Performance depending on timeCapacity , skillRank , and
difficultyRange.

The second trend observed is the influence of the
difficultyRange of orders on performance. The results indicate
that a range of 3-5 leads to the worst performance. Thus,
the performance mean throughout the simulation runs is 0.52,
whereas ranges 1-3 and 1-5 lead to mean values of 0.69
and 0.63. Transferred to working life, a constant execution
of difficult orders that afford a high level of exertion and
concentration may lead to a low performance due to a heavy
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strain load. A balanced order compilation is more purposeful
as it, on the one hand, demands the worker enough to keep
his interest, and on the other hand, allows for phases of lower
concentration while completing orders of a low difficulty level
[30].

Nevertheless, there are exceptions to this observation, as
it can be observed in small timeCapacity with skillRank
of 1 and 5 as well as in the suitable time capacity sce-
nario with skillRanks 5 and 10. A first exception is a
worse performance for order difficulty range 1-5 than for 3-5
(small timeCapacity and skillRank = 1). This can be traced
back to the fact that the agent starts the simulation with a low
level of strain as well as a high motivation value, due to the
wider range of 1-5 and thus a smaller value of difficulties .
In contrast, a second exception intimates a worse perfor-
mance for range 1-3 than for 1-5 (small timeCapacity and
skillRank = 5 ; suitable timeCapacity and skillRank = 5 or
10). The agents in these scenarios start with a relatively low
motivation due to the comparably high value of skillRank .
However, the difficulties absolutely define which order is
chosen first. Therefore, in both exceptions, the agent chooses
high difficulties first which, caused by the progressing time,
leads to increasing strain and decreasing motivation and
ultimately to less finished orders. The range of order difficulties
should thus be adapted to the available time as well as the
agent’s skills in order to reach the best results.

A third tendency refers to the influence of the input
skillRank on performance. In contrary to the remaining values,
a skillRank of 10 tends to lead to extreme performance values
without any outliers. Especially concering difficultyRange
3-5, the agent is not capable of completing more than 20%
of the existing orders. This is due to a low motivation value
resulting from the high skillRank as well as the restriction
of the model to generate a higher skillRank than 10. With
decreasing remainingTime, the strain value increases and the
skillRank is not allowed to improve. This covers findings in
psychology that investigate the connection between high strain
at the workplace to burn-out and thus a low job performance
[31].
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Figure 4. Performance depending on motivation and strain .

The diagrams in Figure 4 depict the impact of the values
of motivation and strain (x-axis) on the agent’s performance
(y-axis). The data points represent the mean value of the
variables motivation and strain throughout one simulation
run (x-axis), whereas performance refers to the status at the
end of a simulation run (y-axis). The diagrams undermine the
aforementioned tendecies. With increasing mean motivation
throughout the simulation runs, the agent’s performance in-
creases almost lineary. Each scenario with a mean motivation
value of 1.0 leads to a perfect performance, whereas a value
<= 0.25 results in a mean performance of 0.42 and a best
value of 0.75. The agent’s strain value shows a u-shaped
impact on performance. A low strain level (<= 0.25) leads
to a high performance mean of 0.99. Subsequently, the curve
drops to a minimal mean performance of 0.2 at a strain level
of 0.84, before it starts to increase again to a mean value of
0.86 at a strain level of 0.98. The upswing of the curve at
higher strain values is rather unexpected, since there is a linear
calculation of the variable. Once again, the diagram does not
show us the difficulties of unfinished orders, but the proportion
of finished orders in comparison to all orders. Hence, if the
agent is heavily strained during the entire simulation run, its
skillRank probably rises fast to the highest possible value and
remains there for the rest of the run. This causes the agent
to favor low difficulty orders, which increases the value of
motivation and performance.

V. CONCLUSION AND FUTURE WORK

In this paper, an agent-based model of human work per-
formance was presented that makes use of the JDR model. A
decision-behavior based on the general BDI architecture was
introduced and adapted to the processes defined in the JDR
model including a representation of strain and motivation as
well as the mutual influences of job resources, job demands,
and intrinsic mental states. Within several experiments, the
impacts of the input variables timeCapacity , skillRank , and
difficultyRange on the overall performance of the agents were
analyzed. The experimental results revealed that the model is
capable of producing realistic working performance including
intrinsic processes of strain and motivation. However, the
model lacks reliable empirical studies to validate the model
and the underlying relationships.

In future work, we plan on conducting empirical experi-
ments with workers in a controlled working environment (see,
e.g., [32]). During these experiments, we aim at identifying
stressors and resources and measure individual reactions like
strain, especially by biosignals. Furthermore, we need to
improve the existing model in several respects. As mentioned
in Sec. IV-A, a skillRank of 10 leads to performance measures
that indicate burn-out developing processes. In order to inves-
tigate at which point the agent is no longer able to perform,
further experiments with more detailed parameter steps have
to be executed. Hereby, possible intervention strategies to
countermeasure this development could be tested. The model
shows the best results for orders within difficulty range 1-3.
As has been discussed in Sec. IV-A, a varied order difficulty
should lead to best performances, due to a balanced ratio of
exertion and relaxation. In order to receive a more realistic
representation, the effects of missing challenges could be
included. A difficulty range of 1-3 would thus theoretically
lead to a worse performance than a range of 1-5. The agents’
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performance should be measured by showing how much of the
workload has been completed. Thus, not only the proportion of
finished orders, but the difficulties of the finished orders should
be taken into account, too. Furthermore, working in teams
should be included in the model. This could result in better
organizational outcomes, as by the interaction, poor perfor-
mances of some members may be offset by good performances
of others.
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Abstract—High Performance Computing (HPC) applications can
spend a significant portion of their execution time making In-
put/Output (I/O) operations into files. Improving I/O performance
becomes more important for the HPC community as parallel
applications produce more data and use more compute resources.
One of the methods used to evaluate and understand the I/O
performance behavior of such applications in new I/O system
or different configurations is using modeling and simulation
techniques. In this paper, we present a simulation model of the
HPC I/O system by using Agent-Based Modelling and Simulation
(ABMS) based on the functionality of the I/O Software Stack. Our
proposal is modeled using the concept of white box so that the
specific behavior of each of the modules or layers in the system
can be observed. The I/O software stack layers are analyzed
using code instrumentation for the features corresponding to I/O
operations and calibration of the initial model. The verification
and validation of an initial implementation has shown a similar
behavior between the measured and simulated values for the
Interleaved or Random (IOR) benchmark by using different file
sizes.

Keywords–Agent-Based Modelling and Simulation (ABMS);
HPC-I/O System; Parallel File System.

I. INTRODUCTION
Many scientific applications benefit considerably from the

rapid advance of processor architectures used in the modern
High Performance Computing (HPC) systems. However, they
can spend a significant portion of their execution time making
Input/Output (I/O) operations into files. Inefficient I/O is one
of the main bottleneck for scientific applications in a large-
scale HPC environment.

In the HPC field, the I/O strategy recommended is the
parallel I/O that is a technique used to access data in one
or more storage devices simultaneously from different appli-
cation processes so as to maximize bandwidth and speed up
operations. For its implementation, a parallel file system is
required; otherwise the file system would probably process the
I/O requests it receives sequentially, and no specific advantages
in relation to parallel I/O would be gained.

Generally, evaluating the performance offered by a HPC
I/O system with different configurations and the same appli-

cation allows selecting the best settings. However, analyzing
application performance can also be a useful before configur-
ing the hardware.

One of the methods used to predict different application
configurations behavior in a computer system is using model-
ing and simulation techniques. That is, analyzing and designing
simulation models based on the parallel I/O architecture allows
reducing complexity and fulfilling application requirements
in HPC by identifying and evaluating the factors that affect
performance.

There are several research efforts in HPC I/O system simu-
lators focusing on storage architecture and some layers of the
I/O software stack. The Simulator Framework for Computer
Architectures and Storage Networks (SIMCAN)[1] is oriented
to optimizing communications and I/O algorithms. The Parallel
I/O Simulator of Hierarchical Data (PIOSimHD) [2] was
developed to analyze Message Passing Interface-Input/Output
(MPI-I/O) performance. The Co-design of Exascale Storage
System (CODES) [3] is a framework developed to evaluate the
design of the exascale storage systems. The High-Performance
Simulator for Hybrid Parallel I/O and Storage System (HPIS3)
[4] models application workload.

CODES and HPIS3 are based on Rensselaer’s Optimistic
Simulation System (ROSS) [5], which is a parallel simula-
tion platform. SIMCAN was developed using OMNET++,
and PIOSimHD was programmed in Java. All the tools
mentioned use an event-based simulation paradigm (Discrete
Event Simulation, DES). We propose to develop a simulator
using Agent-Based Modeling and Simulation (ABMS) that
will allow evaluating the performance of the I/O software
stack. The agent paradigm is used in various scientific fields
and is of special interest in Artificial Intelligence (AI), it
allows successfully solving complex problems compared with
other classic techniques [6]. It is a simulation technique that
recreates the functionality of different components in a real
system by modeling entities known as agents. Basically, an
agent is an entity capable of perceiving and acting based on
changes in its environment. It can also interact with other
agents, executing and coordinating its actions, to achieve goals.
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Figure 1: A typical HPC System and the I/O Software Stack

Generally, both paradigms operate in discrete time, but DES is
used for low to medium abstraction levels. In ABMS, system
behavior is defined at an individual level, and global emergent
behavior appears when the communication and interaction
activities among the agents in an environment start. In fact,
ABMS is easier to modify, since model debugging is usually
done locally rather than globally [7].

An advantage of ABMS is that different types of models
could be created for each part of the system [8][9]. This is
useful since the behaviors of the models differ from each
other as they are related to diverse actions like processing,
communications and storage. Furthermore, the environments
could be both software and hardware. ABMS allows it to
implement different components in a modular and flexible
way, affording the possibility of connecting and disconnecting
different parts of a complex system for a layer-level analysis.

In this paper, we present a model of the HPC-IO system
for an initial simulation using ABMS. Our proposal is modeled
using the concept of white box so that the specific behavior
of each of the modules or layers in the system can be
observed. The I/O software stack layers were analyzed using
code instrumentation for the features corresponding to I/O
operations and calibration of the initial model. The verification
and validation of the proposed model has shown similar I/O
behavior on the real and simulated environment.

The rest of this paper is organized as follows. Section II
briefly describes I/O system in HPC. Section III addresses a
functionality analysis for the development of the initial con-
ceptual model. Section IV describes the proposed model, initial
implementation and validation. Finally, Section V presents our
conclusions and future works.

II. BACKGROUND
The I/O subsystem in the HPC area consists of two

abstraction levels, software and hardware. Usually, the I/O
Software includes parallel file system and high level I/O
libraries and the I/O hardware refers to storage devices and
networks. However modern HPC I/O system can include more
components increasing the complexity of the I/O system.

Figure 1 illustrates the structure of the I/O software stack.
An I/O operation goes through the software stack from the
user application up until it obtains access to the disk from
where data are read or on which data are written. Since
this parallelism is complex to coordinate and optimize, the

implementation of intermediate several layers was designed as
a solution.

A. HPC I/O Strategies
The most common I/O strategies in HPC are the serial or

parallel accesses into files. Serial I/O is carried out by a single
process and it is a non-scalable method because operation time
grows linearly with the volume of data and even more with
the number of processes, since more time will be required to
collect all data in a single process [10].

Parallel I/O usually presents two methods or variations of
them: ”One file per process” and ”a single shared file”. In ”one
file per process”, each process reads/writes data on its own file
on disk and no coordination is required among processes. ”One
single shared file” is more convenient to implement Parallel
I/O, where all processes write to the same file on disk, but on
different sections of that file. This method requires a shared
file system that is accessible to all processes.

There are two ways in which multiple processes can access
a shared file: independent access and collective access. In the
first case, each process accesses the data directly from the
file system without communicating or coordinating with the
other processes. In collective access, small and fragmented
accesses are combined into larger ones to the file system that
helps significantly reduce access times. Our aim is to identify
this kind of optimizations to explain the I/O behavior, for this
reason, we propose a white box model.

B. Middleware
MPI is an interface and communications protocol used to

program applications in parallel computers. It is designed to
provide basic virtual topology, synchronization, and commu-
nication functionalities within a set of processes in an abstract
way that is independent from the programming language used
to develop the application.

MPI-IO functions work in similar way to those of MPI:
writing MPI files is similar to sending MPI messages, and
reading MPI files is like receiving MPI messages. MPI-IO also
allows reading and writing files in a normal (blocking) mode,
as well as asynchronously, to allow performing computation
operations while the file on storage device is being read or
written on the background. It also supports the concept of
collective operations: each process can access MPI files on
its own or all together, simultaneously. The second alternative
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offers greater reading and writing optimizations that can be
implemented on several levels. Mostly of MPI distribution
provides MPI-IO functions by using ROMIO [11], which is
an implementation of MPI-IO standard and it is used in MPI
distributions, such as MPICH, MVAPICH, IBM PE and Intel
MPI.

C. Parallel File Systems
A parallel file system is a distributed file system that stripes

the files data into multiple data servers, connected to storage
devices that provide concurrent access to the files through
multiple tasks of a parallel application run on a cluster. The
main advantages offered by a parallel file system include a
global name space, scalability, and the ability to distribute large
files through multiple storage nodes in a cluster environment,
which makes a file system like this very appropriate for I/O
subsystems in HPC. Typically, a parallel file system includes a
metadata server with information about the data found on the
data servers.

Some systems use a specific server for metadata, while
others distribute the functionality of a metadata server through
the data servers. Some examples of parallel file systems for
high performance computing clusters are IBM Spectrum Scale,
Lustre and PVFS2.

PVFS offers three interfaces through which PVFS files
are accessed: PVFS’ native Application Programming Inter-
face (API), Linux kernel’s interface, and ROMIO interface.
The latter uses MPI to access PVFS files through MPI-IO’s
interface.

The underlying complexity of sending requests to all
storage nodes and sorting file contents, among other tasks,
is handled by PVFS. When a program attempts a reading
operation on a file, small sections of the file are read from
several storage devices in parallel. This reduces the load on
any given disk controller and allows handling a larger number
of requests.

D. Benchmarks
To evaluate the performance of parallel file system and

test different I/O libraries of the I/O software stack, exists
different I/O benchmark. Benchmarks are designed to mimic
a specific type of workload in a component or system. One the
most accepted I/O benchmark in HPC is IOR[12]. It supports
several application I/O patterns and allows configuring them,
and it offers access to shared files both independently and col-
lectively. Additionally, IOR offers different execution options
for the same algorithm using various parallel programming
interfaces, including POSIX, MPI-IO, HDF5 and NETCDF.

III. FUNCTIONALITY ANALYSIS
To define an initial model of the I/O system, system

functionality should be fully understood. First, the I/O pattern
type to be analyzed was selected, and then the corresponding
software stack layers for this model were applied. We have
selected the IOR benchmark to evaluate I/O performance in
HPC clusters. The analysis focused on the functionality that
was observed for IOR in the data path.

Due to the heterogeneity of the I/O systems and the
complexity of the software stack, an analysis was started for
MPI-IO layers and the parallel file system. PVFS2 was the

file system selected for our tests. At this time, we separated
the different components considering the concepts of a parallel
file system to allow us using the model with other parallel file
systems, such as Lustre in the future.

The IOR benchmark offers the total runtime measurements
for their programs, but they do not go into further detail in
relation to the different abstraction layers of the parallel I/O
system. These layers have to be crossed from the moment
the user application sends an I/O request up until the CPU,
through its operating system, effectively accesses the file on
disk to read or write the data. Therefore, it is important to
identify the layer in the software stack that requires more time
during an I/O operation.

To follow the data path in the software stack, tracers or
monitors can be used, but these operate on different levels of
the I/O system. There is no single tool that allows recording the
I/O behavior in all levels. For this reason, code instrumentation
has been implemented in both the MPI-IO layer and the
parallel file system layer.

A. Code Instrumentation

One possible way for finding out how the different modules
in the I/O request process (application, middleware and file
systems) work is instrumenting each of them by adding small
sections of code. Thus, it would be possible to establish what
percentage of the total runtime of an I/O operation corresponds
to each of them, which would help knowing which of them is
the most critical one and should be enhanced to dramatically
improve parallel I/O speed.

Additional source code sections are simply a few lines of
code written in C to monitor and measure runtime for some
functions that were identified as critical during the request,
service, and execution process of an I/O operation as it goes
through each of the abstraction levels of the parallel system.
To avoid hindering or interfering with the benchmark result
screen printouts, the additional source code was added so that
each process writes the local times of its own invocations to
the critical functions of the parallel system to a local file on
disk. Figure 2 shows the layers of the I/O system where code
instrumentation was implemented. Left boxes in blue, green
and orange represent the layers on compute nodes. The bigger
orange box depicts the layers on the storage nodes. Small
orange boxes represent the I/O clients, which interact with the
metadata and data servers (storage nodes). We have measured
the times for the different functions called by ROMIO and
PVFS2.

B. Execution Environment

One of the problems found in production systems is that
the file system cannot be modified and instrumented [13].
Therefore, to create the HPC cluster where the entire I/O
software stack with the embedded code instrumentation will
be installed, Amazon’s EC2 platform service was used. This
type of platforms offer various types of instances based on
the type of service purchased. In this case, the cluster was
deployed using the free service and, even though these nodes
offer very limited functionality as regards number of CPUs,
memory, storage and network; they proved to be adequate to
create the necessary environment for the tests we needed.
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Figure 2: Code Instrumentation in the I/O Software Stack. Left boxes represent the layers on compute nodes and bigger orange
box depicts the layers on the storage nodes.

Figure 3: Selected functions of the System Interface layer.

Even though the execution environment affects the metrics
obtained, the same configuration was run on a physical envi-
ronment to compare it with that of Amazon. For instance, for
a scenario with 8 computation nodes and I/O with one storage
node, the times measured through code instrumentation in
both environments are not the same, but they follow the same
trend. The differences observed are mainly due to the different
hardware performance in both execution environments.

Through the scenarios used, the critical functions involved
in each layer of the I/O software stack were selected based on
their role and execution time. As way of example, Figure 3
shows the functions selected in the System Interface layer of
the I/O clients.

IV. MODELLING THE I/O SYSTEM
After analyzing each of the layers, a model of the I/O

system was developed by implementing state machines and
variables that describe each of those states. To that end, state
machines were implemented for each of the layers in the
system, differentiating their operation both on client and server
side. The ultimate goal is using these state machines to design

the behavior of each of the agents and its interactions with
other agents and/or its environment.

The model developed is aimed to reproduce the interaction
among the different components and analyzing how the infor-
mation goes through the different modules or layers, with the
possibility of measuring time to approach the real model of
the I/O system. Therefore, each layer is modeled based on the
execution flow of the functions that are called while processing
certain requests, such as opening, closing, reading and writing
operations. With the description of each function, the different
states of the layers while carrying out those requests were
implemented.

Due to the complexity to describe fully the modeling of the
I/O software stack, we have selected the System Interface layer
to explain in detail the calibration, verification and validation
phases. Similar steps were done for the other layers.

The System Interface layer is a client-side interface that
allows manipulating the objects in the file system. It launches
a number of functions and state machines that process the
operation in small steps.
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Figure 4: State machines for agents in the system interface layer.

In the context of PVFS, state machines execute a specific
function in each of their states. The value returned by this
function determines the state that should be adopted. Complex
requests can be modeled; they are represented as a sequence
of several states. Also, state machines can be nested to model
and simplify common subprocess handling. These machines
are used both in clients and servers.

There are several caches on the client side that are part of
the System Interface layer and try to minimize the number of
requests that the server has to process. The attributes cache
(acache) manages metadata, while the name cache (ncache)
stores the filename of file system objects and their respective
handling number. To prevent caches from storing invalid
information, data are set as invalid after a certain time has
passed or when the server notifies the client that the object
does not exist.

A. Functional Model
As shown in Figure 3, the functions in this layer are:

PVFS_sys_create() to manage the creation of new files
in the system, PVFS_sys_write() to perform writing
operations, PVFS_sys_read() to perform reading opera-
tions, and PVFS_sys_flush() to dump file data to server
storage. Each of these functions has internal variables and state
machines that are run to carry out the relevant operations.

To simplify the model, we considered the following in
relation to parallelism when handling several instances: a)
I/O interfaces: layers MPI-IO, ADIO and AD_PVFS work in
a sequential and blocking manner, since they run functions
that require synchronization; this means that no instruction

is served until the instruction being processed is completed.
The calls run on their state machines are blocking; b) PVFS2
parallel file system: The System Interface, Job, Flow, BMI,
Main Loop and Trove layers serve other requests and store
their instructions in a buffer. Therefore, it allows handling
different data flows.

The behavior of each of the agents is described by the
state machine, the state transition table and the corresponding
state variables. Figure 4 shows part of the state machines
developed to model the operation of the System Interface layer,
considering the functions and state machines corresponding to
each of the three initial operations. As it can be seen, it consists
of four agents called System Interface, which is responsible for
decoding the instructions that enter the layer; PVFS_OPEN,
which manages file opening operations; PVFS_GETATTR,
which carries out searches in the metadata; and PVFS_RW,
which manages file reading and writing operations.

The agent that manages file opening operations can only
have one of five different states (S8 to S12). It will remain in S8
and configure agent PVFS_GETATTR if it requests metadata.
If the attributes are not found in cache, it will transition to
state S9 to wait for them; otherwise, it will transition to state
S10. If in state S9, it will wait for a response from agent
PVFS_GETATTR or it will complete the opening operation
by communicating with the server, transitioning to state S10.
If the operation cannot be completed, it will transition to state
S12 to end.

While in state S10, it will start file creation through a
request sent to the JOB layer, transitioning to state S11.
Otherwise, it finishes the operation and transitions to state S12.
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Figure 5: Simulator’s user interface in NetLogo

While in state S11, it waits for a response to its file opening
request and, if it receives one, it transitions to state S12. Once
in state S12, it finishes the operation and sends a response to
agent AD_PVFS.

On the other hand, agent PVFS_RW manages the write or
read requests on client side. In Figure 4, there can be seen in
red the functions selected that were used as the basis for the
development of each state machine. For example, one of the
functions belonging to pvfs2_msgpairarray_sm()[14],
on which the PVFS_RW agent is based, is
io_datafile_post_msgpairs() that is responsible for
managing the data transmissions involved in the creation of
files in agent System Interface. These communications occur,
in the case of both a reading or writing, between client and
server through the Job and BMI layers.

B. Initial model calibration

To obtain initial values for the functional model, we have
monitored the selected functions for the IOR benchmark in
a HPC cluster deployed in AWS EC2. The I/O system was
configured over on PVFS2 parallel file system and the MPICH
distribution. The cluster was composed by five nodes, where
each one had three roles: compute node (computing and
PVFS2 clients), metadata server and data server (datafiles).
We have selected a simple pattern where file size and transfer
size were updated. IOR was configured as follows:

• 1 GiB === mpirun -np 5 ./ior -a MPIIO
-b 205m -t 205m -F

• 2 GiB === mpirun -np 5 ./ior -a MPIIO
-b 410m -t 410m -F

For this setting, each process writes/reads to/from its own
file in transfer sizes defined by the -t parameter. Due to
the block size (-b) is equal to the transfer size (-t), only
one operation is done by each process. The interface selected
was MPI-IO for the one file per process (-F) strategy and
independent I/O. The mapping corresponds to one MPI process
per compute node.

This measurement allows us to classify the monitored
metrics in three groups: 1) data access time related with the
data accesses operations such as write, read, and so on, 2)
control time that includes verification and configuration of
the data structures and 3) communication time related with
the interaction between the clients and the metadata and data
servers.

We have applied linear and exponential regressions for the
time monitored in different functions of PVFS2. For this first
analysis, we have selected as dependent variable the execution
time and as independent variable the file size, request size is
fixed for all the tests. In the case of the system interface layer,
we have selected the following equations to represent the time
of the functions:
• PVFS_sys_create() = 0.0217× x

• PVFS_sys_write() = 0.8× e(0.7105×x)

• PVFS_sys_read() = 2.5490× x+ 1.2

• io_datafile_post_msgpairs() = 0.0012×x

• io_datafile_complete_operations()
= 0.0028× x

Where the x variable represents the file size to write or read.
The statistical dispersion also depends on the file size and
therefore it is calculated by using the same method.
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(a) read operations (b) write operations

(c) control operations (d) communication operations

(e) total time

Figure 6: Simulated and Measured time in the system interface layer of the PVFS2

C. Initial Implementation

For the first proof of concept, an initial simulation model
was developed using ABMS’ framework called NetLogo. This
framework includes a simplified programming language and a
graphical interface that allows the user build, observe and use
agent-based modeling without understanding complex standard
programming language details. This tool is specifically indi-
cated for the simulation of complex systems; it allows giving
instructions to many independent agents that are concurrently
executed, which is useful to study the connection between
individual and collective behavior through agent actions and
interactions.

The scenario adopted for the initial experiments was simu-
lating the exchange of information among computation nodes
and storage nodes, considering in each of them the layers
discussed in previous sections. The MPI operations that can be

served by the application layer are only I/O operations, and this
initial implementation only includes open, read, write and close
operations. One of the parameters allows toggling between
executing only one type of operation or all of them. There
is an option for selecting a maximum number of operations,
which are distributed among the computation nodes selected.

The number of computation nodes and storage nodes
can be configured. Node actions and interactions were fully
implemented for the operations mentioned above. There are
other parameters that allow selecting the existence of the data
in the system before running the simulation, configuring the
corresponding layers and preparing the I/O server for this
scenario. Figure 5 shows the simulator’s user interface. The
configuration bars that the user has available to set the variables
and parameters of the I/O software stack and the scenario to
simulate are on the left. Also, the I/O configuration can be
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made through command line. The center shows the distribution
of the I/O system.

D. Verification and Validation
To validate the proposed model, we have configured a clus-

ter in AWS EC2 similar to deployed in the calibration phase
(see Section IV-B). The I/O system was deployed by using
the PVFS2 parallel file system in a HPC cluster composed
by five nodes, where each one was compute node (computing
and PVFS2 clients), metadata server and data server (datafiles).
IOR was executed for the following configurations:

• 1 GiB === mpirun -np 5 ./ior -a MPIIO
-b 205m -t 205m -F

• 2 GiB === mpirun -np 5 ./ior -a MPIIO
-b 410m -t 410m -F

• 3 GiB === mpirun -np 5 ./ior -a MPIIO
-b 615m -t 615m -F

• 4 GiB === mpirun -np 5 ./ior -a MPIIO
-b 820m -t 820m -F

Figure 6 presents the simulated and measured times for the
IOR benchmark in the system interface layer of the PVFS2.
As can be seen, the I/O behavior in this layer is dominated
by the access data operations that corresponds to the read and
write operations. The simulated total time of System Interface
layer shows similar behavior to measured time but we can
see that the control and communication time present a higher
deviation for more than 3 GiB. However, due to the data access
operations represent the highest I/O time we can consider
the initial simulation model appropriate to represent the I/O
behavior.

About the strange behavior of the communication and
control functions, it can be observed in Figure 6(c) and 6(d)
that these are constant for file size up to 3 GiB but these grows
up for 4 GiB. We have also modeled the communication and
control times by using the constant and exponential functions
but these do not fix with the right behavior for the cases
evaluated. Considering the evaluated pattern, these functions
did not impact significantly on the I/O behavior but we must
evaluate other file sizes and I/O patterns to can reduce the
deviation and guarantee that these functions will have not
impact on the I/O behavior independently of the data access
pattern.

V. CONCLUSIONS
This paper presented a conceptual model of HPC I/O

software stack by using agents based on state machines that
act and communicate within the defined environments.

The instrumentation method used to obtain the different
parameters for the simulator has been described. Likewise, the
functionality found through the instrumentation of the system
code was useful for the generation of state machines. This
methodology allowed us to study the working of the system
without the difficulty of obtaining exhaustive descriptions of
the system, required by other modeling paradigms. An initial
implementation using ABMS with NetLogo was validated for
the IOR benchmark configured for sequential pattern, a single
shared file, MPI-IO interface and independent I/O.

As future work, we will continue analyzing other tech-
niques to monitor the data transfer rate (bandwidth) and the

input/output operations per second (IOPs) at different levels
of the I/O software stack. Furthermore, we will evaluate
collective operations and other I/O strategies. Additionally, we
will extend the model for the Lustre parallel file system.
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Abstract—In the case of existing information diffusion models,
probability of information diffusion only follows parameters
of neighbor nodes sending and receiving information. But,
the momentum of diffusion gains in an exponential fashion
whenever the information passes through influential nodes in a
real network. For example, when information diffuses through
social networking service (SNS), the speed of diffusion increases
whenever information passes nodes that is influential users. This
paper quantifies the degree of influence as information vitality,
and proposes the model using it. In addition, the paper considers
relationship between diffusion speed and information vitality in
simulation of the model.

Keywords–Information diffusion; Social network; Independent
cascade model.

I. INTRODUCTION
Recent advances in communication technology have made

it possible to increase individual information transmission
capacity, thus social network was formed on the Internet. It
enabled people to diffuse information wildly and rapidly with-
out existing mass media. On the other hand, the anonymity of
the network accelerates irresponsible information transmission;
thus, social problems that are like fake news or hate speech
are increasing. For example, fake news was used to attack
political opponent and appeal the electorate in the American
presidential election in 2016. There is large risk to change the
result by wrong information. To solve the problem, we need
to make mathematical model to predict information diffuse in
the society, and find the factor to influence the diffusion.

Ample studies have proposed the information diffusion
model, however, the model does not consider the change of
added information value in the diffusion process because the
probability depends completely on initial parameter that net-
work nodes and edges have. One of the value is diffusion trend
that is determined by the contents of the information.The paper
by Vosoughi et al. [1] have concluded that wrong information
spread 20 times faster than right one. This means that the speed
of information diffusion depends on the content. Another study
analyzes the big contents data that is collected from SNS to
find the diffusion trend [2]. These studies elucidate how the
content influences the diffusion process; however, it cannot
lead to predict the information diffusion.

The purpose of our study is making the information diffu-
sion model to explain how the change of added information
value influences the diffusion process. To test the hypothesis
that the information diffusion depends on the value change
in the process, we have examined whether the centrality of
network for information diffusion has correlation with range
of the diffusion. To this end, we have performed a series of
different simulation with stochastic model.

In Section 2, information diffusion model using added
information value is explained. In Section 3, method of simula-
tions and results are illustrated. Finally, considering and future
work were suggested in Section 4.

II. MODEL REPRESENTATION
This model considers the added information value, for

example the number of re-tweet on Twitter, as the factor which
influences the diffusion process. As shown in Table 1, these
kinds of parameter can be considered as the added information
value. The value is defined by information engine theory as
the name of ”information vitality (IV)” [3]. The first question
which we have to answer in this paper is how the IV works
in the information diffusion process.

Information engine theory has supposed that information
has two parameters which are entropy and IV. Entropy is a
parameter which is used in thermodynamics and statistical
mechanics and considered as a physical quantity that expresses
“ambiguity” in information theory. Information which has
higher entropy is more likely to diffuse, so entropy and initial
IV have a correlation.

In the IV model, we have used directed graph, and regarded
the node receiving the information as active node, the ones not
receiving node as inactive node, and the human relationship as
edges. We have also considered the IV of the active nodes
as diffusion probability pu,v (0 ≤ pu,v ≤ 1). When a
node becomes active, the node tries to make neighbor nodes
active only once in the next step. In addition, every node has
the parameter named ”logical work” that change IV. When
information passes through the nodes, each node gives logical
work q (q ∈ R) to the information, and change the IV.
Therefore, when a node becomes active in the probability of
pu,v , the node tries to diffuse in the probability of pu,v + q
in next step. Although the probability of information diffusion
does not change in previous independent cascade (IC) model
as figure 1 shows, in the case of Figure 2, initial IV is 0.2,
and when it makes next node active, it becomes 0.21. This
simulation keeps going until the state does not change. This
model can explain spread of news or advertisement on SNS
as information initiative model.

III. SIMULATION
We have performed diffusion simulation to assess the

performance of proposed model using large network of news
communication web site. For comparison, we have also per-
formed simulation using IC model.

The network is a directed graph, and has 30398 nodes and
87627 arcs. We chose one node which has enough diffusing
capacity as the starting node. In the case of IC model, we set
20% diffusion probability for every arc, whereas in the case
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TABLE I. ADDITIONAL INFORMATION PROPERTY

Figure 1. Concept of IC model

of IV model, the diffusion probability is increasing by logical
work of every node which the information has passed.

Figure 3 shows that when the diffusion ends before it
spreads widely, there is little difference between two mod-
els. The only difference is that threshold to cause explosive
diffusion became high because of increasing IV. Next, Figure
4 shows the data of explosive diffusion. The simulation data
demonstrates that IV changes the explosive diffusion wide and
high frequency.

The second simulation has been designed to assess degree
of the diffusion suppression per three types of centrality includ-
ing degree centrality, page-rank, and personalized page-rank.
Only personalized page-rank rates the closeness of the nodes
to the starting node. We sorted all nodes according to each
centrality, then decreased the probability of the nodes in order
of the centrality. The simulation investigated how distance
from the starting node influences to the centrality of the node
in aspect of information diffusion. Results of the simulation,
as illustrated in Figure 5, when we use personalized page-
rank, information diffusion is well suppressed, and variation

Figure 2. Concept of Information vitality model

Figure 3. Scatter plot for small-scale diffusion (less than 1000 nodes)

Figure 4. Histogram for Large-scale diffusion (more than 1000 nodes)

rate is the least in these types of centrality. It is reasonable
to support that early stage of information diffusion has big
chance to change conclusive wideness of diffusion, and it is
more important to weaken the nodes which are close to the
starting node than the nodes which have high degree.

IV. CONCLUSION
In order to make the model that explains information

diffusion phenomena especially in social networks on the In-
ternet, we quantified the added information value as IV. Then,
we made the information diffusion model that the diffusion
probability changes according to the diffusion process. As a
result, it was found that in the case of small-scale diffusion
with less than 1000 active nodes, the influence of added
information value remained on the change of threshold leading
to large-scale diffusion.

On the other hand, in the case of large-scale diffusion with
1000 or more active nodes, the range of diffusion increased
more than the case that the added information value was not
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Figure 5. Diffusion suppression per each centrality

taken into account. Information such as the number of views
on YouTube can be considered to have the effect to expand
the range of spreads explosively after the video spread more
than a certain range. In order to accurately model the actual
information diffusion which is determined by human, more
complicated algorithm will be necessary. We will examine and
work on the construction of the more accurate information
diffusion model.
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Abstract—Dynamic driving simulators have become a key tech-
nology to support the development and optimization process
of modern vehicle systems both in academic research and in
the automotive industry. However, the validity of the results
obtained in simulator tests depends significantly on the ade-
quate reproduction of the simulated vehicle movements and the
associated immersion of the driver. Therefore, specific motion
platform control strategies, so-called Motion Cueing Algorithms
(MCA), are used to replicate the acting accelerations and angular
velocities within the physical limitations of the driving simulator
best possible. In this paper, we present a novel filter-based control
approach for this task, using a hybrid kinematics motion system
as an application example. Based on introduced quality criteria,
an objective comparison of the proposed control strategy and
a real-time capable Model Predictive Control (MPC) algorithm
is performed using various standard driving scenarios. These
include longitudinal as well as lateral dynamic maneuvers in
order to estimate the overall improvements of both Motion
Cueing Algorithms for interactive driving simulation.

Keywords–Driving Simulation; Human-in-the-Loop; Motion
Cueing; Dynamic Motion Platform Control; Objective Quality
Criteria.

I. INTRODUCTION

Driven by topics, such as e-mobility and autonomous
driving, in recent years there has been a continuous trend
towards interconnectivity and multifunctionality of vehicle
components, as well as Advanced Driver Assistance Systems
(ADAS). As a consequence, automobile manufacturers and
developers have to deal with increased product complexities
and simultaneously decreased development periods to ensure
their competitiveness in the automotive industry. To overcome
those new technological challenges, the use of interactive
driving simulators represents an indispensable tool to transfer
the conventional development process, based on physical pro-
totypes and on-road tests, to model-based test procedures. Such
virtual prototyping methods using driving simulators provide
the benefit of time and cost savings, as well as safe and
reproducible test environments with a high level of flexibility at
the same time. For example, varying weather and lighting con-
ditions can be directly adapted to the test requirements in the
simulated environment, which supports i.a. the development
and optimization of modern headlamp systems significantly
[1]. Furthermore, interactive driving simulation enables to
access human-centered aspects, such as demonstration and
marketing, driver training and behavior studies [2][3].

Disregarding from the particular analysis purpose, the
validity of the results obtained in a virtual test drive is
closely linked to the degree of immersion. Interactive driving
simulation can therefore be characterized as a Human- and
Hardware-in-the-Loop (HHiL) application whose transferabil-
ity to real driving situations can only be guaranteed if a
realistic driving impression is created. Hence, it is necessary to

provide the human perception system with all required motion
information, so-called Motion Cues. In addition to the acoustic
and visual stimuli, also the vestibular Motion Cues, more
precisely the acting translational accelerations and angular
velocities of the simulated vehicle, must be generated using
the motion system of the dynamic driving simulator. For this
reason, specific Motion Cueing Algorithms are applied in order
to create a driving experience that is as realistic as possible
within the physical limitations of the motion system.

The most common approach for this task is the Classical
Washout Algorithm, which was first described by Schmidt and
Conrad as a motion platform control algorithm for piloted
flight simulators [4]. As illustrated in Figure 1, this MCA basi-
cally consists of a sequence of frequency divisions in order to
generate suitable position and orientation reference signals for
the simulator motion system. The high-frequency components
of the scaled translational accelerations and angular velocities
of the vehicle dynamics model are therefore separated using
appropriate high-pass filters. Afterwards, these extracted com-
ponents are directly integrated to a corresponding position and
orientation of the driving simulator. Since the basic idea of this
algorithm is to return the motion system to its neutral position
after it has performed the high-frequency movements, a further
high-pass filtering of the integrated signals is conducted.
This is known as the washout effect, according to which the
algorithm is named. Due to the typically small workspace,
an analog integration of the low-frequency accelerations and
angular velocities would lead the motion system very fast
to its physical limits and thus cannot be performed. Hence,
sustained accelerations are simulated via the tilt coordination
technique, which makes use of the gravitational force to
replicate these accelerations by an equivalent rotation of the
driving simulator. The corresponding rotation rate is usually
limited to the perception threshold of the human vestibular
system in this process, so that the rotational motion will not
be realized by the driver inside the simulator.

This simple control strategy has been extensively stud-
ied and improved since its first publication, typically using
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Figure 1. Scheme of the Classical Washout Algorithm [4].
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hexapod-based motion systems [5][6]. As a result of this
research, the filter-based MCA evolved into the standard ap-
proach in interactive driving simulation that offers major bene-
fits in terms of transparency and traceability. Each parameter in
the Classical Washout Algorithm has a clear physical meaning
and a unique association to a single degree of freedom, which
simplifies the tuning significantly. However, this basic idea of
treating the translational accelerations and angular velocities
independently results in the fact that this approach cannot be
applied to every type of motion system. Otherwise, conflicting
vestibular stimuli are generated under certain circumstances,
e.g., if there exist interdependencies between translational and
rotational degrees of freedom of the motion system like it
is introduced in the next section with the ATMOS driving
simulator.

In the present work, we propose a novel filter-based Motion
Cueing Algorithm that enables a dynamic position washout to
any point within the simulator workspace without considerably
affecting the high-frequency motion rendering. This key fea-
ture is motivated by the considered motion system, but can also
be applied to other systems, which offers general advantages
for interactive driving simulation. The resulting control quality
is evaluated by means of defined objective quality criteria,
which take into account both measured and perceived quanti-
ties, including models of the human perceptual system. Based
on this valuation metric, the developed filter-based MCA is
compared online to a Model Predictive Control approach using
established driving scenarios from the automotive industry, as
well as everyday driving maneuvers.

The rest of this paper is structured as follows: Section
II briefly describes the considered motion system and its
specific features that have to be taken into account to ensure a
realistic driving impression. In Section III, the developed filter-
based control strategy is presented in detail. Subsequently, the
objective valuation metric and the examined driving scenarios
are introduced in Section IV. Sections V and VI finally discuss
the obtained results and give concluding remarks.

II. ATMOS DYNAMIC DRIVING SIMULATOR

Figure 2 shows the Atlas Motion System (ATMOS) driving
simulator that is operated at the Heinz Nixdorf Institute in
Paderborn as a reconfigurable development platform for pri-
marily lighting-based ADAS. As illustrated, this simulator is
equipped with a real vehicle chassis including all its control
actuators, a seamless circular projection with 270 degree
viewing angle, a 5.1 multichannel audio system, as well as a
unique five-degree-of-freedom motion system to guarantee full
immersion of the driver in the virtual environment. Moreover,
the acting accelerations and angular velocities are recorded
using an Inertial Measurement Unit (IMU) that is installed
close to the driver’s head position in order to rate the quality
of the applied Motion Cueing strategy.

Different from conventional hexapods [7], the motion
system of the ATMOS driving simulator is designed as a hybrid
kinematics system, which is composed of two mechanically
coupled components that can be actuated independently. To
illustrate the functionality, Figure 3 shows an exploded view
based on the multibody model of the system. The shaker
system below the vehicle chassis is equipped with three
crankshaft drives to perform vertical translational movements,
as well as to rotate the driver around the roll and pitch axis.
Thus, the shaker replicates the simulated vehicle movements

Figure 2. ATMOS Dynamic Driving Simulator.

relative to the road surface with exception of yaw movements
and can further be used to increase the effect of the tilt
coordination by expanding the rotational workspace of the
motion system. In addition to the shaker, the motion platform
performs movements along curved axes in lateral and lon-
gitudinal direction via actuated cross-undercarriages that are
driven on V-shaped tracks. Because of these tilted tracks, each
translational movement of the motion platform leads simulta-
neously to an additional rotation around the corresponding axes
and a vertical displacement of the platform center point. As
a direct consequence of these coupled kinematics, performing
pure translational movements of the motion platform is not
possible. This has to be considered in the design of the control
algorithm in order to avoid conflicting sensory information, so-

Motion Platform

Shaker

Circular
Projection

Cross-
Undercarriage

x

y

z

Figure 3. Exploded View of the Simulator Multibody Model.
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called False Cues, which typically lead to the undesired effect
of Simulator Sickness for the driver [8].

Due to the mentioned features of the ATMOS driving
simulator, an extension of the conventional filter-based MCA
is required since the implementation of the Classical Washout
Algorithm according to Figure 1 does not result in the desired
quality of the interactive driving simulation.

III. DEVELOPED WASHOUT ALGORITHM

As described in Section I, the general idea of the Classical
Washout Algorithm is based on an independent consideration
of the systems degrees of freedom, which is due to the fact
that the MCA was developed for application on a conventional
hexapod. Because of this, the algorithm cannot be transferred
to the ATMOS driving simulator introduced in the previous
section, as there is a connection between translation and
rotation because of the underlying kinematics of the motion
system. For this reason, we subsequently present an extension
of the classical approach that includes the relevant kinematic
effects and enables a sufficient control quality.

A. Dynamic Position Washout
In case of the regarded driving simulator, each longitudinal

and lateral movement of the motion platform generates a
forced tilting around the corresponding roll and pitch axis.
These rotations should ideally be used to emulate sustained
accelerations using the tilt coordination technique. Otherwise,
the tilt coordination has to be performed only by the shaker,
which limits the maximum possible inclination to the small
shaker workspace. In contrast to the classical algorithm, a
dynamic position washout is therefore required that enables
the motion platform to drift into a defined end position
within its workspace after it has performed the high-frequency
movements. By determining this end position according to the
associated inclination, low-frequency accelerations can also
be simulated via the motion platform. For this purpose, the
high-pass (hp) and washout (wo) filters of the high-frequency
longitudinal and lateral acceleration paths are supplemented
by further first order low-pass filters with variable gains K, as
shown in Figure 4 using the example of longitudinal accelera-
tion ax. The non-intuitive idea of this extension can be clarified
by the application of the final value theorem of the Laplace
transform. Therefore, let ax be a sustained acceleration input
from the vehicle dynamics simulation, which can be assumed
to be approximately constant, since the magnitude does not
significantly change. For the integrated simulator position x
applies then with increasing time t:

lim
t→∞

x (t) = lim
s→0

s ·X (s)

= lim
s→0

s · Thps+K

Thps+ 1
· 1

s2
· T 2

wos
2

T 2
wos

2 + 2DTwos+ 1
· ax
s

= K · T 2
wo · ax

(1)

This yields a resulting simulator position x that depends on
the gain K, the time constant Two of the washout filter as well
as the amplitude of the acting acceleration ax. If this position
is now required to have a defined value xtc, the necessary gain
K can be determined corresponding to (1) as

K =
xtc

T 2
wo · ax

. (2)

ax x

K

Thps

Thps+1 +

1

s2
T 2
wos

2

T 2
wos

2+2DTwos+1

1
Thps+1

Figure 4. Extended Longitudinal High-Frequency Acceleration Path.

Analogously, the initial value theorem of the Laplace
transform can be used to show that the extension by the
variable gain low-pass filter, as shown in Figure 4, does not
negatively affect the reproduction of high-frequency acceler-
ation components. Like in the Classical Washout Algorithm,
the dynamics of the drift into the end position xtc can be
influenced by the parameters of the washout filter, which is
an additional design freedom in the parameterization of the
developed algorithm.

The described extension is also implemented for the lateral
high-frequency acceleration path, so that a washout in the
defined position ytc according to (2) is realized and thus
sustained lateral stimuli are produced by a corresponding roll
rotation of the motion platform.

B. Tilt Coordination Distribution
Due to the hybrid kinematics motion system, as well as the

presented dynamic position washout, the tilt coordination tech-
nique can be performed either using the motion platform (mp),
the shaker (sh) or a combination of both systems. The latter
significantly increases the workspace and thus the maximum
low-frequency acceleration amplitudes that can be generated.
Consequently, a distribution strategy has to be specified, which
enables a suitable coordination of both components. For this
reason, an adaptation of the low-frequency longitudinal and
lateral acceleration paths is conducted according to Figure 5.
As shown with the example of the longitudinal acceleration,
a first order low-pass (lp) filter extracts the sustained accel-
eration components from the reference signal ax, which are
subsequently converted to the corresponding tilt coordination
pitch angle θtc. In doing so, the associated rotation rate is
limited to the well-established value of 0.1 rad/s, in order that
the tilt coordination is not detected by the human driver [9]. In
contrast to conventional hexapods, this inclination is divided
among the subsystems of the motion system by introducing
a distribution coefficient α ∈ R with 0 ≤ α ≤ 1. This
results in the inclinations for the shaker θsh and for the motion
platform θmp that are necessary to replicate the low-frequency
accelerations by the gravitational force. Based on the kine-
matic relations of the motion platform, an equivalent platform
position xtc, which corresponds to the required inclination, is

ax xtc

1

Tlps+1

Tilt Coordination
& Rate Limit

α

1− α

θtc

θmp

θsh

Position
Equivalent

Figure 5. Extended Longitudinal Low-Frequency Acceleration Path.
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subsequently determined. This position equivalent then serves
as input for calculating the variable gain K according to (2) so
that the coupling between translational and rotational degrees
of freedom is taken into account. Equally, this process is
implemented for the lateral low-frequency acceleration path.

C. Resulting Algorithm Structure and Parameterization

The combination of dynamic position washout and tilt
coordination distribution leads to the overall structure of the
developed washout algorithm illustrated in Figure 6. Based on
the idea of the Classical Washout Algorithm, this filter-based
control strategy enables the generation of suitable control
signals in the form of position and orientation commands
for the motion system of the ATMOS driving simulator. The
necessary estimation of the corresponding filter parameters
and distribution coefficients was performed by numerical op-
timization using a defined driving maneuver. Here, the rural
road drive, which will be introduced in the next section,
was chosen since it represents a good compromise between
moderate driving situations and extreme maneuvers at the
limits of driving dynamics. Table I provides an overview of
the resulting parameters.

Although the developed algorithm is motivated by the
specific features of the motion system, in particular the concept
of a dynamic position washout offers great potential for appli-
cation in alternative control approaches. Thus, an integration
in the context of lane-based algorithms is feasible, which use
vehicle position information on the road to laterally preposition
the motion system and therefore use the available workspace
more effectively [6][10].

TABLE I. APPLIED ALGORITHM PARAMETERS.

1st Order 1st Order 2nd Order Distribution
Scaling HP Filter LP Filter WO Filter Coefficient
kx = 0.4 Thp = 0.95 Tlp = 0.95 Two = 0.49, αx = 0.65

D = 0.7
ky = 0.4 Thp = 0.6 Tlp = 0.6 Two = 0.44, αy = 0.6

D = 1.0
kz = 1.0 Thp = 0.4 – Two = 0.45, –

D = 1.0

1st Order 1st Order 1st Order Distribution
Scaling HP Filter LP Filter WO Filter Coefficient
kϕ = 1.0 Thp = 1.2 – Two = 0.8 –
kθ = 1.0 Thp = 0.3 – Two = 0.2 –
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IV. COMPARISON OF THE CONTROL STRATEGIES

The scientific objective in this contribution deals with the
comparison of the filter-based MCA presented in Section III
with an optimization-based approach using the concept of
Model Predictive Control. This real-time capable predictive
controller results from previous research and is described in
detail in [11]. For that reason, only the basic idea of the
algorithm is briefly discussed in this section. In addition,
the applied quality criteria as well as the examined driving
scenarios are introduced afterwards.

A. Model Predictive Control Approach
According to the general concept of the MPC paradigm, an

optimal control problem is numerically solved over a receding
time horizon at each calculation cycle. Subsequently, only the
first element of the computed control variable is applied to the
process and the procedure is iterated. The application of this
technique in terms of a Motion Cueing Algorithm leads to the
structure shown in Figure 7. Based on the current system state
x ∈ R15, which contains the angles, the angular velocities
and the angular accelerations of all five actuators, the output
vector y =

[
aT ωT

]T ∈ R5 is estimated within the prediction
horizon N , depending on the reference angles of each actuator
u ∈ R5. The MPC determines suitable system inputs so
that the predicted outputs best possible match the vector of
the reference accelerations and angular velocities r ∈ R5N

from the vehicle dynamics simulation. In this approach, the
accuracy of the control algorithm depends significantly on
the availability of an adequate process model to predict the
future system behavior. In case of the presented controller,
the prediction model includes a linear model of the actuator
dynamics, as well as the nonlinear kinematic relations of the
motion system. This ensures that the relevant characteristics of
the considered motion system described in Section II and its
effects on the driver in the simulator are taken into account in
the optimization process. At the same time, it is guaranteed
that the determined actuating variables can be realized by
the motion system, since its physical limits are included as
constraints in the optimization problem. In that context, a
first order approximation of the nonlinear system behavior at
runtime presents a key feature of the developed predictive
controller to meet the real-time requirements, which is the
primary challenge in optimization-based MCA.
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Figure 7. Scheme of the MPC-Based Control Algorithm.

B. Objective Quality Criteria
In order to compare both Motion Cueing strategies on the

basis of an objective valuation metric, suitable quality criteria
must be specified. Therefore, according to [12] and [13], we
introduce performance indicators λ1 and λ2 that are defined
as

λ1 =
1

N

N∑
j=0

√(
eax,j
ax,norm

)2

+

(
eay,j

ay,norm

)2

+

(
eaz,j
az,norm

)2

+
1

N

N∑
j=0

√(
eωx,j
ωx,norm

)2

+

(
eωy,j

ωy,norm

)2

(3)

and

λ2 =
1

N

N∑
j=0

√(
eâx,j
ax,norm

)2

+

(
eây,j

ay,norm

)2

+

(
eâz,j
az,norm

)2

+
1

N

N∑
j=0

√(
eω̂x,j
ωx,norm

)2

+

(
eω̂y,j

ωy,norm

)2

(4)

with

eai = ai,Ref − ai|i=x,y,z and eωi = ωi,Ref − ωi|i=x,y
eâi = âi,Ref − âi|i=x,y,z and eω̂i = ω̂i,Ref − ω̂i|i=x,y.

(5)

Here, (3) provides a measure of the physical deviations
between the scaled reference accelerations ai,Ref and angular
velocities ωi,Ref from the vehicle dynamics simulation and the
measured quantities in the driving simulator for the considered
degrees of freedom. λ1 therefore returns the averaged normal-
ized control error over the number of measured values N . The
normalization is necessary to obtain dimensionless quantities
that allow a simultaneous consideration of accelerations and
angular velocities in a common scale. According to [14],
the human perception thresholds for movements are used as
corresponding normalization factors ai,norm and ωi,norm. In
addition, the indicator λ2 according to (4) yields a measure
for the perceived control quality, which can differ from the
physical deviations due to the frequency-dependent dynamic
behavior of the human vestibular organs, as well as perception
thresholds. This causes, for example, that control errors in
detectable frequency ranges are perceived more disturbing than
deviations in undetectable ranges. To take these effects into ac-
count, well-established models of the vestibular system, more
precisely the otoliths and semicircular canals, are included as
they are shown in Figure 8. These usually contain mechanical
analogous models of the respective organs, which lead to the
illustrated transfer functions with the inputs ai and ωi [15][16],
as they are widely used in driving simulation applications [9].

ai āi âi
Koto·

1 · (TLs+ 1)
(T1s+ 1) (T2s+ 1)

ωi ω̄i ω̂i
Kscc·

s (TLs+ 1)
·

Tas

Tas+ 1(T1s+ 1) (T2s+ 1)

Otoliths Model

Semicircular Canals Model

Figure 8. Applied Models of the Human Vestibular System.

By a series connection of the transfer functions with nonlinear
dead zones, the threshold values ai,thres and ωi,thres of the
human perception are integrated with respect to the following
relationship [5]:

âi =

{
0 if |āi| ≤ ai,thres
āi − sgn (āi) · ai,thres if |āi| > ai,thres

ω̂i =

{
0 if |ω̄i| ≤ ωi,thres
ω̄i − sgn (ω̄i) · ωi,thres if |ω̄i| > ωi,thres

(6)

Consequently, the closer the performance indicators λ1 and
λ2 are to the origin, the better is the reproduction of the
simulated vehicle movements, whereby the value zero indicates
a perfect motion rendering. However, especially with regard
to λ1, this is only a theoretical value that cannot be obtained
by any driving simulator, since it would require an almost
unlimited workspace.

C. Driving Scenarios
For the purpose of obtaining a representative comparison of

the two control strategies, a selection of nine driving scenarios
was defined. These contain standardized maneuvers, which are
commonly used for development and optimization applications
in the automotive industry, like:

• Acceleration from standstill
• Braking from driving straight forward

(DIN ISO 70028)
• Lane change (DIN ISO 3888-1)
• Step steering (DIN ISO 7401)
• Braking from steady-state circular course drive

(DIN ISO 7975)

As the listed maneuvers are mainly used to identify and
analyze the driving dynamics of a vehicle, they do not rep-
resent usual driving situations. For this reason, also moderate
scenarios are examined in the evaluation:

• Turning at a junction
• Drive on a rural road
• Drive through a roundabout
• Drive through a highway interchange

Vehicle dynamics simulations of all nine maneuvers were
performed and the relevant accelerations and angular velocities
were recorded. Subsequently, these data were used as identical
reference signals for both MCA to ensure a consistent basis
for evaluation described in the next section.
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V. RESULTS AND DISCUSSION

Subsequently, the results of the comparison of the two
Motion Cueing strategies are presented and the impacts on the
interactive driving simulation are discussed. For that purpose,
both control algorithms were implemented on the ATMOS
driving simulator. Measurement data of the translational ac-
celerations and the angular velocities taken with the installed
IMU at the driver’s head position serve as inputs for the quality
criteria presented in Section IV. For reasons of clarity, only
measured data of the maneuver “turning at a junction” are
analyzed in detail (see Figures 9, 10, 11). All further driving
scenarios are summarized in Figure 12.

Figure 9 shows the resulting longitudinal acceleration and
pitch velocity tracking. It becomes clear that both the pro-
posed washout algorithm and the optimization-based approach
yield an adequate reproduction of the longitudinal acceleration
from the vehicle dynamics simulation. However, the measured
accelerations show a larger time delay in comparison to the
reference signal when using the washout algorithm due to the
phase shift of the implemented filters. The corresponding pitch
velocity contains in both cases low-frequency disturbances that
can be explained by the tilt coordination, since the sustained
acceleration can only be reproduced by an equivalent rotation
of the motion system. Using the washout algorithm, these
errors are significantly higher, so it can be expected that
the resulting driving experience will be negatively affected.
In contrast, the predictive MCA uses the available model
knowledge to limit the overall rotation rate error to the value
of 0.1 rad/s. Equivalent results can be derived from Figure 10,
which illustrates the lateral acceleration and the corresponding
roll velocity. Also in this case, the acceleration reference from
the vehicle dynamics simulation is tracked very well with both
algorithms. There are again time delays to the reference signal
that are larger when using the washout algorithm, due to the
nature of the implemented filters. The roll velocity error is also
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larger than that of the MPC, even if the difference is smaller
than in case of the pitch velocity. Thus, as a consequence
for the interactive driving simulation, the resulting driving
experience can be expected to be more realistic using the
predictive control strategy, since smaller rotation rate errors
are more difficult to detect for the human perception system.
The vertical acceleration measured in the regarded driving
scenario is illustrated in Figure 11. Here, it is noticeable that
undesired vertical displacements occur due to the coupled
degrees of freedom of the motion system, which cannot be
compensated by any of the two approaches. However, these
unpreventable errors are significantly lower and mostly below
the perception threshold of the otoliths in the use of the
predictive MCA, which can be explained by a more efficient
coordination of the shaker and the motion platform. Regarding
the examined driving maneuver, the application of the quality
criteria introduced in the previous section results in the per-
formance indicators λ1,WO = 1.74 and λ2,WO = 0.92 for the
washout algorithm and λ1,MPC = 1.20 and λ2,WO = 0.53
for the predictive controller. This confirms the impression that
the MPC-based algorithm achieves a higher control quality,
which is primarily explained by the lower angular velocity and
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vertical acceleration errors caused by the specific kinematics
of the ATMOS driving simulator.

Figure 12 combines the evaluation of all nine test maneu-
vers in a common radar chart. The analysis of this graphic
clearly shows the advantages of the optimization-based MCA
in comparison to the washout algorithm, since smaller perfor-
mance indicators are achieved in each scenario. It is noticeable
that the perceived control quality, expressed by the indicator
λ2, yields small values close to zero when the MPC is used
and therefore a good subjective driving impression can be
expected. As already discussed in detail for driving maneuver
“turning at a junction”, these results can be explained with
the angular velocity and vertical acceleration errors due to the
coupled degrees of freedom, because of which an adequate
reproduction of the simulated vehicles Motion Cues is a
challenging task. Here, it is a great advantage of the MPC that
the specific simulator kinematics are directly considered via
existing model knowledge in the optimization algorithm. This
allows undesired interactions to be taken into account in the
planning of the motion trajectory and optimally compensated
according to the current driving situation, which is a major
benefit for interactive driving simulation.

VI. CONCLUSION AND FUTURE WORK

In this paper, the development of a novel filter-based
Motion Cueing Algorithm was presented. Motivated by the
regarded hybrid kinematics motion system, the proposed al-
gorithm features a dynamic position washout to any point
within the simulator workspace, as well as a tilt coordination
distribution strategy in order to make full use of the motion
capabilities. Furthermore, this MCA was compared to a MPC-
based algorithm by means of defined quality criteria and
standard driving scenarios from the automotive industry. The
objective evaluation of both Motion Cueing strategies proved
a satisfactory control quality. However, due to the integration
of model knowledge, the predictive MCA exhibits less control
errors in angular velocities and vertical acceleration. For this
reason, it is assumed that the subjective driving impression
is more realistic when using the MPC, which is why this
approach offers great potential for interactive driving sim-
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Figure 12. Evaluation of the Analyzed Test Maneuvers.

ulation. On the other hand, the filter-based MCA has the
advantages of simple implementation, good traceability and
low computational effort, which relativizes the worse control
quality in comparison to the optimization-based algorithm.

The future work will deal with the subjective validation of
our observations. In this context, appropriate subject studies
will be conducted in order to rate the resulting degree of
immersion by human drivers. Besides, current research con-
centrates on the prediction of the future driver behavior and
the associated reference trajectory for the model predictive
MCA. Since the human driving behavior is predictable within
certain limitations, a virtual driver model is applied to estimate
the driver inputs within the time-limited prediction horizon at
runtime.
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[13] I. Al Qaisi and A. Trächtler, “Human in the Loop: Optimal Control of
Driving Simulators and New Motion Quality Criterion,” in 2012 IEEE
International Conference on Systems, Man, and Cybernetics (SMC).
IEEE, 2012, pp. 2235–2240.

[14] P. Grant, M. Blommer, B. Artz, and J. Greenberg, “Analysing Classes
of Motion Drive Algorithms Based on Paired Comparison Techniques,”
Vehicle System Dynamics, vol. 47, no. 9, 2009, pp. 1075–1093.

[15] L. R. Young and J. L. Meiry, “A Revised Dynamic Otolith Model,”
Aerospace Medicine, vol. 39, no. 6, 1968, pp. 606–608.

[16] C. Fernandez and J. M. Goldberg, “Physiology of Peripheral Neurons
Innervating Semicircular Canals of the Squirrel Monkey. II. Response to
Sinusoidal Stimulation and Dynamics of Peripheral Vestibular System.”
Journal of Neurophysiology, vol. 34, no. 4, 1971, pp. 661–675.

31Copyright (c) IARIA, 2019.     ISBN:  978-1-61208-756-6

SIMUL 2019 : The Eleventh International Conference on Advances in System Simulation

                            41 / 50



Train Timetable Optimization for Parallel Single-track Sections 

During Track Closure 

 

Akio Hada 

Signalling and Transport Information Technology Division 

Railway Technical Research Institute 

Tokyo, Japan 

e-mail: hada.akio.71@rtri.or.jp 

Teodor Gradinariu 

Rail System Department 

International Union of Railways 

Paris, France 

e-mail: gradinariu@uic.org

 

 
Abstract—In parallel single-track sections, which are common 

in high-speed railways in Europe, when one of the tracks is 

closed due to vehicle failure or maintenance work, the other 

track can be used for travel in both directions to avoid 

significant delays or cancellation of train operation. However, 

for bidirectional operation on some sections of a parallel single-

track line, it is necessary to adjust the original train timetable; 

usually, this adjustment causes some trains to be delayed. 

Therefore, in this study, we propose a mathematical model for 

train timetable planning when performing bidirectional 

operations on some parallel single-track sections to minimize the 

total delay of each train. 

Keywords-Parallel single-track; Track closure; Train 

timetable; Maintenance; Optimization. 

I.  INTRODUCTION 

In a railway operation site, there are cases in which tracks 
for some sections have to be closed due to vehicle or signal 
failure. In addition, there are cases where it is necessary to 
close a track for maintenance work. If a track closure occurs 
during business hours, it might have a severe negative impact 
on train operation, and in some circumstances, it may become 
necessary to cancel train operations all over. However, on a 
parallel single-track, in which single tracks capable of 
bidirectional operation are laid in parallel, even if one track is 
closed, it is possible to avoid significant train delays and 
cancellation of trains. For example, tracks of many European 
high-speed railways such as Train a Grande Vitesse (TGV) [1] 
and InterCity Express (ICE) [2] have parallel single-track 
sections; a cross section is provided approximately every 50 
km. Therefore, even if one of the tracks is closed, bidirectional 
operation can be performed on other tracks. 

When performing two-way operation on some sections of 
a parallel single-track line, it is usually necessary to adjust the 
normal train operation timetable (hereafter, simply referred to 
as the original timetable). During this time, if the delay of each 
train increases due to changes in the travel time, it disturbs 
passengers, respectively as well as rolling stock schedule and 
crew schedule. Therefore, it is desirable that the travel time 
adjustment, when performing bidirectional operation, is 
planned well to minimize the delay. 

Since track closure has significant impact on train 
operation, several studies for managing or planning a 
timetable during track closure have been carried out to date 

[3]-[9]. For example, [8] proposed the methodology to plan 
timetables in consideration of passenger services during track 
closure and [9] proposed the methodology to plan 
simultaneously the period of track closure and traffic flow. In 
these studies, it is acceptable to cancel train services during 
track closure. However, in practice, it may be required not to 
cancel train service and to plan a timetable sustaining the 
capacity in the original timetable during track closure. In this 
study, we propose a mathematical model for planning train 
timetable when performing bidirectional operation due to 
track closure to minimize total delay of each train without 
cancelling train services. We carry out simulations to verify 
the usefulness of the proposed mathematical model. 

This paper is organized as follows. Section Ⅱ explains the 
problem definition of train timetable planning during track 
closure. Section Ⅲ presents a mathematical formulation for 
the problem. Section Ⅳ provide simulation results for several 
track closure periods. We conclude the paper in Section Ⅴ. 

II. TRAIN TIMETABLE PLANNING DURING TRACK 

CLOSURE 

This section describes a problem definition of a train 
scheduling problem during track closure. 

A. Bidirectional Operation on a Parallel Single-track 

Section 

In parallel single-track sections capable of bidirectional 
operation, normal operation is carried out on two independent 
train routes with trains having different traveling directions. 
However, when a certain section of one route is closed, trains 
of that route are moved to the other route via a crossing line 
just before the closed section; they travel on that route and 
move to their original route via a crossing line at the end of 
the track closure. That is, when a certain section of one route 
is closed, two-way operation on the other route should be 
planned. Figure 1 shows an example of two independent 

Figure 1. Train paths on a parallel single-track section 

Train path 1 

Train path 2 

P1 P2 

Q1 Q2 

Connecting line 
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routes on a parallel single-track section, showing route 1 from 
left to right and route 2 from right to left in the case of normal 
operation. Further, P1 and P2 indicate the connection points of 
a crossing line on route 1, and Q1 and Q2 the connection points 
of a crossing line on route 2. Figure 2 is an example of a case 
where a track section between point P1 and point P2 is closed 
due to maintenance work; bidirectional operation between 
point Q1 and point Q2 is also shown as route 1 in Figure 1, 
which is then changed to route 3 in Figure 2 (trains on route 3 
travel in the order P1  Q2  Q1  P2).  

It is impossible for two trains with different traveling 
directions to simultaneously travel on a section on which 
bidirectional operation can be performed (hereafter, simply 
referred to as a bidirectional section). In other words, trains 
with the same travelling direction can continue running on a 
bidirectional section; however, if two trains with different 
traveling directions travel on a bidirectional section, train on 
one route needs to wait for the train on the other route to pass. 
Therefore, it is necessary for the train timetable on a 
bidirectional section to be planned by considering the trains 
with different traveling directions. 

B. Train Scheduling Problem During Track Closure 

There is a concern that passenger dissatisfaction will 
increase due to an increase in the congestion rate of trains due 
to longer operation intervals if trains are cancelled when 
performing a bidirectional operation. In addition, if the order 
of trains is changed, it will interfere with the vehicle operation 
schedule and the crew schedule. Moreover, if the operation 
time of each train is advanced, passengers may not be able to 
get on the scheduled trains. Therefore, the following 
assumptions with respect to a train schedule are made when 
bidirectional operation is performed due to track closure. 

1. Trains will not be canceled. 

2. The train operation sequence will be maintained as per the 
original timetable. 

3. The operation time of each train will be the same as or later 
than the original timetable. 
 
Further, the following assumptions are made with respect 

to track closure section and period (start time to end time of 
track closure). 

 
4. Only one track is closed on a certain section. 

5. The track closure section is between the crossing that is 
before the section closed for maintenance and the next 
crossing (section between points P1 and P2 in Figure 2). 

6. A train will not be in the track closure section during the 
track closure period. 

From assumption 6, for a route with a closed track section, 
a train traveling on the track closure section during the track 
closure period will be moved to the other track in the 
bidirectional section. Then, the following assumptions are 
made for routes 1, 2, and 3 in Figures 1 and 2. 

7. Trains traveling on the track closure section on route 1 
during the track closure period as per the original timetable 
travel on route 3 until the track closure ends and on route 
1 after the track closure ends. 

8. Trains traveling on the track closure section on route 2 
during the track closure period as per the original timetable 
always travel on the same route. 

Moreover, to smoothing the delay time from the original 
timetable of each train, it is necessary to plan such that the 
delay of each train is within a certain limit. Then, the 
following assumption is made. 

9. The delay time of each train has an upper limit. 

The problem to be addressed in this study is to plan the 
train timetable when performing bidirectional operation 
during track closure to minimize the total delay of each train 
under the above conditions. For this, the following times, 
shown in Figure 2, need to be planned. 

 The time when trains traveling on the track closure section 
on route 1 during the track closure period as per the 
original timetable pass point P1 

 The time when trains traveling on the track closure section 
on route 2 during the track closure period as per the 
original timetable pass point Q1 

As described above, the timetable of the bidirectional 
section must be planned considering train schedules of routes 
with different directions simultaneously. On the contrary, a 
train timetable, not on a bidirectional section, can 
independently adjust train schedules of one-directional routes. 
Therefore, we assume that, after planning a train schedule for 
a bidirectional section, the timetable for other sections can be 
adjusted for each route for synchronization. In the following, 
we also assume that the track closure section and track closure 
period are given. 

III. FORMULATION OF A TRAIN TIMETABLE PLANNING 

PROBLEM 

This section describes a mathematical formulation of a 
train timetable planning problem defined in Section Ⅱ. 

A. Terminology 

The following terms are defined with respect to Figures. 1 

and 2. For an original timetable of route 1, let  
be the set of all trains traveling on the track closure section 
(between points P1 and P2) during the track closure period. 

For an original timetable of route 2, let 

 be the set of all trains traveling on the bidirectional 
section (between points Q1 and Q2) during the track closure 

Figure 2. Change of the route of train path 1 due to track maintenance 

resulting in track closure 

Train path 3 

Train path 2 

P1 P2 

Q1 Q2 

Bi-directional section 

Track maintenance section 
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period. We also let . Note that the operation 
sequence, according to the original timetable, of trains 

included in  and  is 12 and  + 1 + 

2, respectively. For example, the track closure 
period is assumed to be from 13:10 to 15:10 and the time 
required for trains on route 1 to travel on the track closure 
section and the time required for trains on route 2 to travel on 
the bidirectional section is 1 hour. In this case, if trains passing 
through point P1 at the following times exist in the original 
timetable of route 1, then trains passing point P1 at the times 

indicated by the solid underline are included in . 

11:30, 12:00, 12:30, 13:00, 13:30, 14:00, 14:30, 15:00, 
15:30, 16:00 

Moreover, if trains passing through point Q1 at the 
following times exist in the original timetable of route 2, then 
trains passing point Q1 at the times indicated by the dotted 

underline are included in . 

11:35, 12:05, 12:35, 13:05, 13:35, 14:05, 14:35, 15:05, 
15:35, 16:05 

It should be noted that trains passing through point P1 
(respectively, point Q1) before the start time of the track 

closure period are also included in  (respectively, ). 
In Section Ⅱ, when the track between points P1 and P2 of 

route 1 is closed, we set up a problem to determine the times 

for passing through point P1 for trains included in  and times 

for passing through point Q1 for trains included in  to 
minimize the total delay of all trains. In the following, we 
formulate this problem into a mathematical programming 
problem. Here, from assumptions 7 and 8 in Section Ⅱ, trains 

in  are scheduled to travel on route 3 until the end time of 
track closure and are scheduled to travel on route 1 after the 

end time of track closure. On the other hand, trains in  are 
always scheduled to travel on route 2. 

The following times defined below are assumed to be 
given. 

: The time required for train  to travel from point P1 

to point P2 on route 3 or for train  to travel from 

point Q1 to point Q2 of route 2 (traveling time) 

: The time required for switching the travel route from 

route 3 to route 2 for train  and from route 2 to 

route 3 for train  (route switching time) 

: The time interval from the time train   passes 

through point P1 to the time when the following train 

 passes through point P1 or from the time when 

train  passes through point Q2 to the time 

when the following train  passes through point 

Q2 (minimum headway) 

: The upper limit of the permissible delay time of train 

 (permissible delay time) 

Here, it is assumed that the times defined above are in 

minutes and are all non-zero. In addition, it is assumed that 

traveling time  is defined considering the speed regulation 

in a section including switches, reduced speed operation on a 

maintenance section, etc., and that minimum headway  is 

defined considering the running speed of each train, various 

restrictions on train operation, etc. 

In the original timetable of trains included in 𝐻, train 1 

passes through point P1 first, and train  passes through 

point Q1 first. If we let  be the first time when train 1 passes 

point P1 and the time when train  passes through point 

Q1 in the original timetable, we only need to take time  and 

later into consideration in our problem. Therefore, we define 

 as the set of times with one-minute intervals 

from  to the end time of the track closure. Here, the first 

element of  represents time  and the th element 

represents the end time of track closure. For example, if time 

 is 12:00 and the end time of the track closure is 15:00, then 

the elements 1, 2 and 3 of  will be 12:00, 12:01, and 12:02, 

respectively, and element  of  indicates the end time 

of track closure, i.e., 15:00. We also define the following. 

: The time in  when train  passes through point P1 

in the original timetable of route 1 or when train  

passes point Q1 in the original timetable of route 2. 

For example, if  is 12:00 and the time when train  

passes through point P1 in the original timetable is 13:10, then 

 

In the original timetable of trains included in , train  

passes through point P1 last and train  passes through 

point Q1 last. On the other hand, from assumption 9 in Section 

Ⅱ, the delay of train  must be less than or equal to . 

Therefore, if we let  (note that it is the time in ) to be the 

later time between  and , in addition to  

previously defined, we only need to take the time interval 

from  to  into consideration for our problem. However, 

depending on the problem, there exist cases where time  is 

earlier than time . Therefore, we also set 

max. Moreover, let  be 

the set of times of one-minute intervals from time  to , 

and . 

B. Definition of the Train Scheduling Problem 

Let  be the set of direct products of the set of 

trains  and the set of times ; the subsets of  that restrict 

the set of train  to  and  are defined as follows. 

 

  

Furthermore, variable  is assigned to element  of 

. Variables   is 1 if the train  

passes through point P1 (Q1) at time  and is 0 otherwise. 

Here, the total number of variables  is . 

As mentioned previously, trains in the original timetable 

were assumed to not be canceled. Therefore, train  must 

be planned to pass through point P1 or point Q1 at any time 
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between 1 and . That is, variables  must satisfy the 

following. 

   (1) 

In addition, it was assumed that the operation time of each 

train must be the same as or later than the original operation 

time and that the delay of each train should not exceed the 

permissible delay. Therefore, train   must be planned to 

pass through point P1 or point Q1 at any time from  to 

. That is, let , variables  must 

satisfy the following. 

  (2) 

Furthermore, the train operation sequence is assumed to 

be maintained as per the original timetable. Therefore, all 

trains operated before train  must pass through 

point P1 before time  in order for train  to pass through 

point P1 at time . Similarly, all trains operated before train 

 must pass through point Q1 before time for 

train  to pass through point Q1 at time . Here, for the first 

train in  and first train  in , there is no need to 

consider the above constraints. Moreover, because only those 

trains can pass through point P1 or point Q1 at time 1, it is not 

necessary for trains passing through point P1 or point Q1 to 

consider the above constraints. Now, we define the subset of 

 obtained by subtracting the elements for the case  and 

the case  and the subset of  obtained by subtracting the 

elements for the case  and the case  as follows. 

 

 

Then, the constraint condition on the train operation 

sequence is expressed as follows. 

  

   

From the definition of  for any  in (3) 

and any  in (4), there exists  where  and 

where , respectively. Figure 3 shows an example 

in which , , and 

, and the element of row  and column  

represents variable . Note that the rows corresponding to 

 are omitted. In addition, the gray parts indicate variables 

 . In Figure 3, in the case in which train 3 passes 

point P1 at time 5 is when ; the variables surrounding 

the bold frame must satisfy  and 

. 

Next, we consider the headway between trains. From the 

definition of minimum headway , when train  

passes through point P1 at time , the following train 

 cannot pass through point P1 before time . 

Similarly, when train  passes through point Q1 

at time , the following train  cannot pass through 

point Q1 before time . Note that the last train  in  and 

the last train  in  are not included in the problem. We 

define a subset of 𝐴 where the elements in case of  and 

 are excluded as follows. 

  

Moreover, depending on time  and minimum headway , 

 may exceed the last time  in ; we introduce the 
following: 

 min

Then, the constraint conditions on the operation time 
interval are expressed as follows. In (5), from the definition of 

 and , there always exist  and  satisfying 

for an arbitrary . 

  (5) 

As mentioned above, trains with different traveling routes 
cannot travel on a bidirectional section at the same time. 

Therefore, in cases that train travels after train    

or that train  travels after train  on a bidirectional 

section, train  can travel on the bi-directional section only 

after a train  passes through the bidirectional section. Note 

that trains included in  and  travel on a bidirectional 

section until the track closure time ends. Thus, let  and  
be limited to the time until track closure ends, and set 

 and . The time required for train 

 to travel on a bidirectional section is  and the time 

required for switching the travel route after train  passes 

through the bidirectional section is . Therefore, if train 

 passes through point P1 at time , train  can 

pass through point Q1 only after time . Similarly, 

if train passes through point Q1 at time , train 

 can pass through point P1 only after time . 

Note that depending on traveling time  and route switching 

time ,  may exceed the last time  in ; we 
introduce the following: 

 min

On the other hand, from assumption 7 in Section Ⅱ, trains 

included in  travel on original route 1 as soon as the track 

closure ends. Therefore, when train  travels on the 
bidirectional section, we need to consider the constraint 

conditions for train  mentioned above until time  when 
the track closure ends; we do not need to consider it after time 

. Here, we introduce the following. Figure 3. Constraints on train operation sequences 
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 min 

Then, the constraint conditions for preventing the trains 

included in  and  from simultaneously traveling on the 
bidirectional section are expressed as follows. 

  (6) 

  (7) 

From , there always exist  where 

 for any  in (6), and  where 

 for any  in (7). Figure 4 shows an 

example in which  is added to Figure 3. If we set 

 when  and  in Figure 4, equation (6) shows 
that all shaded variables must be set to 0. That is, when train 
2 passes through point P1 at time 3, it indicates that trains 

included in  cannot pass through point Q1 from time 3 to 6. 

In addition, if we set  when  and  in Figure 
4, equation (7) shows that the gray variables must be set to 0. 

Here, because the trains included in  can travel on original 
route 1 as soon as the track closure ends, the constraint 
conditions given by (7) are not imposed for the black variables. 

Based on this, the problem defined in this section is 
formulated into the following mathematical programming 
problem (P). 

(P) Minimize   (8) 

 Subject to: Equations (1) - (7) 

  (9) 

In this problem (P), equation (8) is the objective function 
to minimize the sum of the delay of each train. Equation (9) is 
the binary condition of the decision variable. Here, the 
problem to minimize the maximum delay of each train, not the 
total delay time of each train, can be formulated as the 
following mathematical programming problem (Q) by 

introducing the variable . 

(Q) Minimize    

 Subject to: Equations (1) - (7), (9) 

  (10) 

For the problem (P), there may not exist any feasible 
solution. However, the absence of a feasible solution shows 

that it is impossible to adjust the original timetable under the 
given parameter settings. In other words, in this case, it shows 
that measures such as extending the permissible delay time, 
shortening the minimum headway, or changing the period 
track closure are necessary. For train operation during track 
closure, it is also important to determine whether a feasible 
solution exists for the problem (P) for a given parameter 
setting. On the other hand, recent mathematical programming 
software are becoming faster every year. It is possible to 
determine the existence of a feasible solution and the 
calculation of an optimal solution for the problem with actual 
scale of parameters in relatively short time. Therefore, it is 
possible to use mathematical programming software such as 
Gurobi or MATLAB to determine the existence of a feasible 
solution and the calculation of an optimal solution for 
problems (P) and (Q). 

IV. SIMULATIONS 

In this section, we describe the results of a simulation 
executed to examine the variation in total delay time when the 
track closure period are 3 hours, 6 hours and 9 hours. In the 
simulations to be described, we set the parameters as follows. 

 The unit time is one minute. 

 Trains on the route 1 pass point P1 at the time 7:31, 8:01, 
9:01, 9:31, 10:31, 11:31, 12:31, 13:01, 13:31, 15:01, 15:31, 
16:31, 17:31, 18:31, 19:01, 19:31, 20:31, 21:31 as per the 
original timetable. 

 Trains on the route 2 pass point Q1 at the time 5:59, 7:20, 
8:14, 8:50, 9:43, 10:43, 11:50, 12:20, 12:43, 13:50, 14:41, 
15:50, 16:20, 16:50, 17:50, 18:20, 18:50, 19:20, 20:20 as 
per the original timetable. 

 We set the input parameters  
respectively. 

Table Ⅰ, Table Ⅱ and Table Ⅲ show the results of the track 
closure periods 3 hours, 6 hours and 9 hours, respectively. For 
Table Ⅰ, Table Ⅱ and Table Ⅲ to be presented later the 
following should be noted. 

 start is the start time of track closure. 

 end is the end time of track closure. 

 and  are the number of trains in  and , 
respectively. 

 is the number of elements in . 

 total is the optimal solution value of the problem (P). 

 ave is the average delay time defined by avetotal  

 time is the computational time to judge the existence of a 
feasible solution of the problem (P) or calculate the 
optimal solution of the problem (P). 

 We implemented simulations using Gurobi Optimizer 
8.1.0 on a personal computer having the following 
specification, Intel® Core™ i7-6700 CPU 3.40GHz, 
8.00GB RAM, running Windows 10 Pro. 

From Tables Ⅰ to Ⅲ, the average delay time for track 
closure period of 3 hours, 6 hours and 9 hours are respectively 
6.24s, 6.38s and 6.32s and there are not significant differences 
between those. In general, it is more economical for track 

Figure 4. Constraints on switching train paths 
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maintenance work to perform a few long-term work rather 
than many short-term work. Therefore, in the original 
timetable in this simulation, it is considered to be more 
economical to plan long-term work rather than short-term 
work. In this way, the mathematical model proposed in this 
paper can be used to find a cost-effective maintenance plan. 
Figure 5 shows the results calculated by the proposed 
mathematical model in the case track closure period 10:00-
16:00 in Table Ⅱ. In Figure 5, the vertical and horizontal axes 
means distance (or train position) and time, respectively,  

TABLE I.  SIMULATION RESULTS FOR TRACK CLOSURE 

PERIOD OF 3 HOURS 

start end    total ave time 

  6:00   9:00 3 1 120 21 5.25 0.21 

  7:00 10:00 4 3 177 45 6.43 1.13 

  8:00 11:00 4 3 184 42 6.00 1.28 

  9:00 12:00 4 4 184 59 7.38 1.70 

10:00 13:00 4 4 213 52 6.50 1.94 

11:00 14:00 4 3 158 52 7.43 1.05 

12:00 15:00 4 4 184 35 4.38 1.64 

13:00 16:00 4 4 184 36 4.50 1.72 

14:00 17:00 3 4 181 33 4.71 1.27 

15:00 18:00 4 3 184 51 7.29 1.30 

16:00 19:00 4 4 186 57 7.13 1.64 

17:00 20:00 4 4 154 60 7.50 1.40 

18:00 21:00 4 5 181 60 6.67 2.18 

 
TABLE II.  SIMULATION RESULTS FOR TRACK CLOSURE 

PERIOD OF 6 HOURS 

start end    total ave time 

  6:00 12:00 6 5 274 80 7.27 5.44 

  7:00 13:00 8 6 360 97 6.93 12.47 

  8:00 14:00 8 6 364 94 6.71 13.14 

  9:00 15:00 8 8 390 94 5.88 18.46 

10:00 16:00 7 8 367 88 5.87 15.67 

11:00 17:00 7 7 338 85 6.07 12.03 

12:00 18:00 7 7 338 86 6.14 12.00 

13:00 19:00 8 8 390 93 5.81 18.76 

14:00 20:00 8 7 361 93 6.20 15.27 

15:00 21:00 8 8 364 111 6.94 18.02 

 
TABLE III.  SIMULATION RESULTS FOR TRACK CLOSURE 

PERIOD OF 9 HOURS 

start end    total ave time 

  6:00 15:00 10 9 480 115 6.05 35.68 

  7:00 16:00 11 10 514 133 6.33 49.59 

  8:00 17:00 11 10 544 127 6.05 54.08 

  9:00 18:00 11 11 544 145 6.59 59.26 

10:00 19:00 11 12 573 145 6.30 69.41 

11:00 20:00 11 11 518 145 6.59 54.74 

12:00 21:00 11 12 518 146 6.35 61.77 

diagrams of trains included in  and  are respectively 
shown by solid lines and dotted lines and the points P1, P2, Q1 
and Q2 have the same meaning as in Figure 1 and Figure 2. 

V. CONCLUSION 

In this paper, we addressed the problem of how to adjust 
the original timetable for parallel single-track sections during 
track closure so as to minimize the sum of the delay of each 
train by formulating the task as a mathematical programming 
problem. Then, we verified the effectiveness of our method 
through simulations. However, there are still several problems 
that remain. For example, we need to construct a method to 
recover the delay caused by track closure after track closure 
ends. We also need to extend our method so that it can be used 
in the sections including multiple track closure sections. 
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Figure 5. Diagrams for the adjusted train timetable calculated by the proposed methodology 
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Abstract— The purpose of this study is to develop a system for 

efficient cost calculation of transportation processes among 

many processes of plant construction. The developed system is 

called P-TAIS, and the transportation process can be analyzed 

by module and vehicle information through the system. The 

analysis includes in-path curve analysis, slope analysis, 

obstacle analysis, path width analysis, and vehicle analysis. The 

analysis then calculates the overall cost of the transportation 

process. 
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I.  INTRODUCTION 

As complex processes are required to build a plant [1],[5], 
careful decisions are required for the construction, and the 
estimation of the total cost before construction is very 
important [2]. 

There are two known methods to construct a plant [3]. 
The first method is stick-build, where materials are 
transported to the site, and then fabricated to become a part 
of the plant. The second method is modular method, where 
sections of a plant are pre-made and transported to the site to 
later be assembled. There exist pros and cons of each 
construction method, depending on the requirements of each 
plant. When both methods are feasible, however, the 
modular method is usually more advantageous in terms of 
construction period and cost [4]. 

This research focuses on the transportation of plant 
module on land. Compared to the stick build method, 
modules getting larger and heavier in modular plant for 
optimized cost, their transportation on land can act a 
constraint at the scale of entire plant project. Therefore, this 
research aims to provide a web service for cost assessment 
and integrated management on land transportation required 
for plant projects. This service is named Plant-Transportation 
Analysis Information System(P-TAIS) [6]. 

Section 2 introduces the structure of the P-TAIS system 
and the role of each page. Section 3 introduces the five 
analyzes used in the P-TAIS system. The brief method of 

each analysis and the factors for cost analysis are explained. 
Section 4 describes the cost analysis method using the 
factors obtained through the analysis. Finally, a short 
summary of the overall system and future work to improve 
the shortcomings of this system are presented. 

II. THE P-TAIS SYSTEM 

P-TAIS aims to simplify this process and replace it with 
a web-based analysis. It allows freedom of access to 
information for all the members participating in a plant 
construction project. All of the information on past projects 
can be managed in an organized way through P-TAIS, and 
for the current ones P-TAIS can be used for real-time sharing 
of information. The client only needs a web browser to use 
P-TAIS, and no data is stored on client. 

A. P-TAIS Structure 

The schematics of P-TAIS is shown in Figure 1. To reach 
the analysis page on the land transportation of a module, the 
user is asked to create/manage project and the modules that 
the project belong. A module can be transported through 
Custom Path, which is entered by specifying waypoints in 
addition to the origin and destination. Furthermore, there is 
also a link to swept-path analysis in the analysis page. 

B. The Log-In Page 

First, the company that is going to use P-TAIS is given 
username and password after an agreement. Whether P-TAIS 
will be a paid service has not been decided yet. If a client 

Figure 1. P-TAIS page structure 
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requests a computing power more than we currently own, we 
can negotiate over the cost of setting up additional 
computing resources. 

C. The Projects Page 

To create a project, it requires for user to enter the name 
of the project and the area in which the land transportation 
will be carried on. Once the project area is set, the area will 
be used to display all the maps in the context of that project. 
The projects are sorted by the time of the last use, and the 
number of registered modules is noted. 

D. The Modules Page 

Each project needs the modules to be registered. On 
module creation, user assigns a number to the new module, 
defines the origin and destination, the weight, and the size of 
a module. Each module. At the moment when the origin and 
destination are both set, route(s), multiple if possible, are 
created by Google Maps API. 

E. The Custom Path Page 

In addition to the route generated on the module 
registration, users can create more routes by adding up to 8 
waypoints. This functionality can be used, for instance, to 
satisfy the requirement of passing through a gas station. 

F. The Trasporters Page 

Users can register means of transport that are available 
for the company. The types of those can be either of flatbed 
truck or of Self-Propelled Modular Transporter (SPMT). The 
list of the registered transporters is also available for viewing. 
The analysis page will later offer a recommendation on the 
best mode of transport among various configuration possible 
with the given transporters. Required information for each 
transporter are size, payload, Center of Gravity (CoG). 

III. ANALYSIS 

The analysis will result in a cost assessment for each of 
the route, based on the project, module, transporter 
information registered beforehand. The analysis will cover 
the following aspect of a particular route: curvature of the 
road, slope of the road, obstacles along the route, width of 
the road, transporter. 

A. Curvature of the Road 

First of all, Google Maps directions API provides the 
nodes consisting the route. Given this raw data, the curvature 
of the road is defined as the change in the direction of travel 
along the route at each node. The maximum of this value is 
calculated along the route. The analysis page contains a 
shortcut to start a swept-path analysis at this node of 
maximum curvature. 

B. Slope of the Road 

There is a limit to which SPMT can compensate for a 
slope of the road. Depending on the model, a SPMT can 
keep its payload level, on a surface sloped up to 6-7 degrees. 
Beyond this slope is where the payload is no longer secure. 
In this case, a further structural analysis should be carried out 

on the behavior of the module. The difference in elevation 
between the nodes divided by distance between the nodes, is 
equal to the slope of the road. 

C. Obstacles along the Route 

Obstacles on the route of a transportation can prevent the 
module from passing through. Obstacles along the route are 
detected automatically by object classification algorithm 
based on deep learning called YOLO v3 [7]. YOLOv3 is 
faster than other deep learning algorithms, reducing the time 
it takes to deal with classification of simple obstacles. Users 
have to upload a driving video along the route in analysis 
page, which is then processed to yield a result of type, 
position, height of the obstacles in the video. 

D. Width of the Road 

If the width of the road at a certain point along the route 
is wider than the width of the SPMT combination, either the 
road has to be widened or different route has to be 
considered. As mentioned above, the width of the road is an 
important factor, which can be analyzed using the Pix2Pix 
algorithm, which is widely used for satellite image analysis 
[8]. Pix2Pix deep learning algorithm processes satellite 
images to automatically count the number of pixels making 
up the road and it can be changed width of the road.  

E. Transporter 

SPMTs can move in a formation to carry a payload that is 
beyond the capabilities of individual SPMT. The analysis 
page contains the recommendation of the configuration of 
SPMTs, if more than one SPMTs are required. 

IV. RESULT 

Cost analysis is calculated for each module in the project. 
Figure 2 shows the overall structure of this. Total cost 
analysis can be largely calculated as the sum of three costs. 
The three costs are road maintenance costs, vehicle fuel costs 
and labor costs to run the project. 

First, road maintenance costs can be calculated from data 
from the following analysis. The maximum rotation angle 
region obtained through the Curvature of the road analysis 
has a great influence on whether a vehicle carrying a real 
module can pass, which is a factor in calculating the road 
maintenance cost. This is because a module large enough to 
require many vehicles needs to widen the road for large 
turning angles. In addition, in the case of a slope data area of 
6-7 degrees or more obtained from the slope of the road 
analysis, the slope repair of the road is required to move the 
module. Therefore, it acts as a factor of road maintenance 
cost calculation. In addition, depending on the number and 
type of obstacles present in the path, the actual vehicle must 
be removed in order to pass, which is another factor of the 
road maintenance cost. Lastly, if the road width is narrow, 
widening work is required, so the regional data obtained 
from road width analysis is also a factor of road maintenance 
cost. 

Secondly, the fuel cost of the vehicle influences the 
calculation by the number of SPMT vehicles used to move 
the module obtained from the transporter analysis, the fuel 
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cost and the total distance of the route the module is 
transported. 

Finally, labor costs can be calculated from the number of 
project participants and the project duration. However, since 
it does not yet provide an input for elements of project 
headcount and project period input, it is not currently used as 
a cost analysis result. 

V. CONCLUSION 

The P-TAIS system introduced in this paper is a system 
used for land transportation of modular plants, providing 
management of each project and module, and recommending 
and analyzing the route for transporting modules. This 
allows project managers to assess the possibility of 
transportation projects through P-TAIS, and analyze the 
costs required before contracting the plant project to ensure 
that the correct plant orders are achieved. 

The system is not yet perfect, so there are some things 
that need to be fixed. Especially in estimating costs, more 
analysis is needed. This needs to be closer to realistic cost 
calculation through much communication with the company. 
There is also a need to expand and update the analyzes to 
further refine these factors. 
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