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Abstract—The limited availability of a valid speech corpus is 

one of the major problems affecting the design of speech 

recognition acoustic models. As a matter of fact, large amounts 

of manually-transcribed data is necessary in order to build a 

valid acoustic model. Nevertheless, obtaining large datasets is 

generally both time- and resource- consuming as it requires a 

continuous supervision of the entire building process. Speech 

corpora can be used to generate an acoustic model, however a 

large part of these are not suitable or freely available. This 

paper aims at showing the use of audiobooks as databases for 

creating speech corpora. An automatic algorithm that 

processes audiobooks for building speech corpora is proposed. 

This method allows to replace traditional manual transcription 

of audio- recordings and to automatically obtain a phonetic 

dictionary. An Italian acoustic and linguistic model was 

generated as use-case to test the effectiveness of the proposed 

procedure. 

Keywords-Automatic Speech Recognition; Audio Databases; 

Audiobook; Speech processing. 

I.  INTRODUCTION 

Automatic Speech Recognition (ASR) maps an acoustic 

signal into a sequence of phonemes or words (discrete 

entities). A typical ASR process performs the decoding of 

input speech data by means of signal processing techniques 

and acoustic or language models. Acoustic models refer to 

the representation of acoustics and phonetics, while   

language models describe the words that are recognized by 

the ASR process. 

The complexity of natural language makes its use for 

human – computer interaction a difficult task to perform [1]. 

For example, a specific context may influence the 

generation of phonemes or speech signal can vary 

significantly according to speaker sex, style, speed and can 

be affected by noise. 

Speech recognition engines require statistical 

representation of each of the distinct sounds that makes up a 

word (Acoustic model). This model is created by a training 

process that compiles recordings and their transcriptions 

into a statistical representation of the sounds for each word. 

Therefore, large amounts of transcribed recordings are 

generally required.  

Obtaining these data is an expensive and time-

consuming task: several hours of recordings are necessary, 

recorded in a quiet environment and by different voices. 

Finding all these data with the relative transcription is not 

trivial.  

An alternative to build from scratch a database with 

audio recordings and manual transcriptions is the use of 

audiobooks.  

This paper is organized as follows: the prior works are 

described in Section II, Section III depicts the novel 

approach, Section IV the procedure of training acoustic 

models, Section V describes the algorithm developed to 

obtain the phonetic transcriptions, Section VI shows the 

results; finally, in Section VII, we draw conclusions and 

possible future works. 

II. RELATED WORK 

Different approaches are available to generate an audio 

corpora database to be used for creating an acoustic model: 

a first approach [2] that uses speakers with different age and 

gender for providing recordings related to a predefined text; 

a second approach that uses available audio sources (radio 

broadcast, news broadcasts) and the corresponding text 

transcriptions [3][4]. However, the first method is accurate 

but time- and resource-consuming, while the second one is 

easy to develop but it often provides incomplete results 

because most of its audio data sources have no 

corresponding accurate word transcriptions. 

For example, a complete commercial recording 

database of Italian language records already exists and is 

called APASCI [5]. This is an Italian speech database 

designed for researching on acoustic modeling. The process 

to create a database using these features from scratch 

requires much time.  

Another available solution is Voxforge [6], a free 

project that collects corpora of spoken speeches in several 

languages thanks to the collaboration of users who provide 

their voices. All audio files are available under the General 

Public License (GPL) and allow obtaining acoustic models 

for many speech recognition engines such as Carnegie 

Mellon University (CMU) Sphinx [7] and Hidden Markov 

Model Toolkit (HTK) [8]. Sphinx does not provide an 

Italian acoustic model, thus, it has to be created with a 

suitable audio database. Beside Voxforge, no Italian free 

audio databases, which work with the aforementioned 

engine, were created.   

1Copyright (c) IARIA, 2014.     ISBN:  978-1-61208-372-8
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At the time of writing this paper Voxforge contained 

about 11 hours of recordings for Italian language. Such a 

small amount of records does not allow to obtain a good 

acoustic model using Sphinx, because to create a new model 

50 hours of audio recordings of 200 different speakers are 

required [9]. So, the need of a specific audio database for 

creating an Italian language acoustic model with Sphinx has 

arisen. 

III. A NOVEL APPROACH 

As described above, the acoustic model is a building 

block of an ASR system and it can manage a specific 

language only if an acoustic model for that language is 

available. 

In this paper, a novel approach for creating an acoustic 

and linguistic model for Sphinx is described. It provides a 

method to obtain in a simple and fast way many transcribed 

recordings from audiobooks. Audiobooks are a valid and 

reliable source to create acoustic models because they are 

recorded in an echoic chamber by different voices and the 

text of the audiobook is available. Audiobooks are a good 

and free statistical basis in terms of cost / time, but the 

problem is that, in general, the training for creating an 

acoustic model requires small audio files in terms of 

duration (for example the optimal length for Sphinx is not 

less than 5 seconds and not more than 30 seconds [9]). 

Because audiobooks provides audio files that are too long 

for Sphinx, a method to split audiobooks and to associate to 

each part obtained the corresponding transcription is 

necessary. The tool HTK was used for this purpose. To 

solve the problem of the creation of acoustic models, we 

need to provide the Italian phonetic transcription of each 

word in audio files. An algorithm that creates phonetic 

transcriptions has been developed For the training of the 

Italian acoustic model we used SphinxTrain [9] (it is the 

tool used for the training of an acoustic model for Sphinx). 

This method can be applied for the creation of acoustic 

models in several languages. 

IV. TRAINING BY AUDIOBOOK 

Audiobooks are usually available like a single long 

audio file with the corresponding text transcription. For our 

research, we created an automatic method to develop a 

training set for SphinxTrain from audiobooks. So, this 

method splits a single audiobook in several little audio files 

with the corresponding text transcription.  

These audio files make the Audio Database required 

from sphinx to extract statistic from the speech. 

HTK toolkit [10] was used to split the audiobooks. HTK 

[11] requires a little acoustic model to perform the work 

described above. This acoustic model was developed by  

using VoxForge training through a set of collected 

transcribed speech corpora. During tests, VoxForge held a 

database with about 11 hours recording with related text 

transcriptions. Usually, an audio database with 11 hours of  

 

Figure. 1. Procedure of training 

recording is not enough to create an efficient acoustic 

model, but it was sufficient to use in our automatic split 

method through HTK.  

Our test shows that this database is a valid choice for our 

task. In fact, we use this first model to split the selected 

audiobooks because it allows to align the audio to its 

transcription. 

 Next, the phonetic transcriptions of the words must be 

provided: for this purpose, the algorithm described in 

Section 5 has been developed. Finally, audio recordings 

obtained by the split audiobooks and their phonetic 

transcriptions are input for SphinxTrain that produces an 

Italian acoustic model. Figure 1 shows the whole procedure. 

V. PHONETIC DICTIONARY GENERATION 

  The training function must be configured with the sound 

units, the corresponding transcriptions and the phonetic 

dictionary. It maps every word into a sequence of sound 

units (phonetic transcription). To derive the sequence of 

sound units, the phonetic transcriptions are associated with 

each word: 

 
  ABACO   a b a k o 

ABACHI a b a k I 

    

 

In the example above, the word ABACO is the Italian 

for “Abacus”, while ABACHI is its plural. At their right, we 

show their corresponding phonetic translation. 
Initially, it uses an existing dictionary that consists of a 

customized version of the Festival [12] lexicon (brackets 

and number were removed). It includes more than 440,000 

words, but it is not complete enough to perform the phonetic 

transcriptions of all the words present in the split audio files. 

Accents are important for Italian language because the 

meaning of the word may change based on their position. 
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So, an algorithm to derive the missing phonetic 

transcriptions is necessary. The developed algorithm is able 

to derive two different phonetic transcriptions. The input of 

the algorithm consists of a list of words not found in the 

Festival lexicon and for each word it performs the following 

steps: 

- [optional] an online search of the word in an Italian 

dictionary-database [13]: if the word is found in the 

dictionary the position of the accent is obtained. In fact, if 

the word is a lemma (or entry-word) missing in the phonetic 

dictionary, the algorithm generates the phonetic 

transcription with the correct accent.  This step is optional 

since calling the web service takes a considerable time. 

Furthermore, grandidizionari.it service does not contain all 

the necessary words, so: 

- If the accent was not obtained, the lemma from which the 

word is derived is looked up in the dictionary of Morph-IT! 

[14], that is a lexicon of inflected forms with their lemma 

and morphological features. Output of this module is a tuple 

composed by: 

 

1. Form  

2. Lemma  

3. Features 
 

- At this point, the substring with which the word ends is 

compared with a list of available desinences written 

according to the following format: 

vowel_or_consonant+desinence,category, 

part_of_speech,phonetical_transcription 

-vowel_or_consonant indicates if 

“desinence”  must be preceded by a vowel, a consonant, 

or both. This parameter is optional and can take 3 values: V 

(vowel), C (consonant), VC (vowel plus consonant). 

- desinence is the analyzed desinence, that is the string 

compared with the substring with which the word ends. The 

desinences have been obtained from [15]. For each 

desinence, its inflected versions are obtained by analyzing 

the category. 

- category is used to get the inflections of each 

desinence. A letter represents each category. There is a list 

of categories in which each category is associated with some 

characteristics. Each characteristic is written according to 

the following format: 

category: s1,1-pt1,1 > si1,1-pti1,1,…, si1,n-pti1,n; … ; 

sk,1-ptk,1 > sik,1-ptik,1,…, sik,n-ptik,n; 

(where s=substring, pt=phonetic transcription, i=inflected). 

 

In general, if a desinence belongs to a certain category 

and it ends in sk,1, to obtain the inflected form, sk,1 is removed 

from the desinence and it is replaced with sik,1, ptk,1 is 

removed from its phonetic transcription and it is replaced 

with ptik,1. This procedure is applied for all eventual n 

inflections.  

For example, consider the “D” category that is written 

as: 

 
D:gia-dZ i! a>gie-dZ i! e;cia-tS i! a>cie-tS i! e; 

 

Figure. 2. Algorithm for phonetic transcriptions, in gray the optional step 

This means that if a desinence belongs to the category 

D, if it ends in "-gia" and the correspondent phonetic 

transcription ends in "-dZ i! a", the inflected form is 

obtained by removing "-gia" and adding "-gie " in the 

desinence and by eliminating " dZ-i! a" and adding "-dZ i! 

e" in the phonetic transcription. 

There is also the "I" category for desinences that do 

not have inflected forms: I:; 

- part_of_speech indicates the part of speech and is 

used because some equal desinences endings have different 

accents emphasis depending on the part of speech. The used 

parts of speech are: V for verbs, N for nouns and adjectives, 

A for other; 

- phonetical_transcription is the phonetic transcription 

of the desinence. 

If no desinence has been identified and the word does 

not have an accent, a set of strings is created. This set 
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includes all possible inflected forms for the analyzed word. 

Transcriptions are created for each of these forms and the 

user can choose the correct one. The entire procedure is 

shown in Figure 2. 

For the Italian language, the Italian phonemes are used 

[16][17] with the following simplification: close-mid front 

unrounded vowels and open-mid front unrounded vowels 

are mapped as a single phoneme “e”. The same 

simplification is applied to the close-mid back rounded 

vowels and the open-mid back rounded vowels, mapped in a 

single phoneme “o”. 

The algorithm provides the phonetic transcription of a 

word both with accents and without (setting by the 

software), and the user can choose which version to take 

into account. The word to be phonetically transcribed is 

analyzed character by character. Optionally, the software 

cannot take into account the position of accent and therefore 

does not generate a phonetic transcription that includes the 

accent, skipping the entire branch "no" in Figure 2 of the 

first if statement (including grandidizionari.it service). 

VI. EXPERIMENTAL RESULTS 

  The goal of this test was not to validate the Sphinx 

acoustic model we developed for the Italian language, since 

no other models were available for comparison. Instead, the 

purpose of the test was to demonstrate that the approach 

based on audiobooks can deliver a valid acoustic model. We 

expect that increasing the size of the training set should 

provide higher performance.  

A first acoustic model with HTK has been created by 

using Italian VoxForge database. The splitting algorithm has 

been applied to the free audiobooks [18]. We obtained about 

34 hours of split recordings, 56% of them being spoken by 

female voices. Audiobooks were read by six different male 

voices and two different female voices. 

The automatic phonetic generation gave the same 

results of querying the “grandidizionari.it” web service. In 

addition, we obtained phonetic translation for words not 

provided by the online dictionary. 

Finally, a linguistic model was obtained using the 

transcriptions of audiobooks. To test the performance of the 

acoustic model two different speakers (a male and a female) 

pronounced a list of 40 words taken from the vocabulary of 

the linguistic model. Table 1 shows the results: 

TABLE I.  RESULTS 

  speaker 1 speaker 2 

(female) (male) 

recognized words % 70% 77.50% 

 

The acoustic model was trained with two female and 

six men voices. Although female voices are 56% compared 

to the total, the male voice is better recognized than the 

female one. The results show that the variety of voices 

affects the quality of the result [19]. In addition, we noted 

that audio recordings that did not match with corresponding 

words are recognized as very similar words from the 

phonetic point of view (for example, the word 

“velocemente” is recognized as “velatamente”). 

VII. CONCLUSIONS AND FUTURE WORK 

 

  This paper shows an automatic method to obtain 

recordings, transcriptions and phonetic transcriptions in 

order to create an acoustic and linguistic model. Our goal 

was to investigate the possibility of using a set of free 

audiobooks for generating a dataset as a complete database 

of ad hoc audio recordings. Then, an Italian acoustic model 

has been created by SphinxTrain, actually not available in 

[20]. Currently, the performed tests are based on 

approximately 30 hours of recordings.  

In order to obtain an enhanced Italian acoustic model, 

a selection of at least 50 hours of audiobooks recordings is 

required. The audiobooks recordings must be selected by 

different voices, ages, genders of the speaker or the topic of 

the audiobook. In total, about 200 different speakers are 

needed.  
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Abstract - Which is more viral, positive or negative electronic
word-of-mouth? Can you tell which of the following tweets will
spread more in Twitter: "saw the movie … last night, must see
it" or "saw the movie … last night, avoid at any cost"? This
study is about electronic Word-Of-Mouth spread as a factor of
its sentiment. Some theories support a negative bias, while
others support a positive bias. Some suggest that both biases
are possible, depending on the product type. This paper
presents the main theories, related studies and the results of
quantitative research based on movie related tweets containing
sentiment polarity. Due to the dual nature of Twitter, as mass
medium and social network, the research focuses on Twitter's
social sub network which contains ordinary users having a
small to medium number of followers. The main findings are
that tweets with positive sentiment polarity spread 15-20
percent more than tweets containing negative sentiment
polarity.

Keywords-Information flow; Information Dissemination;
Sentiment Analysis; electronic Word Of Mouth; Twitter.

I. INTRODUCTION

Word-of-mouth (WOM) is known to have a strong
influence on the user's purchase decision. In addition to
marketing aspects, message spread or virality is important
for intellectual, learning and political reasons. Several books
on this topic were recently published; amongst them are
"Going Viral" [1] and "Memes in Digital Culture" [2].

The recognition of the importance of WOM in the two-
step flow theory dates back to Lazarsfeld and Katz [3].
Electronic Word-Of-Mouth (eWOM) is an important
product-related message spreading mechanism. The
Internet-based WOM, eWOM, travels fast and can
potentially reach very large audiences. One of the most
salient Internet services today is Twitter. Twitter is a
powerful platform for spreading many kinds of messages,
including eWOM. Some eWOM messages carry a negative
sentiment polarity and others carry positive or neutral
polarity. Does message sentiment polarity influence the
extent of message spread? The old marketer's belief that
"bad is stronger than good" dominated the pre-Internet
WOM era. Is this negative bias still dominant in the Internet
social networks of today? Or is the spirit of Facebook's only
“Likes” and no “dislikes” catching in the eWOM
communication?

Looking at the question of eWOM spread and influence
as a function of the eWOM sentiment polarity, there are
several theories and evidence, elaborated in the next
sections, which provides support for both directions. Those
contradicting directions were the trigger for this study,
hoping to make a contribution to this open question.

The rest of the paper is structured as follows: In the

theoretical background, we present differing views by the

Negativity Bias and Product Moderator Theory, followed by

an overview of the data source, Twitter. In the related work

section, we discuss and summarize related work on this and

similar topics. We continue with presenting the research

hypotheses and the method followed by a discussion of the

finding. We finalize with conclusions and future work

section.

II. THEORY

Looking at the question of WOM spread and influence
as a function of the WOM sentiment polarity, several
theories and evidence provide support for both directions.
Some theories postulate that negative is more influential and
some claim that positive is more influential. Others state
that both directions are valid and the effect depends on the
type of the product. In principal, message dissemination
depends on two factors: the message value and the
messenger’s preference. The information value theories
presented here are (1) the negativity bias and (2) the product
moderator theory which distinguishes the bias according to
different product types.

A. Negativity bias

When examining the literature and theory related to the
WOM and sentiment polarity, there is strong evidence for
the negativity bias. Several articles [4][5][6] show evidence
in support of the WOM negativity bias for products and
services. They report that negative WOM is twice to 4 times
stronger than positive WOM. These sources fit the statement
"Bad is stronger than good", which is the title of an article
[7] . They state that "The greater power of bad events over
good ones is found in everyday events, major life events
(e.g., trauma), close relationship outcomes, social network
patterns, interpersonal interactions, and learning processes.
Bad emotions, bad parents, and bad feedback have more
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impact than good ones, and bad information is processed
more thoroughly than good". Cheung and Thadani [8]
provided a mapping of studies showing the prevalence of
the negativity bias over a broad range of areas from
information processing, memories, feedback, emotion,
marital status, WOM, impression formation, choice, value
and frames and customer satisfaction. Baumeister et al. [7]
present a social evolutionary argument that this cross-area
prevalent phenomenon shows that it is a human adaptive
mechanism. They postulate that "The relative strength of
bad over good is an adaptive response of the human
organism to its physical and social environment. In view of
how pervasive the relative strength of bad is, it seems
unlikely that this pattern is maladaptive". They explain why
it is more adaptive in the following manner -"bad events
signal a need for change, whereas good ones do not. If
satisfaction and pleasure were permanent, there might be
little incentive to continue seeking further benefits or
advances. The ephemeral nature of good feelings may
therefore stimulate progress (which is adaptive). If bad
feelings wore off, however, people might repeat their
mistakes, so genuine progress would best be served by
having the effects of bad events linger for a relatively long
time." More evidence and possible explanations to the
negativity bias is summarized in the work of Rozin and
Royzman [9].

Another argument in support of the negative bias is the
rarity argument. This argument claims that since negative
information is rarer, it is highly informative by definition. In
order to support the rarity argument, we first need to
describe and validate the positivity dominance in languages.
Rozin and Royzman [9] provide a summary of evidence
based on the work of Osgood [10], showing that positive
adjectives are used more frequently. They present a study
done on 17 languages, which validated the positivity bias.
Quantitative analysis studies by Blenn et al. [11] and Asur
and Huberman [12] observed that there are more positive
than negative tweets. The biased feedback features provided
by social networks platforms like Facebook's “Like” and
Google's “Plus One” contribute to the overall positive
polarity in social networks. Back to the rarity argument,
given the positivity bias in language, negative information is
rarer and therefore more informative.

The reliability argument: In many online systems, such
as recommender systems, the anonymity of the writer makes
the user suspicious as to the credibility of the information,
especially towards positive information. Lam et al. [13]
studied the credibility issue and gave the following
example: “consider a dishonest seller on eBay who wishes
to increase his feedback score. He could create a large
number of identities and use them to leave himself positive
feedback.” According to attribution theory [40], the reader
may attribute the positive information to the reviewer self-
serving or other non-product-related reasons, leading him to
discount positive information.

B. Product type moderator theory

Trying to settle the contradicting findings in different
studies, several studies postulated and provided evidence
that the effect is subject to the product type. Two
contemporary studies, of “hedonic vs. utilitarian” and
“promotion vs. prevention consumption” products, relate to
the same basic factor of product type. Zhang et al. [14] draw
on regulatory focus theory and propose that: "the
consumption goals that consumers associate with the
reviewed product moderate the effect of review valence on
persuasiveness". Higgins et al. [15] who phrased the
regulatory focus theory provide the following description of
their theory: "A promotion focus would involve a state of
eagerness to attain advancement and gains where as
prevention focus would involve a state of vigilance to assure
safety and non-losses".

Based on Attribution Theory, Sen and Lerman [16]
examined the usefulness of published consumer reviews for
the reader. They claim that: "trust that the reviewer’s
opinions are based on external (product, or other related
aspect) and not internal (subjective, or reviewer related)
reasons will determine the review’s usefulness to the
reader." Attribution theory examines whether the reader
attributes the reviewer’s opinions to product related
motivations, or believes that they are motivated by self-
serving or other non-product-related reasons. The authors
find that: "compared with the utilitarian case, readers of
negative hedonic product reviews are more likely to
attribute the negative opinions expressed, to the reviewer's
internal (or non-product related) reasons; and therefore are
less likely to find the negative reviews useful". Referring to
the previously mentioned study, hedonic products map to
product with promotion consumption goals and utilitarian
products map to products with prevention consumption
goal.

C. The Messenger’s preferences

Messages spread only if the messengers decide to pass
them. In WOM communication, the messengers have the
choice to pass the message or not. One factor on their pass-
or-not decision would be the message value, which was
discussed in the previous paragraph. Another important
factor is their subjective preference. In his seminal book,
"The Presentation of Self in Everyday Life", Goffman
writes about how people present themselves in a way they
want to be perceived by others. Berger and Milkman [17]
stated that “Consumers often share content for self-
presentation purposes [18] or to communicate identity, and
consequently positive content may be shared more because
it reflects positively on the sender. Most people would
prefer to be known as someone who shares upbeat stories or
makes others feel better rather than someone who shares
things that make people angry or upset”. People often relate
the message to the messenger. This is the perception in the
roots of the phrase "shooting the messenger". Relating this
theory to the question of eWOM dissemination in social
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networks, people will prefer to repeat positive eWOM in
order to present themselves in a positive way.

D. Theory summary

Message dissemination depends on the information
value and the messenger preference. Regarding the
information value, there are more theories and evidence in
support of a negative bias. The prevalence of the negativity
bias across many areas, the adaptive argument, the rarity
argument and the reliability issue associated mainly with
positive eWOM lead to the hypothesis that negative
messages spread more. On the other hand, the reliability is
less of an issue in Twitter because the follower knows who
sent the message. The regulatory focus theory, present the
moderator role of product type. It predicts a positive bias for
hedonic promotion consumption goal products. Since
movies are definitely a hedonic, promotion consumption
goal product it predicts that negative information will be
"discounted". Regarding the messenger preference, the need
to present oneself in a positive light contributes to a positive
bias.

E. The research framework

The research question is: Does the eWOM message
sentiment polarity influence the extent of message
dissemination?
We studied the dissemination of eWOM in Twitter as a
function of message sentiment polarity. This study
examined the spread of tweets via the retweet mechanism in
the movies domain. Hence, the presentation and discussion
of related work focus on studies which share one or more of
this research characteristic.

F. Twitter

Twitter is currently the most popular microblogging
service. Microblogging is a broadcast medium in the form
of blogging, which differs from typical blogging by its small
content length. Twitter enables its users to send text-based
posts called tweets to their followers. A tweet length is up to
140 characters. Users may subscribe to other users' tweets -
this is known as “following” and subscribers are known
as “followers”. Tweets are publicly visible by default.
Twitter carries hundreds of millions of tweets per day.
Like social network sites, profiles are connected through an
underlying articulated network, but these connections are
directed rather than undirected. The number of user’s
followers varies from zero to millions. Among the many
ordinary users which have up to hundreds of followers there
are some highly followed users. Those highly followed
celebrities, politicians, news channels, corporations and
others use this network as a mass medium communication
channel. Participants have different strategies for deciding
who they follow - some follow thousands, while others
follow few. Some follow only those that they know
personally, while others follow celebrities and strangers that

they find interesting. In the following section, we further
discuss if Twitter can be considered to be a social network.
Several social conventions were introduced and then
embraced by the service users’ community itself. The most
notable conventions are:

1. Reply: a way to reply to, or to mention another
user. Syntax: @user (e.g., @barackobama)

2. Hashtag: a way to indicate the message topic.
Syntax: #topic (e.g., #iranelections)

3. Retweet: forwarding others messages to your
followers. Syntax: RT @user (e.g., RT
@ladygaga). This spreading mechanism plays a
major role in this research method and in many
other studies and services. We elaborate on its role
when answering question 5 in the next section.

III. RELATED WORK

Related work covered in this section presents studies
which asked similar questions or methods. This review aims
to bridge theory, methods and their findings.
The related work is divided into the following research
questions:

1. From studies related to valence effect on product
eWOM: What is the effect of positive versus
negative product eWOM on message dissemination
and influence in Twitter and in recommender
systems?

2. Moving from product related information to the
neighboring non-product information
dissemination, several studies researched the
following question: What is the effect of positive
versus negative polarity on non-product related
message dissemination and influence in Twitter
and other media channels?

3. To show the practical relevance of this question,
several studies asked: Does eWOM polarity
influence product sales?

4. To validate the selection of Twitter as the data
source, several studies examined the question: Is
Twitter a social network?

5. Due to the key role of the retweet mechanism,
several studies explored the question: What are the
roles and characteristics of the retweet mechanism?

1. Spread and influence of positive and negative product
eWOM in Twitter and in recommender systems.

The question of dissemination and influence of messages
within online social network was explored from three
different angles: the nodes, the arcs, and the substance.

1. The networks' node angle is focusing on the people
and asking: who is influential?

2. The network structure angle examines the ties
(arcs) between people and exploring how the
networks structures affect the spreading.
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3. The content angle examines spread as a function of
the message content attributes, such as topic,
emotion and sentiment (this is this research angle)

Barbagallo et al. [19] studied tweets containing tourist
information about the city of Milan in Italy. They found that
negative posts are retweeted more. Sen et al. [16] researched
online reviews and found support for the negative bias. In
addition, they observed that: "in the case of hedonic
products however, readers were more likely to discount than
value the negative reviews. Readers found 72% of reviews
“not helpful” as compared to 28% being “helpful”".Jansen
et al. [20] Twitter-based eWOM research covered products
from several industries. They found that on average 50% of
the tweets were positive and 33% were critical of the
company or product. Zhang et al. [14] conducted an
experiment in which they measured the reaction to positive
and negative Amazon product reviews. The reviews covered
two types of products: a promotion consumption goal
product and a prevention consumption goal product. In
accordance with Attribution Theory, they found that: "For
products associated with promotion consumption goals,
consumers show a positivity bias, whereby they rate
positive reviews as more persuasive than negative ones.
Conversely, consumers show a negativity bias for products
associated with prevention consumption goals". In the
preventive consumption product, the experiment
participants were suspicious towards positive reviews. One
common perception is that some of those reviews might be
written by non subjective reviewers, such as the product
seller. On the other hand, negative reviews for promotion
consumption product were attributed to the reviewer’s
subjective perspective. With regard to Attribution Theory,
there is a difference between classic recommender systems
and Twitter. In recommender systems, the reader has no
information/acquaintance with the review writer. Therefore,
she derives the attributes from cues in the review content. In
Twitter, the reader is presumed to be familiar with the
person she is following who sent the tweet.

2. What is the effect of positive versus negative content on
non-product related message (e.g., news) dissemination
and influence in Twitter and other media types?

Several scholars examined the dissemination of non
product related content, such as news, articles and phatic
communication. Berger and Milkman [17] studied the
spread of NY Times articles by email. They found that the
spread is related to activation "Content that evokes either
positive (awe) or negative (anger or anxiety) emotions
characterized by activation (i.e., high arousal) is more viral.
Content that evokes deactivating emotion (sadness) is less
viral". Stefan and Dang-Xuan [21] studied German politics
related tweets and found that emotionally charged Twitter
messages (positive or negative) tend to be retweeted more
often and more quickly compared to neutral ones. Hansen et
al. [22] Twitter based research found that negative news and

positive phatic communication are more viral. They
proposed that "if you want to be cited: Sweet talk your
friends or serve bad news to the public". Somewhat
contradicting results were presented by Bakshy et al. [23] .
They found that tweets containing URLs linking to positive
stories where more dominant in the top retweeted list.
Thelwall et al. [24] studied tweets peaks around large
events. They observed that "popular events are normally
associated with increases in negative sentiment strength and
some evidence that peaks of interest in events have stronger
positive sentiment than the time before the peak". The rise
in both positive and negative sentiment is at the expense of
neutral tweets. Another interesting observation by this
research supports the writers subjectivity claim: "a
surprisingly small average change in sentiment associated
with popular events (typically 1% and only 6% for Tiger
Woods’ confessions) is consistent with events affording
posters opportunities to satisfy pre-existing personal goals
more often than eliciting instinctive reactions".

3. How does eWOM polarity influence sales?
The very practical question regarding the relation

between eWOM and sales was addressed by several studies.
Many of them chose to focus on the movies industry. Some
studies took the challenge of solving the eWOM and sales
chicken and egg question, using time series analysis. Some
studies aimed at finding sales predictions based on eWOM
characteristics, such as influencers, overall chatter and
message sentiment. Some of those studies are based on
recommender systems while others are Twitter based.
Liu et al. [25] found that positive Twitter WOM increases
movie sales while negative WOM decreases it. They divided
the tweets to pre-consumption (e.g., I want to watch the
movie) and post consumption (e.g., the movie was….).
They found that the strongest effect on movie sales comes
from pre-consumption tweets where the authors express
their intention to watch. Asur and Huberman [12] presented
evidence that although eWOM volume is the main predictor
for movie sale, sentiments extracted from Twitter can be
utilized to improve the forecasting power of social media.
Addressing the chicken and egg problem [26] conducted a
study based on reviews from recommender web sites. They
state that WOM is both a precursor to and an outcome of
retail sales and that WOM polarity significantly influences
the WOM volume. Those studies, showing the relation
between sentiment, WOM and sales provide ground for
tying the terms of influence and spread.

4. Is Twitter a social network?
Twitter's popularity, the buzz around it, the open nature

of its communication and the opportunity it provides for
computational social science research has made it a fertile
ground for scientific research. Twitter combines
characteristics of both mass media, broadcasting news and
advertisement and characteristics of social network with
relations and interaction between the users. The question of
the nature of Twitter and how its users perceive it has
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implications to this research and others which explore
phenomena within social networks.

The 2010 article "What is Twitter, a Social Network or a
News Media?" by Kwak et al. [27] addressed this basic
question by conducting a large scale quantitative analysis.
They showed that Twitter is not a classic social network: “In
its follower-following topology analysis I have found a non-
power-law follower distribution, a short effective diameter,
and low reciprocity, which all mark a deviation from known
characteristics of human social networks [28].Among
reciprocated users we observe some level of homophily”.
Huberman et al. [28] studied the interaction between users
on Twitter and came to the following conclusion: "most of
the links declared within Twitter were meaningless from an
interaction point of view. Thus the need to find the hidden
social network; the one that matters when trying to rely on
word of mouth to spread an idea, a belief, or a trend".

Other studies took a more qualitative approach. Gruzd et
al. [29] conducted a case study on Barry Wellman's twitter
followers and friends and stated: "there is a possibility that
Twitter can form the basis of interlinked personal
communities—and even of a sense of community. The
analysis of Barry’s Twitter network shows that it is a basis
for a real community, even though Twitter was not designed
to support the development of online communities". Boyd et
al. [30] examined tweets and retweets and found that
"Spreading tweets is not simply to get messages out to new
audiences, but also to validate and engage with others".
Marwick [31] conducted a research by tweeting questions to
Boyd's Twitter followers and analyzing their answers.
Among them was a question aimed at understanding to
whom are they tweeting. They found that some users
"imagined their audience as people they already knew,
conceptualizing Twitter as a social space where they could
communicate with pre-existing friends".

A comparison to another "quasi social" network may
shed some light on this question. Social questions and
answers sites, such as Yahoo! Answers also possess a dual
nature. Golbeck [32] showed that this service fully meets
the Golbeck's accessibility, relationship and support criteria
for a web-based social network. Furthermore, a study by
Rechavi and Rafaeli [33] showed that within this service
there are actually two interdependent networks, a social and
an informational network.

5. What are the roles and characteristics of the retweet
mechanism?

Twitters' retweet feature receives a lot of attention in
Twitter-based studies. Some studies provide descriptive data
concerning retweet probability. Some studies correlate it
against other characteristics, such as number of followers,
number of friends, tweeting rate, mentions, hashtags, urls,
etc. Other studies try to predict the retweet probability based
on the user and content characteristics. Besides its obvious
role in message spreading, several researchers claim that the
retweet is an important indicator of influence in Twitter.

In a world where endless amount of information is
flowing through social networks, competing for the user's
attention, the message sender has to overcome the basic
passivity of the message receiver. Based on retweets,
Romero et al. [34] propose an algorithm to determine the
influence and passivity of users based on their information
forwarding activity (retweets).They see the retweet as an
action performed by the retweeterer. Driving the user to take
an action indicates influence. Cha et al. [35] compared three
possible measures of influence, indegree, retweets and
mentions. They argue that: "it is more influential to have an
active audience who retweets or mentions the user. Retweets
are driven by the content value of a tweet, while mentions
are driven by the name value of the user.". Zaman et al. [36]
built a model for retweet probability based on the tweeterer
and the tweet content. Suh et al. [37] conducted a large scale
study of retweets and found that "URLs and hashtags have
strong relationships with retweetability. Amongst contextual
features, the number of followers and followees as well as
the age of the account seem to affect retweetability, while,
interestingly, the number of past tweets does not predict
retweetability of a user’s tweet".

Boyd et al. [30] studied retweeting as conversational
practice and claim that: "While retweeting can simply be
seen as the act of copying and rebroadcasting, the practice
contributes to a conversational ecology in which
conversations are composed of a public interplay of voices
that give rise to an emotional sense of shared conversational
context. For this reason, some of the most visible Twitter
participants retweet others and look to be retweeted. This
includes users of all kinds, but notably marketers, celebrities
and politicians". A research on celebrities influence in
Twitter [38] defined influence in the following manner: "the
ability to, through one's own behavior on Twitter, promote
activity and pass information to others". He found that
retweet-based influence is the most significant type of
influence.

A. Related work summary

Most product related WOM studies report a negative
bias. Some studies derive from the regulatory focus theory
and show the moderator role of the product type, leading to
a positive bias in hedonic promotion consumption goal
products. Studies on non-product content dissemination,
such as news, present contradicting results. Some studies
focus on the emotions the message arouses and the message
affordance. Several studies support the two ways
relationship between the movie's Tweets dissemination and
its box office success. Several studies pondered over the
nature of Twitter and found that it exhibits also social
network characteristics. Studies that focused on the role of
Twitter's retweet feature found that it plays an important
role in the social sub-network and that retweet is an
indicator of influence.

In light of the theory and related work, there were three
motivations for this research:
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1. The contradicting evidence from different studies.
2. The tension between theories supporting positive

versus negative bias.
3. Modest availability of evidence based on updated

high volume data collected from online social
networks.

In order to be consistent with the view of Twitter as a
social network, the focus of the research is on WOM flow
between ordinary users and not WOM originating from the
highly followed users.

Related studies show that this research stands on solid
ground when choosing Twitter as the data collection field,
examining the retweet dissemination and choosing to study
the movies domain.

IV. RESEARCH HYPOTHESES

Consistent with other researches which used movies and
other products tweets and the language positivity bias
previously described -
H1: There are more positive than negative tweets in
movie-related Twitter messages.
Following the theory and studies that show support for more
spread of positive polarity messages in hedonic, promotion
consumption goal -
H2: Positive polarity movie tweets will spread more, in
number of retweets and audience size, than negative
polarity movie tweets.

V. METHOD

The method is based on measuring the message
dissemination (the dependent variable) as a function of the
message sentiment polarity (the independent variable). The
basic categorical values in sentiment polarity are positive,
neutral and negative. The retweet mechanism drives
dissemination. The collected data contains tweets about
movies which came out between the end of 2011 and the
beginning of 2012. The focus was on new movies since they
were more tweeted about. The rationale of choosing movies
was discussed in the related work section. Due to the dual
nature of Twitter as mass medium and social network, the
research focuses on Twitter's social sub network which
contains ordinary users having medium number of
followers. The cutoff number below which we considered a
user to be an ordinary user was having 1000 followers. This
number was chosen due to its being the round number above
Dunbar's number for social group size and wanting to
address a significant portion of Twitter users. 70% of twitter
users have 50-1000 followers (Figure 4). The reason there is
a lower limit of 50 followers is that there was almost no
retweet activity for tweets sent by users with fewer than 50
followers.

A. Research process description

This section describes the research process and results,
discussing the rationale of the different steps, challenges and
results. The main steps were:

1. Data collection

2. Data cleaning

3. General tweets and retweets statistics

4. Followers analysis

5. Sentiment classification

6. Manual sentiment classification

7. Naïve Bayes classification endeavour

8. Study of tweets dissemination as a factor of the

sentiment

1) Data Collection
About half a million movie related tweets were collected

during 4 months using a service by a company called GNIP
[39] (see Figure 1). GNIP provides full access to tweets
which was not available directly from Twitter in the time
this data was collected.

Figure 1. Tweets collection architecture.

2) Data Cleaning
After the tweets collection step, where ~500,000 tweets

containing movie names were collected, the large data set
was analyzed using an application that we've developed for
this purpose, called Twitter Analyzer. The application main
features are presenting, sorting and filtering all tweet's and
user's fields. It also calculates and aggregates number of
retweets and exposure.

Manual inspection of the tweets using the Twitter
Analyzer indicated that many of the tweets do not contain
WOM content. The first step was cleaning the data set in
order to get a higher percentage of WOM content. The
cleaning process first step was removing several movies
related tweets which contained a large number of non WOM
content. The second step was using a white list for filtering
tweets which contained words indicating that the user had
seen the movie (was, were, went to, saw, have seen, had
seen, watched, is). After the cleaning process, the clean data
set contained 21,000 tweets. Eventually we verified that our
data set contained low level of spam in it (less than 3%).

3) General tweets and retweets statistics
For the second hypothesis, we're interested in the retweet

mechanism and followers count. The relative share of
retweets to the overall traffic is described in Table 1. It is
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based on the initial data set of 108,000 tweets. The data
shows that ~9% (7/78) of the tweets were retweeted and that
22% of the total number of tweets is due to retweets.

4) Followers
Analysis of the number of followers showed that the

distribution is according to a power law and 70% of the
users have 50 – 1000 followers (see Figure 2). The power
law distribution of number of followers is the reason that the
100 most retweeted tweets (~1%) are responsible for about
half the retweets in the data set.

TABLE I :MESSAGE TYPE DISTRIBUTION IN THE INITIAL DATASET.

Retweets 22%

Original tweets that were retweeted 7%

Tweets that were not retweeted 71%

Total 100%

Figure 2: Distribution of users according to the number of followers (log
2).

5) Sentiment Classification
The following categories were defined (*):
• Positive (e.g., "… WAS SOOOOOO GOOD!!!! ")
• Negative (e.g., "… is the first movie where i

actually fell off to sleep...#flop")
• Neutral (e.g., "Just saw … and now I think Im

Keke Palmer singing all these slow jams lmao")
(*) Two other categories were used to classify the tweets, "Not Relevant"
and "Before" (e.g., "going to see the movie"). Due to their relatively low
number, they were joined with the Neutral category in order to simplify the
analysis.

The following classification guidelines were set:
• In cases where the tweet contained both positive and

negative content (e.g., "the movie was too long but
interesting"), it was classified as neutral.

• The sentiment classification refers to the movie and not
to the general sentiment of the tweet. For example, the
following tweet: "had a great time with my friend but
the movie been boring" was classified as negative.

6) Manual classification
Two human coders classified 8,600 tweets according to

the categories described above. The 8,600 tweets were
sampled randomly from the clean data set and contained all
the messages that were retweeted and part of the messages

that were not retweeted. The human coders' inter-
classification-agreement rate was ~84% (7195/8600). Those
7195 classified tweets (Table 2) were used for the
dissemination analysis. This data set is called the classified
set. The main result of this stage is that the ratio between
negative and positive eWOM is 0.18 (7.3/40.4).

7) Naïve Bayes classification endeavour
Having a large tweets data set, our goal was to use the

manual classification to train a Naïve Bayes classifier. The
low percentage of negative tweets (~7%) led to a relatively
high classification error rate which made it unsuitable for
usage as a reliable classifier for the larger data set.
Unbalanced data sets are a known issue with naïve bayes
classifier.

8) Tweets dissemination as a factor of the sentiment
The overall ratio: The overall ratio between negative and

positive retweet count was 0.18 (table 3), which is the same
as the ratio between negative and positive tweets.
Ordinary users' retweet ratio: A closer examination of
retweets count for ordinary users (50 – 1000 followers)
showed that positive retweets are retweeted about 15% more
on average (Figure 3). Further, neutral tweets get retweeted
more times (Table 3) than both positive and negative tweets,
this is due to a lot of retweets of neutral tweets that were
tweeted by highly followed users.

TABLE II: MANUAL SENTIMENT CLASSIFICATION DISTRIBUTION RESULTS.

Retweets Negative Positive Neutral Total
Quantity 527 2907 3761 7195
Percent 7.3% 40.4% 52.3% 100%

TABLE III: SUM OF THE TIMES THE TWEETS GOT RETWEETED.
Retweets Negative Positive Neutral Total

Count(*) 173 976 5365 6514(**)
% 2.7% 15% 82.3% 100%

(*) After removing the highest record in every category
(**) Retweets from the classified data were counted from the large data set

Figure 3: Average number of the times a tweet was retweeted for ordinary
users.

TABLE IV: TOTAL EXPOSURE OF TWEETS.

Tweets Negative Positive Neutral Total
Count(*) 233349 1289641 4867790 6390780
% 3.6% 20% 76.4% 100%

Exposure ratio: Counting the number of users who received
the tweet, the negative/positive ratio for the total exposure
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was again 0.18 (3.6% / 20% in Table 4). Consistent with
the previous observation, neutral tweets get the highest
exposure.

Ordinary users' exposure ratio: A closer look at the
distribution of exposure count of users who received
(exposed to) the retweet showed a significant difference of
~15%-20% more positive tweets in the range of 100-600
exposure level (Figure 4).

Figure 4: Retweet exposure distribution in the 100-600 exposure range.

9) Dissemination as a factor of sentiment - results summary
The negative/positive ratio of ~0.18 was consistent over

the full classified tweet set. This ratio, showing positive
dominance over negative in the original tweets (Table 2) is
consistent with other studies, such as Blenn et al. [11] and
Asur and Huberman [12]. When focusing on ordinary users,
in the 100-1000 followers range, there is a positive bias:
positive tweets are retweeted more times (Figure 3) and
positive retweets exposure is higher (Figure 4).

B. Results summary

General characteristics and statistics of the retweet
mechanism: Retweets constitute 7% of all tweets, and
counting the repeats they amount to ~29%. The retweets are
power law distributed. Some tweets are retweeted in high
numbers, 1% of the tweets that were retweeted were
responsible for 50% of the total number of retweets.
Followers' distribution: 70% of the users have 50 to 1000
followers. This is the group that is referred to as ordinary
users in our analysis. There is a lower boundary of 50
followers below which there are almost no retweets.
Tweets dissemination:
• Full classified data set (7195 tweets):

• Positive tweets outnumber negative tweets by a
ratio of 5.5 (1 / 0.18).

• Neutral tweets are the most retweeted.
• Ordinary users subset (50 – 1000 followers) (4627

tweets):
• There was a positive bias of (15%-20%) in

dissemination measurements

1) Limitations
The generalization power of these findings is somewhat

limited due to the focus on one product type in a specific
network. Nevertheless, Twitter is a very big network and

movie related tweets are popular (see Asur and Huberman
[12]).

VI. DISCUSSION

Our findings support H1 by showing that there are five
times more positive than negative sentiment polarity tweets.
This is consistent with the language positivity bias. An
alternative explanation is that since the dataset contains
tweets about movies, most people enjoy the movie they see
and avoid going to movies which they will not like by
reading reviews and getting recommendations from friends.
Regarding the main hypothesis, this study provides support
for H2 which predicts that positive sentiment polarity tweets
spread more than negative tweets in the social sub-network
of Twitter. While the dissemination results of the full
classified set showed no preference to positive or negative
polarity, a closer look at the ordinary users showed a
positive bias of about 15%-20%. These results support the
regulatory focus theory and messenger preference, both
predicting a positive bias / negative discount, for promotion
consumption goal product, such as movies.

The limited explanatory of power of 15-20% suggests
that there are other significant factors that affect messages
dissemination, such as content, attributes, structure and user
characteristics. Some of them are described in the studies
referenced in this paper.

The justification of using Twitter as our data field relies
on the existence of a social sub-network for ordinary users.
Marwick [31] and Gruzd et al. [29] claimed that Twitter has
social network aspects in addition to mass medium
characteristics. We extricated the social sub-network by
restricting the analysis to ordinary users, those with 50-1000
followers. This is a novel approach, following Liu et al. [22]
who also split their Twitter users by follower count.
Empirically, there are two findings which support the dual
approach view. With a cutoff parameter of 600-1000
followers we found significant differences in sentiment
dissemination and in tweets length between the two groups.
A repeated finding shows high exposure and number of
retweets of neutral tweets. This can be explained in light of
the two sub networks approach. Most of the neutral tweets
are tweeted by highly followed users. Those highly followed
users are often channels of information.

VII. CONCLUSION AND FUTURE WORK

Positive tweets get the stage on the social sub network of
Twitter with the topic of movies. Furthermore, the positivity
bias hypothesis for hedonic promotion consumption goal
products received support in these data.

Future work: A complimentary focus on the same
question can study the results for eWOM spread on different
products. It may be interesting to compare a promotion
consumption goal product with a prevention consumption
goal one. Message dissemination of the same product
(movies) can be studied in other social networks and
compared to the results presented here.
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Abstract—Online systems that rely on their participants to 
provide oversight and governance face the challenge of 
assigning administrative rights to appropriate people in the 
community of users. This study examines how system tools in 
one such system, Wikipedia, support and constrain the social 
processes of administrative rights granting. Reporting on the 
results of a survey of community participants in the English 
Wikipedia “Request for Adminship” process, the study offers 
an analysis of system tools in support of a high-stakes social 
process. It discovers that the existing tools offering basic counts 
of user actions in the system are not generally perceived as 
valuable; instead, members of the community develop 
nuanced, individualized means of assessing administrative 
candidates. The study offers insights into the implications of 
tool design for self-governing online systems.  

Keywords—Wikipedia; administrators; management; 
collaboration;  system tools. 

I.  INTRODUCTION 

In self-governing, social contributor systems, community 
participants need processes and tools that are well integrated 
to support their administrative work. Whether the 
community is setting policy, disciplining those engaged in 
disruptive behavior, or selecting who among the community 
will have access to special system tools, integrated processes 
and tools are essential for facilitating sustainable, 
communally valued practices [1]. This integrated process-
tool complex serves as a kind of bedrock on which a 
relatively predictable set of recurring actions can occur. At 
the same time, because a social contributor system is a 
dynamic entity made up of an evolving set of people and 
embedded in a larger, changing social context, it must 
necessarily mutate to remain viable. This need for relative 
stability and openness to change presents a challenge for 
those who aspire to design viable, socially attractive 
contributor systems. 
    Wikipedia, one of the most widely hailed social 
contributor systems in the world, is a flagship effort of the 
Wikimedia movement. As a multi-language encyclopedia 
notable for its relevance to the representation of human 
knowledge, Wikipedia is also notable for its reliance on 
interested people to make it work—including such key 
contributions as writing its content, supplying images and 
sounds, ensuring editorial integrity, and adding functional 
code to improve the underlying system itself. This reliance 

on contributors further extends to the selection of individuals 
who will be granted access to administrative tools that enable 
and sustain the system. In Wikipedia, such individuals are 
designated as administrators, or admins. Wikipedia 
administrators have access to tools and features that help 
them execute their maintenance responsibilities, such as the 
ability to block user accounts, to restore deleted pages, and 
to hide page revisions from standard users. (For a 
comprehensive list of administrator tools and capabilities in 
Wikipedia, see details at [2].)    

A. The Administrator Promotion Process in Wikipedia 

Within Wikipedia, Requests for Adminship (RfA) are 
handled via a formalized process by which editors determine 
who will become administrators. All registered editors in the 
community can potentially be involved by nominating users 
whom they see fit for the administrator role. Subsequently, 
all registered editors can potentially comment on and render 
an opinion about nominees to help decide who is a suitable 
candidate for an administrator role. This open process is 
exposed to the community with all transactions appearing on 
a wiki page. Prior research about the viability of this 
community-driven process [3] has identified a degree of 
urgency in developing a better understanding of the 
administrator promotion process because of the system’s 
need for more administrative help.   

When participating in the RfA deliberation process, 
Wikipedia editors may use whatever means the community 
will allow to make their assessment. A resource available to 
them is a set of guidelines published on the wiki, which  
provides some sense of appropriate means for evaluating 
whether candidates are experienced, active, responsible, 
interactive, and can be trusted to uphold Wikipedia policies. 
These and other characteristics are listed in the Wikipedia 
Guide to RfA, which is available on the wiki at [4]. Further, 
for each case presented to the community for consideration, a 
set of nominee-relevant exploration tools is presented via 
links on the nomination page.  

The RfA guidelines and the tools presented to 
participants in the process—like many other aspects of 
Wikipedia—have largely emerged from the joint efforts of 
editors working together. The guidelines, consequently, do 
not stipulate official or mandatory requirements to becoming 
an administrator. Instead, the guidelines offer community-
derived general advice for nominees and nominators as well 
as a description of the nomination process. Likewise, the 
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nominee-specific tools presented with each RfA case are 
offered by members of the community invested in the 
process, but open to the involvement of others. Reflecting 
the priorities of those community members who have 
invested work in the process, both these guidelines and the 
nominee exploration tools embed a set of values. The 
guidelines and tools are tightly connected to characteristics 
and factors that RfA contributors hope to see (and hope not 
to see) in a candidate. This process of human defined values 
becoming embedded in system code is a phenomenon of 
interest to researchers in Science and Technology Studies 
generally, but within Wikipedia specifically, it has been 
studied by such researchers as [5].  

Our study advances this line of inquiry by investigating 
the relationships between the values embedded in the 
guidelines and tools and the actual work of editors 
participating in the RfA process. Through this investigation, 
we seek to discover the relationship between values in 
structural elements of the system (guidelines and tools) and 
the work that is conducted with and around them. Our work 
has potential value, then, for not only understanding a 
mechanism of self-governance in Wikipedia, but potentially 
also for understanding other systems that rely on their 
communities of users to develop community-governed 
policies to support collaborative action [6]. Researchers who 
are motivated to understand the dynamics of online elective 
processes like RfA [7], for example, would potentially 
benefit from our study. 

Prior work examining the RfA process within Wikipedia 
has addressed several concerns, most of which are indirectly 
related to the present study. For example, Burke and Kraut 
[8] propose models of behavior based on the outcome of 
nomination cases. Another study [9] employs social network 
analysis techniques to examine the effects of relationships 
among people on their decision patterns when participating 
in RfA. A third study [10] examines the editing histories of 
administrators and analyzes them in relationship to voting 
patterns in the RfA process. A final study [11] uses 
interviews to identify sensemaking practices of participants 
in the RfA process and to consider the design of a 
visualization tool to support such work. Our work 
complements these previous studies, examining the thoughts 
and experiences of RfA participants and connecting them to 
the general affordances of the tools readily available to 
support community deliberation about administrator 
candidates.  

In the paper that follows, we describe our means of 
understanding the social, tool-mediated process by which 
Wikipedians select community members to be elevated to 
administrative status (see Section II), examine the values that 
such members use to guide their opinions (see Section III), 
consider how the tools support such opinion development 
(see Section IV), and then, conclude with suggestions about 
designing for such contexts (see Section V). 

II. METHOD 

Our study employs survey and system analysis 
techniques to identify the relationship between community  
 

practices and values and the primary tools present in the 
context of RfA work. It is worth noting that our work 
focuses specifically on practices, values, and tools in the 
English Wikipedia, which is the largest instance of 
Wikipedia. Additional investigations of RfA in other 
language wikis (e.g., [10]) would be appropriate to determine 
if our results correspond to relationships and tool use in other 
language wikis.  

A. Design of the Survey 

We designed and offered an online survey of editors to 
study the RfA practices and values of active Wikipedians. 
Participants were solicited from within Wikipedia itself on 
pages and related forums on which editors involved in the 
RfA process were likely to notice the invitation (e.g., 
Wikipedia pages, such as the RfA talk page, the Village 
Pump Miscellaneous page, and various related Internet Relay 
Chat (IRC) channels). Additionally, Kudpung, a Wikipedia 
Online Ambassador and administrator, re-posted our 
invitation on the RfA Reform page within Wikipedia (see 
[12]), noting that WMF founder Jimbo Wales had recently 
expressed a firm desire to see more data driven contributions 
to proposals for RfA reform. 

The survey asked participants a mix of questions, 
including demographic characteristics, opinions about the 
process, frequency with which they used tools from the 
RfA toolbox, and what characteristics they value most when 
evaluating an administrator candidate.  

The survey was open for one month, during which 
61 Wikipedians responded.  

B. Data Analysis 

To analyze the responses of our participants, we 
considered the characteristics they identified as important in 
their consideration of RfA nominees and the tools present in 
the process that they reported using.  We then used their 
expressions about their deliberation practices to understand 
how they considered these characteristics and tools. 

 
1) Valued Characteristics 

Survey participants provided information about the 
characteristics they value in nominees in response to 
questions about (1) the normal evaluation practices, and (2) 
descriptions of what they look for when assessing a nominee. 
We then analyzed these responses to determine the 
frequency with which nominee characteristics were 
identified as valued. To categorize these responses, we used 
Wikipedia’s Guide to RfA to group characteristics users 
hope to see in a candidate. As shown in Table II, we created 
one subcategory that lists the exact characteristics described 
in Wikipedia’s Guide to the RfA, and one subcategory that 
lists additional characteristics participants mentioned in their 
responses that closely relate to those described in the guide. 
We made a count every time a participant mentioned one of 
the listed characteristics in their responses. In addition to 
these characteristics, we created a separate table (Table III) 
that lists characteristics participants collectively mentioned 
that do not relate to the categories in the guide to the RfA. 
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2) Tools 
We analyzed tools presented to RfA participants in the 

RfA toolbox (see Figure 1 for an example) to see if there 
were direct or indirect relationships between the 
functionalities of the tools and characteristics users would 
like to see in an administrator candidate. For every 
characteristic (presented later in Table IV), we determined if 
there are tools that could assist in researching if a candidate 
possesses such a characteristic.  
 

 
 
Figure 1. A set of tools presented to editors considering an RfA case. In this 
instance, the nominee is Go Phightins! An active version of this tool may be 

accessed here [13].  
 

In these automatically generated tool boxes, participants 
in the RfA process are presented with links to the candidate’s 
user page and user talk page, as well as links that yield basic 
data about the candidate’s prior system actions. These count 
links include a log of diffs committed by the editor over 
time, a count of edits over time, a list of instances in which 
the candidate’s account was blocked administratively, a 
count of the number of times the editor was involved in an 
arbitration process, and a count of the number of times the 
candidate’s account was flagged for investigation based on a 
request of another editor. Additionally, much of this type of 
data can be accessed via an “editing statistics” link to a talk 
page associated with the candidate’s nomination.     

III. RESULTS 

Our 61 participants included three types of Wikipedians: 
 

 31 registered editors 
 29 administrators 
 1 bureaucrat 

 
Registered editors include those users who have created 

an account within Wikipedia (as opposed to those who edit 
anonymously). Administrators are editors who have been 
selected to have elevated systems permissions. Bureaucrats 
are those with system permissions to add and remove 
administrators. At the time of the survey, there were 
approximately 22,100,000 registered editor accounts, 14,000 
administrators, and 35 bureaucrat accounts.  (For more detail 
about the overall population of Wikipedians and their unique 
roles in the work and maintenance of the system, see [14]). 

All participants in our survey expressed opinions about 
the RfA process, and nearly all were regular contributors to 
such deliberations (Table I). Among the survey participants, 
20% reported that they participated in nearly every RfA case. 

TABLE I. NUMBER OF RFA CASES THAT SURVEY PARTICIPANTS REPORT 
CONTRIBUTING TO ON A MONTHLY BASIS 

 

Not monthly 3 (~5%) 

Fewer than 2 RfAs per month 26 (~43%) 

Two or more RfAs per month 20 (~33%) 

Nearly every RfA 12 (~20%) 

 
Survey participants were asked an open question about 

what they looked for when they considered a nominee: “In a 
few sentences, please describe what characteristics of an RfA 
candidate are most important to you as you evaluate him or 
her and why.” Participants offered responses of varying 
lengths. All responses were analyzed to extract a list of 
characteristics, and all characteristics were included in the 
final list. This list was then transformed into a regular list of 
common characteristics and counts of occurrence, as 
indicated in Table II. Some of these categories matched the 
characteristics mentioned in the RfA Guidelines and others 
were identified as closely associated.  
 
TABLE II. GUIDELINE-BASED NOMINEE CHARACTERISTICS THAT SURVEY 

PARTICIPANTS REPORT AS IMPORTANT IN THEIR CONSIDERATIONS 
 

Editor 
characteristics 
identified in the 
Guide to RfA 

# of 
mentions 

Closely related 
characteristics 
mentioned by 
participants 

# of 
mentions 

strong edit history 22 has substantial 
contributions 

27 

observes consensus; 
follows policy 

22   

clean block log, 
good editing 
behavior 

16 no serious 
concerns about 
editing history 

4 

varied/diverse 
experience 

14 experience; breadth 
of interest, tenure 

8 

helpful, polite, 
evident in talk pages, 
interacts well 

13 civility, 
friendliness, 
patience, good 
attitude, work ethic 

26 

constructive use of 
edit summaries 

5   

trustworthy, reliable, 
uses admin rights 
carefully 

4 stand by decisions, 
sound judgment, 
admits mistakes 

10 

helps with chores; 
does admin work 

4 good use of tools; 
good work 

4 

high quality articles  3 good content  12 
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Beyond those characteristics that matched or were 
closely aligned with characteristics from the RfA guidelines, 
our participants also identified others (Table III). These 
unique responses include such things as the nominee having 
an insider perspective (e.g., being “clued” in) and personal 
histories of interaction (e.g., knowing something about the 
individual because we have encountered each other while 
editing).   
 

TABLE III. ADDITIONAL NOMINEE CHARACTERISTICS THAT SURVEY 
PARTICIPANTS IDENTIFIED AS IMPORTANT IN THEIR CONSIDERATIONS 

 

Unique Responses  # of Mentions 

maturity 15 

deals well with conflict 7 

knowledgeable, intelligent  9 

"clued" in / cluefulness  7 

Wikipedia-experienced, familiarity, 
length of experience  

7 

personal history of interaction / 
familiar with candidate's name  

8 

 
Given the characteristics identified by our survey 

participants, we then considered how closely they were 
aligned with the tools presented in RfA cases. As expected, 
some of the nominee characteristics that the community is 
encouraged to consider are discoverable in the toolbox (see 
Table IV). Notably, some of the characteristics are supported 
by multiple tools. For example, eight of the tools in the 
toolbox would allow an RfA participant to make an 
assessment about the strength of a nominee’s editing history. 
When considered in this framework, it became evident that 
the tools offered to the community are based on editor 
characteristics that are relatively simple and easy to represent 
as a count number. Notable then, too, is the fact that not all 
the suggested character attributes can be discovered with a 
tool. These characteristics are things that are not readily 
countable (e.g., trustworthiness and helpfulness). 
Additionally, none of the unique (non-guideline based) 
characteristics identified as important by our participants 
were discoverable via an offered tool.  

The lack of tool support for reasoning about a nominee’s 
characteristics, presented in a way that the community 
values, may indicate an opportunity for design enhancements 
to the RfA toolbox. Such opportunity, however, merits 
careful consideration. Additional input from our survey 
participants (discussed in the following section) offers a 
more complex picture of how tools are connected to the 
practices of RfA participants thinking through the 
characteristics they value and how an individual nominee 
exhibits those characteristics.   
 

TABLE IV. NOMINEE CHARACTERISTICS IDENTIFIED IN THE  
RFA GUIDELINES THAT ARE SUPPORTED BY TOOLS PRESENTED  

TO PARTICIPANTS IN THE DELIBERATIVE CONTEXT PAGE 
 

Guideline Characteristic # of Tools Supporting 

Strong edit history 8 

Constructive and frequent use of edit 
summaries 

3 

Has a clean block log, good editing 
behavior 

2 

User interaction (helpful, polite, 
evident in talk pages, interacts well) 

2 

Observes consensus (ensures 
neutrality and verifiability) knows 
and follows policy and guidelines 

1 

Varied/diverse experience 0 

Trustworthy, reliable, uses admin 
rights carefully 

0 

Helps with chores; participating in 
admin work 

0 

High quality of articles (articles 
featured, "good articles") 

0 

IV. DISCUSSION 

Wikipedians are invested in the process of selecting high-
quality administrators from their ranks. As the process is 
now realized in the community, many tools (e.g., guidelines, 
essays, link-based count logs) have been developed to 
support this work. As representative voices from the 
community, our survey participants provide a sense of the 
nuanced and largely invisible aspects of the process-tool 
complex involved. As one participant explains,  
 
“The reality is that adminship is oriented to communal trust 
and confidence, not percentages and numbers, and each 
user will have their own way to assess candidates' readiness 
for the role.” 

 
As expressed here, among all the participants, there is 

some disbelief that tools based on automated counts can 
represent all the qualities of interactions and edits that are 
worth consideration. The implicit implication of these 
comments is that humans must judge candidates based on 
their reading/sensemaking about candidate behavior. 

A. Patterns of Consideration Used  

Although we see evidence among participant responses 
that each user has “their own way” of thinking about 
nominees, we note that these ways can broadly be organized 
into two categories based on the intensity of consideration. 
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Some participants describe a “systematic” investigation 
approach to considering nominees. These people explore a 
wide range of participation examples by methodically 
looking through the places where the candidate has edited. 
These people also look systematically at the exchanges the 
candidate has had with others. They specifically consider the 
user’s page and corresponding user_talk page (the primary 
on-wiki spaces used for direct communication between two 
or more editors) and those pages' revision histories. These 
systematic users explore deeply and would seem to be 
spending considerable time in their exploration.  

Other survey participants describe a comparatively 
shallow form of exploration. These users make general 
comments pointing out that there are other users who are 
likely to do a deep exploration and that any glaring flaws 
would likely be found by those others. Thus, these shallow 
explorers feel that they only need to look at a small number 
of issues which they care about. In these cases, there is not 
one thing that they consider as a group, but in general they 
are not looking widely. They tend to mention using the RfA 
comments posted by previous participants in the deliberation 
to help make their determination, before looking at one or 
two other items to render their opinion.  

B. Considerations Beyond Those Represented in Tools 

Regardless of how intensely and by what means the 
survey participants considered nominees, factors they 
considered extended beyond those that could be explored 
through existing tools.  These factors were diverse, as 
suggested in the quotes that follow. 

 
1) Breadth of Knowledge 

Participants cared about how a nominee demonstrated 
potential for thinking broadly. All nominees are specialists in 
certain topical content areas and/or types of work within 
Wikipedia, but a good nominee needed to show potential 
beyond those areas of specialization. A participant explained 
they wanted to see a “breadth and depth of knowledge of 
policies and guidelines, not simply being able to regurgitate 
sentences from policy pages.” Another participant expanded 
on this idea: “For me, a user must be competent and well 
aware of things that are going on on the wiki, not only in the 
area in which they wish to work (although this is most 
important).” 

A third participant offered a slightly different take on this 
expectation for breadth of knowledge. In particular, this 
participant wanted nominees to demonstrate an appreciation 
for the diverse work of Wikipedians. Such an appreciation is 
deemed necessary because of the power that a confirmed 
nominee would hold upon becoming an administrator:  
 
“Candidates don't have to be prolific content contributors, 
but they must show that they know all the content basics and 
can work effectively with experienced content editors. The 
‘janitor’ metaphor is misleading: a janitor can’t tear up 
your homework and ban you from school, but an admin 
can.” 

2) Bravery 
Paired with this concern about desiring admins who 

appreciated a breadth of experiences was a desire to identify 
nominees who would not shrink away from the necessary 
hard decisions an administrator must perform. In short, the 
community values an administrator who will step up and do 
difficult things. As a survey participant explained, an ideal 
nominee is “not afraid to step on a few toes to do their job as 
an admin.” 

 
3) Social Adeptness 

A valued consideration among survey participants was 
the sociability of nominees. Sociability included many 
dimensions. For example, it is related to social trust: 
“Probably the main question I ask overall is ‘Can I trust the 
candidate?’” Sociability is also related to moderate behavior 
in the face of heated debate. A survey participant explains, 
“A calmness and maturity that means the editor is generally a 
moderating influence in contentious or heated circumstances. 
This does not just apply to editors who can become uncivil in 
conflict, but also those who are naive and lack tact and 
sensitivity.” For some survey participants, social adeptness 
was something that could best (and perhaps only) be judged 
by prior intimate interactions: “Generally I comment only on 
the RfAs of users I’ve interacted with, positively or 
negatively, and base my position on that.” 

 
4) Fitness as a Representative 

Finally, survey participants weighed how well a 
candidate would represent the overall community. A survey 
participant explained that when considering a nominee, they 
thought about “whether the candidate will be a good 
spokesperson; admins are on a pedestal to some degree; they 
have the illusion of authority. As such, they should represent 
the project well to new editors, etc.” Related to this, there 
was concern for finding good representatives of the diversity 
of the community: “For Wikipedia to be ‘the free 
encyclopedia that anyone can edit,’ all demographics should 
be welcomed.” 

V. CONCLUSION AND FUTURE WORK 

As this study demonstrates, the means by which users of 
a large contributor system engage in the difficult work of 
self-governance are complex [15]. To ensure that the best 
possible users are elevated to the status of administrators, 
people create and participate in an integrated tool-process set 
of activities through which they endeavor to discover 
administrator candidates who exhibit characteristics they 
value. As the operators of such a contributor system consider 
options to better support the work of the community, they 
would ideally consider such integrated tool-process 
activities.  

Design considerations for future versions of such systems 
should include a rich model of the socio-technical aspects of 
sustainable community-driven collaborative work. Our study 
offers some initial basis for thinking through such design 
work in the future.  
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Following the results of our survey, the design of the RfA 
experience could be modified to better align tools with the 
needs of the community. This redesign would include the 
expansion of the tool set to be more than a collection of basic 
counters. It would be desirable, for example, to offer tools 
that could be configured by users to represent more complex 
patterns of counts that correspond to the kinds of patterns 
that many RfA participants seek out. Such configurability is 
technically feasible, drawing on the techniques of end user 
configuration used in other social media sites. Beyond 
supporting configurations of basic counts, it would be 
possible to allow users to weight such counts, which 
addresses some of the nuanced judgments that survey 
participants reported as part of their typical RfA work. 

Beyond supporting more complex, configurable views of 
counts, a redesigned system might also include new 
measures of candidate behaviors that are not currently 
available. Our examination of how existing tools support 
valued administrator characteristics as expressed in the RfA 
Guidelines yielded a set of characteristics not explorable 
based on simple edit counts. With the development of more 
sophisticated data mining and interpretation techniques, 
however, it seems feasible that some insight into these 
valued characteristics might be possible. For example, it 
would not be too difficult to classify previous user 
contributions to expose how frequently a candidate has 
engaged in actions that the community values as “chores” or 
has conducted work that is perceived as high quality. 
Additionally, textual analysis software could be used to 
characterize how individuals participate on talk pages which 
could help others to understand the social adeptness of a 
candidate with whom they had not yet interacted. 

Drawing on the expressed needs of the community (both 
through this survey and beyond), it seems reasonable that the 
community of editors in Wikipedia could be better supported 
in the social discovery of valued administrators to conduct 
important and much needed work in the system. 
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