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SPACOMM 2015

Foreword

The Seventh International Conference on Advances in Satellite and Space Communications
(SPACOMM 2015), held between April 19th-24th, 2015 in Barcelona, Spain, continued a series of events
attempting to evaluate the state of the art in academia and industry on the satellite, radar, and
antennas based communications bringing together scientists and practitioners with challenging issues,
achievements, and lessons learnt.

Significant efforts have been allotted to design and deploy global navigation satellite
communications systems. Satellite navigation technologies, applications, and services still experience
challenges related to signal processing, security, performance, and accuracy. Theories and practices on
system-in-package RF design techniques, filters, passive circuits, microwaves, frequency handling,
radars, antennas, and radio communications and radio waves propagation have been implemented.
Services based on their use are now available, especially those for global positioning and navigation. For
example, it is critical to identify the location of targets or the direction of arrival of any signal for civilians
or on-purpose applications; smarts antennas and advanced active filters are playing a crucial role. Also
progress has been made for transmission strategies; multiantenna systems can be used to increase the
transmission speed without need for more bandwidth or power. Special techniques and strategies have
been developed and implemented in electronic warfare target location systems.

SPACOMM 2015 also featured the following Symposium:
- RESENS 2015: The International Symposium on Advances in Remote Sensing Technologies

and Computation

We take here the opportunity to warmly thank all the members of the SPACOMM 2015
Technical Program Committee, as well as the numerous reviewers. The creation of such a high quality
conference program would not have been possible without their involvement. We also kindly thank all
the authors who dedicated much of their time and efforts to contribute to SPACOMM 2015. We truly
believe that, thanks to all these efforts, the final conference program consisted of top quality
contributions.

Also, this event could not have been a reality without the support of many individuals,
organizations, and sponsors. We are grateful to the members of the SPACOMM 2015 organizing
committee for their help in handling the logistics and for their work to make this professional meeting a
success.

We hope that SPACOMM 2015 was a successful international forum for the exchange of ideas
and results between academia and industry and for the promotion of progress in the field of satellite
and space communications.

We hope Barcelona provided a pleasant environment during the conference and everyone
saved some time for exploring this beautiful city.

SPACOMM 2015 Advisory Committee:

Stelios Papaharalabos, ISARS/National Observatory of Athens, and Athens Information Technology (AIT),
Greece
Piotr Tyczka, Poznan University of Technology, Poland
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Michael Sauer, Corning Cable Systems, USA
Ling Pei, Finnish Geodetic Institute, Finland
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Abstract—Single-Carrier Frequency Division Multiple Access 

(SC-FDMA)  is a well suited waveform for satellite link thanks 

to its low Peak-to-Average Power Ratio (PAPR) level, compared 

to Orthogonal Frequency Division Multiple Access (OFDMA). 

Moreover, it allows a frequency access which is very attractive 
given the growing interest in integrated satellite-terrestrial 

system and dynamic use of the spectrum. The purpose of this 

article is to prove that doing frequency holes to enable the 

dynamic use of the spectrum don’t degrade so much waveform 

envelope fluctuations while enabling efficient transmission.  
 

Keywords— shared spectrum; integrated satellite terrestrial 

system; OFDM; SC-FDMA; (EW)-SC-FDMA; satellite payload 

impairments; carrier to intermodulation ratio. 

I. INTRODUCTION 

For spectral resource optimizat ion in a dynamic spectral 

resource sharing context, a waveform which seems to be 
promising for the satellite is the Single-Carrier Frequency 

Division Multiple Access (SC-FDMA). Its interest has 
already been demonstrated in the Digital Video Broadcasting 

(DVB) - Next  Generation broadcasting system to Handheld 
(NGH) [1] standardization process  in an S-band mobile  

system. This waveform is also recommended in an 
International Telecommunication Union (ITU) working group 

[5] for satellite International Mobile Telecommunications-

Advanced (IMT-advanced) systems. More recently, interest of 
this waveform raised in European Telecommunications 

Standards Institute - Satellite Communication and Navigation 
(ETSI-SCN) and DVB - Second Generation Satellite 

Extensions (S2x) standardization process applicable to higher 
frequency bands (Ku, Ka).  

Besides, the 5G Infrastructure Public-Private Partnership 

(5G PPP) consortium [6] targets for new systems a dynamic 
sharing of existing frequency bands (Cognitive Radio) and the 

emergence of integrated satellite terrestrial systems. 
Integration of satellite will allow delivering 5G services in 

areas of low population density and to ensure communications 
everywhere  in case of a disaster. 

Multi-carrier waveform is not the historical waveform 

used on satellites. But, as European Union is promoting 
through incoming 5G the integration of satellite and terrestrial 

components [6], paradigm is currently being modified. 
Indeed, to make easier spectrum scalability, satellite should be 

able to choose sub-bands it uses depending on existing 
terrestrial systems. Moreover, in the case of integrated 

systems specifically, to encourage mass market terminal 
deployment, terminal should be able to receive the satellite 

signal or terrestrial one with the same chipset. This 

emphasizes the need for satellite to use a multi-carrier 

granular access, as it is already the case in terrestrial systems. 
If Orthogonal Frequency Division Multiple Access (OFDMA) 

first appears as obvious solution, it should be mentioned that 
this waveform has a high crest factor, which does not allow 

optimizing the efficiency of satellite amplifiers. An 
intermediate solution is the use of SC-FDMA, keeping the 

granular access in frequency, but severely limiting the 

envelope fluctuations, it becomes even more  attractive to the 
satellite. This is why this waveform has been chosen here to 

address this problem.  
One example of such integrated system (the spectrum of 

the terrestrial and satellite components is managed by the 
same company) is given hereafter. It provides a service to 

nomadic or mobile devices. To optimize the spectrum use 

according to the traffic, the scheduler decides if a part of the 
band is allocated to either satellite component or terrestrial 

one, as it is depicted in Figure 1. 
 

In section II, description of the waveform enabling 
frequency holes is done. In section III, satellite payload 

impairments are discussed and then in section IV, 
methodology used to analyze results obtained is introduced.  

Finally, in section V, simulations results are presented, 

comparing OFDMA, SC-FDMA and Extended-and-Weighted 
SC-FDMA (EW-SC-FDMA) performances over non-linear 

channel, and considering frequency holes . 

II. SC-FDMA WAVEFORM MODELIZATION WITH 

FREQUENCY HOLES 

A. Basic SC-FDMA modeling 

Because there have been several studies on SC-FDMA 

waveform [3][4], modeling will not be strictly detailed. 
However, d ifferences with OFDMA transceiver architecture 

will be emphasized. General SC-FDMA transceiver is 
summarized in Figure 3, and is described hereafter. 

 
Firstly, interleaved and coded bits bn are mapped into 

symbols ci, i ∈ [0 … 𝑀 − 1]. Spreading operation, specific to 

SC-FDMA transmission, is then done by applying an M–
Discrete Fourier Transform (DFT) to the c i symbols to get Ck 

symbols, k ∈ [−
𝑀

2
…

𝑀

2
− 1]: 



𝐶𝑘 =  
1

√𝑀
∑ 𝑐𝑖 𝑒

−𝑗
2𝜋𝑘𝑖

𝑀𝑖=𝑀−1
𝑖=0 
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Figure 1.  Example of integrated system managing efficiently its spectrum. 

In case of Extended-and-Weighted SC-FDMA (EW-SC-
FDMA), as it can be seen in Figure 2, some of the edge Ck 

symbols are duplicated and put at the opposite side edge in the 
guard band. Main sizing parameter here is α, called the roll off 

factor. Extension process outputs M’, equals to (1+α)M, 

complex symbols Ck’ . Weighting process is finally applied 
over these subcarriers in order to have a square root raised 

cosine shaping [3]. It multip lies term by term HSRC(k’) with 

Ck’  to get Sk’ . Note that HSRC(k’), 𝑘′ ∈ [−
𝑀′

2
; +

𝑀′

2
− 1], is the 

frequency response of the square root raised cosine filter, 
given by: 

 
𝐻𝑆𝑅𝐶(𝑘′) = 

{

1,                                                              0 ≤ |𝑘′| <
(1−𝛼)

2
𝑀 

cos [
𝜋

2𝛼𝑀
(|𝑘′| −

(1−𝛼)

2
𝑀)],   

(1−𝛼)

2
𝑀 ≤ |𝑘′| <

(1+𝛼)

2
𝑀     (2)  

                              

 
Figure 2.  Extension and weighting process. 

 
Figure 3.  SC-FDMA transceiver architecture 

It can be pointed out that when α equals to 0, process is 

strictly equivalent to SC-FDMA process. Next, unused 

subcarriers in the guard band are filled by zero, exactly N - 

(1+α)M, to get a vector owning N complex symbols , Sk’’ . 

Note that to be compliant with OFDMA process, N should be 

a power of 2, that is not the case for M. Lastly, OFDMA 

modulation process can be done by applying a N-Inverse Fast 

Fourier Transform (IFFT) and inserting guard interval, 

getting baseband signal sn.  

For receiver considerations, the equalization should use a 

Minimum Mean Square Error (MMSE) frequency domain  

algorithm [3][4], working subcarrier by subcarrier. 

Furthermore, a slightly difference which can be observed 

with SC-FDMA receiver compared to OFDMA one, is the 

way to compute the Log Likelihood Ratio  (LLR) metrics at 

the demapping symbols step. Classic LLR formulat ion is 

reminded here: 

𝐿𝐿𝑅(𝑏𝑖
) = 𝑙𝑛

∑ 𝑒𝑥𝑝 (−
|𝐼−𝜌𝐼𝐼𝑥 |

2
+|𝑄−𝜌𝑄𝑄𝑥|

2

2𝜎²
)

𝑥 ∈ 𝐶𝑖
1

∑ 𝑒𝑥𝑝 (−
|𝐼−𝜌𝐼𝐼𝑥 |

2
+|𝑄−𝜌𝑄𝑄𝑥|

2

2𝜎²
)

𝑥 ∈ 𝐶𝑖
0



where x is a symbol of the Quadrature amplitude modulation 

(QAM) constellation,  𝑐𝑖
𝑗

 represents the symbols of the 

constellation carrying the bit b i when bi is  equal to j, I and Q 

are the in phase and quadrature components  of the received 

signal, I/Q is the fading on the I or Q component, 2²  is the 

Additive White Gaussian Noise (AWGN) variance, Ix and Qx 

denote the reference symbols of the QAM constellation. In 

SC-FDMA receiver, because of the despreading process, i.e., 
there is a M points Inverse-DFT between equalization and 

demapping process, it is assumed that I/Q  can be 
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approximated to the mean square of the frequency channel 

response of the corresponding OFDMA symbol over the 
active subcarriers Hc(k’): 

 

𝜌𝐼 /𝑄 ≈  
√∑ |𝐻𝐶(𝑘′ ).𝐻𝑆𝑅𝐶(𝑘′ )|²

𝑘′=
𝑀′
2

−1

𝑘′=−𝑀′/2

𝑀


B. Frequency holes insertion 

Frequency holes are inserted inside useful signal at  the 

spreading process level. In fact, spreading applies a L<M 

DFT over the incoming ci symbols before filling M-L other 

symbols with zero, as it is drawn in Figure 4.  

Some vocabulary is necessary to define where frequency 

hole is located. β is defined as the relat ive bandwidth 

occupied by frequency holes over maximum achievable 

useful bandwidth: 

 

                                   β = 
𝑀 −𝐿

𝑀
.                                      (5) 

 
Δ is the relative shift of the frequency hole center relatively  to 

the bandwidth center. To clarify these notations, an example  
is given in Figure 5. 

C. Interference model 

The interferer location is defined as it is done for the 

frequency holes, with β and Δ parameters. Generative model 
is quite simple: complex symbols are generated according to a 

normal law   𝒩 (0; 𝛽), supposing power of the useful signal as 

unitary power when occupying all possible subcarriers. 
Interference symbols are applied to subcarriers as if it was an 

OFDMA signal. When frequency holes are defined, 
interference is added exactly at the hole location. 

 

 
Figure 4.  SC-FDMA transceiver architecture enabling frequency holes 

 

Figure 5.  Position and size example of a frequency hole 

III. SATELLITE PAYLOAD IMPAIRMENTS 

In the literature, satellite  payload impairments models 
usually include three main origins: nonlinear amplifier, 

selective input filters and phase noise [2]. For the current 
work, it is assumed that only non-linearity effects are 

considered. Phase noise is not considered because it is well 
known that effect is very weak over a Quadrature Phase Shift 

Keying (QPSK) modulation combined with current stability 

specifications over satellite local oscillators. Input filters 
distortion may have an effect over the performances, but as 

the three studied waveforms (OFDMA, SC-FDMA, EW-SC-
FDMA) have a subcarrier equalization process, it can be 

predicted that the effect would be quite closed to each other, 
while not negligible. This is the reason why it was decided to 

focus on non-linearity effects only, knowing there are 

envelope fluctuations differences between waveforms. A 
typical un-linearized model is chosen, giving Output Back Off 

(OBO)  [dB] as a function of Input Back Off (IBO)  [dB], and 
giving phase slope Kp [degrees/dB] as a function of IBO: 

                        OBO = √𝑈 − √𝑈 + 𝑉. 𝐼𝐵𝑂²,                    (6) 

              𝐾𝑝 = {
0 𝑤ℎ𝑒𝑛  𝐼𝐵𝑂 𝜖 [−∞; −15 𝑑𝐵]

0.2 𝑤ℎ𝑒𝑛  𝐼𝐵𝑂 𝜖 ]−15 𝑑𝐵; −9 𝑑𝐵]

2 𝑤ℎ𝑒𝑛 𝐼𝐵𝑂 𝜖 ]−9 𝑑𝐵; +5 𝑑𝐵] 

,          (7) 

 
Where U=24.29 and V=1.28. Typical representation is given 

in Figure 6. 
Nonlinear conversion is applied to complex baseband 

signal as a look-up table, before entering to propagation 

channel process, as it is shown in Figure 7. 
 

 
Figure 6.  Non linearity conversion curve 

 
Figure 7.  Insertion of non-linearity conversion in the transceiver 
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Note that the output of the satellite non-linear block 

delivers unitary power. 

IV. COMPARAT IVE METHOD ANALYSIS 

We are about to compare different waveforms enabling 
creation of a frequency hole inside their spectrum. Here is 

proposed a method to compare waveforms, considering power 
loss, signal quality loss, and Carrier over Intermodulation 

ratio. Power loss is corresponding to OBO value, and signal 
quality loss equals to the performance gap considering non-

linearity sub-block or not. Total loss metric is then defined as: 

𝑇𝑜𝑡𝑎𝑙 𝑙𝑜𝑠𝑠 = 𝑠𝑖𝑔𝑛𝑎𝑙  𝑞𝑢𝑎𝑙𝑖𝑡𝑦  𝑙𝑜𝑠𝑠 + 𝑝𝑜𝑤𝑒𝑟 𝑙𝑜𝑠𝑠 

{
𝑝𝑜𝑤𝑒𝑟  𝑙𝑜𝑠𝑠 = |𝑂𝐵𝑂|

𝑠𝑖𝑔𝑛𝑎𝑙  𝑞𝑢𝑎𝑙𝑖𝑡𝑦  𝑙𝑜𝑠𝑠 =
𝐶′+𝐼𝑚

𝑁 𝐵𝐸𝑅 =10−5
− 

𝐶

𝑁𝐵𝐸𝑅 =10−5
,
     (10) 

Where 
C

NBER=10−5  is the required signal to noise ratio in dB 

with ideal amplifier response at bit error rate (BER) 10
-5

, and 

C′+Im

N BER=10−5  is the required amplified signal power (pure 

signal plus intermodulated part) to noise ratio in dB at bit 

error rate 10
-5

. Both metrics are given at the receiver input 

location. Assuming that Im has a Gaussian behavior, pure 

Signal over Intermodulation power ratio (
C′

Im
) can be derived 

(linear form): 

(
𝐶′

𝐼𝑚
) =

1+(𝐶′+𝐼𝑚
𝑁

)

𝐵𝐸𝑅=10−5

( 𝐶

𝑁
)

𝐵𝐸𝑅=10−5

−1
∗(𝐶′+𝐼𝑚

𝑁
)

𝐵𝐸𝑅=10−5

−1

−1

.                (11) 

 

Signal over Intermodulation power ratio is also an 

important criterion according to satellite operators, because it 

demonstrates the ability of the payload to work with any 

spectral efficiency. As a result, performances of the 

waveforms will be compared at equal (
C′

Im
) ratio. It shall be 

pointed out that for a same spectral efficiency,  (
C′

Im
)  is 

directly linked to signal quality loss  considering (10) and (11). 

Thus, judicious representation may be, for each waveform, 

required |OBO| to get BER = 10
-5

 vs  (
C′

Im
) representation. 

V. SIMULATIONS 

A. Parameters and simulation chain 

Simulations are performed by using a DVB-NGH like 

transceiver chain [1]. DVB-NGH specifications enable SC-

FDMA utilizat ion without extension and weighting 
functionality. Besides, frequency hole, interferences and on-

board nonlinear amplifier had to be considered as it is 
depicted in Figure 8. A significant importance should be given 

to the way signal over noise ratios are computed when dealing 
with frequency holes. As power at output of the amplifier is 

unitary in simulations, it was chosen to get noise power 

considering the maximum achievable band for useful signal, 

independently from the frequency hole width. This choice 
may  appear unsuitable for conventional multi-carrier receiver, 

which may be able to ignore the subcarriers carrying only 
noise. However, for results comparison, it enables to avoid 

any surboosting effect because of both frequency holes and 
unitary power: waveforms are compared at same ES/N0.  

Lastly, simulation parameters are summarized in Tab. I. 

B. Enveloppe fluctuations 

Because dealing with non-linearity effects, the study of 

envelope fluctuations for each waveform may help  to 

understand further results. This is why complementary 

cumulated distribution function for instantaneous power is  

given for each studied waveform in Figure 9. 

 
Figure 8.   Simulation Chain, including SC-FDMA, frequency hole, 

interference and non linearity functionalities 

TABLE I.  MAIN PARAMETERS FOR PERFORMED SIMULATIONS 

Parameter name  Value  

Satellite signal Bandwidth 15 MHz 

Sampling frequency 120/7  MHz 

Modulation and coding  QPSK ½ (real coder efficiency 4/9) 
LDPC + BCH encoder  

16200 bits codeword 
Max active subcarriers (M) 426 

OFDM FFT size (N) 512 

OFDM Guard interval 1/16 

Total OFDM symbol 
duration 

31.73 µs 

SC-FDMA α = 0 (SC-FDMA) or α = 5% (EW-SC-
FDMA) 

Frequency hole insertion Δ=0, β=33% when activated  

Interference insertion Δ=0, β=33% when activated 

Satellite RF model Typical Voltera model for un-
linearized TWTA when activated 

Propagation channel Ideal (AWGN) in this study  
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Figure 9.   Comparison of waveforms power fluctuation 

As it can be found in literature, SC-FDMA waveform 

performs better than OFDMA one. Using extension can help 

to better decrease fluctuations, but in this paper 5% roll off 

factor was chosen, that explains the small difference with 

SC-FDMA. However, one shall note that this comparison is 

considering waveforms without frequency holes insertion. 

C. Results without frequency holes 

As a reference, BER simulations have been performed 

according to the method described in chapter IV. For a wide 

range of C/Im, it  appears in Figure 10 that SC-FDMA like 

waveforms outperform OFDMA, gap increasing when C/Im is 

growing. These results emphasize the fact that when no 

interferer is present, SC-FDMA is a good choice to be 

compatible from terrestrial multi-carrier legacy and to enjoy 

efficient use of the satellite payloads. 

 

 

Figure 10.  Comparison of waveforms when no frequency holes are inserted 

and without interference 

D. Results with frequency holes 

Here, frequency hole was inserted with Δ=0 and  β=33%  

parameters. Especially for single carrier waveforms, inserting 

a such wide hole inside useful bandwidth may modify its 

fluctuations behavior. But, as it is depicted in Figure 11, 

single carrier waveforms performances are not so much 

degraded by the hole insertion, and remain quite competit ive 

compared to OFDMA, despite the large width of the hole. 

 

E. Results with interferences 

Interferences are inserted with Δ=0 and  β=33%  

parameter. I0, the power spectrum density of interferer is the 

same as C0, the power spectrum density of the signal. That 

leads to relatively weak level of interferers but with quite 

large bandwidth (1/3 of achievable useful bandwidth). With 

no real surprise, it  is first checked that inserting hole in any 

of the three waveforms results in a negligible degradation 

(see it in Figures 12, 13, and 14), because only secondary 

lobes of active useful subcarriers capture interferences when 

frequency hole is inserted.  

 

 

Figure 11.  Comparison of waveforms when  frequency holes are inserted 
and without interference 

 
Figure 12.  OFDM behaviour with weak interferent  
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Figure 13.  SC-FDMA behaviour with weak interferent  

 

Figure 14. EW-SC-FDMA behaviour with weak interferent  

Besides, no creating hole when interferer is present is 

showing quite degraded results, even if the interferer has a 

weak level. Reader shall point out that weak interferer was 

chosen to visualize the degradation on the same curve. But, 

from a system point of v iew, power spectrum density of a 

terrestrial interferer would be greater than satellite useful 

signal one, and would emphasize the need for such frequency 

hole in the waveform. 

VI. CONCLUSION 

At a time where, on one hand, historical satellite chipset 

manufacturers are working to enlarge their modulated 

carriers bandwidths to maximize the payload efficiency, and 

on the other hand there is a need to make easier spectrum 

scalability, a SC-FDMA based solution was introduced to 

address this issue. In this paper, it  has been shown that SC-

FDMA waveform fluctuations enable using payload in an 

efficient way, and that creating frequency hole do not 

degrade so much envelope fluctuations; SC-FDMA 

waveform remains in all cases relevant compared to 

OFDMA. Thus, using this waveform would take advantage 

of both frequency scalability and payload efficiency, while 

offering a solution at  physical layer level for dynamic 

spectral resource sharing systems.  

For further work, a study case with several powers  and 

bandwidths for the interferer should be done to better 

demonstrate the need for inserting frequency hole. Moreover, 

total achievable bit rate should be considered: by using the 

spectrum compression effect when creat ing frequency hole, 

spectral efficiency could be improved and may balance the 

lack of spectrum.  
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Abstract— Modern Earth observation satellites accommodate 
manifold combinations of Radio Frequency (RF) transmitters 
and receivers located at various positions on-board the 
satellite. To minimize the field strength generated by the Tx at 
the Rx position, one method is to shade the line of sight path by 
a metallic baffle leading to signal attenuation. This 
contribution shows the achievable attenuation in practical 
satellite design and compares the results obtained by field 
simulations to those obtained by a simplified model (knife-edge 
diffraction theory). Hereby, knife-edge theory has been 
expanded by inclusion of angle-dependent antenna gain. Due to 
the good agreement of the results, knife-edge theory can be 
used for first-order assessments and parameter studies. This 
approach minimizes the overall computation time and is 
currently used to optimize Radio Frequency Compatibility 
(RFC) on-board the future MetOp Second Generation 
(MetOp-SG) satellites.  

Keywords- Radio Frequency Compatibility; knife-edge 
diffraction; baffle attenuation; satellite performance. 

I.  INTRODUCTION  

The European MetOp meteorological satellites currenty 
in orbit will be replaced after 2020 by follow-on satellites 
with advanced instrumentation. The MetOp-SG will ensure 
observations until approximately 2040 [1]. 

After successful finalization of ESA Phase A/B1 study 
by Airbus Defence and Space, the company has been 
nominated by EUMETSAT / ESA as prime contractor for 
the provision of the space segment of MetOp-SG. For this 
purpose, two satellites (Satellite A and Satellite B) with 
different scientific instruments are currently developed. Each 
satellite houses a variety of transmitters (Tx) and instrument 
receivers (Rx) being sensitive in the RF frequency range. 
The purpose of the transmitters is to transmit data towards 
the Earth while ensuring that the instrument receivers are not 
distorted by the emissions. Although the on-board 
transmitters are designed to radiate towards the Earth, the 
field strength around the transmitters is not negligible 
potentially leading to interference seen by the on-board 
receivers [2]. Limiting this effect is key to proper 
performance of the receivers. Reduction of unintended 
interference power can be achieved by, e.g., sufficiently 
large distances among transmitters and receivers, 

optimization of antenna patterns and inclusion of additional 
baffles to generate a No-Line-of-Sight between Tx and Rx. 
Figure 1 shows a preliminary model of “Satellite A” together 
with the positions of an exemplary transmitter radiating in 
the X-Band towards the Earth, the Microwave Sounder 
(MWS) instrument receiver, a baffle and the Nadir direction 
(towards the Earth during flight).  

 

X-Band 
transmitter

MWS 
instrument

Sentinel-5
Instrument

Nadir
(towards
Earth)

Baffle

 
Figure 1.  Model of “Satellite A” being part of MetOp Second Generation: 

Exemplary transmitter and instrument receiver positions 

    This paper investigates the effect of the baffle on the field 
strength at the MWS. Hereby, section II presents two general 
approaches (field simulation and knife-edge diffraction 
theory) to determine the baffle attenuation. Section III shows 
an expansion of knife-edge diffraction theory by inclusion of 
angle-dependent antenna gain and compares the obtained 
results for the two approaches. Conclusions are given in 
section IV.   
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II. APPROACH TO DETERMINE BAFFLE 

INFLUENCE 

This section assumes a metallic baffle (e.g., wall) 
between a Tx and a victim Rx to limit undesired signals at 
the Rx position. The physics of electromagnetic wave 
propagation at RF frequencies is the reason for an undesired 
signal still present at the Rx position, albeit strongly 
attenuated: Signal paths originating from diffraction at the 
baffle can travel towards the Rx as a result of Huygen’s 
principle. In addition, further signal contributions may 
originate from reflections or scattering at objects in the 
vicinity of the Tx and Rx. The principle of this multipath 
propagation is visualized in Figure 2. Hereby, the shown 
diffracted path interacts with the baffle directly above the 
hypothetical Line of Sight path. In general, further diffracted 
paths are possible with interaction points along the top of the 
baffle.  

 
Figure 2.  Multipath propagation 

Since reflected and scattered paths can carry significant 
power levels, these contributions should be avoided by a 
proper design of the baffle (e.g., by an adequate height and 
an adequate length around the surrounding objects). In this 
case, the dominant contribution at Rx side only results from 
the diffraction at the baffle. Due to the physics of diffraction, 
the interfering signal decreases with steeper diffraction angle 
(e.g., increased baffle height) and frequency.  

The influence of a baffle on the received signal can be 
determined either by: 

• A simplified wave propagation model, e.g., theory 
of knife-edge diffraction. 

• 3D field simulations: A simulation tool solves the 
corresponding electromagnetic field equations and 
determines the received field strength at the Rx. 
This method implicitly takes into account 
diffraction, reflection and scattering. 

A. Analytical Approach by Knife-edge Diffraction 

      The scenario related to “knife-edge diffraction” is 
visualized in Figure 3: It assumes a “knife-edge” obstacle 
between Tx and Rx and shows the diffracted path between 
Tx and Rx. Hereby, the obstacle subdivides the distance 
between Tx and Rx into d1 and d2. Two cases are possible: 
In case 1, the upper edge of the obstacle appears at a height 
h > 0 w.r.t. the Line of Sight (LOS). This leads to a “No 

Line of Sight” (NLOS) scenario. In case 2, the upper edge 
of the obstacle appears at a height h < 0 w.r.t. LOS. This 
leads to a LOS scenario. 

Tx

Tx

Rx

Rx

h

d1 d2

Line of Sight line

Line of Sight line

h<0

h>0
Case 1: h>0
(No Line of Sight)

Case 2 h<0
(Line of Sight)

 
Figure 3.  Diffraction at a “knife-edge” for two cases: “No Line of Sight” 

and “Line of Sight” 

According to [3] and [6], the loss induced by the baffle 
(diffraction loss) is  
 

                      )(log20 10 vFLdB ⋅−=                          (1) 

 
with the Fresnel integral 

                    ∫
∞

−⋅+=
v

tj dte
j

vF 2/2

2

1
)( π                         (2) 

and  

                     







+⋅⋅=

21

112

dd
hv

λ
                           (3) 

where v is the Fresnel-Kirchhoff diffraction parameter and  
λ = c0 / f  is the wavelength of the considered signal. The 
resulting diffraction loss (“baffle attenuation”) as a function 
of v is plotted below for v = [-5 .. 5] as per [4]: 
 

 
Figure 4.  Diffraction loss of a “knife-edge” versus parameter v [4] 

The figure shows the level of the diffracted path in dB 
relative to freespace which is negative for v > - 0.7. Hereby, 
a level of “- x dB” corresponds to an attenuation of “x dB”. 
According to (3), v and h are proportional, hence,  
h > 0 (NLOS) is associated with v > 0, yielding a baffle 
attenuation of at least 6 dB (see graph).  

 
The above graph can be approximated, e.g.,  by the 

following piecewise function [5]: 
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Note that above equation is the good one compared to a  

sign error related to 1.27v²  in [5]. 
 
To quickly determine the “baffle attenuation”, the 

approach is to determine v by (3) and then to apply (4) for 
the obtained v. Example: For d1 = 1.5 m,  
d2 = 1.5 m and f = 8.2 GHz (X-Band), Figure 5 visualizes the 
“baffle attenuation” as a function of h. 
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Figure 5.  Diffraction loss of a “knife-edge” versus h assuming d1 = 1.5 m, 
d2 = 1.5 m and f = 8.2 GHz 

The result reveals that the attenuation is very sensitive to 
the height. This behavior is due to the small wavelength 
which is only 3.7 cm in the considered case.  

 
The other way around, the theory of knife-edge 

diffraction reveals that the baffle attenuation in X-Band 
frequency range can be improved significantly by only 
slightly increasing the baffle height. In practice, constraints 
on the height are given by the required field of views of the 
transmitters and instruments. 

 

B. Simulation based approach (CST field simulation) 

      An approach based on solving electromagnetic field 
equations has the following advantages: 

• Result available for any baffle geometry (not only 
for simple objects like a “knife-edge”) 

• All wave propagation phenomena implicitly taken 
into account (e.g., also reflection and scattering), 
not only diffraction as in the “knife-edge model” 

• Environment (surrounding structure) can be taken 
into account   

 
       A well suited approach for satellite engineering is to use 
the simulation software “Microwave Studio” from the 
company CST. This tool has, e.g., also been used by Airbus 
Defence and Space to assess EMC/RFC for MTG satellites.  
 

     To determine the baffle attenuation, a dipole antenna is 
placed at the transmitter position and oriented in a way that 
the radiation towards the receiver position is maximized. 
The electric field strength in dB(mV/m) at a victim receiver 
is first simulated without baffle (reference, including Line of 
Sight path) and then with baffle. In both cases, the 
surrounding satellite structure is taken into account. The 
difference of the electric field strength in dB(mV/m) 
corresponds to the baffle attenuation in dB. 
 
     To obtain the simulation results reported in this paper, 
the integral equal solver based on Multi Level Fast 
Multipole Method (MLFMM) has been used. MLFMM is a 
technique based on the same principles as the traditional 
“Method of Moments” (MoM), but applicable to models of 
significantly larger electrical size. Given the geometrical 
dimensions of typical Earth observation satellites, 
simulations at frequencies as high as (roughly) 30 GHz can 
be performed applying this numerical technique. Higher 
frequencies (smaller wavelengths) require a mesh size 
which results in increased memory demand and simulation 
time. Should the need arise to overcome that constraint for 
practical limitations (e.g., memory size), the satellite 
structure can be restricted to a representative volume 
encompassing the Tx and Rx positions. 

III.  COMPARISON OF FIELD SIMULATIONS W.R.T.  
KNIFE-EDGE THEORY 

     On Satellite A, the radiation of the X-Band transmitter 
towards the MWS instrument is reduced by a baffle.  
Figure 6 visualizes a part of the satellite structure including 
the phase center of the transmitter (modeled as a dipole) 
radiating at 8.2 GHz, the baffle as well as the MWS victim 
receiver. Hereby, two Rx positions (“Position 1”, “Position 
2”) are considered, where “Position 2” corresponds to the 
center of the MWS reflector plate. The figure also shows the 
position of the Sentinel-5 instrument. 
 

 
X-Band Tx (dipole)

MWS 
instrument

Position 1

Position 2

Sentinel-5
instrument

 
 

Figure 6.  Part of the structure of Satellite A (dipole Tx)  

     The figure also indicates the LOS directions between Tx 
and the two Rx positions. The electric field strengths are 
simulated with the CST software for two scenarios:  

• “without baffle” 
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• “with baffle”.  
 
Results are presented below: 

Position 1 Position 2

Position 1 Position 2

Without baffle

With baffle
 

Figure 7.  Simulated field strength at MWS assuming radiating  
dipole; f=8.2 GHz 

Observation: 
Position 1: The case “Without baffle” reveals a field 
strength of 90 ± 1 dBmV/m”. The case “With baffle” 
reveals 72 ± 1 dBmV/m. Hence, the difference is 18 dB. 
Position 2: The case “Without baffle” reveals a field 
strength of ≈ 77 dBmV/m”. The case “With baffle” reveals 
≈ 64 dBmV/m. Hence, the difference is 13 dB. 
 
      In a second step, the attenuation is estimated by 
applying the theory of knife-edge diffraction. As explained 
in the section on knife-edge theory, the baffle subdivides the 
theoretical LOS path into two distances (d1, d2) and a 
relative height h of the baffle. 
For “Position 1”, the values are: d1 = 1.07 m, d2 = 1.08 m,  
h = 0.16 m. Assessment at f = 8.2 GHz yields an expected 
baffle attenuation of 17.2 dB while 18 dB has been 
simulated by CST software according to the previous figure. 
This shows a good agreement between simplified theory and 
CST simulations. Assessment for “Position 2” (d1 = 1.05 m, 
d2 = 1.43 m, h = 0.218 m) at f = 8.2 GHz yields an expected 
baffle attenuation of 18 dB while 13 dB has been simulated 
by CST software. This behavior can be explained as 
follows: In contrast to “Position 1”, “Position 2” does not 
enable a path directly diffracted at the baffle towards the 
receiver position. The signal can arrive at “Position 2” only 
via multiple interactions, hence, the knife-edge diffraction 
theory based on a single baffle is not applicable. 
 
      Next, the radiation pattern of the transmit antenna is 
replaced by the measured characteristics of the physical X-
Band antenna which is a helix antenna. Figure 8 visualizes 

the 3D pattern as well as the antenna gain as a function of 
elevation angle Θ.  
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Figure 8.  Scenario involving real antenna pattern  

       For the analysis, “Position 1” is considered.   
The CST simulation as per Figure 9 reveals: The case 
“Without baffle” leads to a field strength of 80.8 ± 1 
dBmV/m” while “With baffle” leads to 70.8 ± 1 dBmV/m. 
Hence, the difference caused by the baffle is 10 dB. 
    

Position 1

Position 1

With baffle

Without baffle

 
Figure 9.  Simulated field strength at MWS assuming real antenna pattern; 

f=8.2 GHz 
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      The question arises if this value of 10 dB attenuation can 
be predicted by the knife-edge diffraction theory. To do so, 
the angle-dependent antenna data has been incorporated into 
the knife-edge diffraction theory. The approach is described 
hereafter:  

      First, the elevation angle is determined under which a 
propagation path leaves the transmitter. Figure 10 shows the 
principal scenario:  

• A dotted line indicates the propagation path in LOS 
direction which is present in absence of the baffle. 
The associated elevation angle is Θ1.  

• In presence of a baffle, a path originating from 
diffraction appears at an angle Θ2 < Θ1. Hereby, the 
interaction point with the baffle is inside the plane 
defined by the  Nadir direction and the LOS 
direction. 

Tx

1θ
2θ

90°

Rx

Nadir
(towards
Earth)

 

Figure 10.  Principal scenario involving diffracted paths  

      For “Position 1”, the elevation angles and the associated 
antenna gain according to Figure 8 are: 

• Θ1 = 89.9 deg, associated with a gain of -12.5 dBi. 
• Θ2 = 82.4 deg, associated with a gain of -7.3 dBi. 

Hence, the diffracted path runs along a direction with higher 
gain when compared to the LOS direction. Therefore, it is 
expected that the influence of the baffle is lower compared 
to the dipole case. The expected attenuation by insertion of 
the baffle corresponds to the result of the dipole, corrected 
by the delta antenna gain, hence, the expected value is 17.2 
dB – ((-7.3) - (-12.5)) dB = 12 dB.  

      For comparison, 10 dB attenuation has been determined 
using the CST simulation software. Limited differences in 
the result can be explained, e.g., by  

• Multipath propagation:  
While above consideration assumes only one 
diffracted path, further diffracted paths are possible 
along the top of the baffle. These additional paths 
occur out of the plane which is defined by Nadir 

direction and LOS direction. Possible additional 
paths are already visualized in the left part of  
Figure 10. In principle, all paths have to be 
weighted by the angle-dependent antenna gain and 
then summed up. As the knife-edge theory does not 
predict multiple paths and the associated elevation 
angles, only weighting of the diffracted path “in-
plane” is possible. A more complex channel model 
which predicts multiple paths and allows for 
insertion of an angle dependent antenna gain is 
Ray-tracing [7]. A disadvantage of this technique is 
however increased computational time. 

• Baffle geometry:  
The baffle geometry differs from the ideal “knife-
edge theory” as the baffle is bended and the 
distance between Tx and baffle differs along the 
baffle.  

• Approximation of Fresnel integral : 
Equation (4) is only an approximation of  (1). 

 
        To verify the effect of baffles on-board the MetOp-SG 
satellites prior to launch, early measurements are envisaged 
in the frame of ground testing. These so-called mock-up 
tests will use transmitters and receivers  with representative 
antenna pattern as well as a relevant part of the satellite 
structure. 
 
        A similar approach using an adapted knife-edge model 
is shown in [8] which considers the channel between a train 
and a satellite including a knife-edge obstacle that models 
structural elements on the roof of the train. In [8], classical 
knife-edge theory is expanded by only one antenna gain (the 
“train antenna gain”)  whereas the present contribution takes 
into account both the characteristics of the transmitter and 
the receiver.  
 
       Finally, a general remark is given w.r.t. field predictions 
when involving antenna patterns: The radiation pattern of a 
transmit antenna differs between the near-field and the far 
field where far field conditions are achieved at distances of 
d > dmin = 2 D² / λ  (D = antenna dimension). When using a 
far field antenna pattern in above approach, the distance 
between the transmit antenna and the baffle has to be at least 
dmin (fulfilled in above consideration).   
  

IV.  CONCLUSIONS 

     On-board a satellite, strong decoupling between a 
transmitter and a victim receiver can be achieved by a baffle 
of adequate height and length so that the strongest 
propagation path results from diffraction at the top of the 
baffle. 
 
     The height of the baffle shall be large enough to  

• realize NLOS between Tx and Rx (and hence, a 
diffracted path towards the Rx) 
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• avoid reflexions at, e.g., high objects in the vicinity 
of Tx and Rx 

     The length of the baffle shall be large enough to avoid 
reflexions at objects next to the baffle which could carry 
significant power towards the Rx.  
 
      To determine the baffle attenuation for such a properly 
designed baffle, two methods have been studied: 3D field 
simulations and knife-edge diffraction theory (based on a 
single baffle), expanded by information on antenna gain. It 
has been shown that the results agree well when the 
diffracted path can travel directly into the Rx as per Figure 
10 (no multiple diffraction). Hence, the simplified theory 
helps to quickly assess the baffle influence prior to starting 
time-consuming simulations. This approach is currently 
applied by Airbus Defence and Space to ensure radio 
frequency compatibility on the future MetOp-SG satellites.  
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Jérémy Robert, Jean-Philippe Georges, Thierry Divoux
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Abstract—Nowadays, many embedded systems use specific
data buses to ensure the exchange of data. To reduce the
financial cost, the mass and to increase performance in keeping
at least the same reliability, a solution is to rely on a components
off-the-shelf (COTS) technology. As switched Ethernet is awell-
known solution and widely implemented, this technology is
studied for the next generation of space launchers. In this
paper, we focus on the observability issue defined as, not
simply network management system techniques, but as the
ability to monitor the satisfaction of the application quality
of performance (especially in terms of time constraints and
frames sequence). It consists to obtain a real picture of
the communications at any given time and location. In a
conventional communication technology (i.e., specific buses),
it is easy to collect all exchanges on the physical wire with
a dedicated device. But, it is not possible anymore on a
switched network. Many monitors are therefore implemented
and have to be synchronized. Hence, this paper aims at
highlighting the implementation challenges that we have faced
in our experimental test bench mainly in coping with online
synchronization. Some recommendations on synchronisation
and multi-monitoring issues are therefore submitted for the
future developments.

Keywords-Ethernet networks; observability; time synchroniza-
tion; real-time.

I. I NTRODUCTION

Traffic monitoring can be the cornerstone for under-
standing communication networks. The monitoring activity
aims at collecting from the various network devices a set
of relevant data. This enables to characterize the network
state and therefore to identify unusual network behavior.
According to the application domain, the purposes of the
monitoring can also be different like network management
[1], network security [2], network performance analysis [3],
etc. The monitoring mechanisms depend directly on the
intended application and also on the nature of the observed
system.

In the paper, the system to monitor is the switched
Ethernet network (as shown in Figure 1), which could be
embedded into the next-generation of the space launchers
([4]). This component off-the-shelf (COTS) technology is
aimed at replacing the current MIL-STD-1553B [5] (for
control traffic) and Controller Area Network (CAN, for
telemetry traffic) buses embedded in the european (un-

Figure 1. Switched Ethernet Architecture suggested in [4] for the next-
generation of space launcher

manned) launchers. Figure 1 gathers terminal nodes to be
used in a scenario where control and telemetry traffics are
performed on a single network. In this application, relevant
data is (at least) the full packet capture. In general, a new
technology is only considered in many applications such as
space [6] or automotive [7] if (and only if) this monitoring
feature is satisfied. This study is led in the framework of a
”CNES french Research & Technology (R&T) activity”.

In space applications (aircrafts, satellites, launchers), con-
ventional communication technologies rely mainly on a
specific bus, which is a unique physical medium (poten-
tially redundant for the reliability [8]). As all end-nodes
are connected to the same physical wire, each frame is
observable to each of them. This is an important ability
since a single dedicated device, a so called monitor, enables
therefore to collect all exchanges along with a timestamp
and to writte them into a trace (a real picture of the
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monitor

Figure 2. Global monitoring domain based on a unique observation point

communications at any given time). This device constitutesa
unique observation point of the network, which is necessary
and sufficient to meet the monitoring traffic requirement
for space applications. Accordingly, the monitoring domain
covers the whole entire architecture as shown in Figure 2.

In a switched network, all end-nodes are inter-connected
with several switches. Regarding the switch operating, the
traffic is confined to different segments (to each link between
switches) and eventually forwarded. As a consequence, to
obtain a real picture of the communications as previously (on
a shared medium), many monitors have to be implemented.
A distributed monitoring architecture is therefore needed
to cover the whole network (cf. Figure 3). Each monitor
(the number and the location of these devices is discussed
hereafter) generates locally a trace. The issue of distributed
(monitoring) applications is to retrieve location and ordering
of events (e.g., emission/reception of a frame on a device
before an other one), which happens on the network ar-
chitecture. Indeed, different messages in the traces have to
be linked with a strict ordering relationship. However, the
clocks in each monitor are initially running asynchronously
and may produce significant offsets. To merge all the local
traces, it needs a global reference time with synchronisation
offsets have to be as small as possible. The underlying
question is therefore the time synchronization method [9].

Let us remember that the objective is to obtain the highest
fidelity picture of the communications in order to analyze
the real network behavior. The analysis is performed offline,
after tracing is finished. The aim of the paper is to highlight
the implementation challenges that we face in our switched
Ethernet experimental test bench and the consequences for
the next generation of space launchers.

The remainder of the paper continues as follows: the sec-
tion II reviews the related work and the problem overview.
This is followed by a description of the proposed monitoring
architecture and implementation challenges in Section III.
Discussions and recommendations are given in Section IV.
Section V presents the challenges to pass from the traffic

Sw1 Sw2

monitor A monitor B

monitor a monitor b monitor c

with TAP
with port mirroring

Figure 3. Distributed monitoring architecture based on multiple local
monitoring domains

monitoring to the control state observability. Finally, in
section VI some conclusions and future work are given.

II. RELATED WORK AND PROBLEM OVERVIEW

In a switched Ethernet network, the monitoring archi-
tecture is distributed. The number and the location of the
monitors depend on the selected concepts (and also appli-
cation requirements). Indeed, there exist several different
techniques to capture network traffic. A point-to-point link
can be splitted with a special device, named network Test
Access Point (TAP) which enables to connect a monitor on
this particular link. The traffic is also copied to this monitor
in a passive way. Many manufacturers suggests this type
of products as NetOpticsr[10] or Fluke Networks[11]. A
second method, called port mirroring, consists of using a
special switches function (available on the most of com-
mercial switches), which enables to copy all traffic coming
from all or part of ports to a dedicated port. Figure 3
shows these different methods on a simple example where
the dashed lines represent the observation domains for the
TAP technique and the solid lines those for port mirroring
technique.

Whatever is the solution retained for traffic monitoring,
all monitors must have the same reference time to be able
to make conclusions and recommendations on the network
behavior (usual and unusual events). However, the clocks
of each monitor produce time-varying offsets (because of
clock drift), which are different from one another. This clock
drift can be limited by using a synchronisation protocol
as Network Time Protocol (NTP) or IEEE1588 - Precision
Time Protocol (PTP). Some work (mainly, in a operating
system tracing) suggest to rely on offline synchronisation
by using a post-processing algorithm. These algorithms are
mainly based on regression analysis (linear, least-squares,
convex hull, etc.) [12] or linear programming [13]. The
choice of the concept depends on the required performance
which will be discussed in the following.
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Sw1 Sw2

A B

a b c

Figure 4. Illustration of synchronisation constraints

Let us remember that the ordering of events have to be
retrieved from the analysis of traces. For example, Figure 4
shows a flow crossing respectively two switches Sw1 and
Sw2. The flow must be captured on the monitor A (or
a) before being it on the monitor B (or b and c) in the
case of port mirroring technique (or in the TAP technique).
As a consequence, a synchronisation performance constraint
has to be defined in order to be sure that this ordering
relationship can be observed. This constraint corresponds
to the maximum offset between two monitorsoffmax (A
and B, or a and b or b and c) and depends on the network
parameters: the transmission timeτ and the propagation
delayδ (which can be negligible on the short Ethernet links).
It can be expressed asoffmax < τ+δ with τ =

min(Lframe)
C

whereC corresponds to the link capacity andLframe to the
length of the Ethernet frames. The impact of the network
parameters is discussed hereafter.

III. M ONITORING ARCHITECTURES AND

IMPLEMENTATION ISSUES

Our research laboratory collaborates closely with the
CNES to lead R&T activities. In this framework, a certain
level maturity of switched Ethernet technology has to be
reached for the next generation of space launchers. This
level can be assessed according to the Technology Readiness
Level (TRL) [14]. In this collaboration, the objective is to
reach the TRL4. Here, the aim is to constitute a ”proof-of-
concept” on the ability to monitor all traffic.

For this purpose, an experimental test bench has been im-
plemented in a laboratory environment (i.e., without beingin
an operational environment and without space components,
but with a set of launcher representative data) as shown in
Figure 5. It is composed of 8 switches Cisco IE3000 [15]
and 100 Raspberry PI as end-nodes. On this topology, it
has been deployed our monitoring architecture consisting
of 8 computers (1 per switch) with Linux as operating
system. Each monitor implements a special hardware card
for time synchronisation: a Meinberg PTP card (PTP 270
PEX model) [16] . This card has been designed to add
precise timestamping capabilities to data acquisition and

Figure 5. Our experimental test bench

measurement applications. The trafic is captured using the
tcpdump[17] library. And the port mirroring technique has
been chosen to minimize the number of additional devices.

In this framework, we face in many technical constraints
to implement the monitoring architecture. The first one is
that the PTP card can not be used as a standard network
interface card. As a consequence, a second Ethernet link
has to be used to monitor the traffic sent by the switch (via
the port mirroring). On the other hand, the port mirroring
can transmit only the copies of sent and received traffic for
all monitored source ports. It therefore could not have been
used to synchronise the monitor. The monitors are connected
to a switch by two Ethernet links.

The second constraint concerns the timestamping of the
captured frames. Indeed, the timestamping uses the date
of the kernel clock and not the one of the PTP card (cf.
tcpdump operation) as shown in Figure 6. As a consequence,
a local synchronization is needed to enables to synchronize

Monitor

master clock
(master: a switch)

card
clock

kernel

kernel
clock

PTP NIC

standard NIC

port NIC bus

Synchronise (PTP) Synchronise (PTP)

Sync.
(local
NTP)

get time

timestamping

1 capture link
(port mirroring)

1 synchronisation
link (PTP)

Figure 6. Experimental timestamping mechanism
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the kernel clock with the PTP card. To do that, NTP at
stratum 0 is therefore used (to our knowledge, PTP can
not be implemented locally yet). NTP is a protocol initially
suggested by [18] for synchronizing the clocks of computer
systems over packet-switched data network. It is based on a
client-server model. To synchronize its clock with a server,
the client computes the round-trip time and the offset from
several measured timestamps (server’s/client’s timestamps
of request/response packet transmission and reception). The
timestamping remains on NTP at the high level. Hence,
it is not related to specific hardwares like in PTP. The
performances of the two control loops (as shown in Figure 6)
have been measured on each monitor. Figures 7 and 8
represent the variation of the offset from master measured
on a given day (without experimentations) for the PTP and
NTP loop.

In brief, the PTP offsets are ranged between−300 ns
and300 ns and those of NTP between−40 µs and40 µs.
These graphs highlight that the offsets of NTP are greater
than those of PTP. For NTP, the variations are all the
more important as the Central Processing Unit (CPU) load
increases (e.g., when tcpdump is used).

In this network, all links are configured with a
100 Mbits/s capacity. As a consequence, to be sure to
detect the ordering of events with a minimum Ethernet frame
(72 octets), the offset between two monitors must be inferior
to 5.76 µs. In our case, the offsets between two monitors can
be80 µs at worst (40 µs from the master for monitor 1 and
−40 µs from the master for monitor 2). As a consequence,
it is clear that this is not possible to detect the ordering
of events in a consistent manner. However, some temporal
results have already been achieved with this monitoring
architecture. Indeed, if the observation of events are not
linked to many monitors, then this monitoring architecture
is suitable for that. For exemple, the temporal respect of
the events sequence (to a single destination and crossing a
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Figure 7. Offsets PTP measured on a day

unique switch) has been verified.
Although this study shows that this implementation is

not currently and directly applicable to traffic monitoring
in space applications (because of NTP loop only), it is
nevertheless possible to submit many recommendations to
the future developments.

IV. D ISCUSSIONS/ RECOMMENDATIONS

In this work, the set of tools are turnkey solutions, this
means that no specific development have been done. A
monitor and the function ”port mirroring” in the switch con-
stitutes here a prototype of the function ”trafic monitoring”.

The aim of this section is therefore to present some
possible evolutions and/or recommendations for the future
development.

To validate in a definitive manner our ”proof-of-concept”,
here are some obvious evolutions, which could be applied
in our experimental test bench:

• other type of switch with timestamping capabilities (at
the mirroring port) could also be used (e.g., Cisco
Nexus). At the time of the choice, these devices were
not available yet.

• to avoid the NTP loop on each monitor, a homemade
tcpdump could be developed to timestamp directly
all collected frames with the PTP card clock. It is
important to note that this solution is really feasible.

The devices used in the experimental test bench will be
not embedded as is in the space launcher. But, if we look
at the space news, we can see that many Ethernet switches
begin to be used in space program (e.g., Hewlett Packard
switches on-board ISS (International Space Station) [19])or
begin to be rugged for space environment in the launch vehi-
cle (e.g., Cisco IE 3000 switches for the Atlas and Delta IV
[20]). All devices are based on COTS, and industrials refer to
a R-COTS (Rugged-COTS) or M-COTS (Modified-COTS).
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In any case, it seems that all switches still implement the port
mirroring function (e.g., TTEthernet switches, Aitech S750
Radiation Tolerant switches, etc.). Developing a homemade
switch rather than relying on commercial products might
be long and expensive, especially regarding memories for
mechanisms like mirroring. For instance, it takes 3 years
for HP to develop new switches for the International Space
Station.

As a consequence, in a short term, it is clear that it will
be interesting to develop quickly a solution for timestamping
directly the frame with the PTP card clock. Then, in design
phase, it will be necessary to study the total quantity of
traffic which is copied from all monitored source ports to the
port mirroring. Indeed, the bandwidth of this port is limited
and it can become congested.

On the other hand, we can see that the synchronisation
constraint is all the more when the network capacity in-
creases. Consequently, it is possible that the mere use of
synchronisation to satisfy the trafic monitoring requirement
is not sufficient. Others methods need to be designed to
face this limitation. A track will be to consider offline
synchronization by using the knowledge of network events
(since that space applications are often deterministic).

V. FROM NETWORK TRAFFIC MONITORING TO THE

CONTROL STATE OBSERVABILITY: CHALLENGES

With traditional buses for launchers, the network testing
mainly relies on traffic monitoring. It mainly consists in
capturing all frames from a single capture point. It is useful
to check if packets losses occur (network QoS) and also to
know the current static launcher control state (application
quality of performance like the information promptness and
the arrival ordering). The on-board controller manages this
control state by sending specific data, calledcontrol words,
to the sensors/actuators. By analyzing the content of the
packet, it is hence possible to retrieve thecontrol word
values measured by the sensors and those sent by the
controller to the actuators. Hence, the network acts as an
observer of the control state.

All those control words are related to the different dy-
namics of the launcher control. A control step is defined
by a sequenceS of application control wordswi with
S = {w1, w2 . . . wn}. The key point is now to develop
strategies to monitor how a given sequence (and not only
a frame) will be served in time by the next generation of
networks. For each wordwi, the control application will
define a target sending dateti (relative to a reference time)
with a toleranceδi. From the network point of view, each
word corresponds to a single frame that has to be sent to
a destination (not necessary the same for all words even if
several may belong to the same transfert). The departure time
of these frames may also be not periodic. Hence, the traffic
monitoring should be able to observe these times and next,
to check that all these requirements (order and tolerance)

are satisfied. Next generation network, and in particular,
switched Ethernet network, may however face two important
issues:

Compared to buses, switched architectures do not permit
anymore to capture from one single point the whole traffic
(see Figure 3). To achieve this objective, it requires to add
several capture points (based on TAP on each link or on port
mirroring mechanisms on each switch). The synchronisation
of these multiple captures have to be solved in order to test
if the application sequence order and tolerance are satisfied.
This first issue only deals for switched Ethernet network
(like in native IEEE 802.1D or AFDX) and may not occur
for Ethernet protocols that will be used on a bus.

The second issue that Ethernet protocols may introduce
is related to the medium access policy. Even if at the MAC
level, IEEE 802.3 defines a specific method, a lot of solu-
tions add a middleware that change the access. For instance,
with Modbus/TCP, it may corresponds to a Master/Slaves
policy where only one frame is sent at a given time on the
network. For legacy switched architectures, it means that
several frames may be simultaneously forwarded around the
network. As a consequence, the frames order may change
and a given frame may be captured at different dates and
locations by several monitors.

We define here the observability as the ability to determine
dynamically how the sequence requirements are satisfied. A
question might beis the word wj successfully forwarded by
the network at the time tj ± δj. Even if multiple (network)
observers are used, a centralized overview of the current
frames exchanged by the network has to be determined (this
centralized overview is important for launchers where the
control state information have to be transmitted to the ground
via the telemetry channel). In the following, we will develop
such challenges for two example of space solutions: AFDX
[21] and TTEthernet [22].

Avionics Full-Duplex Switched Ethernet (AFDX) relies
on the exact bandwidth regulated traffic control to guarantee
a determinist service. Thanks to the notion of Virtual Links
(ARINC 664, part 7), a channel is opened between a
source and a destination and is characterized by a minimal
time between two consecutive frames (Bandwidth Allocation
Gap). As the name suggests, this technology relies on a
switched topology. As a consequence, AFDX solution has
to face to the synchronisation issue of the multiple captures
(obtained on several monitors) as seen previously. On the
other hand, many frames may be sent on the network on the
same time. The middleware enables to guarantee only the
bandwidth for a given flow and not its order relatively to an
other.

TTEthernet is a time-triggered Ethernet solution. It relies
on time division multiple access (TDMA) for time-triggered
communication (according to SAE AS 6802). The aim is
to ensure predictable transmission delays without queuing,
and therefore low latency and jitter. In this way, a unique
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frame is a priori on the network at a given time. However,
this frame will be captured by several monitors at different
dates as the topology is a switched one. Although the
TDMA mechanism may guarantee the order (if these traffic
flows are considered as time-triggered communication), it
will be important to check the respect of tolerance. Indeed,
as the target sending date is calculated during the flight
(relatively to several events), it is possible that a senderhas
no access to the medium at this date (slot allocated to an
other sender) and has to wait the next cycle. On the other
hand, TTEthernet enables to use two others traffic classes:
rate-constrained (ARINC 664, part 7), and COTS Ethernet
(IEEE 802.3) traffic flows. Some sequences could be sent
by using several frames belonging to these others traffic
classes. As a consequence, no guarantees are given by the
middleware and the same previous issues remain to handle.

VI. CONCLUSION

In this work, we face implementation issue in terms of
synchronisation. However, the paper highlights that it is
possible to lead quickly a proof-of-concept of traffic moni-
toring in switched Ethernet networks in the next generation
of space launchers.

It is also important to note that the presented problem
will be the same for any switched Ethernet technology
(TTEthernet, AFDX, etc.), which could be retained for the
next generation of space launchers. As a consequence, all so-
lutions could benefit from the recommendations established
in this paper.
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Abstract—The objective of our paper is to improve efficiency
(in terms of throughput or system capacity) for mobile satellite
communications. In this context, we propose an enhanced Hybrid
Automatic Repeat reQuest (HARQ) for delay tolerant services.
Our proposal uses the estimation of the mutual information. We
evaluate the performance of the proposed method for a land
mobile satellite channel by means of simulations. Results are
compared with those obtained with a classical incremental re-
dundancy (IR) HARQ scheme. The technique we propose, shows
a better performance in terms of efficiency while maintaining an
acceptable delay for services.

Keywords—Hybrid ARQ; Satellite Communications; Land Mo-
bile Satellite (LMS) Channel; Delay; Efficiency.

I. INTRODUCTION

For many years, mobile satellite communications services
are challenging and very costly. Land mobile satellite (LMS)
channels are highly affected by important propagation impair-
ments (time-selective channel) and inter/intra system interfer-
ence, that both cause unstable and low signal to noise ratio
(SNR), which the receivers have to cope with. This usually
implies strong limitations on the delivered service throughput,
whatever the considered satellite frequency band.

Our objective is to propose a mechanism, which improves
the efficiency of link usage while providing an appropriate
service to applications. The targeted services (data transfer
from sensors, messages for aeronautical services, etc.) are
assumed to be tolerant to delay. For example some aeronautical
services define delay requirement for the delivery of 95% of
messages [1].

To deal with problems caused by link characteristics in
mobile satellite communications, there are many solutions.
One of these solutions is to use pure Forward Error Correction
(FEC), which can makes the message very robust. However
using FEC is not sufficient sometimes, due to the highly
varying channel, where its quality changes dramatically. This
make it difficult sometimes to decode the message, even if
the used code is very robust. Alternatively, Automatic Repeat
reQuest (ARQ) can be used as a solution to deal with channel
variations, where transmitter attempts many retransmissions in
case of unsuccessful decoding. ARQ messages without FEC,
are not so robust to ensure a reliable communication.

Hybrid ARQ (HARQ) protocols are used in most of re-
cent terrestrial wireless communication systems. Worldwide
interoperability for microwave access (WIMAX) and long
term evolution (LTE) are examples of these systems that
use HARQ [2]. There are many types of HARQ techniques.
HARQ type I is called chase combining (CC). The receiver
asks the transmitter for the transmission of the same packet
of coded data. At the receiver, the decoder combines the
multiple copies of the transmitted packet weighted by the
SNR received. HARQ type II, is also called incremental
redundancy (IR). Unlike the previous method, which transmits
simple repetitions of the same encoded packets, IR technique
transmits additional redundant information in an incremental
way if the decoding does not succeed from the first trans-
mission. If each retransmission packet is self-decodable this
scheme is called type III HARQ [3]. Classical IR HARQ,
which transmits a fixed number of bits at each transmission,
is not optimal from the efficiency point of view even if it can
improve the decoding delay especially for high values of SNR.
However, choosing optimal values for number of bits to be
sent at each transmission can improve the system performance
and throughput level. Many papers has proposed methods to
choose an optimal number of bits at each transmission, a
theoretical basis for a parity bits selection by means of a risk-
sensitive optimal control is established in [4]. The idea of
random transmission assignments of the mother code bits was
introduced in [5]. An optimized IR HARQ schemes based on
punctured LDPC codes over the BEC was proposed in [6].

Contrarily to classical IR HARQ scheme, the main idea
of our enhanced HARQ technique is to estimate the average
number of bits to be transmitted at each transmission to decode
the codeword with a targeted probability. This probability
depends on the application/service (delay constraints). This
technique uses the mutual information to predict the mean
number of bits needed for each transmission. It uses the knowl-
edge of the statistical distribution of the channel attenuation.
Our enhanced HARQ transmission proposal is simulated in a
satellite communications environment, where an LMS channel
and a long Round-Trip time are considered.

The remainder of this paper is organised as follows. Section
II describes the channel capacity and the LMS channel model.
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We present classical IR HARQ in Section III. In Section IV,
we propose an enhanced HARQ model for delay tolerant
services in mobile communications. We present the results
of simulations and we compare the performance of both
techniques (classical IR and enhanced HARQ) in Section V.
We conclude our study in Section VI.

II. CHANNEL MODELLING

In our study on mobile satellite communications, we con-
sidered an LMS channel to model this environment [7] [8]. In
the following, we explain how to compute the capacity of this
channel.

A. Channel capacity and Mutual Information

Channel capacity C quantifies the maximum achievable
transmission rate of a system communicating over a band-
limited channel, while maintaining an arbitrarily low error
probability. It corresponds to the maximum of the mutual in-
formation between the input and output of the channel, where
the maximization is done with respect to the input distribution.
Mutual information (MI) measures the information that input
of the channel (X) and output of the channel (Y ) share. It is a
key parameter in our approach, as it will be used to calculate
the mean number of bits needed to decode a message at each
transmission with a given probability.

Given the channel input symbol xi, its energy Esi, a
realisation of noise ni (which has a Gaussian distribution
with variance N0

2 ) and the channel attenuation ρi, the channel
output symbol yi can be written as:

yi = ρi
√
Esixi + ni. (1)

For an equally distributed input probability, the MI corre-
sponds to the capacity of the channel, which is AWGN, can
be calculated by the following equation [9]:

MI

(
Es

N0

)
= log2(M)− 1

M(
√
π)N
×

M∑
m=1

∫ +∞

−∞
· · ·
∫ +∞

−∞︸ ︷︷ ︸
N times

exp(−|t|2)

× log2

[
M∑
i=1

exp(−2t.dmi − |dmi|2)

]
dt,

(2)

where:

• M is the modulation order;

• N is the space dimension that depends on the used
modulation (N = 2 for any PSK-based modulation with
more than 2 states);

• t is the integration variable of dimension N (t =
(t[1], ..., t[N ]));

Figure 1. Example of the transmission technique considered in our
simulations (Code rate 1/6, with a maximum of 4 retransmissions).

• dmi =
√

Es

N0
(xm − xi) (xi it is an input symbol).

For the rest of the paper, we define MIreq as the average MI
per bit required to decode a codeword at a given probability
expressed in Word Error Rate (WER). MIreq can be calculated
using the mutual information function (2) and the performance
curves giving the WER versus Es/N0 of the used modula-
tion/coding scheme [10]. By using these performance curves,
we can deduce the Es/N0 necessary to obtain a given WER.
Then we use this value of Es/N0 in the mutual information
function (2) to obtain the mutual information required to
decode a codeword at this given WER. The prediction of
performance of the WER based on MI is quite classical, and
has been described and validated in [11].

From now on, to compute the mutual information we use
(2), Es

N0
is replaced by ρ2i

Es

N0
, where Es

N0
is the average energy

per symbol.

B. LMS Channel

One of the reference propagation models for LMS channel
is a statistical model based on a three state Markov chain [7].
This model considers that the received signal originates from
the sum of two components: the direct signal and the diffuse
multipath. The direct signal is assumed to be log-normally
distributed with mean α (decibel relative to LOS (Line Of
Sight)) and standard deviation Ψ (dB), while the multipath
component follows a Rayleigh distribution characterized by its
average power, MP (decibel relative to LOS). This model is
called Loo distribution [8] [12]. For the modelling of the LMS
channel in our simulations, we use attenuation time series
using a propagation simulator based on the three state channel
[7] [8] provided by CNES. Using this tool we calculate the
distribution of the probability to obtain an attenuation in the
channel for a given environment.

III. INCREMENTAL REDUNDANCY HARQ

IR HARQ can be described as follows. The sender transmits
a number of bits that correspond to a given codeword. After
receiving the feedback (ACK/NACK) from the receiver, the
transmitter decides to no longer send bits corresponding to
this codeword if an ACK is received, or to send more parity
bits if a NACK is received. The number of bits to be sent in
the next retransmission is fixed at each transmission. These
numbers of bits are chosen without any knowledge about
the channel quality or the global channel characteristics. If
the cumulative received sequence can not be decoded after
a maximum number of bits transmitted, the transmitter stops
sending bits that correspond to this codeword. The parity bits
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are generated according to a coding scheme with a code rate
corresponding to the maximum number of bits that can be
transmitted per codeword. Bits to be sent at each transmission
are part of the original codeword (mother code), leading to a
different code rate at each transmission (see Figure 1). This
technique of transmission is somehow similar to puncturing.
Data bits of each codeword must be kept at the buffer of
the sender as long as the codeword is still not decoded or
the transmitter has not decided to end the transmission. At
the receiver side, the LLRs (Log Likelihood Ratio) of the
received symbols of each codeword are kept in the buffer as
long as the codeword is not decoded or the transmission of
the corresponding bits has not ended. An overview of ARQ
and HARQ mechanisms implemented or proposed in beyond
3rd generation systems was presented in [2].

IV. ENHANCED HARQ FOR DELAY TOLERANT SERVICES
IN MOBILE SATELLITE COMMUNICATIONS

In this section, we propose an enhanced HARQ model using
mutual information. In our scheme, the computation of the
numbers of bits to be transmitted at each transmission is done
in a way that insures the decoding with a probability. These
probabilities are predefined for each transmission and chosen
according to delay constraints of the application.

In the following, we explain how to proceed to compute
the number of bits required to decode a codeword with a
predefined probability, supposing the knowledge of the global
statistics of the channel.

A. Enhanced HARQ Model

Our proposal uses the MI to compute the number of bits to
be transmitted at each transmission. After transmitting some
bits of a given codeword, this codeword accumulates some
mutual information. This mutual information can be computed
knowing the number of bits transmitted and the attenuation
coefficient affecting the transmitted bits. In this model we
consider a reference Es/N0, which is a fixed value of Es/N0

in clear sky (for a given terminal and without attenuation).
The model assumes that the channel is stationary for the
transmission time of the bits, at a given transmission for a
given codeword. The MI obtained at the jth transmission for
a given codeword can be computed as:

MI(j) = N
(j)
sent.MI((ρ(j))2.

Es

N0
), (3)

where:

• ρ(j) is the attenuation coefficient affecting bits transmitted
at the jth transmission for a given codeword;

• N
(j)
sent is the number of bits transmitted at the jth trans-

mission;
• MI(·) is the function giving the value of mutual infor-

mation for a given Es/N0 on a gaussian channel.

The MI per bit accumulated for a given codeword, from the
beginning of transmission until the jth transmission, can be
computed as:

MI(j)acc =
N (j−1)MI

(j−1)
acc +MI(j)

N (j)
, (4)

where:

• N (j) is the total number of bits transmitted for a code-
word up to the jth transmission;

• MI
(0)
acc=0.

Note that ρ(j) is unknown in our model, thus MI
(j)
acc is also

unknown.
Let us consider MI

(j+1)
needed the minimum MI per bit needed

to decode the codeword at the (j + 1)th transmission with a
predefined decoding probability.

Let N (j+1)
needed be the number of bits to be transmitted at the

(j + 1)th transmission, we have:

NbitsMIreq = N (j)MI(j)acc +N
(j+1)
neededMI

(j+1)
needed , (5)

where Nbits is the maximum number of bits that can be
transmitted for a codeword in total.

Finally N (j+1)
needed is given by:

N
(j+1)
needed =

NbitsMIreq −N (j)MI
(j)
acc

MI
(j+1)
needed

. (6)

MI
(j+1)
needed and MI

(j)
acc are the key parameters for the com-

putation of the number of bits to be sent at the (j + 1)th

transmission. In the following, we explain in detail how to
proceed to calculate these two values at each transmission
according to the predefined decoding probabilities.

B. Computation of MI
(j+1)
needed and MI

(j)
acc

In a first step, we will explain how to calculate MI
(j+1)
needed,

then we finish by explaining the way we compute MI
(j)
acc.

We use the knowledge of the statistical distribution of the
channel attenuation to control the probability of decoding a
codeword at each transmission.

The idea is to define at the beginning of the communica-
tion, a table containing the probability of decoding at each
transmission. The decoding probability and the efficiency of
the link usage are related, the sender can transmit a large
number of bits at the first transmission, which increases the
decoding probability but the efficiency will decrease and vice
versa. So, we have to improve efficiency while respecting
delay constraints for services. In addition the sender may also
want to limit the number of transmission attempts for a given
codeword.

In the rest of this paper, we will consider Pj the probability
of decoding at the jth transmission conditioned on the fact
that decoding at earlier transmissions was impossible, where
P =

∑
j Pj is the percentage of decoded codewords over all

the transmitted codewords and is equal to 1.
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To target a decoding probability Pj at the jth transmission,
we have to find the corresponding MI

(j)
needed necessary to

calculate the number of bits N (j)
needed to be transmitted (6).

For this, we define ρ(j)needed as the minimum successive atten-
uation coefficient (threshold) that provides a MI greater than
MI

(j)
needed. This threshold is the minimum attenuation needed

to obtain the decoding probability at the jth transmission.
ρ
(j)
needed depends not only on the jth element in the probability

decoding table but also on
∑j−1

k=1 Pk as we will see later in
(8). MI

(j)
needed is given by:

MI
(j)
needed = MI((ρ

(j)
needed)2.

Es

N0
), (7)

Where MI(·) is defined in (2), that takes as input
(ρ

(j)
needed)2.Es

N0
.

We assume that the reference Es/N0 fixed for a given ter-
minal (only ρ2 change over the time). MI

(j)
needed depends only

on the channel attenuation threshold ρ(j)needed. Since decoding
probabilities at each transmission are predefined, ρ(j)needed is
pre-computed. MI(·) is a strictly increasing function (as a
function of ρ). Then any attenuation coefficient greater than
ρ
(j)
needed will lead to a successful decoding. To determine
ρ
(j)
needed leading to Pj , we use the cumulative distribution

function (CDF) of the attenuations of LMS Channel.
To simplify our calculation, we consider these two events:

• Aj : Successful decoding at the jth transmission;
• Bj−1: Not decoding at the (j − 1)th transmission.

Pj can be defined as p(Aj ∩ Bj−1) and pj is p(Aj). Since
Aj and Bj−1 are independent (according to the channel
modelling),

Pj = pj(1−
j−1∑
k=1

Pk),

pj =
Pj

(1−
∑j−1

k=1 Pk)
.

(8)

CDF of the channel gives us P (ρ ≤ ρ
(j)
needed), while

pj corresponds to P (ρ ≥ ρ
(j)
needed) (successful decoding).

Figure 2. CDF of the attenuation coefficients in the LMS channel.

Transmission 1 2 3 

Probability 0.5 0.3 0.2 

𝑝1 = 0.5 𝑝2 = 
0.3

1 − 0.5
= 0.6 𝑝3 =

0.2

1 − 0.8
= 1 Using (8) 

Using CDF (Figure  2) 

𝜌𝑛𝑒𝑒𝑑𝑒𝑑
(1)

= - 4.1861  𝜌𝑛𝑒𝑒𝑑𝑒𝑑
(2)

= -5.9094  𝜌𝑛𝑒𝑒𝑑𝑒𝑑
(3)

= -19.4783 

 

𝑁𝑛𝑒𝑒𝑑𝑒𝑑
(1)

= 
𝑁𝑏𝑖𝑡𝑠 𝑀𝐼𝑟𝑒𝑞−𝑁

(0)𝑀𝐼𝑎𝑐𝑐 
(0)

𝑀𝐼𝑛𝑒𝑒𝑑𝑒𝑑
(1)  = 

21761−0

1.9764
 = 11010 bits 

𝑀𝐼𝑛𝑒𝑒𝑑𝑒𝑑
(1)

= 1. 9764 𝑀𝐼𝑛𝑒𝑒𝑑𝑒𝑑
(2)

= 1.9070 𝑀𝐼𝑛𝑒𝑒𝑑𝑒𝑑
(3)

= 0.2925 

𝑀𝐼𝑎𝑐𝑐
(1)

 =  𝑝𝑤𝑖 𝑀𝐼(𝑖 (𝜌𝑖)
2  
𝐸𝑠

𝑁0
 ) = 1.4104  /  (𝜌𝑖  < −4.1861) 

             𝑁𝑛𝑒𝑒𝑑𝑒𝑑
(2)

= 
𝑁𝑏𝑖𝑡𝑠 𝑀𝐼𝑟𝑒𝑞−𝑁

(1)𝑀𝐼𝑎𝑐𝑐 
(1)

𝑀𝐼𝑛𝑒𝑒𝑑𝑒𝑑
(2)  = 

21761−11010∗1.4104

19070
 = 3268 

bits 

𝑀𝐼𝑎𝑐𝑐
(2)

 =  𝑝𝑤𝑖 𝑀𝐼(𝑖 (𝜌𝑖)
2  
𝐸𝑠

𝑁0
 ) = 0.8353  /  (𝜌𝑖  < −5.9094) 

             𝑁𝑛𝑒𝑒𝑑𝑒𝑑
(3)

= 
𝑁𝑏𝑖𝑡𝑠 𝑀𝐼𝑟𝑒𝑞−𝑁

(2)𝑀𝐼𝑎𝑐𝑐 
(2)

𝑀𝐼𝑛𝑒𝑒𝑑𝑒𝑑
(3)  = 

21761−14278∗0.8353

0.2925
 = 33623 bits 

Using (6) 

Using (9) 

Figure 3. Numerical example for the computation of number of bits to be
transmitted at each transmission (Es/N0 = 13 dB, code (8920,1/6), three

transmissions).

Therefore, ρ(j)needed on the CDF graph is given by 1-pj (See
Figure 2).

Once we found ρ
(j)
needed leading to Pj , we use it in (7) to

calculate MI
(j)
needed.

At the (j − 1)th transmission, only codewords affected
by attenuation coefficients greater than ρ

(j−1)
needed are decoded.

MI
(j−1)
acc represents the average mutual information per bit of

all codewords that have not been decoded at the (j − 1)th

transmission, affected by attenuation coefficients less than
ρ
(j−1)
needed. MI

(j−1)
acc is the sum of all mutual informations

weighted by their probabilities in the non decoding zone (see
Figure 2). For this, we use the CDF and the PDF (probability
density function) of the channel. MI

(j−1)
acc can be calculated

by:

MI(j−1)acc =
∑
i

pwiMI((ρi)
2.
Es

N0
), (9)

where:

• ρi belongs to the ensemble of attenuation coefficients,
which are less than ρ(j−1)needed;

• pwi is the weighted probability, defined as the probability
to obtain ρi in the non decoding zone.

Finally, to calculate N (j)
needed we use MI

(j)
needed and MI

(j−1)
acc

in (6). Where N (j−1) is the sum of all numbers of bits already
calculated for the previous transmissions.

Figure 3 represents a numerical example for computation
of the numbers of bits to be transmitted at each transmission,
showing different steps for the calculation of all parameters in
our model.
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V. SIMULATIONS AND RESULTS

The system parameters that we will consider for all simu-
lations are:

• Satellite Orbit: Geostationary (GEO)
• Round Trip Time: 500 ms
• Band: S
• Land mobile satellite channel , Intermediate Tree Shad-

owed Environment (ITS)
• Speed: 60 Km/h
• Distance: 10 Km
• Mother FEC code, CCSDS Turbo Codes 1/6
• Codeword length: 53520 bits (Data bits : 8920 bits)
• Modulation: QPSK
• Symbol time : 4.10−6 seconds, bit rate (Rb): 500 Kbps

Our simulations are about 10 minutes of communication
between the transmitter and the receiver (about 300 Mb
transmitted). In our simulations, we consider a targeted WER
of 10−4, and we use the actual performances of CCSDS
Turbo codes (8920, 16 ) as presented in [10]. Attenuations in ITS
environment are very high, which makes difficult the decoding
of 100% of codewords in the range of reference Es/N0

considered (7 to 13 dB) with code rates greater than 1
6 . Hence

the choice of code rate 1
6 . We suppose that the synchronisation

is never lost. The transmitted codewords are identified with
a sequence number that is never lost. We suppose also that
the return channel does not introduce errors and the feedback
can be transmitted immediately (no congestion problem on the
reverse link).

A calibration phase is required in the simulations, that take
into account the actual numerical performances of the targeted
FEC code(s). This allows to avoid implementing a real decoder
in the simulation chain, while assuring a very good accuracy
of the representation [11]. We use the MI to decide if the
codeword is decoded or not using this formula:

N (j)MI(j)acc ≥ NbitsMIreq . (10)

Simulations of classical IR and proposed enhanced HARQ

We present results obtained by implementing both schemes
(classical IR and proposed enhanced HARQ) described in
previous sections, and we compare these results.

We define a set of precomputed decoding probabilities, that
provide for each retransmission a precomputed number of
parity bits to send. We are interested to improve the efficiency
while maintaining an acceptable delay for services.

We define the efficiency, E (bits/symbol), as follows:

E =
Ndata bitsNdecoded words

Ntotal
, (11)

where:

• Ndata bits is the number of data bits (useful bits) per
codeword considered in our coding scheme;

• Ndecoded words is the total number of decoded codewords
during the communication;

• Ntotal is the total number of symbols transmitted during
the communication.

The delay for decoded codewords (at the receiver) can be
expressed in terms of number of transmissions (Ntrans), bit
rate (Rb), number of bits sent (N ) and propagation delay
(Tpropag), assuming a negligible access delay:

Delay =
N

Rb
+ 2(Ntrans − 1)Tpropag + Tpropag (s) . (12)

The efficiency and the delay are positively related. To
improve the efficiency we can increase the delay while
respecting the delay constraints for services. This delay is
controlled by the predefined decoding probabilities, which will
be quasi constant along all the values of reference Es/N0. In
the following, we have considered three different tables of
decoding probabilities. Fixed decoding probabilities at each
transmission considered in our simulations are given in Table
I, where the maximum number of transmissions for a given
codeword is four. Case 1 corresponds to a service accepting the
delivery of 80% of the messages at the first two transmissions
and 20% at the last two retransmissions. Case 2 corresponds to
a service accepting the delivery of 95% of the messages at the
first two transmissions and 5% at the last two retransmissions.
Case 3 corresponds to a service accepting the delivery of 45%
of the messages at the first two transmissions and 55% at the
last two retransmissions.

TABLE I. PREDEFINED DECODING PROBABILITY TABLE FOR THE
3 CONSIDERED CASES

Transmission 1st 2nd 3rd 4th

Pi(case1) 0.5 0.3 0.15 0.04999
Pi(case2) 0.75 0.2 0.03 0.01999
Pi(case3) 0.4 0.05 0.45 0.0999

The number of bits to be transmitted at each transmission for
the classical IR HARQ scheme (Section III) can follow several
strategies. As a simple case, we consider an equally shared
repartition of the data+parity bits among the transmissions, as
shown in Table II.

TABLE II. NUMBER OF BITS TO BE TRANSMITTED AT EACH
TRANSMISSION FOR CLASSICAL IR HARQ MODEL

Transmission 1st 2nd 3rd 4th

Nj
sent(bits) 13380 13380 13380 13380

After simulating first (classical IR HARQ) and second (en-
hanced approach with three cases mentioned above) schemes,
under the same conditions, we figure out the efficiency and
the delay obtained for both schemes and compare them.

Figure 4 shows the average delay, required to decode code-
words, obtained with both models (by means of simulations).
The mean delay is computed by averaging delays obtained
for decoded codewords calculated using (12). As we can see,
the values obtained for each case of the proposed model
are approximately the same. The delay remains stable and
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Figure 4. Delay obtained for both models for different values of reference
(Es/N0)dB .

controlled by the decoding probability, globally constant. It
changes a little, from a reference Es/N0 to another, according
to the number of bits transmitted and the values of decoding
probabilities.

Figure 5 compares the efficiency obtained with both models
in the same conditions. We can see that even if we loose
in delay, the proposed model in cases 1 and 2, outperforms
the classical one especially for high values of reference
Es/N0. The resulting gain can reach 15%. These results
validate our proposal, that fixing decoding probabilities at each
transmission can improve the efficiency while respecting delay
constraints for a given service. These results seem promising,
however they have been obtained without any optimization
of decoding probability for each transmission step. Therefore,
some further improvements could probably be obtained. This
clearly calls for an optimization process in further steps of the
work.

VI. CONCLUSION AND FUTURE WORK

In this paper, we have compared two techniques of HARQ
transmission. The first one is a classical IR HARQ scheme,
that transmits the same number of bits at each transmission
without any knowledge about the global statistics of the chan-
nel; the second one is an enhanced HARQ technique, which
takes into account the global statistics of the channel. This
proposed enhanced technique estimates the number of bits to
be transmitted at each transmission to decode a codeword with
a given probability. This estimation relies on the mutual infor-
mation given the decoding probability at each transmission and
the knowledge of the distribution of the channel attenuations.
Finally, results obtained after simulating both schemes in a
mobile satellite communication environment are compared in
terms of decoding probability (delay) and efficiency. Results
show that enhanced HARQ has better performance in terms
of efficiency especially for high values of reference SNR,
while maintaining a quasi constant delay acceptable by delay
constraints of service. As future work we will modify the
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Figure 5. Efficiency obtained for both models for different values of
reference (Es/N0)dB .

proposed method to make it an adaptive model. This model
would calculate the number of bits to be transmitted at
each transmission according to decoding probabilities and
real values of attenuation coefficients obtained. We plan also
to consider additional system parameters, such as framing
constraints and overhead to evaluate the performance of the
mechanism in real systems.
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Abstract—The satellite industry’s need for Ka-band is increasing
due to capacity abundance and cost efficiency. The commonly
used C-band and Ku-band satellites have a limited number of
geosynchronous orbital slots for given frequency bands. Thus,
industries are turning to Ka-band satellites. Operating at high
frequencies making them vulnerable to atmospheric conditions
like rain, scintillation, dust, humidity, etc. Performance analysis
of Ka-band Very Small Aperture Terminal (VSAT) system under
Dust and Sand (DUSA) storms induced impairments in Dhahran
city, Saudi Arabia, is presented in this paper. In this area,
DUSA storms are usually observed due to desertification. Satellite
communications and microwave networks are among the most
commonly utilized means of communication, scattered all over
the country. These networks observe radio wave degradations
due to the frequently occurring DUSA storms. This study
precisely quantifies attenuation due to DUSA based on real
time measurements, being observed in the Eastern region of
Saudi Arabia. Simulation results of real time measurements
based on the level of visibility during DUSA storms are being
proposed to counter the impairments in an optimized manner.
These results are then analyzed in a digital video broadcasting -
satellite - second generation (DVB-S2) VSAT system environment.
The mentioned analysis of received signal strength during such
anomalous weather conditions can aid in performance optimiza-
tion by monitoring the received signal and maintaining it within
acceptable level.

Keywords−Broadband services; Digital video broadcasting-
satellite-second generation; Ka-band Very Small Aperture Termi-
nal; Signal to Noise Ratio.

I. INTRODUCTION

Satellite service suppliers are targeting the consumer market
for the provision of broadband access, knowledge of informa-
tion and communication technologies and other multimedia
applications [1]–[3]. The availability of alternative services,
such as Digital Subscriber Line (DSL) or cable, is not common
in rural and sub-urban areas. Thus, making the delivery of
broadband services to customers via Ka-band satellites is more
suitable [2]. Ka-band systems do not use the concept of single
service area, rather they employ spot beams. Utilization of Ka-
band satellites is an immediate consequence of the industry’s
need to give more satellite services, which would have resulted
in higher cost if provided by legacy bands.

Previously, the Very Small Aperture Terminals (VSAT)
market has depended upon C and Ku bands [4]–[7]. Therefore,
there is a tight number of geosynchronous orbital slots that
could be utilized for a given frequency band, and nearly all
orbital openings are represented with current and arranged C-
band and Ku-band. So, the Ka-band seems to be a defini-
tive answer for any new satellite correspondence framework.

Nevertheless, Ka-band has an immense disadvantage in com-
parison with C-band and Ku-band due to higher frequency
range allotment [8]–[14]. Working at high frequencies makes it
more prone to indicator quality issue due to climatic conditions
incorporating rain blur, Dust and Sand (DUSA) storms, etc.
Dissection of such climate induced weakening impairments in
the Eastern district of Saudi Arabia is the essential contribution
of this paper.

In this research, climatic information for DUSA storms
has been gathered from Saudi Arabian sources and used
in physical estimations to get precise gauges in the region
of interest. In parallel to the focus of this analysis, many
researchers have shown great interest in estimating the high
frequency wave attenuation due to DUSA particles [2][3][15]–
[18]. Very few studies are conducted at the Ka-band. The
impacts are analyzed in a digital video broadcasting - satellite
- second generation (DVB-S2) VSAT broadband framework,
as depicted in Figure 1, with an adaptive scheme to gauge
atmospheric attenuation, due to change in DUSA density at
any given area with certain propagation angle and operational
frequency. In the wake of quantifying such impairments at
diverse and remote locations, improved back propagation-
learning calculation − by iteratively computing operational
frequencies, elevation angles, modulation and coding − is
done to improve the Signal to Noise Ratio (SNR).

This paper is described in five sections. Section II describes
the DVB-S2 for supporting forward and receive channels in
a flexible way. Section III presents the methodology and
simulation of DUSA storm. It also describes different research
methods for dust storm. Section IV presents analysis and mod-
eling for DUSA attenuation variations with other propagation
factors. Consequently, SNR under DUSA storm conditions
were calculated. Finally, we conclude this study in Section V.

II. DVB-S2 VSAT SYSTEM
DVB-S2 VSAT system is used to control record readings

for weather attenuation. The remote terminal presented in
Figure 1 sends data packets to a satellite and receives back
an acknowledgement through Indoor Unit (IDU).

In the initial phase, several modern techniques to estimate
the effects of DUSA storms on satellite communications were
simulated in MATLAB environment for Ka-band frequencies.
Later the parameters of DUSA storms relevant to Saudi Arabia
were extracted and incorporated in the simulations to estimate
their effects on Ka-band VSAT systems.

Furthermore, the estimates of DUSA density existing in air
are gathered from various nearby weather stations and incor-
porated into simulations to quantify their effects in retarding
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Figure 1. Example of DVB-S2 VSAT Complete Network.

the SNR, as well as Quality of Service (QoS) and therefore
effective throughput of VSAT system.

DVB-S2 VSAT system has been modeled in MATLAB to
analyze DUSA storms effects related to the concerned region.
This system has been simulated in a flexible way such that the
primary parameters of VSAT system can be adjusted by chang-
ing modulation, coding, transmit power, operating frequency,
elevation angle, etc., based on the estimates of DUSA storms,
to provide uninterrupted service while optimally managing the
radio resources.

The system model is based on DVB-S2 for the forward
channel and digital video broadcasting - return channel via
satellite (DVB-RCS) for the return channels. DVB-S2 is
currently the latest satellite communications standard in pro-
duction and is commonly used for video based applications.
It has the feature of low encoding complexity and also has
variable and adaptive coding and modulation modes, which
can be used for fluctuating noise conditions. In the forward
direction, the system uses DVB-S2 in accordance with the
DVB-RCS specification EN 301 790. It offers both QPSK
and 8PSK modulation schemes. Figure 2 depicts the Es/N0

versus spectral efficiency for the various modulation schemes.
While these signal-to-noise ratios are readily achievable for
trunking applications between large earth stations, they are
not generally available for VSAT networks. On the other hand,
DVB-RCS utilized in this study uses the most advanced mod-
ulation and coding on the return (remote to gateway) satellite
links available in the DVB-RCS specification where Table I

TABLE I. SPECTRAL EFFICIENCY DVB-RCS RETURN
LINK.

Channel Spacing Factor = 1.25.
Turbo Coding Spectral Efficiency

(Rate) (Bits/sec/Hz)
1/3 0.53
2/5 0.64
1/2 0.80
2/3 1.07
3/4 1.20
4/5 1.28
6/7 1.37

the performance of the return link. In the return direction,
the system uses QPSK modulation with Turbo coding as per
EN 301 790 exclusively. The system offers a variety of Turbo
coding rates depending on the nature of encapsulation chosen
for the return traffic.

Data traffic in all cases terminates/originates to/from the
backbone routers and telephone switches located at the gate-
way location. This system model supports data communication
between a remote in one sub-network and the corporate net-
work, between two remotes in one sub-network and between
two remotes in a different sub-network (one remote in sub-
network 1 and one remote in sub-network 2). The space
segment of the VSAT network consists of two transponders
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Figure 2. Spectral efficiency of DVB-S2 modulation schemes.

on Intelsat 1002.
The test setup mainly consists of a VSAT remote terminal

and a visibility sensor both located in Dhahran. The SNR of
the transmitted data is physically measured to quantify the
effects of such factors on the composite attenuation. Also, the
visibility was observed at the same time.

III. METHODOLOGY

This section covers a brief review of different mathematical
expressions used in the estimation of DUSA impairments.
General formulas for electromagnetic (EM) wave passing
through DUSA particles have been implemented in [3] using
Rayleigh approximation attenuation and phase shift factors
for a VSAT environment where DUSA particles are estimated
considering two major components namely visibility and fre-
quency.

A. Rayleigh Approximation

In [3], generic models for DUSA storms affected wave
propagation constant based on Rayleigh approximation were
developed. The satellite medium parameters experiencing
DUSA storms impairment were derived considering location,
visibility, frequency, and other factors. These formulas are
correlated with the principles by Goldhirshs estimation [19].
By following the analysis for different particles model, the
propagation will be:

KV,H(ϕ ) = k0 +
2π

k0

∞∫
0

fV, H (ϕ, r ) N( r )dr (1)

where:
k0: the free-space propagation constant,
ϕ: the incident radiation propagation angle,
N(r) = N0 P (r): DUSA distribution per (cm3) having
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Visibility.

radius in the region of r → r + dr.
fV,H(ϕ, r): the forward scattering amplitude for vertical (V )
and horizontal (H) polarizations.

B. Goldhirsh’s Formula

Contingent on the Rayleigh approximation, the attenuation
model for satellite signal propagation in DUSA storms derived
by Goldhirsh is [19]:

α =
2.317× 10−3 × ε′′

[(ε′ + 2) + ε′′2]× λ
·
(

1

V γb

)
[dB/Km] (2)

λ: the wavelength in m,
ε
′

and ε
′′

: the dielectric constant of the DUSA particles,
γ = 1.07, and Vb visibility in Km is a key component
for evaluating of dust induced impairments. Equation (3)
presented in [20] shows dependence of visibility and height
(h).

V = V0

[
h

h0

]0.26
, (3)

where V0 and h0 are the reference visibility and height,
respectively.

C. Ahmed Derivation

Ahmed et al. derived a DUSA storms attenuation model
for millimeter-wave based on measured probability density
function and Mie theory. The model is expressed by [21]:

α = 5.670× 104 ·
(

1

Vb

)
·
(re
λ

)
· ε

′′

[(ε′ + 2) + ε′′2]
(4)

Here, re is the effective particle radius in µm.
Similarly, a generic model suitable for different particle sizes
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Figure 4. Comparison Compensated for Attenuation with
Visibility.

distributions developed in [21] for microwave propagation in
DUSA storms is shown as:

α = 0.629× 103 ·
(
F · re
Vb

)
·

(
ε
′′

[(ε′ + 2) + ε′′2]

)
(5)

F : the frequency in GHz.

D. Al-Haider derivation

Considering 10 years visibility data and the Rayleigh ap-
proximation, Al-Haider developed another attenuation model
for microwave propagation in DUSA storms [5] as:

α =
0.189

Vb
·
( r
λ

)
·

(
3 ε

′′

[(ε′ + 2) + ε′′2]

)
(6)

r: the particle radius in m.
The above model is applied to our region of interest in Saudi

Arabia. The data pertaining to visibility has been extracted
from literature [4]–[12] and is physically measured to quantify
the effects of such factors on composite attenuation.

IV. ANALYSIS

The measured data presented in Figure 3 and Figure 4 are
used for analyzing DUSA attenuation variations with different
values of collected visibility. The uncompensated data for
theoretical and practical scenarios presented in Figure 3 show
that the theoretical line marginally models the practical data
with a higher degree of variations up to approximately 1.25
Km of visibility. This discrepancy at low visibility is due to
the lack of appropriate model that match real measurements.
It presents a big challenge for researchers and providers as
signal could be totally blocked by DUSA storm.

The theoretical line follows a decaying exponential trend,
but the recorded data (blue dots) resembles a linear relation-
ship due to outcome discrepancy. It shows that the theoretical

 

Figure 5. Comparison between different Models.

line (red) closely models the practical data only around 1.75
Km of visibility and missed it for the rest of data.

The proposed analysis for the compensated data was
implemented to get better matching results especially at
low visibility by tuning variables presented in (7). This
improvement result for attenuation with different visibility
is clearly shown in Figure 4. This outcome will lead to an
appropriate value for SNR, as well as the overall system’s
throughput. The practical data (blue dots) follow the trend
of recorded data though it is scrambled. However, we see
roughly that at a visibility higher than 1.3 Km, the attenuation
becomes constant.

DUSA attenuation model for real time measured data com-
pared to other developed models is presented in Figure 4.
Note that, the DUSA storms level above the ground, according
to Saudi Arabia region, ranges between 4 Km to 6 Km for
maximum.

According to numerical methods used for estimations pre-
sented in Figure 4, we present a model for DUSA point
attenuation (Ap) as follows:

Ap = 2.2909 × 10−16 +
{

567
V r 2

eλ
× · · ·

· · · × ε
′′

(ε′+9.9595×108)
2
+ε′′2

×
n∑
i

pir
3
i

}
dB/Km

(7)

where
∑
i pi r

3
i represents the summation of different proba-

bilities of particle sizes multiplied by the dust particle size.
V is the visibility. Whereas, the parameters λ, re, ε

′
and

ε
′′

are constant values at various frequencies as defined in
Table II. The outcome of (7) represents the compensated
expression of DUSA model. The constant value is extracted
by inspection using MATLAB tests. This value can be in-
tegrated back into the original expression with changing of
(ε

′
+ 2)2 to (ε

′
+ 9.9595× 108)2.
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TABLE II. LISTING OF DIELECTRIC CONSTANTS AT
VARIOUS FREQUENCIES MEASURED BY [5][6][19].

Dielectric Constants Values
Frequency Soil Type ε′ ε′′

GHz
1 - 3 loam 3.5 0.14

3 - 10.5 clay, silt 5.73 0.474
10.5 - 14 sand 3.9 0.62
14 - 24 sad 3.8 0.65
24 - 37 loam 2.88 0.3529

A comparison between the observed attenuation model and
others presented in this paper which resulted in deviation
between the empirical values and the theoretical models is
shown in Figure 5. There are many possible reasons for the
deviation. One of the main reasons is that attenuations were
simulated at different regions with different DUSA properties.

Thus, the proposed point attenuation along the radio wave
path resulted in Figure 6 as a function of frequency and
propagation angle with different particular sizes.

A. SNR Calculation

The improvement in SNR, as well as system’s throughput
based on estimation specific to the region is analyzed in
[22][23]. The ratio between signal and noise are presented
as:

SNR = Pt + Gt − At + Gr − T − K − Rs dB, (8)

At (total attenuation) = ADS + A0,
where the free space loss A0 = (4.π.d/λ)2,
d the distance in Km between the transmitter (ground station)
and the receiver (satellite),
ADS represents DUSA attenuation.
Pt and Pr represent the transmitter and receiver powers
respectively.
Gt and Gr are antenna gains at the transmitter and receiver
respectively. Rs is the transmission rate, K represents the
Boltzman constant, and T represents the effective noise tem-
perature.

A receive bandwidth (Br) is considered. Thus, the noise
power (N ) will be:

N = N0 · Br = K · T · Br (9)

System preformance of a digital system can be determined
using the SNR or vice versa. Thermal noise power spectral
density is given by N0 = K . T , where, K = 1.38 ×
10−23 Ws/K = − 228.6 dB Ws/K, T = Ta + Tr,
with Ta represents the noise temperature of the antenna, and
the noise temperature of the receiver is:

Tr =

(
10

(
Nr/10

)
− 1

)
· 290 (10)

Nr ≈ 0.7 → 2 dB: represents noise figure of low-noise
amplifier, and Rs: represents the symbol rate.
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Figure 6. Point Attenuation with Visibility and Frequency
under Dusty Weather in Dhahran, Saudi.

Therefore, satellite system performance is improved by
providing enhanced estimates for attenuation due to DUSA
storms leading to adjustment of SNR output in lieu of a
wide range of frequencies, transmitted power, for any specific
propagation angle, transmission rate, gain, and location as
shown in Figure 7.

After having quantified the effects of DUSA storms in a
generic satellite system, the main wave propagation parameters
can be mitigated according to these impairments to eventually
enhance the SNR and data-rates. Based on achieved analogy
for different signal attenuation and SNR, designers are able
to build a clear estimation for signal propagation in dusty
and sandy weather conditions. Different results for geometries
and locations of this technique are investigated. Resulting
prototype products can be hardware controllers, which take
the values of DUSA storm estimated as explained above,
and would give optimal values of output transmit power,
modulation, coding, operating frequency, and elevation angle.

Uplink Power Control (UPC) is a technique of adjusting
the output power of the uplink with the aim to maintain a
constant SNR ratio at a remote terminal, which can be used in
our system’s model. Adaptive Coding and Modulation (ACM)
is used to keep the received signal quality above designers’
threshold level in varying SNR levels. The modulation scheme
is altered between a high capacity modulation at high SNR to
a low capacity robust modulation at low SNR levels. After
measuring DUSA storm attenuation, UPC and ACM can be
used in the case of rain fade in satellite links.

V. CONCLUSION

Analysis of DUSA storm effects on a generic satellite link
was the starting point of the proposed work. A relationship
that estimates the DUSA storm effects has been derived for
real time data. In this paper, different means for enhancing
the throughput of a Ka-band broadband VSAT system were
studied. Such systems are much susceptible to weather
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effects, in which DUSA storms impact transmitted signal
and corresponding data rates are below the desired threshold
levels. Hence, the performance of high throughput applications
− like transmission of multimedia, interactive voice, etc. −
is affected. The quantification of DUSA effects at different
geographical locations, with the view to eventually upgrading
the system parameters by virtue of an intelligent controller
at the hub station. This system can ensure high throughput
and reliable data transmission at all times. Estimating
the attenuation due to DUSA storm is based on the latest
techniques available in literature through incorporated weather
data mainly about DUSA storms concentrations. In addition,
the data is measured from different VSAT remote sites to
achieve more specific physical results. Up to date techniques
mitigate these effects and improve data-rates and QoS. The
effects are analyzed in a DVB-S2 VSAT broadband system in
which an adaptive scheme was used to estimate atmospheric
attenuation due to DUSA density changes at any given
location, with certain propagation angle and operational
frequency.
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Abstract - This paper describes a recent effort in characterizing 
the weather conditions at the Canberra Deep Space 
Communications Complex of the National Aeronautics and 
Space Administration (NASA) Deep Space Network (DSN) to 
assess how they could impact the data return of the New 
Horizons mission during the Pluto encounter period.  The 
frequency of rain occurrence is quantified based on recent 
2014 statistics.  The cumulative distribution of the 
precipitation rate during the rain events and the corresponding 
signal degradation are studied.  The result is then evaluated 
against the anticipated link margin for two possible tracking 
configurations: one with a single 70m antenna, the other with 
an array of a 70m and three 34m antennas.   The array offers a 
more robust link with greater margin, thus, a better protection 
against possible rain degradation; however, it would negatively 
impact other missions that require DSN support over the same 
period.  The determination of possible improvement in terms 
of increased probability of data return offered by the antenna 
arraying helps selecting a strategy that best balances the 
benefit to the New Horizons mission and the impact to other 
missions concurrently supported by the DSN. 
 

Keywords - DSN; performance analysis; weather statistics; 
New Horizons 

I. INTRODUCTION 
The National Aeronautics and Space Administration 

(NASA) New Horizons mission is preparing for a historic 
encounter with the dwarf planet Pluto in July 2015.  Since 
this is a once in a lifetime event, the mission design team 
wants to maximize the success probability of data return.  A 
few weeks prior to the actual encounter on July 14, 2015, 
there will be several tracking passes that are critical to 
mission planning.  These passes return the optical 
navigation data on possible hazardous objects around Pluto 
that are critical to the trajectory design of the flyby.  There 
are also a few tracking passes immediately after the flyby 
that return the important scientific observation data.   

To maximize the probability of data return over the 
scheduled passes to ensure the timeliness of trajectory 
design, the New Horizons mission is interested in 
quantifying if there is sufficient link margin to cover the 
adverse weather conditions.  Rains – particularly the heavy 
ones – would reduce the received signal quality.   In rainy 
condition, the signal to noise ratio is reduced by 
simultaneous effects of signal attenuation caused by the 

absorption and scattering of the raindrops, and of the 
increase in the ground system noise temperature.  

In the previous baseline operation, the New Horizons 
mission plans to use the 70m antenna for the return of data.  
To get additional link margin, the mission could request for 
other 34m antennas to be added for arraying with the 70m.  
Doing so however would take away the tracking antennas 
needed by other missions.  It is important then to understand 
if there is significant advantage with the array that would 
justify the negative impact to other missions. 

In this paper, we will address the following questions:  
(1) What is the probability of encountering the rain?  
(2) In the event of rain, what is the likelihood that the 
signal degradation would exceed the available link 
margin?  
(3) Would the extra gain from the array significantly 
improve the probability of a successful data return? 
In Section II, we will discuss the available link margin 

for single antenna and the extra gain provided by the array.  
We will examine the statistics of events where rains affect 
the data return and quantify the probability that a pass may 
encounter rains in Section III. Section IV discusses the 
relationship between the precipitation rate (which is an 
indication on the intensity of the rain) and the signal 
degradation.  Section V considers the statistics of 
precipitation rate observed in past rain events, assesses the 
probability where the link margin can sustain the signal 
degradation, and reflects the resulting operational planning 
under consideration.  Conclusions are captured in Section 
VI. 

II. AVAILABLE LINK MARGIN 
The DSN has three tracking complexes spread evenly 

across the Earth longitudes in order to maintain a constant 
visibility to spacecraft in deep space.  The three complexes 
are known as Goldstone, Canberra and Madrid Deep Space 
Communications Complexes, based on the its location in the 
United States, Australia and Spain.   Each complex has a 
70m antenna, one 34m high efficiency (HEF) antenna and at 
least two 34m beam-waveguide (BWG) antennas 
(Goldstone complex has one additional 34m BWG antenna).  
The distinction of the HEF vs. BWG antennas is due to their 
design and performance since the two sets of antennas were 
constructed at different time and with different technology 
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and operations considerations.  The HEF antenna offers a 
better signal performance because its design is optimized at 
X-band, but its support is limited to S- and X-band.  The 
BWG design focuses mainly on X- and Ka-band, and offers 
other operational advantages such as the ease of 
maintenance and addition of other frequency bands as 
needed. 

For the Pluto flyby operation, the New Horizons mission 
plans to have a reserved 1.5 dB link margin with the 70m 
antenna tracking.  Arraying the 70m with other 34m 
antennas would add additional margin. Each 34m antenna 
has a slightly less than half of the antenna aperture and a 
higher zenith system noise temperature than that of the 70m 
antenna.  Since the system noise temperature changes as a 
function of elevation – due to different amount of 
atmospheric noise contribution resulted from different path 
length that the signal travels through the Earth atmosphere – 
the relative performance metric of Gain over Noise 
Temperature (G/T) between the 34m and the 70m antennas 
varies over the elevation range of the pass. Table 1 shows 
the G/T of the 70m, 34m HEF and 34m BWG at some key 
elevation points.    

TABLE I.  G/T PERFORMANCE OF VARIOUS DSN ANTENNAS AND 
CONTRIBUTION OF 3X34M ARRAY TO THE 70M ANTENNA 

 
 
At the referenced 45 deg elevation, the 34m antenna G/T is 
about 20% of the G/T of the 70m antenna.  An array of the 
70m and three 34m antennas (one HEF and two BWGs) 
would yield 61% improvement in G/T compared to that of 
the 70m antenna alone.  Allowing for 0.1 dB loss due to 
imperfect estimation and thus compensation of the relative 
delays among the input signals to be combined, the array 
would add 1.95 dB gain to the original 1.5 dB link margin 
of the 70m antenna. At other elevations, the array gain is 
higher, extending up to 2.4 dB at the lower elevation of 10 
deg.  Thus, with the array configuration, the link would have 
a minimum of 3.4 dB margin. 

III. RAIN STATISTICS  
In this section, we examine the rain statistics observed at 

the DSN sites. Among the three sites, Canberra typically has 
more rain [1]. Thus, assessment on the rain impact is based 
on Canberra data. 

Records of Canberra tracking passes during January – 
November 2014 indicated that there were 37 events of rain 
that affect the data return.  The majority was associated with 
data loss; however, some just resulted in signal degradation 
without data loss.  The total data affected was 6871 minutes 
over a 10-month period, equated to 1.6% of the time.  The 
probability of a tracking pass affected by the rain is thus 
only 1.6%. 

Since the Pluto Flyby will occur on July 14, 2015 and the 
critical passes under consideration take place in June – July 
2015, there is a concern on whether the weather conditions 
during these two months are different from, or worse than, 
the average statistics.  Table 2 shows the long-term 
averaged precipitation measured at the nearby Tidbinbilla 
Reserve [2].  July is typically considered as one of the 
rainier months.   

TABLE II.  TYPICAL PRECIPITATION AT TIDBINDILLA NEARBY 
CANBERRA TRACKING COMPLEX 

 
 

Next we examine at the rain statistics specifically in the 
past year of 2014 to further validate the long-term averages. 
Figure 1 shows the actual the day of year when the 37 rain 
events occurred and their duration in January – November 
2014.  The rain impact lasted from a few minutes to up to 10 
hours, with an average duration of about 3 hours (185 
minutes).  The data also indicated that June and July were 
not particularly rainier compared to other months. Instead, 
the rains seemed to occur throughout the year, although with 
less rain in March and May. 

 

 
 

Figure 1. Rain Occurrence at Canberra Complex, January-November 2014 
 

The recent rain observations in 2014 for the month of 
July is different from the long-term average shown in Table 
2.  We attribute the difference to be a variation of one 
specific year from the long-term average. 

IV. SIGNAL DEGRADATION MODEL 
As indicated in Section III, the chance of having a track 

coincides with a rain event is rather small (1.6%).  However, 
if the track happens to be on a rainy day, we want to know 
the probability that the link margin can buffer the negative 
effect of the rain.   

As signal travels through the rain, two effects occur.  
First, signal is attenuated because of scattering and 
absorption of signal power by the raindrops. The scattering 
diffuses the signal power.  The absorption - due to a 
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resonance between the signal waveform and the vibration of 
water molecules - also draws the power away from the 
signal and transfers it to the increased motion of the water 
molecules. These effects become greater as there are more 
raindrops in heavier rains. Based on the Recommendation 
ITU-R P.838-3, Specific Attenuation Model for Rain for 
Use in Prediction Methods [3], the signal specific 
attenuation – attenuation per unit distance (dB/km) – can be 
modeled as a power function of the precipitation rate: 

𝛾(𝑅) = 𝑘𝑅!                                     (1) 
where: 
 𝛾 is the specific attenuation (dB/km) 
𝑅 is the precipitation rate (mm/h) 
𝑘 = 0.0037825 (for circular polarization at X-band) 
𝛼 = 1.38557 (for circular polarization at X-band) 
The total attenuation is equal to the specific attenuation 

multiplied by the path length that the signal traverses 
through the rain.  Assuming a height of rain cloud of ℎ and a 
spacecraft line of sight at 𝜃 elevation, the signal attenuation 
path length 𝐿 can be approximated as: 

𝐿(𝑅) = ! ! .!
!"#!

                                    (2) 
In addition to the signal attenuation, the rain also causes 

an increase in the system noise temperature.  This is due to 
the fact that the temperature of the rain (~300K) is much 
higher than that of typical cold sky (~25K) and the rain also 
acts as a lossy waveguide.  As shown in [4], the increase in 
atmospheric noise temperature is: 

∆𝑇 = (𝑇! − 𝑇!)(𝐿 − 1)/𝐿                      (3) 
where: 
∆𝑇 is the increase in atmospheric noise temperature, K. 
𝑇! is the rain physical temperature, ~300K. 
𝑇! is the typical cold sky temperature, ~25K. 
𝐿 is the rain attenuation. 
Figure 2 shows a sample of the rain impact for the case 

of cloud height ℎ = 7.5  𝑘𝑚  𝑎𝑛𝑑  spacecraft elevation 
𝜃 = 45  deg.   This elevation is chosen as an example 
because it is almost the midpoint in the 10-80 deg elevation 
range expected with New Horizons tracking at Canberra. 
Individual effects of signal attenuation (given by (2)) and 
degradation in system noise temperature (given by (3)) are 
included, as well as the total degradation. 
 

 
Figure 2. Modeled signal attenuation, system noise temperature 

degradation and total degradation for various precipitation rates at 45-deg 
elevation and 7.5 km rain height 

V. ASESSMENT 
For the particular case of 45-deg elevation and an 

assumed 7.5 km rain height, the single 70m antenna tracking 
with a 1.5 dB link margin could tolerate any rain with 
precipitation rate up to 1.5 mm/h.  In contrast, with a 3.4 dB 
margin from an array of 70m and three 34m antennas, the 
link can sustain the rains up to 3.1 mm/h. 

To determine the probability of occurrence of rain with 
precipitation rates of 1.5 mm/h and 3.1 mm/h, we examined 
the precipitation rate of each of the 37 rain events in 2014.   
The average precipitation rates are plotted in Figure 3.  
Twenty-five rain events (68%) were found to have 
precipitation rate below 1.5 mm/h, and 32 events (86%) 
below 3.1 mm/h.   

 

  
Figure 3. Distribution of precipitation rate from rain events in 2014 at 

Canberra. 
 

Thus, the probability of sustaining the rain impact with a 
single 70m antenna tracking is 68%.  With an array, that 
probability increases to 86%.   

More general, the probability of successful data return at 
other elevations (10, 20, 30, 45 and 80 deg) is presented in 
Figure 4.  At lower elevations, the single 70m antenna 
configuration has lower probability of success because the 
signal suffers more loss as it travels on a longer path 
through the rain.  In those cases, the benefit of having extra 
gain provided via the array is more significant.  At higher 
elevations, the single 70m antenna has greater chance to 
succeed due to smaller impact of the rain over shorter path.  
Correspondingly, there is a smaller improvement with the 
arraying. 

Note that the New Horizons spacecraft does not spend 
equal amount of time across the elevation range.   Because 
the spacecraft changes its elevation at a much faster rate 
during rise and set, the time spent at low elevations (10 – 30 
deg) is much less than the time at high elevations (30 – 80 
deg).  In a typical New Horizons track at Canberra, 75% of 
the track time is above 30-deg elevation.  Thus, in Figure 4, 
the region of high elevations above 30 degrees is more 
relevant to the assessment of improvement in the probability 
of success between the single 70m antenna and the array 
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configuration.  At 30-deg elevation, the array would 
increase the probability of success from 73% to 89%.  At 
highest elevation, the success probability increases from 
86% to 95%. 
 

 
Figure 4. Probability of successful data return in the event of rain for single 

70m antenna and array configuration 
 
Given that the probability of success with the single 70m 

antenna at high elevation is already above 70% and the 
array only increases the chance by 9% – 16%, the New 
Horizons mission operations team, at the time of this report, 
is considering a hybrid approach (subject to the final 
decision).  The mission would stay with the single 70m 
antenna configuration for these critical passes.  That would 
allow other missions continue to be supported by other 34m 
antennas in the DSN.  In the event of forecasted rain or 
encountering actual rain during the pass, the New Horizons 
mission would then request the 34m antennas, if available, 
to be added to the array to increase the probability of 
successful data return. 

VI. CONCLUSION 
In summary, our analysis indicates that the probability 

that a New Horizons’ tracking pass could encounter rain is 
about 1.6%.  When subjected to rain, there is a 73% chance 
that a New Horizons pass with a single 70m antenna would 
be able to sustain the rain’s impact.  If an array of one 70m 
and three 34m antennas is used, the link margin would 
increase by 1.95 dB and the success probability of 
weathering the rain would improve by an additional 9% – 
16% at various tracking elevations.  This analysis has aided 
the New Horizons mission planners to design a strategy that 
would maximize the probability of data return within 
various operational constraints. 
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Abstract— The Space Internet, also known as the 
Interplanetary Internet, is a proposed network intended to 
connect stations on Earth with others in orbit around and on 
the surface of other planets and moons in the Solar System. 
This paper reports on a space Internet development and test 
plans for Korean lunar exploration program. First, Korean 
lunar program was reviewed. Then Delay Tolerant Network 
(DTN) characteristics and DTN protocols used in lunar 
exploration are reviewed. DTN communication architectures 
are presented. The Korea lunar exploration program is divided 
into two phases. In first phase, test lunar Orbiter will be 
launched without Lander or Rover. So, proposed DTN test 
architecture is based on Lander and Rover located on earth. In 
second phase, Lander and Rover will be landed on the moon. 
The DTN architecture and protocol stacks for second phase 
are also proposed. 

Keywords-Ionosphere; Delay Tolerant Network(DTN); 
CCSDS File Delivery Protoclo(CFDP); Bundle Protocol(BP); 
Licklider Transmission Protocol(LTP); Proximity-1. 

I.  INTRODUCTION 
Korea plans to develop a space vehicle on its own and 

launch it during the first half of 2020, and send up a lunar 
orbiter and a lunar lander for itself before the end of the same 
year. In the longer term, it is planning to explore Mars, 
asteroids, and deep space to join the ranks of space industry 
powerhouses [1] [2]. 

The Korean lunar project is divided into two phases. The 
goals of the first phase, which continues until 2017, include 
the completion of the basic technical design of the orbiter 
and module in cooperation with NASA, and the development 
of a test orbiter. At the same time, the scientific equipment to 
be carried in the orbiter and earth-bound control station to be 
responsible for deep space communication will be built. 

The second phase is for the self-production of the orbiter 
and module and actual launch using a Korea Space Launch 
Vehicle (KSLV). To this end, 15 government-funded 
research institutes, such as the Korea Aerospace Research 
Institute (KARI) have formed a council and conducted 31 
research tasks. 

Electronics and Telecommunications Research Institute 
(ETRI) plan to develop space Internet technologies for the 
lunar communication. During the first phase, space Internet 
technology developed by ETRI will be tested through test 
lunar orbiter. If first phase testing is successful, space 

Internet technologies will be applied to the mission 
communication in the second phase of lunar exploration. 

This paper focused on overview of development and test 
plan of space Internet technologies for Korea lunar 
exploration. In this paper, Delay/Disruption Tolerant 
Network (DTN) is reviewed first in Section 2. The protocols 
used in DTN communication for Korea lunar exploration is 
reviewed in Section 3. Architecture for DTN communication 
is reviewed in Section 4. In this section, DTN architecture 
for first and second phase is reviewed separately. Finally, 
research activities and future works are summarized in 
Section 5. 

II. DEAY TOLERANT NETWORK 
The Internet has been a great success at interconnecting 

communication devices across the earth. It has done this by 
using a homogeneous set of communication protocols, called 
the TCP/IP protocol suite. All devices on the hundreds of 
thousands of networks that make up the Internet use these 
protocols for routing data and insuring the reliability of 
message exchanges. 

Connectivity on the Internet relies primarily on wired 
links, including the wired telephone network, although 
wireless technologies such as satellite and short range mobile 
links are also an essential part of the network. These links, as 
used on the Internet, are continuously connected in end-to-
end, low-delay paths between sources and destinations. They 
have low error rates and relatively symmetric bidirectional 
data rates. 

The interplanetary network differs from the terrestrial 
Internet in a number ways as following that might arise 
individually or collectively. 

 Intermittent connectivity: Connectivity may suffer from 
disruptions leading to link failure and network 
partitioning, for a large number of reasons like mobility 
issues, radio issues, and battery issues. 

 Delay issues: Links could have a very high propagation 
delay or have such a highly variable delay that 
traditional protocol like TCP would fail. 

 Asymmetric data rates: Links can suffer from highly 
asymmetric data rates or can be simply just 
unidirectional. 
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 High error rates: Some links may have high error rates. 
They could require a high level of correction and a 
large number of retransmissions, leading to the creation 
of tight bottlenecks [3]. 

 
A DTN is a network of smaller networks. It is an overlay 

on top of special-purpose networks, including the Internet. 
DTNs support interoperability of other networks by 
accommodating long disruptions and delays between and 
within those networks, and by translating between the 
communication protocols of those networks. In providing 
these functions, DTNs accommodate the mobility and 
limited power of evolving wireless communication devices. 
DTNs were originally developed for interplanetary use, 
where the speed of light can seem slow and delay-tolerance 
is the greatest need. However, DTNs may have far more 
diverse applications on earth, where disruption-tolerance is 
the greatest need. The potential earth applications span a 
broad range of commercial, scientific, military, and public-
service applications. 

The DTN architecture implements store-and-forward 
message switching by overlaying a new transmission 
protocol, called the Bundle Protocol (BP), on top of lower-
lower protocols, such as the Internet protocols. The bundle 
protocol ties together the lower protocol layers so that 
application programs can communicate across the same or 
different sets of lower-lower protocols under conditions that 
involve long network delays or disruptions. 

The bundle-protocol agent stores and forwards entire 
bundles (or bundle fragments) between nodes. A single 
bundle protocol is used throughout a DTN. By contrast, the 
lower-lower protocols below the bundle protocol are chosen 
to suit the characteristics of each communication 
environment. 

 

III. PROTOCOLS USED IN DTN COMMUNICATIONS 
The protocols used for DTN communication in Korea 

lunar exploration are summarized as following. 

 CCSDS (Consultative Committee for Space Data 
Systems) File Delivery Protocol (CFDP): The CFDP 
[4] is a File Transfer Protocol (FTP)-like protocol for 
transferring files between two entities separated by 
interplanetary distances, on the space links that have 
asymmetric bandwidths. CFDP can be used over a wide 
range of underlying communication services. It can be 
configured for either ground station to spacecraft or 
spacecraft to ground station transfers, apart from other 
configurations of a network of platforms, such as a 
spacecraft constellation or a series of planetary landers. 
The CFDP offers typical file operation commands such 
as delete, move, and copy that can be used to control a 
distant file store. 

 Bundle Protocol (BP): The Bundle Protocol [5] 
provides effective mechanisms for communicating in 
and/or through highly stressed environments such as 
those with intermittent connectivity, large and/or 
variable delays, and high bit error rates. For providing 

its services, BP forms a store-and-forward overlay 
network by sitting at the application layer2 of some 
number of constituent Internets. The protocol data unit 
is called as a bundle and it comprises a sequence of two 
or more blocks of protocol data, which serve various 
purposes. 

 Licklider Transmission Protocol (LTP): The Licklider 
Transmission Protocol [6], also known as Long-haul 
Transmission Protocol [7], is principally aimed at 
supporting the links, characterized by extremely long 
message route-trip times and/or frequent interruptions 
in connectivity. It has emerged as one of the best 
candidates as a convergence layer protocol in the case 
of interplanetary space communication. For single hop 
deep-space RF links, LTP is intended to serve as a 
retransmission-based reliable mechanism and does 
ARQ of data transmissions by soliciting selective-
acknowledgment reception reports. LTP's design 
notions are directly descended from the retransmission 
procedures defined for CFDP. 

 Proximity-1: Proximity-1 Space Link Protocol [8] is a 
short haul delivery communications protocol designed 
to establish a two-way communications link between a 
lander and an orbiter, negotiate data rate and 
communications mode, and reliably deliver data during 
short orbiter-to-surface contacts. Developed by CCSDS, 
Proximity-1 is implemented on Mars Exploration 
Rovers, Mars Odyssey, Mars Reconnaissance Orbiter, 
and Mars Express as well as on Phoenix Mars Lander. 
The frequency band used by this protocol is in the 400 
MHz band so as to reduce complexity of the ground 
craft. 

 Space Link Extension (SLE): The SLE transfer services 
[9], developed by the CCSDS, provide a standard 
method to transport spacecraft forward and return data 
between various tracking stations, mission operation 
control centers and data-user facilities. This 
standardization of the interfaces between the various 
facilities permits re-use of systems for successive 
missions and eliminates the development costs of 
mission-specific implementations. Mission risk is 
reduced since standard SLE services facilitate the rapid 
substitution of ground stations in the event of a failure. 
Since the SLE protocols run over existing 
communications infrastructure and utilize TCP/IP 
protocols, they help integrate Space Data Systems into 
the global communications network. 

 

IV. DTN COMMUNICATION ARCHITECTURE 
The DTN architecture for lunar exploration consists of 

following communication nodes. 

 Orbiter: orbiting the moon to perform data relay for the 
Lander and Rover 

 Lander: on a moon surface to perform science mission 
and data relay for the Rover 
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 Rover: move on the moon surface to perform science 
mission 

 Ground Station (GS): on earth for communication with 
the orbiter and lander 

 Mission Control Center (MMC): on earth for 
monitoring and control of the lunar Orbiter 

 Lander Control Center (LCC): on earth for monitoring 
and control of the Lander 

 Rover Control Center (RCC): on earth for monitoring 
and control of the Rover 

The communications links between the nodes are shown 
in Figure 1. The Orbiter can communicate with earth through 
GS whereas Lander and Rover cannot communicate with 
earth directly. Lander and Rover can communicate with earth 
through Orbiter relay. 

 

 
Figure 1.  Communication links in lunar exporlation 

A. DTN Architecture for first phase 
In the first phase of lunar exploration, test lunar orbiter 

called Korea Pathfinder Lunar Orbiter (KPLO) will be 
launched for the testing purpose. The KPLO mission is to 
verify Orbiter functionality and to check many parameters 
to be considered for the second phase of lunar exploration. 
In the meantime ETRI plan to test DTN technologies 
through KPLO in the first phase of lunar exploration. The 
purpose of testing is to verify DTN protocol functionality 
and performance and also if DTN communication 
architectures are acceptable for lunar mission 
communications. Figure 2 shows a DTN configuration in 
first phase of lunar exploration. Because there are no Lander 
and Rover on the moon in first phase, ground models of 
Lander and Rover will be located on earth for the 
communication testing. RCC is a source of DTN node and 
Rover is a destination of DTN node. MCC, Lander, KPLO 
and Cube-sat are DTN nodes which perform, store, and 
forward bundles between the source and destination. GS is 
not a DTN node because it just transfers bundles between 
the MCC and Orbiter. GS, MCC, RCC and Lander ground 
model are connected together through Internet. 

Two kinds of DTN tests will be performed in first phase 
of lunar exploration. The first test is a DTN round trip test. 
In this testing, RCC controls Rover on earth through KPLO. 

RCC send command message or files to Rover in earth 
through KPLO and receive status telemetry or image files 
captured by Rover through KPLO also. The signal flow of 
round trip test is shown in Figure 3. Table 1 shows tentative 
protocols between the communication links. 

The CFDP class 1 will be used for message or file 
transfer between RCC and Rover. Custody transfer based on 
store-and-forward mechanism and end-to-end reliability is 
provided by BP and LTP which are underlying CFDP. The 
SLE protocol will be used in the link between MCC and GS. 
This link can be assumed to be continuously available and 
there seems to be no need to apply the store-and-forward of 
BP in the GS. Proximity-1 can be used as a radio link 
between the Orbiter, Lander and Rover. Figure 7 at end of 
this paper shows a protocol stack for DTN round trip test in 
first phase. 

 
Figure 2.  DTN test configuration in first phase 

RCC MCC GS Orbiter

L1 L2 L3

L4

LanderRover

L5L6

L7

 
Figure 3.  Signal flow of DTN round trip test in first phase 

TABLE I.  PROTOCOLS USED IN DTN ROUND TRIP TEST 

Links Protocols 
L1 CFDP/BP/UDP 
L2/L5 CFDP/BP/LTP/SLE 
L3/L4 CFDP/BP/LTP/TMTC(AOS) 
L6 CFDP/BP/UDP 
L7 CFDP/BP/Proximity-1 
 
Second test is a DTN communication test using Cube-sat.  

Cube-sat is released from the Orbiter when Orbiter is settled 
down in the orbit. Then, RCC on earth sends command to 
Cube-sat, and captured image by Cube-sat is transferred to 
RCC through KPLO relay. Cube-sat mission will continue 
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until the link between KPLO and Cube-sat is disconnected. 
The signal flow of Cube-sat communication test is shown in 
Figure 4 and Table 2 shows tentative protocols between the 
communication links. 

 

 
Figure 4.  Signal flow of Cube-sat communication test at first phase 

TABLE II.  PROTOCOLS USED IN CUBE-SAT COMMUNICATION TEST 

Links Protocols 
L1/L8 CFDP/BP/UDP 
L2/L7 CFDP/BP/LTP/SLE 
L3/L6 CFDP/BP/LTP/TMTC(AOS) 
L4/L5 CFDP/BP/ Proximity-1 or 

CFDP/BP/ 802.11 
 

B. DTN Architecture for second phase 
In the second phase of lunar exploration, self-production 

of the Orbiter and Lander will be launched using a Korea 
Space Launch Vehicle (KSLV). The Orbiter is launched 
first and Lander follows. After Orbiter and Lander are 
settled down in its lunar orbit, Lander will be landed on the 
surface of moon. After safe landing, Lander deploys antenna 
and Rover will be released from the Lander. After safe 
release, Rover will perform science mission moving around 
landing area. Figure 5 shows a DTN communication 
configuration in second phase. 

 
Figure 5.  DTN communication configuration in second phase 

As in first phase, CFDP class 1 will be used for file and 
message transfer between the RCC and Rover. The 
protocols are simular with the first phase. The signal flow of 
DTN communication in second phase is shown in Figure 6 
and Table 3 shows tentative protocols between the 
communication links in second phase. 
 

 
Figure 6.  Signal flow of DTN communication at second phase 

TABLE III.  PROTOCOLS OF CUBE-SAT COMMUNICATION TEST 

Links Protocols 
L1/L10 CFDP/BP/UDP 
L2/L9 CFDP/BP/LTP/SLE 
L3/L8 CFDP/BP/LTP/TMTC(AOS) 
L4/L7 CFDP/BP/ Proximity-1 
L5/L6 CFDP/BP/ Proximity-1 

 
Figure 8 at end of this paper shows a protocol stacks for 

DTN communication in second phase. 
 

V. CONCLUSION AND FUTURE WORK 
In this paper, we presented a development and test plans 

of space Internet technologies for Korea lunar exploration. In 
the first phase of lunar exploration, two kinds of test 
scenarios are considered now. First scenario is DNT round 
trip test through KPLO. In this test, RCC controls Rover on 
earth through KPLO relay. RCC also monitors telemetry 
from the Rover on earth and also receive images captured by 
Rover through KPLO relay. Second scenario is DTN 
communication with Cube-sat. In this test, RCC controls 
Cube-sat through KPLO, it monitors telemetry from the 
Cube-sat, and also receives image captured by Cube-sat 
through KPLO relay. The purpose of DTN testing in first 
phase is to check and validate that DTN technologies are 
acceptable for the mission communication in second phase. 

In the second phase of lunar exploration, Lander and 
Rover will be located on the surface of moon. In this phase 
DTN technologies will be applied to the communications 
between earth and lunar assets. 

At this moment, ETRI installed DTN test-bed for the test 
of DTN protocols functionality and performance. Also, ETRI 
have a cooperation plan with NASA in the DTN and Cube-
sat development. In near time, ETRI DTN test-bed will be 
connected to NASA test-bed for inter-operability testing. For 
the Cube-sat design, we are considering using smart phone 
as a communication payload for Cube-sat. ETRI also designs 
Proximity-1 space link modem for the inter spaceship 
communications. ETRI also participates in CCSDS meeting 
continuously. 
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Figure 7.  Protocol stacks of DTN round trip test in first phase 

 

Figure 8.  Protocol stacks of DTN communication in second phase 
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Abstract—In this paper, we investigate the use of systematic
random network coding (SNC) for multicast and multi-unicast
over satellite. In particular, the satellite coverage is over a large
geographical area that consists of several users. These users
may face different channel conditions and undergo different
packet loss rates. In this work, we identify two regions of
transmission. The multicast region where all users subscribed
to the multicast channel can recover all the data packets and
the multi-unicast region where only users with good channel
conditions can recover all the data packets but those with bad
channel accept transmission losses. For the two regions, we derive
theoretically and by simulation the benefits of SNC against state-
of-the-art end-to-end coding. Our results show that SNC can
achieve up to 26.90% and 24.26% higher maximum achievable
rates for multicast and multi-unicast respectively. Further, we
show practical architectural and encapsulation feasibility.

Index Terms—Network coding, Multicast, Satellite communica-
tion, Achievable rates.

I. INTRODUCTION

SNC [1]-[6] has been studied recently as a practical network
coding scheme to increase the achievable rates and reliability
of wireless networks. It has been proved that SNC achieves
smaller complexity, smaller delay and smaller overhead as
compared to previous network coding schemes based on
random network coding (RNC) [7] [8]. However, in the current
literature, SNC has been investigated mainly in the networks
for unicast with a source and a sink connected via several
intermediate nodes.

In this paper, we investigate the use of SNC for multicast
and multi-unicast over satellite. We identify two regions of
transmission, one for multicast and another for multi-unicast
with an in-network (re)encoding to increase the achievable
rates and the reliability of satellite networks.

We consider a system topology (Figure 1) where a source
is connected to all the sinks via an intermediate node. This
system topology is a relevant case in satellite systems where
there is one intermediate node which could be a gateway (or
others) and there can be several sink nodes which are the users
distributed in a large geographical area undergoing different
packet loss rates. Our theoretical derivations and simulation
results on the reliability and the achievable rates show the
benefits of network coding with respect to state-of-the-art end-
to-end forward erasure codes (FEC) codes like Reed-Solomon
(RS) codes for both multicast and multi-unicast.

In this paper, we also explore the benefits of network coding
in two different set of layers of a satellite network protocol ar-
chitecture. These are satellite-independent layers (application,
transport and IP layers) and satellite-dependent layers (link
and physical layers). In particular, the satellite-independent
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Figure. 1: System model

layers are mainly significant for the application’s developer
who has access to the data flowing in these layers and the
satellite-dependent layers are mainly significant for the system
operators. In this paper, first we present the implementation of
network coding in the link layer of the satellite systems and
second, we focus on the implementation of network coding in
the application layer for better internet communication over
satellite systems.

The rest of the paper is organized as follows. In Section II,
we discuss the system model. In Section III, we describe the
systematic network coding for multicast and multi-unicast. In
Section IV, we present the theoretical analysis and derivation
of theoretical expressions for the reliability and the achievable
rate. Section V presents the implementation of SNC in the link
layer of the protocol stack and Section VI presents the simu-
lation results. In Section VII, we discuss the implementation
of SNC in the upper layers of the satellite network protocol
stack. Finally, Section VIII concludes this paper.

II. SYSTEM MODEL

Consider that a source node has K data packets to send to
L − 1 sink nodes. Each packet is a column vector of length
M over a finite field Fq . The set of data packets in matrix
notation is S =

[
s1 s2 . . . sK

]
, where st is the

tth data packet. The source is connected to all the sinks via
an intermediate node as shown in Figure 1. All the links are
modeled as memoryless erasure channels. There are L links
in the network. The erasure probability from the source to the
intermediate node is denoted by ε1 and the erasure probability
from the intermediate node to the sink node j is denoted by
εj , j = 2, .., L.

We assume there is no feedback from the sinks (or from
the intermediate node) due to the inherent large latency of
satellite systems. We also assume that packet transmissions
occur at discrete time slots such that each node can transmit
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one packet per time slot. We will also assume that the coding
schemes run for a total of N time slots (N is larger than
or equal to K) and every node (except the sinks) transmits a
packet in each time slot t = 1, 2, ..., N .

III. SYSTEMATIC NETWORK CODING FOR MULTICAST AND
MULTI-UNICAST

A. Encoding at the source node

The SNC encoder sends K data packets in the first K
time slots (systematic phase) followed by N − K random
linear combinations of data packets in the next N −K time
slots (non-systematic phase). Let X = SG represent K
systematic packets and N − K coded packets transmitted
by the SNC encoder during N consecutive time slots. The
generator matrix G =

[
IK C

]
consists of the identity

matrix IK of dimension K and C ∈ FK×N−K
q with elements

chosen randomly from a finite field Fq . The code rate is given
by ρ = K

N .

B. Re-encoding at the intermediate node

The SNC re-encoder performs re-encoding operations in
every time slot and sends N packets to the sink nodes. Let
XI = XD1T represent N packets transmitted by the SNC re-
encoder during N consecutive time slots where D1 ∈ FN×N

q

represents erasures from the source node to the intermediate
node and T ∈ FN×N

q represents the re-encoding operations at
the intermediate node.

The erasure matrix D1 is an N ×N diagonal matrix with
every diagonal component zero with probability ε1 and one
with probability 1− ε1.

The re-encoding matrix T is modeled as an upper triangular
matrix. The non-zero elements of T are selected as follows.
During the systematic phase, if a packet st is lost i.e.,
D1(t, t) = 0 then the non-zero elements of the tth column
of matrix T are randomly selected from Fq . This represents
that if the systematic packet is lost from the source node to
the intermediate node, then the intermediate node transmits
a random linear combination of the packets stored in its
buffer. If a packet st is not lost, i.e., D1(t, t) = 1 then the
tth column of matrix T is the same as the tth column of
identity matrix IN . This represents that the intermediate node
forwards this systematic packet to the sinks. During the non-
systematic phase, the intermediate node sends a random linear
combination of the packets stored in its buffer and all the
non-zero elements of last N − K columns of T are chosen
randomly from the finite field Fq .

C. Decoding at the sink nodes

Let Yj = XIDj , j = 2, 3, ..., L represents N packets
received by the sink node j where Dj represents erasures from
the intermediate node to the sink node j. Dj is N×N diagonal
matrix of the same type as D1 but with erasure probability εj .
If the sink node j does not receive any packet in time slot t
then the tth column of Yj is a zero column.

The overall SNC coding strategy can be expressed using
a linear operation channel (LOC) model where the output

at the sink node j is Yj = SGHj where Hj = D1TDj

represents the transfer matrix from the source to the sink j.
We assume that the coding vectors are attached in the packet
headers so that the matrix GHj is known at the sink j.
However, the overhead, due to the attached coding vectors, is
kept low due to the use of systematic coding (coding vectors
are not attached with the systematic packets). The decoding is
progressive using the Gaussian Jordan algorithm as in [6]. All
the K data packets are recovered when K innovative packets
are received at the sink j, i.e., rank(GHj) = K.

IV. THEORETICAL ANALYSIS

In this section, we will present the theoretical expressions
of the average reliability and the average achievable rate of
the considered topology. Let us first define η as the residual
erasure rate of any link that could be achieved after the overall
coding and decoding operations. The reliability of the link is
given by (1− η).

Based on the definitions of the residual erasure rate and the
reliability and using the definition of achievable rate from [9],
the average achievable rate of the considered topology is given
by,

Rav = ρ (1− ηav) (1)

with,

ηav =
1

L− 1

L∑
j=2

[1− (1− η1)(1− ηj)] (2)

as the average reliability of the considered topology, η1 is the
residual erasure rate from the source node to the intermediate
node and ηj is the residual erasure rate from the intermediate
node to the sink node j where,

ηl = φl1 + φl2, l = 1, 2, ..., L (3)

The first term represents the residual erasure rate for the case
when the correctly received packets are less than K, it is given
by,

φl1 = εlPr(A < K − 1) (4)

where A is a Binomial random variable, accounting for the
Bernoulli nature of the erasures. The second term represents
the case of reception of K or more packets but not linearly
dependent. It is given by,

φl2 = εlPr(A ≥ K − 1)Pr(rank(GHj) < K) (5)

Using the results in [10], we obtain the exact expressions of
φl1 and φl2 in (6) and (7), respectively.

V. IMPLEMENTATION IN LINK LAYER OF SATELLITE
SYSTEMS

A. State-of-the-art link layer protocols in satellite systems

The current state-of-the-art link layer protocols in the
satellite systems provide efficient encapsulation of network
layer (IP) protocol data units (PDUs) over the physical layer
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φl1 = εl

K−1∑
i=0

(
N − 1
i

)
(1− εl)i εN−1−i

l (6)

φl2 = εl

K−1∑
i1=0

(
K
i1

)
(1− εl)i1 εK−i1

l

N−K∑
i2=K−i1

(
N −K
i2

)
(1− εl)i2 εN−K−i2

l

(
1−

K−i1−1∏
i3=0

(
1− qi3−i2

))
(7)

frames. For example, generic stream encapsulation (GSE)
protocol [11] in digital video broadcasting by satellite - second
generation (DVB-S2) based systems is used as a link layer
protocol to encapsulate network layer IP packets.

The existing link layer forward erasure correction (LL-
FEC) frameworks in the satellite systems are mainly based
on RS or Raptor codes [12]. However, the main limitation
of the existing frameworks is that they operate only in end-
to-end fashion and do not utilize the coding opportunities
at the intermediate node. In this section, we will present an
architectural and encapsulation framework to enable link layer
systematic network coding (LL-SNC) at the source and at the
intermediate node of the satellite systems.

B. LL-SNC architecture and encapsulation

In Figure 2, we present the complete information flow with
LL-SNC architecture and LL-SNC encapsulation where IP
packets are transmitted from the source and recovered at the
sink. This figure represents the case when there is only one
sink in the network. When there are several sinks, the same
LL PDUs are transmitted from the intermediate node to all the
sink nodes.

At the source, the network layer IP packets are encapsulated
into an LL-SNC frame. The LL-SNC frame consists of an
application data table (ADT) to store IP PDUs, a network
coding data table (NCDT) table to store network coded packets
and a coefficient data table (CDT) to store coding coefficients.
The data from the LL-SNC frame is then encapsulated into LL
PDUs. The LL PDUs are then encapsulated into the physical
(PHY) frames.

At the intermediate node, the payload of correctly received
LL PDUs is stored in the LL-SNC frame. The IP PDUs are
stored in the ADT of the intermediate node. The coded packets
and the corresponding coefficients are stored in NCDT and
CDT of the intermediate node. When the intermediate node
receives LL PDU without error, it sends the LL PDU to the
sink node and also stores it in the LL-SNC frame. When the
intermediate node receives LL PDU with errors, it discards
the LL PDU and generates new coded packet and coding
coefficients as explained in Section III. These new coded
packets and the corresponding coefficients are stored in NCDT
and CDT of the intermediate node.

At the sink node, the correctly received LL PDUs are stored
in the LL-SNC frame. The IP PDUs are stored in the ADT of
the sink node. The coded packets and the coding coefficients
are stored in NCDT and CDT respectively. The progressive
decoding is performed and the lost IP PDUs are recovered.
These IP PDUs are then passed to the upper layers.

VI. SIMULATION RESULTS

A. Simulation setup

In our simulation setup, we consider realistic satellite trans-
mission scenarios with links having light rainfall (erasure rate
of 0.2) and/or heavy rainfall (erasure rate of 0.6) [13]. In each
case, we compare LL-SNC with LL-FEC. We assume IP PDUs
of length 1500 bytes. Each IP PDU is mapped to a column of
the ADTs of consecutive LL-SNC frames. Two LL-SNC frame
lengths, N ∈ {50, 256} and several values of code rates are
considered for comparison. The size of ADT, i.e., K changes
with the code rate. We set the physical layer symbol rate of
Bs = 27.5 Mbaud/s, ς = 2 as the modulation constellation
and rphy = 1/2 as the physical coding rate such that the bit
rate is Bsςrphy = 27.5Mbps. The transmission delay is set to
be 250 ms. In each case, we average over 1000 experiments
for every performance metric. The number of erasures per-
frame varies (according to the random erasure rate) between
the 1000 experiments.

B. Performance metrics

1) Achievable rates and reliability: The theoretical expres-
sions of the average achievable rate and the average reliability
are derived in Section IV. In this section, we will present
the simulation results on the average achievable rate and
the average reliability. In the results, we also compare the
simulation results with the theoretical expressions derived in
Section IV.

2) Average delay per-packet: If a packet st is transmitted
by the source at time tj and it is recovered at the sink at time
tr then packet st incurs a delay δt where, δt = tr − tj . For
the block of K packets, the average delay per-packet is given
as, 4 =

∑K
t=1 δt
K . Note that the delay is evaluated only for the

packets which are recovered at the sink.

C. Results

In Figure 3, we show the results on achievable rates and
reliability when there are two sinks in the network. The
multicast capacity of the network is limited by one of the links
joining the intermediate node to the sink node. We consider
the following erasure probabilities: ε1 = 0.2, ε2 = 0.2 and
ε3 = 0.6. In Figure 4, we show the results on achievable
rates and reliability when there are ten sinks in the network.
The multicast capacity of the network is limited by one of
the links joining the intermediate node to the sink node.
We consider the following erasure probabilities: ε1 = 0.2,
εj = 0.2, j = 1, 2, ..., 9 and ε10 = 0.6. Furthermore, we
present the maximum achievable rates for both multicast and
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Figure. 2: Flow diagram with LL-SNC architecture and LL-SNC encapsulation in satellite system
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TABLE I: MAXIMUM ACHIEVABLE RATES FOR MUTI-
CAST AND MULTI-UNICAST

N Application Sinks LL-SNC LL-FEC Gain
256 Multicast 2 0.3486 0.2747 26.90%
256 Multi-unicast 2 0.4794 0.3858 24.26%
256 Multicast 10 0.3575 0.3043 17.48%
256 Multi-unicast 10 0.6745 0.5404 24.81%
50 Multicast 2 0.3035 0.2553 18.88%
50 Multi-unicast 2 0.3852 0.3579 7.63%
50 Multicast 10 0.3107 0.2751 12.94%
50 Multi-unicast 10 0.5406 0.4990 8.34%

multi-unicast in Table I. Following are the key conclusions
from these results:

• We have identified two regions in these graphs: one for
multicast and the another for multi-unicast (represented
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Figure. 4: LL-SNC multicast and multi-unicast region with
two sinks

by dashed boxes). The region for multicast is correspond-
ing to the case when the average reliability approaches
100%. This would mean that all the sinks in the network
are able to recover all the data packets. We have also
identified the multi-unicast region where the sinks with
better channel recover all the data packets and the sink(s)
with bad channel still suffer from some losses. The benefit
of multi-unicast over multicast is that one can achieve
overall higher transmission rates by not sacrificing the
rate due to the bottleneck sink (link with higher erasure
rate). Hence, based on the requirements of the users, our
results provide optimal usage of available bandwidth for
transmission.

• The multicast is feasible only when the code rate is
smaller than the capacity of the network which is
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Figure. 5: Average delay per-packet

min
j

(1−εj) = 0.4. However, when the code rate is higher

than the multicast capacity, multi-unicast is feasible. This
is because the capacity of the sinks with good channel is
different and higher than the capacity of the network (in
our example it is 0.8). Therefore, when the code rate is
smaller than 0.8, the sinks with good channel can recover
all the data packets making multi-unicast feasible.

• LL-SNC provides higher transmission rates and higher
reliability than LL-FEC in all the cases. When the number
of sink increases, LL-SNC can provide close to 100% re-
liability in the multi-unicast region itself. This is because
there is only one bottleneck link in the network and only
one sink suffers from the bad channel. In this case, it
would be efficient to transmit in the multi-unicast region
such that the higher transmission rates are achieved and
almost all the sinks (except the one with the bad channel)
are able to recover all the data packets. Furthermore,
LL-SNC also provides higher maximum achievable rates
than LL-FEC for both multicast and multi-unicast. The
maximum achievable rate increases as the frame length
increases or the number of sinks increases. Our results
(Table I) show that LL-SNC can achieve up to 26.90%
and 24.26% higher maximum achievable rates than LL-
FEC for multicast and multi-unicast respectively.

In Figure 5, our simulation results also show that LL-SNC
provides smaller average delay per-packet than LL-FEC. This
is because of the following two reasons. First, the progressive
decoding in LL-SNC allows the sinks to start decoding and
recovering as soon as it receives the first packet. Second, the
re-encoding in LL-SNC helps the sink to receive K degrees
of freedom and complete the decoding process in fewer time
slots than LL-FEC. The overall delay includes the inherent
transmission delay of 250 ms of the satellite systems.

VII. NETWORK CODING IN SATELLITE INDEPENDENT
LAYERS

In the previous sections, we have focussed on the ap-
plication of the network coding in the satellite-dependent
layers, specifically in the link layer of the satellite systems.
However, the use of network coding is not limited only to the
satellite-dependent layers, the same network coding framework
can be used in the satellite-independent layers to guarantee
reliability. In this section, we will focus on the protection of

application layer data units (ADUs) for better and efficient
internet communication in the satellite systems.

In the previous sections, we have shown the benefits of LL-
SNC to protect network layer IP packets in the lower layers
of the protocol stack. Similarly, SNC can be used to protect
ADUs in the upper layers of the protocol stack. The encapsula-
tion process is one of the main factors influencing the efficient
implementation of network coding in the networking protocol
stack. In this section, we outline two encapsulation processes
which can be used for the network coding implementation to
protect ADUs for reliable internet communication.

The first encapsulation process (encapsulation process A) is
shown in the Figure 6a. This way of encapsulation was used
for the protection of ADUs using RS coding [14] over real-
time transport protocol (RTP). In Figure 6a, we present the
modified encapsulation process to be used for the network cod-
ing. A source block (ADT) consists of K ADUs in K columns.
The number of rows in the source block is M = E + 2
where E is the length of the largest ADU. The columns,
which do not have the largest ADU, are filled with zeros to
be completely filled. Each column can be considered as a data
packet. The first two bytes of each column in the source block
contain the length of the corresponding ADU. ADUs are then
encapsulated into RTP packets. The first two bytes and the
zero paddings are not sent over the network. The FEC block
(NCDT) contains N −K columns with N −K coded packets
and the coefficient block (CDT) contains N−K columns with
N−K set of coding coefficients. FEC packets and coefficients
are then encapsulated into RTP packets. Each RTP packet
contains RTP payload, RTP header and FEC payload ID. This
FEC payload ID is used for signaling the coding parameters
like source block ID, FEC packet ID, values of K and N etc.
The CRC-32 is added with every RTP packet to detect errors
in RTP packets at the receiving end. At the receiver, the values
of coding parameters are extracted from the FEC payload ID.
Now, if ADUs are lost then the complete columns are lost.
So, if FEC decoding succeeds, the receiver recovers ADUs
by filling the erased columns. The initial two bytes are used
to remove zero padding from the data packets to recover the
ADUs.

The second encapsulation process (encapsulation process B)
is shown in the Figure 6b. This way of encapsulation was
used for the protection of IP packets using RS coding over
GSE [12]. In Figure 6b, we present the modified encapsulation
process to be used for the network coding to protect ADUs.
A source block (ADT) consists of K columns and stores
ADUs. Now, ADUs are arranged column wise starting from
the upper left corner. If an ADU does not fit in one column,
it continues at the top of the following column and so on. If
the ADT is not completely filled then the zero-padding bytes
are inserted in last column to fill it completely. Each ADU
is then encapsulated in a single or multiple RTP packets. The
FEC block (NCDT) contains N − K columns with N − K
coded packets and the coefficient block (CDT) contains N−K
columns with N −K set of coding coefficients. Each coded
packet from NCDT and the corresponding coding coefficients
from CDT are encapsulated in one RTP packet. The first K
bytes of RTP payload contain K coding coefficients followed
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Figure. 6: The two encapsulation processes for encapsulation of application layer data units over RTP

by the corresponding NCDT column. The value of K is
signaled through the RTP header of the RTP packet. Finally,
the CRC-32 is added with every RTP packet to detect errors
in RTP packets at the receiving end. Now, if an ADU is lost,
then the corresponding part of the column or the complete
column is also lost. The progressive decoding is performed
and lost columns (or lost part of columns) in ADT are filled
with the recovered data. The implementation efficiency of the
encapsulation process based on the overhead due to headers,
payload ID’s, etc. Both of the above encapsulation processes
inlcude filling of data tables in different ways. Specifically,
the encapsulation process B does not include adding of zero
bytes for each unfilled column. Therefore, the overhead due
to the extra padding bytes could be reduced and higher
throughput could be achieved by using encapsulation process
B for network coding implementation.

VIII. CONCLUSIONS

In this paper, we have focussed on the use of SNC for
multicast and multi-unicast over satellite. We have identified
the transmission regions for multicast and multi-unicast over
satellite by characterizing the reliability and achievable rates
offered by SNC in these two different regions. We have
derived the theoretical expressions for the average reliability
and the average achievable rate of the considered topology.
Our theoretical and simulation analysis present the benefits
of SNC over end-to-end coding for both multicast and multi-
unicast. Our results have shown that a higher rate is achievable
for the multi-unicast however not all the users in multi-
unicast can recover all the data packets. Therefore, based on
the requirements from different users, the transmission region
can be chosen for the optimal usage of available bandwidth.
Finally, we have explored the benefits of network coding at
different layers of the satellite network protocol stack. We have
shown the encapsulation and architecture feasibility of network
coding application in the satellite-dependent layers and we
have proposed two encapsulation processes for the network
coding application in the satellite-independent layers. Future
work includes the investigation of SNC on more complex
networks such as network with multiple sources. Furthermore,
the implementation efficiency of the two proposed encapsula-
tion processes should be compared numerically using realistic

values of coding parameters, packet sizes, etc for different
standards.
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Abstract—Satellite communications and relaying techniques have
been receiving the attention of the research community over the
last years. This paper proposes a terrestrial to satellite commu-
nication system aided by terrestrial relay nodes to facilitate a
robust, reliable, and efficient communication link and improve
the spectral efficiency. In particular, this paper concentrates
on evaluating the spectral efficiency and bit error rate (BER)
performance of terrestrial to satellite multiple-input multiple-
output (MIMO) amplify and forward (AF) relay links. Zero
Forcing (ZF) and Minimum Mean Square Error (MMSE) multi-
antenna decoding techniques are employed, which have been
well established in terrestrial wireless communications. Numerical
results are provided to quantify the performance gain of the
proposed communication system.

Keywords–Amplify and forward (AF) relaying; Loo distribution;
minimum mean square error (MMSE; multiple-input multiple
output (MIMO) techniques; satellite communications; Zero Forcing
(ZF).

I. INTRODUCTION

The satellite communications play a crucial role in wire-
less and mobile communications [1] [2]. There are many
practical cases where the terrestrial communications are not
able to provide a link between the communicated parties
due to troublesome propagation conditions or extremely high
link distance. Satellite communications are able to overcome
these constraints and provide a reliable wireless link to the
communicated parties. In order to improve system capacity
and link reliability, Multiple-Input Multiple-Output (MIMO)
technology is the dominant candidate for both terrestrial [3]–
[8] and satellite [9]–[11] use. However, multiple antenna
systems are not directly applicable to the satellites due to
some special features of such communication systems. The
key concept of MIMO technology is to take the advantage
of multipath components of the propagation channel which
produce multiple uncorrelated channels at the destination. So,
in order to achieve uncorrelated channels there is a constraint
regarding the inter-element distance at both the transmitter
and receiver antennas. The propagation channel between the
satellite and the earth station is characterized by its high
propagation loss and the small number of existing scatterers.
Therefore, so as to achieve uncorrelated channels, the desired
inter-element distance is increased. Satellites refrain thousands
of kilometers from the earth and there is no power supply
apart from the solar power and the stored batteries energy
and therefore, the multiple Radio-Frequency (RF) chains could
reduce the life of a satellite.

Since there is not enough space to place many antenna

elements in the satellites, additional techniques were investi-
gated to maximize the capacity and reliability gain. Initially,
polarization techniques were proposed in order to maximize
the available MIMO channels using co-located antennas. How-
ever, the terrestrial to satellite communications may benefit
from some new emerging technologies. Wireless relay systems
[12] [13] are widely adopted in the new wireless standards
of 4G and beyond. The role of a relay varies from scenario
to scenario, depending on the needs and the specifications
of the communication. The use of relay nodes may assist
to the coverage extension, link reliability and/or capacity
improvement. The most usual and well-defined types of relay
modes are the Amplify and Forward (AF) and the Decode
and Forward (DF) modes. In the first case the relay is a
conventional repeater which just amplifies the received signal
and forwards it to the destination. In the second mode, the relay
has an active role being able to decode the received signal,
perform baseband signal processing and retransmit the signal
to the final destination. Despite the fact that relay systems
are able to offer more degrees of freedom, their adoption in
satellite communications is not duly considered.

In this paper, we present a novel system model for ter-
restrial to satellite communications with the combination of
terrestrial relay systems and MIMO technology [14]–[17]. The
performance evaluation and the benefits of such a system are
analytically described. The main purpose of this paper is to
determine the advantages of the aforementioned technologies
in as more realistic scenarios as possible. For that reason, we
modeled the terrestrial to satellite wireless channel using the
Loo distribution [18] which describes in the most effective way
the space conditions. In addition, we used the widely adopted
Rician or Rayleigh distribution in order to model the terrestrial
channel and some practical detection schemes to the receiver.
The rest of the paper is organized as follows: in Section II, we
present the system model, while in Section III, we analyze all
the detected schemes applied in the model. The main results
of the paper are presented in Section IV, where the advantages
of such a system are analytically discussed. Finally, in Section
V, we conclude the paper.

II. SYSTEM MODEL

We consider an AF, single user MIMO system with multi-
ple full-duplex relays. A system model is given in Figure 1.

The system comprises R intermediate relay nodes which
lie between source and destination nodes that have Nt and Nr

antennas respectively. Each relay node has Mr transmit/receive
antennas (assuming that Mr = Mt). The source node transmits
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Figure 1. System Model

to the relay nodes and the relay nodes amplify and forward
their received signals to the destination. In the described model,
we focus in the uplink communication where the connection
between source and relay nodes illustrate the terrestrial link,
while the communication link between relay nodes and des-
tination represents the satellite link. The destination node is
represented by a satellite. The (MrR) × 1 received signal at
the relays is given by

yRi = HS,Rix + nRi . (1)

The matrix HS,Ri is the (MrR) × Nt source-relays channel
matrix which is presented analytically in Section IV-A. The
quantity nRi is a vector of zero mean additive white Gaussian
noise with the same dimensions as the corresponding received
signal. x is the Nt × 1 input data vector.

The Nr × 1 received signal at the destination from the
relays is given by

yD = aHRi,DyRi
+ nD, (2)

where a is the amplification factor with constant values, the
matrix HRi,D is the Nr × (MrR) channel matrix which is
analytically described in Section IV-B, yS,Ri

is the received
signal at the relays and nD is a vector of zero mean additive
white Gaussian noise with the same dimensions as the
corresponding received signal.

Using (1) in (2):

yD = aHRi,DyRi
+ nD

= aHRi,D (HS,Ri
x + nRi

) + nD

= aHRi,DHS,Rix + HRi,DanRi + nD.

(3)

So, the received signal at the destination will be:

yD = Hx + n (4)

where H = aHRi,DHS,Ri
and n = aHRi,DanRi

+ nD.
The overall end-to-end received signal-to-noise-ratio (SNR)

at each destination receiver antenna element γ is given by [19]–
[22]

γ =
γ1γ2

γ1 + γ2 + 1
(5)

,
where γj = |Hj |2

/
N0 , j = 1, 2 represents the per-hop

received SNR.

III. SIGNAL DETECTION SCHEMES

In the following, we are going to use linear detection
schemes. To detect the signals from each antenna element,
the estimated symbols derive by applying a weight matrix W
to the channel matrix in order to invert its effect [23] :

x̃ = [x̃1 x̃2 . . . x̃Nt
]
T

= WyD. (6)

The standard linear detection methods include the well-defined
techniques of the Zero-Forcing (ZF) and the Minimum Mean
Square Error (MMSE) techniques. The weight matrix of the
zero-forcing technique for Nr ≥ Nt is given by:

WZF =
(
HHH

)−1
HH , (7)

where (·)H is the Hermitian transpose operation. So, the
estimated result will be:

x̃ZF = WZFyD

=
(
HHH

)−1
HH (Hx + n)

= x +
(
HHH

)−1
HHn.

(8)

In order to maximize the post-detection Signal to Interfer-
ence plus Noise Ratio (SINR), the MMSE weight matrix for
Nr ≥ Nt is given as:

WMMSE =
(
HHH + σ2I

)−1
HH . (9)

As we can see the MMSE receiver uses the statistical infor-
mation of noise σ2 . Using the MMSE weight matrix in (6),
we have the following relationship:

x̃MMSE = WMMSEyD

=
(
HHH + σ2I

)−1
HH (Hx + n)

= x +
(
HHH + σ2I

)−1
HHn.

(10)

In order to improve the performance of linear detection tech-
niques, the ordered Successive Interference Cancellation (SIC)
was initially proposed in [24] [25]. In this technique, the
receiver estimates the first symbol, using a linear detector
(i.e., ZF, MMSE). More specifically, the best transmitted
signal is determined using the minimum norm, as long as its
weight vector resulting from the transformed channel matrix
depending on the reception technique. So, for the SIC-ZF
technique the effect based on (8) will be:

x̃SIC−ZF = WZF ỹi, (11)

where ỹi = yD − hix̃ZF for the ith stream estimation.
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Likewise for the SIC-MMSE technique will be:

x̃SIC−MMSE = WMMSEỹi, (12)

where ỹi = yD − hix̃MMSE for the ith stream estimation.

IV. PERFORMANCE EVALUATION

This Section is based on the system model which is
described in Section II. More specifically, we focus in the next
two scenarios. In the first scenario, as illustrated in Figure 2,
we use a single relay MIMO system with two transmit, receive
and relay antennas.

Figure 2. First Scenario

The second scenario, presented in Figure 3, demonstrates
the case with two synchronized relay nodes equipped with a
single antenna each one, in contrast to the first one that there
is only one relay with two antenna elements.

Figure 3. Second Scenario

We will demonstrate the performance of the proposed
MIMO architecture in terms of bit error rate (BER) and
systems capacity. In order to retrieve more realistic results, a lot
of attention was paid on the appropriate wireless propagation
channel model selection due to the particular properties of
satellite communications.

A. Terrestrial Wireless Channel
The adopted scenarios, previously described, consist of

terrestrial and satellite transceivers which consequently lead
to two different propagation channel environments. The terres-
trial wireless channel is mostly characterized by the existing
scatterers which produce multiple signal components. This
environment within a simulation study could be emulated using
the Rician distribution as [26]:

HS,Ri =

√
K

K + 1
H̄S,Ri +

√
1

K + 1
H̃S,Ri , (13)

where K is the Rician factor, H̄ is a deterministic unit

rank matrix which represent the direct component and H̃
is the channel matrix of the multipath components. Most of
work done so far in MIMO performance evaluation is based
on the assumption that the involved parties communicate in
a rich scattering environment. This means that there is no
Line-of-sight (LOS) component and so the gain of MIMO is
maximized due to the uncorrelated channel in the input of
the multiple antenna elements. This ideal environment for the
MIMO performance is totally described using the Rayleigh
distribution, resulting from the Rician distribution by applying
a zero K factor due to the no existence of a LOS component.

B. Satellite Wireless Channel
For the link between the land mobile and the satellite we

have to use a statistical model being able to take into account
all the propagation channels characteristics. A well-defined
model developed for that case is the Loo distribution [18]. The
channel matrix H of the satellite link using the Loo distribution
for the envelope hij is then given by [18]

HRi,D = [hij ] = [h̄ij ] + [h̃ij ] = H̄Ri,D + H̃Ri,D, (14)

where

hij = |hij | exp (jϕi,j)

=
∣∣h̄ij∣∣ exp (jϕ̄i,j) +

∣∣∣h̃ij∣∣∣ exp (jϕ̃i,j) ,
(15)

and φij , φ̃ij are uniformly distributed over [0, 2π].
The first factor represents the Lognormal fading while the

second one describes the Rayleigh fading. Therefore, the Loo
distribution as extracted from the previous equation is the
superposition of the lognormal distribution to model the large-
scale fading and Rayleigh distribution for the modeling of
small-scale fading. So, the Loo probability density function
is given by

p (|hij |) =
|hij |

b0
√

2πσ2
×

∞∫
0

1

h̄ij
exp

[
−
(
ln h̄ij − µ

)2
2σ2

−
|hij |2 + h̄2ij

2b0

]

I0

(
|hij | h̄ij
b0

)
dh̄ij (16)

where b0 is the average scattered power resulting from
the multipath components while σ and µ are the standard
deviation and mean respectively and finally I0 (·) is the zero
order modified Bessel function of the first kind.

In Figure 4, the different terrestrial channel distributions
are compared in terms of bit error rate. Both of them use the
same parameters, Nt = Nr = 2 and R = 1 with Mr = 2 in
the ZF signal detection. As expected similar to the terrestrial
links [27] the Rician is worse than Rayleigh in this detection
scheme.
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Figure 4. Comparison of terrestrial channel with Rician and Rayleigh
distribution (γ2 = 2γ1)

C. BER Results
The main scope within this work is to define the perfor-

mance of land to satellite communication using relay nodes.
As previously analyzed, in order to model the terrestrial link
between the transmitter and the relay station, Rician distribu-
tion is applied with different K factors in order to achieve a
realistic simulation environment. The only difference between
the two scenarios described in Section II is the number of
antenna elements in the relay stations. In our first scenario as
illustrated in Figure 2, transmitter, receiver and one relay sta-
tion are equipped with two antennas each one and Rician factor
K = 10dB, while in the second scenario depicted in Figure 3,
two relays are used with one antenna each one and Rician
factor 8dB and 10dB, respectively. In any case, the signal
reaches the destination through the relay/relays station/stations.
In Figure 5, we present the end-to-end BER performance for
quadrature phase-shift keying (QPSK) modulation which is
crucial for all the wireless systems and especially the satellite
communications which are sensitive to data loss due to the
limited resources.

As expected the best signal detection is achieved with the
SIC-MMSE while the worst with the ZF for both scenarios.
In addition, when the case with more single-antenna relays
outperforms the case where a single relay is adopted with
more antenna elements. Whereas, one would expect the same
bit error rate results for both scenarios, there is a difference
around 1-1.5 dB, due to different Rician factor in the channel
distribution when more than one relay are used.

D. Capacity Results
The ergodic capacity (bits/sec/Hz) of the AF MIMO dual-

hop system described above can be written [28]:

C (γ) = E{log2 det(INt
+ γHHHR−1n )}, (17)

where Rn matrix is also given by :

Figure 5. End-to-end BER performance(γ2 = 2γ1)

Rn = INr + aHRi,DHH
Ri,D, (18)

where a is the constant value of amplification factor. In our
system model, we consider an M-ary Phase Shift Keying (M-
PSK) , AF, multirelay MIMO system with full-duplex relays.
Whereas, in a more realistic scenario, the capacity of a channel
in a MIMO system using Linear Detector (LD) can be written
as:

CLD =

k∑
i=1

log2 (1 + SINRk) , (19)

where SINRk for each receiver is different. The SINR for
the MMSE receiver in MIMO wireless communications on
the k − th spatial stream can be expressed as [29]–[34]:

SINRMMSE
k =

1[(
INt + SNRHH(Rn)

−1
H
)−1]

kk

− 1,

(20)

where I is a Nt×Nt identity matrix and HH is the Hermitian
transpose of H. The SINR for the ZF receiver, denoted by
SINRZF

k , which conditional on H , can be expressed as
[32] [35]:

SINRZF
k =

SNR[(
HH(Rn)

−1
H
)−1]

kk

. (21)

So, Figure 6, illustrates the system capacity the case of MMSE
and ZF receiver for the two different scenarios, as well as the
ideal MIMO capacity.

Similarly to Figure 5, we observe that the best signal
detection scheme is the MMSE scheme, while ZF is the
one with the poorest performance. Moreover, the achievable
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Figure 6. System capacity (γ2 = 2γ1)

capacity in all detection schemes of the second scenario is
slightly better than in the cases of first scenario.

V. CONCLUSION

In this paper, we have investigated the benefits of MIMO
terrestrial to satellite communication using relay nodes. Mul-
tiple simulations have been performed in order to evaluate
the system in different scenarios by adopting and applying
well-known techniques already applied in terrestrial commu-
nications. The results show the gain in the bit error rate
performance as well as the gain in the achievable capacity by
applying different detection schemes in different environment
conditions. So, such a communication seems quite promising
for the future wireless networks in order to establish a reliable
communication even in difficult terrains and/or high distances.
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Abstract − High Altitude Platform Station (HAPS) systems are
currently under improvement and development. Technology
is advancing towards the reliability and creative performance
under reasonable fee for service providers and customers.
HAPS technology represents one of the most revolutionary
way of communication that appears to be convincing and
effective under different weather conditions for any location in
the world. For desert areas, such as Saudi Arabia, the main
impact factor of HAPS is Dust and Sand (DUSA) storms. This
attenuation varies with the operational satellite parameters such
as frequency, location and other factors. This paper proposes
some modifications to an existing DUSA storms model presented
by a 3-D mesh model having different visibilities. This model for
visibility depends on horizontal and vertical layers with reference
to variations in altitude and space along with probabilistic
dust particle size distributions in each layer. Such strategies
help in conducting reasonable impairment estimates and in
providing an optimal design for the HAPS system. As a result, an
appropriate enhanced attenuation mitigation model is suggested.

Keywords−High Altitude Platform Stations; Permittivity indices;
Quality of Service; Dust and Sand; Signal to Noise Ratio.

I. INTRODUCTION

Satellite communications are going toward High Altitude
Platform (HAP) technology to cover specific locations such as
crowded areas. This system uses an emerging wireless access
technology represented by balloons or aircrafts for altitudes
ranging between 15 and 25 Km above sea level. This system
provides wireless communication networks for different users
with the help of aircraft controlled or uncontrolled systems
[1][2].

Some advantages of HAPS systems are represented by
replacement of terrestrial mobile networks that is quite expen-
sive, has potential health hazards and associated environmental
impacts. On the other hand, besides the advantages of satel-
lite systems, unequivocal disadvantages include building and
launching them being reasonably expensive, the time interval
efficiency associated with geostationary (GEO) satellites and
movement requirements for other satellite systems [3]–[8].

Terrestrial systems, on the contrary, have also some diffi-
culties, such as tower implementation for wireless networks,
which is quite expensive, and safety problems. Therefore,
implementing HAPS technology has became superior.

HAPS is the technology for providing wireless narrow
band, broadband telecommunication and broadcasting ser-
vices, particularly in remote rural areas where the deployment

HAPS

HAPS

HAPS Coverage

HAPS

Dust Storms
Formation

Figure 1. Effects of DUSA storms on HAPs communications.

of terrestrial network infrastructure is not only difficult, but
costly as well. The HAPS technology attempts to present
a new concepts and has several advantages in comparison
to the implemented systems such as satellite and terrestrial.
The maintenance of HAPS is also easy and can be relocated
as needed. Besides that, HAPS maintenance is easy, not
expensive, and can be reallocated as needed. Note that, a
round-trip delay is less than 0.5 ms and satisfies human safety
[1][2][9]–[12]. Moreover, HAPS can be easily integrated with
the existing satellite and terrestrial systems, as depicted in
Figure 1.

For arid and semi-arid areas such as Saudi Arabia and its
surrounding countries, which are affected with extreme DUSA
storms for almost six months per year, the microwave signals
are impaired by different weather parameters including dust
particle size distributions, visibility and humidity level within
DUSA storms [13]. Since DUSA particles from different
regions have different characteristics, such as relative permit-
tivity and average sizes, it has hitherto remained a challenge in
creating a generic storm model. This paper proposes visibility
variations inside DUSA storm represented by four layers or
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Figure 2. Visibility distribution model within DUSA storm according to different heights.

zones A, B, C, and D, as shown in Figure 2. Also, it presents
wireless signal penetrations through multiple layers along the
storm that contained different visibilities and particle sizes,
etc. According to DUSA storm behavior such as location,
intensity, and height, designers have the ability to select the
number starting at two up to ten layers. Note that, increasing
the number of layers in some cases might not be necessary,
especially at high visibility form, as it may not lead to a better
system performance and improvement.

This paper is presented in six sections. Section II describes
the modeling of DUSA storm in the presence of layering.
Section III presents the methodology of DUSA storm variation
with visibility level. Section IV discusses different research
methods for HAPS systems. Also, it presents analysis and
modeling for DUSA storm, propagation effects and link budget
calculation. Section V presents SNR results and discussion
for HAPS behavior under heavy storm conditions. Finally, we
conclude this study in Section VI.

II. DUSA STORM MODELING

The visibility, in desert areas, is usually regarded as a
measure for the severity of DUSA storms, and is considered
to be severe storm if visibility is below 500 m [14]. A low
value of visibility implies that the wireless signal has to pass
through a heavy concentration of DUSA particles, which have
a particular size distribution depending upon the region of
study. DUSA mechanics terms the particles below 60 µm as
dust particles otherwise it is sand [15]. Accurate quantification

of DUSA attenuation highly depends upon particle sizes,
permittivity indices and maximum attenuation that occurs
when the particles are of the order of the wavelength of
transmitted signal. Most of the DUSA storm prediction models
assumed uniform distribution and then neglected the different
particle size distributions within DUSA storm [16], which is
a most likely reason for slight inaccuracy between real and
expected impairments.

In most cases, DUSA storms extend up to 5 Km above
the satellite ground station [9], making it almost impossible
to recover or immunize the satellite signals against its im-
pairments. Reasonable information of expected impairments
due to several factors leads to better satellite link utilization
and effective radio resource management. The overall systems’
Signal to Noise Ratio (SNR), which is also referred to in terms
of Quality of Service (QoS) can be increased by weather adap-
tive variations in modulation, power, antenna beam shape, site
diversity, etc. [7][17]–[21]. From engineering’s perspective,
the goal is to optimally utilize all radio resources including
channel bandwidth, computational complexity, etc. Further-
more, parameters of such communications must also abide by
the imposed limitations concerning to human health.

Chu’s model for DUSA prediction was implemented based
on Rayleigh approximation in [22]. This model presents an
enhanced method for the measurement of dust attenuation, by
introducing vertical path adjustment factor (rv). This factor is
dependent upon earth station’s reference height (h0), overall
DUSA storm elevation (hl), propagation angle (θ), and the
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Figure 3. DUSA storm mirrored model for HAPS with visibility and height
variations.

slant path (L) where the radio wave traverses in dust filled
regions.

Weather predictions can be used to dynamically reconfigure
the radio resources for better link performance as well to keep
the required level of QoS for the most important network
components. A generalization of this concept is to utilize
minimal resources during clear weather conditions whereas
optimally manage resources based on weather predictions.
Weather attenuation estimates have been presented by account-
ing for the variations in the probability distribution of DUSA
particles.

III. METHODOLOGY

Visibility level keeps on increasing in a monotonic fashion
while moving in a vertical direction as shown in Figure 2.
This model is developed in an attempt to improve the existing
one considering uniform duststorm distribution. Also, the sim-
ulation outcomes of this model is presented in Figure 3. The
horizontal axis of this figure showed the DUSA performance at
ground level with both vertical axes presented by height in blue
color from the left side and visibility in red color on the right
side. The results depict almost 100 m visibility at the ground
station, i.e., the base layer which keeps on increasing to reach
5 Km elevation, at which transmitted signal gets out of the
dust influenced region. Based on this fact, this paper presents
a strategy to divide the whole DUSA storm into several layers
according to visibility level.

hi = hi−1

[
Vi
Vi−1

]3.85
(1)

Equation (1) is being recursively used to obtain DUSA storm
height layering or partition in accordance to visibility varia-
tions at several altitudes.

 

Figure 4. Variation of wind speed with altitude at Spokane, Washington [2].

IV. RESEARCH METHODS

A. HAPS System Geometry
HAP is intended to provide different wireless communi-

cations of services such as mobile, TV, and internet, which
are located in a fixed point according to earth station and
belong to the stratosphere ranges of around 15 − 25 Km of
altitude [1][12]. The footprint, and hence the coverage area of
the HAPS communication system is uniquely defined by the
accepted minimum elevation angle and its height.

In this paper, the height of the platforms were defined to
be 22 Km taking into account the ITU-R recommendations
and the wind behavior. From the mathematical calculation of
the coverage areas either urban, suburban, or rural areas were
determined by the subscriber, the corresponding slant path is
64.324 Km and the coverage radius is 60.445 Km [12].

B. HAP Location and Wind Behavior
The wireless channel between satellite hub and transponder

consists of several layers starting with the troposphere above
10 Km in altitude. Within this layer, air temperature and
pressure decrease with elevation. Going forward, the strato-
sphere is the next layer, up to 50 Km in altitude. Much
research has been done to conclude that this layer is stable,
i.e. slightly windy, and temperature increase with elevation.
Also, there is no effect for clouds that help using the solar
energy in an efficient manner [1][2]. Therefore, Figure 4
presents useful data for designers to select the ultimate location
for HAPS transponder in the space at different areas with
relatively low wind, minimum demanding power, high stability
which located between 15 and 25 Km. Note that, wind speed
variations with height at different location is presented by
different researchers [23][24].

C. Propagation Effects
The propagation losses along the fuzzy path connected

between ground station and HAPS can be attributed to rain,
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DUSA, gases, free space and other attenuations. The existing
free space loss is calculated in (2). Our main concern in this
paper; related to desert area, is DUSA attenuation as calculated
in (4).

1) Free-Space Loss: The free space path loss (Lf ) is:

Lf = 10 · log(4πd/λ)2, (2)

where λ(wavelength) = c/f ,
d is the distance between the satellite ground station and the
HAP transponder with propagation angle (θ) is:

d = h/sinθ, (3)

where h represents the HAPS height above sea level.
2) DUSA Attenuation: DUSA storms can potentially result

in serious impairments by increasing losses and destroying
transmit signal especially at higher frequency of operation.
Mostly, DUSA storms are considerable meteorological phe-
nomenon characterized by strong winds and dust-filled air and
water vapor over a wide area such as Saudi Arabia, Nevada,
USA, etc. [9][16][25].

There is a number of different models that have been
proposed for dust attenuation estimation, taking into account
the variation of visibility, particle size, and concentration of
the dust particles. An attractive model for the attenuation was
proposed by [9][11][16] and is updated in this paper as:

APl=

[
5.67 · 102

Vl · rel · λ

] [
ε
′′

(ε′ + 2)
2
+ ε′′2

]∑N

i
pil ·r3il dB/Km,

(4)
where point attenuation for each layer Apl, ε′ and ε′′ are real
and imaginary dielectric constant, rel is the equivalent particle
size corresponding to each layer, and Vl is the visibility of
different layers along the signal path is given by:

Vl =V0l

[
hl
h0

]0.26
, (5)

where V0l is the visibility at the reference height h0 that is
dependent on the selected point within the storm. hl is the

TABLE I. LINK SPECIFICATIONS AND INPUT PARAMETERS FOR
HAPS.

Downlink Operating Frequency [GHz] 32
Transmitted Power [W] 0.5

Transmitting Antenna Gain [dBi] 5 (Minimum available)

Diameter of the Parabolic Antenna 1.3m
(Ground station)

Aperture efficiency of Parabolic Reflector 0.55 (Minimum available)
Distance between Satellite and Ground 22

Station (Km)
Ground Station Receiver Noise [K] ∼ 119
Ground Station Antenna Noise [K] ∼ 35

Ground Station Amplifier Noise [K] ∼ 60
Bit Rate of the data (Mbps) 1

Bit Error Rate (BER) 10−6

Modulation QPSK

height of one layer where each layer has different values.
Usually, this height should be small while facing low visibility
at low level and increase exponentially with elevation. There-
fore, the variations of the visibility (Vl) inside DUSA storm
according to travel distance (h) and radius particle size (Req)
are illustrated in Figure 5. This figure shows the variation of
visibility with dust particle radius, i.e., particle size decreases,
visibility increases.

Therefore, the updated total attenuation based on DUSA
layering, ADUSA, can be obtained from the following expres-
sion:

ADUSA = rv × d×Apl, (6)

where rv is the vertical path adjustment factor and all other
symbols carry their usual meanings. The vertical path adjust-
ment is estimated using the following relation [16] as:

rv =
h0.260 × h0.74l

0.74× d × (sin θ)
1.74 (7)

It is clear from the expression that, rv is a function of
the inclination angle (θ), height of the storm (hl), reference
height (h0) and the slant path (d). Then, the values for
DUSA attenuation were obtained, using the proposed model,
by going through (2) to (7) for existing model, and for varying
dust particle sizes with different heights (hl), is presented in
Figure 6.

D. Algorithmic for SNR Calculation

In satellite communications related to desert area, the most
prominent contributors to noise, beside rain, is the DUSA
storm. Start SNR calculation by the thermal noise power
spectral density as: N0 = K · T , where Boltzmann constant
K = 1.38 · 10−23 Ws/K = −228.6 dBWs/K and effective
noise temperature T = Ta + Tr, Ta is noise temperature
of the antenna, and Tr is noise temperature for the receiver
represented as Tr = (10Nr/10 − 1) · 290, with noise figure
of low-noise amplifier, Nr ≈ 0.7 ∼ 2 dB. Thus, the ratio
between signal and noise power spectral density is:

C

N0
=

C

K · T
=

Pr

K · T
=

Pt ·Gt

AT
· Gr

K · T
, (8)

where total attenuation AT is:

AT = ADUSA + Lf (9)
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TABLE II. ASSUME MAXIMUM VALUES FOR HAPS LOSSES.

Atmospheric Loss (dB) 1
Rain Attenuation (dB) 1.3
Fog Attenuation (dB) 0.03

Atmospheric Reflection (dB) 0.2
Ionospheric Loss (dB) 0.6
Polarization Loss (dB) 0.3

Miscellaneous Attenuation (dB) 0.27
DUSA Attenuation (dB) 0.92

Total Atmospheric Losses (dB) 5.12

Therefore, SNR is presented as:

SNR(AT , f) = Pt + Gt − AT + Gr − Rs − T − K dB,
(10)

where Pt and Pr are transmitter and receiver power, and Gt

and Gr are antenna gain at transmitter and receiver sides
respectively. It should be noted that the SNR estimation of (9)
will be optimized by the virtue of having better estimation of
AT through (10), SNR result is presented in Figure 7.

E. Fading Mitigation Techniques

Some researchers including [9][11] proposed the use of
intelligent mitigation schemes for SNR improvement. The
mitigation techniques that were applied to compensate the
attenuation impairment during heavy attenuation period, in-
cluding Skillful Atmospheric Aware Model (SAAM) for satel-
lite systems, and space diversity such that whenever a heavy
DUSA storm condition is experienced, the traffic can be re-
routed via the second back haul link. The latter is ineffective as
far as mobile HAPS communication system is concerned [11].
SAAM algorithm does not only serve as mitigation technique
during a heavy storm, but it provides cost effectiveness as
well. The system will be transmitting power according to
the demand. By knowing the required performance such as
weather prediction, the system will maintain appropriate SNR
level by changing the transmitted power according to the
demand. The automatic power control mechanism is used
whereby the transmit power changes as the dust attenuation
changes and it transmits the minimum power during the clear
air conditions. However, once weather attenuation increases
and power factor reaches its limits, other parameters should
be updated to maintain SNR values above minimum signal
level that is needed for costumer’s satisfaction and acceptable
communication performance.

F. An Effective Downlink Budget

This section will introduce a unique calculation for the
HAPS downlink operated at 32 GHz. Other parameters are
defined from Table I and are used as input parameters to the
simulation. Several other losses have been considered with
their maximum values at HAPS to ensure an efficacious link
margin. In this paper, we introduce DUSA attenuation in the
downlink budget specifications. The value was extracted from
the simulations in the previous section. A maximum estimated
value of 0.92 dB is shown in Table II along with all other
losses.

Finally, the link budget is re-estimated with DUSA attenua-
tion considered. The output parameters are shown in Table
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Figure 6. DUSA attenuation for variety of particle sizes at frequency = 30
Ghz and propagation angle = 45 degree.

TABLE III. SUMMARY OF DOWNLINK OUTPUT PARAMETERS FOR
HAPS.

Effective Isotropic Radiated Power (dBW) 1.99
Free Space Path Loss (dB) 149.4

Atmospheric losses 5.12
Total Losses (dB) 151.39

Received Power (dB) -132.23
Noise Density (dB) -207.14

Received Power to Noise Ratio (dB) 57.01
Energy to Noise Ration (Available) (dB) 14.37
Energy to Noise Ration (Required) (dB) 10.29

Link Margin (dB) 2.07

III. The link margin is an important parameter in satellite
links and represents the difference between the available and
the required values of the energy-to-noise ratio. It can be
viewed as the amount by which the received power exceeds the
receiver sensitivity. According to the ITU-R recommendations,
practical satellite-earth links must maintain a healthy link
margin above 2 dB in order to have effective communication
links with acceptable QoS. As can be inferred from the
output parameters, the presented satellite link margin is found
to be 2.07 dB, which is sufficient for a reliable satellite
communication link.

V. RESULTS DISCUSSION

From the output result, the performance of the system was
promising under dusty conditions. In case of clear weather, the
only degrading component was the path loss. The available
SNR ratios were ranging between (−14.0 and −4.0 dB).
However, during the DUSA storm, the SNR were drastically
reduced to be between (−12.0 and −23.0 dB), keeping other
parameters constant, as shown in Figure 7. With the increasing
of transmit power, during the heavy storm conditions, the
system can provide the required services with relatively rea-
sonable QoS. In this paper, the transmitted power was assumed
to be 0 dBm and the results were satisfactory. Thus, a much
better result is expected if the transmit power can be raised.
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VI. CONCLUSION AND FUTURE WORK

This paper investigated the link reliability during the DUSA
storm scenario. By implementing DUSA layering in order to
estimate DUSA attenuation, it was found that the link margin
dropped due to the fading effect of the DUSA storm that
might destroy the signal at certain levels. Though, the system
at this level can be considered operational, only an extra
attenuation of around 2.1 dB is enough to make the system
unreliable. Therefore, with the application of automatic power
transmission and adaptive coding and modulation, the required
QoS can be maintained.

Future work is in progress to consider real DUSA
measurements at different locations, and to compare it with
our simulation. Also, the study of hurricanes and other
atmospheric phenomena, as well as proposing enhanced
strategies to better present satellite systems.
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Abstract—Emergency communications can benefit from the inte-
grated aerial-satellite systems due to the frequent Line Of Sight
(LOS) access for User Equipments (UEs) and the robust satellite
backhaul. This paper addresses an energy efficiency power
allocation problem for a OFDM-based aerial system with limited
satellite backhaul. Due to the non-convex backhaul capacity
limit, the optimization problem is solved in two steps. Firstly,
a non-negative parameter is introduced to convert the objective
function to an equivalent convex form according to the fractional
programming. Then, the optimal parameter for maximum Energy
Efficiency (EE) without total power and backhaul capacity
constraints is obtained. Secondly, by proving that the derivative
of R(Ptot) is equal to the above introduced parameter, which
is decreasing in total power limit, Ptot, these two constraints
can be transformed into a lower bound on the parameter
through geometric interpretation. Thus, an energy efficiency
power allocation algorithm is proposed. Finally, numerical results
show that the circuit power, total power limit and backhaul
capacity limit have effect on the system EE.

Keywords–energy efficiency; backhaul limit; power allocation.

I. INTRODUCTION

Large-scale disaster or unexpected emergency may over-
load or totally paralyze the existing terrestrial network in
severe cases. Therefore, an effective Public Protection and Dis-
aster Relief (PPDR) system is crucial to meet the requirements
of victims and first responders, which is characterized by rapid
deployment, large capacity-coverage, flexibility and scalability
[1].

In this regard, ABSOLUTE project is working at estab-
lishing an integrated satellite-aerial-terrestrial architecture to
guarantee reliable communication in the aftermath of natural
disaster [2]. An important element of the integrated architec-
ture is aerial station which is an air balloon or aircraft based
Low Attitude Platform (LAP). The LAP goes from 100 meters
to 1000 meters height, lifting with a low-complexity Long
Term Evolution (LTE) eNB, named Aerial eNodeB (AeNB),
and filling the gaps of destroyed LTE base stations. The lower
altitude of aerial station compared to that of satellite makes
it easier for LAP to support frequent Line Of Sight (LOS)
with User Equipments (UEs), which explains the advantage of
LAPs for the public safety network.

Emergency communications can greatly benefit from the
integrated aerial-satellite systems which could provide UEs
with high capacity-coverage thanks to low delay aerial links,
while reliable backhauling links to remote networks (head-
quarters) can be supplied by the satellite segment [3]. On the
other hand, due to the limited overload, LAPs are unable to
carry enough battery and AeNB thus may face stiff constraints
regarding its total energy consumption. Therefore, the Energy

Efficiency (EE) is demonstrated as a significant metric to
evaluate the power allocation performance of AeNB.

In this paper, we consider a subset of aerial-satellite
systems. As illustrated in Figure 1, the system consists of
a single air balloon based LAP, keeping a quasi-stationary
position over a predefined area and serving a set of UEs. The
AeNB is connected to its Evolved Packet Core (EPC) through
optical link. The satellite serves as a backhaul to connect aerial
system with Headquarter. We assume that aerial system is
OFDM-based and design a downlink energy efficiency power
allocation algorithm for a OFDM-based aerial system.

Different from previous work on downlink EE maxi-
mization for OFDM-based systems under only convex con-
straints, such as total power limit [4], minimal overall system
throughput limit [5] and interference limit [6], we maximize
the system EE with the total power constraint, peak power
limit, QoS requirement of each UE, as well as non-convex
backhaul capacity constraint. The problem is solved in two
steps owing to this non-convex constraint. Firstly, according
to the properties of fractional programming, a non-negative
parameter is introduced to convert the objective function to
an equivalent convex form. Then, the optimal parameter for
maximum EE without total power and backhaul capacity
constraints is obtained. Secondly, by proving that the deriva-
tive of R(Ptot) is the above introduced parameter, which is
decreasing in total power limit, Ptot, this paper transform
these two constraints into a lower bound on the parameter
through geometric interpretation. Finally, theoretical analysis
is corroborated by numerical experiments.

The remainder of the paper is organized as follows. In
Section II, system description and channel model are intro-
duced. In Section III, we present the energy efficiency power
allocation algorithm. The simulation results are presented and
discussed in Section IV. Finally, Section V concludes the paper.

II. SYSTEM DESCRIPTION AND CHANNEL MODEL

In this section, we present our system model in detail. Also,
a practical channel model is given here.

A. System Description
As illustrated in Figure 1, information is transmitted from

the headquarter ground station to the AeNB through the
satellite link L1, L2, Internet and optical link. In this paper,
we omit the detailed signal transmission of these links and see
them as a whole backhaul, the capacity of which is denoted as
Cbackhaul. We focus on the downlink transmission of the aerial
system. We consider a single OFDM-based aerial network with
K active UEs. The total bandwidth, B, is divided into B
subcarriers, each with W = B

K .
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Figure 1. System Model in Integrated Aerial-Satellite Network

Assume that the kth subcarrier is assigned to the kth UE to
avoid interference among different UEs. Then, the maximum
achievable data rate at the kth UE is accordingly

rk = W log2(1 +
|hk|2pk

σ2
) = W log2(1 + gkpk), (1)

where hk and pk denote the channel fading factor and transmit
power from AeNB to the kth UE, respectively. σ2 is the
received noise power and gk = |hk|2

σ2 is the Carrier-to-Noise
Ratio (CNR) of the kth subcarrier. Then, the overall throughput
of the OFDM-based aerial system is given by R =

∑
k∈K

rk,

where K = {1, 2, ...,K} denotes the set of all UEs.

The total power consumption at AeNB is modeled as [6]

Ptot = ζP + Pc, (2)

where ζ is the reciprocal of drain efficiency of power amplifier.
P =

∑
k∈K

pk and Pc represent the transmit power consumption

and the circuit power consumption incurred active circuit
block, respectively.

We use the throughput for unit-energy consumption to
measure the system EE, i.e.,

ηEE =

∑
k∈K

W log2(1 + gkpk)

ζ
∑
k∈K

pk + Pc
. (3)

The energy efficient power allocation problem considering
each UE’s QoS, total power limit as well as backhaul capacity

constraint can be written as P1:

P1 : max
pk,k∈K

∑
k∈K

W log2(1 + gkpk)

ζ
∑
k∈K

pk + Pc
(4a)

s.t. W log2(1 + gkpk) > rk,min, ∀k ∈ K, (4b)

ζ
∑
k∈K

pk + Pc 6 PTot, (4c)∑
k∈K

W log2(1 + gkpk) 6 Cbackhaul, (4d)

0 6 pk 6 ppeak, ∀k ∈ K, (4e)

where rk,min is the traffic-related minimum rate requirement
of the kth UE; PTot and Cbackhaul denote the maximal
total power consumption and backhaul capacity, respectively.
The allowed peak power at each subcarrier, ppeak, is also
considered in this paper.

For simplicity, we assume that rk,min,∀k ∈ K is achievable
under the constraint (4c) and (4d), i.e.,

ζ
∑
k∈K

pk,min + Pc 6 PTot (5)

and
∑
k∈K

rk.min 6 Cbackhaul (6)

should be satisfied simultaneously, where pk,min = 2
rk,min

W −1
gk

is the minimum required transmit power to meet the kth UE’s
QoS. If not, optimization problem P1 is unfeasible.

B. Channel Model
An existing empirical propagation channel model [7] be-

tween the AeNB and UEs is adopted in this paper. The large-
scale fading taking path loss and shadow fading into account
is given as

L =

{
LFSL + ξLOS , LOS

LFSL + Ls + ξNLOS , NLOS,
(7)

where LFSL is the free space loss in dB as follows:

LFSL = 20 log(dkm) + 20 log(fGHz) + 92.4, (8)

where dkm is the propagation distance between transmitter and
receiver. fGHz denotes the carrier frequency in GHz. An ele-
vation angel dependent shadowing Ls is a normal distributed
random variable. The location variability components ξLOS

and ξNLOS both follow Log-normal distribution with zero
mean.

With respect to the small-scale fading, Rayleigh distribu-
tion is added to NLOS link and Rician distribution LOS link.

III. ENERGY EFFICIENCY POWER ALLOCATION

P1 is obviously a non-convex problem since the objective
function (4a) and the backhaul capacity constraint (4d) is non-
convex [8]. The objective of a fractional programming, as we
observed in P1, takes the form of a ratio of two functions
which is very challenging to solve directly. According to
Isheden et al. [9], a non-negative parametric can be introduced
to formulate a parametric optimization P2 which is closely
related with P1.
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P2 : max
pk∈S

∑
k∈K

W log2(1 + gkpk)− λ

(
ζ
∑
k∈K

pk + Pc

)
(9a)

s.t. (4c)(4d), (9b)

where S = {pk, ∀k ∈ K | pk,min ≤ pk ≤ ppeak} is the
set of individual powers and each has a box constraint. Note
that (9a) is convex for a given λ since its formulated as the
difference between a convex function and a concave function
(linear function for more strictly). But, P2 is still a non-convex
optimization problem due to the constraint (4d).

In order to solve problem P2 effectively, we first leave out
the constraint (4c) and (4d) and consider the optimal system
EE only under the individual power set, which is formulated
as

P3 : max
pk∈S

∑
k∈K

W log2(1 + gkpk)− λ

(
ζ
∑
k∈K

pk + Pc

)
.

(10)
For convenience, we define the optimal value of P3 as a
function of λ, denoting as F (λ).

The optimal power allocation is achieved at the stationary
point for a given λ since (10) is convex, i.e.,

d
∑

k∈K
W log2(1+gkpk)−λ

(
ζ
∑

k∈K
pk+Pc

)
dpk

∣∣∣∣∣∣∣
pk=p∗

k

= 0, (11)

∀k ∈ K.

Taking the box constraints into account, the optimal power
allocation is given as

p∗k(λ) =

[
W log2e

λζ
− 1

gk

]ppeak

pk,min

, ∀k ∈ K. (12)

It is obvious that the maximum system energy efficiency
without constraints (4c) and (4d) can be achieved by finding
the optimal λ∗ of P3. According to Isheden et al. [9],
the optimal power allocation to obtain the maximum energy
efficiency only under the individual power set S is the same
as that of P3 for λ = λ∗, where λ∗ satisfies F (λ∗) =

max
pk∈S

∑
k∈K

W log2(1 + gkpk) − λ∗
(
ζ
∑
k∈K

pk + Pc

)
= 0. In

addition, λ∗ is the optimal bit-per-joule, i.e.,

λ∗ =

∑
k∈K

W log2(1 + gkp
∗
k)

ζ
∑
k∈K

p∗k + Pc
. (13)

Since the power allocation has been expressed in (12)
for a given λ, we need to determine λ∗ with F (λ∗) = 0.
The Dinkelbachs method [9], as described in Algorithm 1, is
adopted in this paper to find it.

Until now, the problem P3 without constraints (4c) and
(4d) has been solved. In order to solve problem P2, we explore
some properties of R(Ptot), which are described in following
Lemma 1. Define R(Ptot) as the maximum overall system

Figure 2. Simple Intuitive Illustration of R(Ptot)

throughput under the given total power consumption Ptot and
individual power constraint, which is given as

R(Ptot) , max
pk∈S,Pc+ζ

∑
k∈K

pk6Ptot

∑
k∈K

W log2(1+gkpk). (14)

Due to the individual power constraint in S, Ptot ∈
[PTot,min, PTot,max], in which PTot,min = ζ

∑
k∈K

pk,min+Pc

and PTot,max = ζKppeak + Pc. Since the right hand side of
(14) is a convex optimization problem with fixed Ptot, R(Ptot)
has a unique value for all allowed Ptot. According to the
constraint Pc + ζ

∑
k∈K

pk 6 Ptot, it is obvious that R(Ptot) is

an increasing function in Ptot. The curve of R(Ptot) is plotted
in Figure 2.

Lemma 1: R(Ptot) is continuously differentiable in Ptot

and R′(Ptot) = λ(Ptot) is decreasing in Ptot, where Ptot ∈
(PTot,min, PTot,max).

Proof: please refer to Appendix for a proof of Lemma 1.
As illustrated in Figure 2, the slope of the origin-to-

(Ptot, R(Ptot)) is η(Ptot) = R(Ptot)
Ptot

, which represents the
maximum system EE at Ptot. By Lemma 1, we have that
the tangent at (Ptot, R(Ptot)) is λ(Ptot). It is obvious to
see that the slope η(Ptot) first increases and then decreases
with growing of Ptot as well as the optimal EE is achieved
when η(P ∗

tot) = λ(P ∗
tot). When taking the constraints (4c)

and (4d) into consideration, it is straightforward that (4c) and
(4d) correspond to an upper lower bound on λ, say λPT,min

and
λCb,min

, respectively. This is because that λ(Ptot) is decreasing
in Ptot which is described in Lemma 1. Obviously, the system
lower bound λmin = max(λPT ,min, λCb,min) and λmax is
determined by PTot,min. Therefore, if the optimal λ∗ of P3
falls into the interval [λmin, λmax], it is also the optimal λ∗ of
P2. If not, λ∗ < λmin must be satisfied and optimal λ∗ of P2
is replaced by λmin. λ∗ > λmax would not occur due to the
lower bound of total power consumption.

According to the above analysis, we design an energy effi-
ciency power allocation algorithm in the following Algorithm
1, which is based on Dinkelbachs method.

IV. NUMERICAL RESULTS

In this section, simulation results and discussions are
presented to evaluate the effectiveness of our proposed energy
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Algorithm 1 Energy Efficiency Power Allocation Algorithm

1: Initialize λ satisfying F (λ) > 0 and tolerance ε;
2: while (|F (λ)| > ε) do
3: Determine p∗k(λ) in (12) and F (λ) in (10);

4: λ←

∑

k∈K

W log
2
(1+gkp

∗
k
(λ))

ζ
∑

k∈K

p∗
k
(λ)+Pc

;

5: end while
6: Calculate λmin = max(λPT ,min, λCb,min);
7: if λ > λmin then
8: λ∗ = λ;
9: else

10: λ∗ = λmin;
11: end if
12: return p∗k(λ

∗);

Figure 3. Energy Efficiency Power Allocation Algorithm
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Figure 4. Energy Efficiency versus the circuit power for P3 and P2

efficiency power allocation algorithm. We use Matlab for the
simulation. In our simulation, the total bandwidth, 0.5MHz,
is equally divided into 20 orthogonal subcarriers and assigned
to 20 users, as well as the carrier frequency is selected to
2GHz. The requirement of each user is 100kbit and the peak
power at each subcarrier is set to 10W. For simplicity, we set
the drain efficiency of power amplifier as 1. The AeNB is
assumed to 500m high, all users are uniformly distributed in
a circle around the AeNB and the radius of which is 3km.
The practical channel factor has been described in (7)(8).
According to Holis et al. [7], we choose the Dense Urban
environment for our simulation and the probability of LOS is
then determined. The power spectrum of the noise equals to
-110dBm/Hz.

Figure 4 depicts the impact of static circuit power on
the energy efficiency for the problem of P3 and P2, i.e.,
without and with the consideration of total power and backhaul
capacity constraints. The maximum total power and the back-
haul capacity are set to 40W and 5Mbit, respectively. Note
that the energy efficiency is decreasing with the increase of
static circuit power. λmin here is co-determined by the total
power and backhaul capacity. When the circuit power is small,
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Figure 5. Energy Efficiency versus the total power consumption for different
backhaul capacity

these two constraints has no effect on the energy efficiency
and this case corresponds to the optimal λ∗ of P3 falls into
[λmin, λmax]. However, when circuit power goes large, the
energy efficiency is limited by these two constraints since the
optimal λ∗ of P3 is less than λmin.

Figure 5 illustrates the energy efficiency versus the total
power consumption for different backhaul capacity. The static
power is fixed to 35W, so the increase of total power is caused
by transmit power only. The backhaul capacity C1 and C2

are set to 2.7Mbit and 3.5Mbit, respectively. In Figure 5, EE
maximization is our proposed algorithm and SE maximization
is achieved by maximizing the system throughput under the
same constraints. It can be observed that when the total
power is large enough, the energy efficiency of each algorithm
approaches a constant value. However, for EE maximization
and Cbackaul = C2 case, this is because that the maximum
energy efficiency is obtained and thus resource allocator is not
willing to consume more power. For other three cases, the
constant value is caused by limited backhaul capacity.

V. CONCLUSION AND FUTURE WORK

In this paper, we consider the downlink energy efficiency
power allocation for a single OFDM-based aerial system with
limited satellite backhaul. Due to the non-convex backhaul
capacity limit, the problem is solved in two steps by exploring
the properties of fractional programming and the derivative
of R(Ptot). Then, an energy efficiency power allocation algo-
rithm is proposed. Finally, theoretical analysis is corroborated
by numerical experiments. The cooperation between multiple
aerial systems can be considered in our future work.
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APPENDIX
PROOF OF LEMMA 1

In Xiong et al. [5], R(Ptot) with the individual power
constraint pk ≥ 0 is proved to be differentiable. In this
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R′
+(Ptot) = lim

∆P+
tot→0

R(Ptot +∆Ptot)−R(Ptot)

∆Ptot

= lim
∆P+

tot→0

(
max
∆pk>0

∑
k∈K

W log2(1 + gk(p̂k +∆pk))

)
−
∑
k∈K

W log2(1 + gkp̂k)

∆Ptot

= lim
∆P+

tot→0

max
∆pk>0

∑
k∈K

W log2e ln
(
1 + gk∆pk

1+gkp̂k

)
∆Ptot

≈ lim
∆P+

tot→0

max
∆pk>0

∑
k∈K

Wgklog2e
1+gkp̂k

∆pk

∆Ptot

= lim
∆P+

tot→0

max
∆pk>0

∑
k∈K−K′

Wgklog2e
1+gkp̂k

∆pk

∆Ptot

(a)
= max

k∈K−K′

Wgklog2e

ζ(1 + gkp̂k)
. (15)

R′
−(Ptot) = lim

∆P−
tot→0

R(Ptot +∆Ptot)−R(Ptot)

∆Ptot
≈ lim

∆P−
tot→0

max
∆pk<0

∑
k∈K−K′

Wgklog2e
1+gkp̂k

∆pk

∆Ptot

= min
k∈K−K′

Wgklog2e

ζ(1 + gkp̂k)
. (16)

paper, we further prove that R(Ptot) is differentiable and
the derivative of R(Ptot) is continuous and decreasing. We
consider the limit under the constraint

∑
k∈K

∆pk = ∆Ptot and

let p̂k denote the optimal power allocation at the kth subcarrier
under the total power consumption Ptot.

According to the definition of derivative, we derive that
(15) is satisfied, in which K′ = {k|∆pk = 0, k ∈ K}. We have
∆pk = 0 if either of the following two cases occurs, i.e., (a)
p̂k = pmin and ∃k′ ∈ K, p̂k′ > pk′,min and the water level at
the k′th subcarrier is lower than that of kth subcarrier; (b) p̂k =

ppeak. (a)
= is obtained since max

∆pk>0

∑
k∈K−K′

Wgklog2e
1+gkp̂k

∆pk =(
max

k∈K−K′

Wgklog2e
ζ(1+gkp̂k)

)( ∑
k∈K−K′

∆pk

)
.

If K′ = ϕ, max
k∈K

Wgklog2e
ζ(1+gkp̂k)

is equivalent to min
k∈K

1
gk

+ p̂k.

According to p̂k = W log2e
λ+(Ptot)ζ

− 1
gk

, we know that min
k∈K

1
gk
+p̂k =

W log2e
λ+(Ptot)ζ

, where W log2e
λ+(Ptot)ζ

is the water level under Ptot.
Hence, we have R′

+(Ptot) = λ+(Ptot). If case (a) or (b)
occurs, K′ ̸= ϕ. In this case, min

k∈K−K′
1
gk

+ p̂k = W log2e
λ+(Ptot)ζ

is

also satisfied. However, W log2e
λ+(Ptot)ζ

here denotes the water level
without regard to the kth (k ∈ K′) subcarrier. As a whole,
W log2e

λ+(Ptot)ζ
denotes the water level at the kth (k ∈ K − K′)

subcarrier which would increase if the value of Ptot grows
∆Ptot.

Similarly, (16) is derived. In this case, we have ∆pk =
0 if either of the following two cases occurs, i.e., (c) p̂k =
ppeak and ∃k′ ∈ K, p̂k′ < ppeak and the water level at the
k′th subcarrier is higher than that of kth subcarrier; (d) p̂k =
pk,min. Analogously, R′

−(Ptot) = λ−(Ptot) is satisfied and
W log2e

λ−(Ptot)ζ
here represents the water level at the kth (k ∈ K′)

subcarrier which would decrease if the value of Ptot reduces
∆Ptot.

Obviously, water level W log2e
λ+(Ptot)ζ

= W log2e
λ−(Ptot)ζ

holds for any
given Ptot ∈ (PTot,min, PTot,max). Then, we have R′

+(Ptot) =

R′
−(Ptot) = λ(Ptot). The existence of the limit indicates that

R(Ptot) is differentiable in Ptot. Clearly, the growing of water
level is continuous as the value of Ptot gets larger. Therefore,
λ(Ptot) is continuously decreasing since its inversely propor-
tional with water level. This completes the proof of lemma
1.
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Abstract—Space-based automatic identification system (AIS) 

payload has been designed conceptually to provide a platform 

for AIS signal collection, down conversion, and demodulation 

of the AIS burst signals operating at VHF band. AIS receiver 

uses a reconfigurable Software Defined Radio (SDR) 

technology, which has digital filtering and cross-correlation 

functions within field programmable gate array (FPGA)  

device and demodulation of Gaussian minimum-shift keying 

(GMSK) waveform by a general purpose processor. AIS 

receiver is able to operate in either or both on-board 

processing (OBP) mode and on-ground-processing (OGP) 

mode depending on the availability of communications links, 

on-board resources and the user preference. In this paper, the 

link budget analysis and detection probability have carried out 

as a basic performance analysis of AIS payload for 

KOMPSAT-6. 

Keywords-space-based AIS; software defined radio; GMSK; 

on-board processing; on-ground processing; KOMPSAT-6. 

I.  INTRODUCTION  

With greater emphasis being placed on global situational 
awareness, global asset monitoring, environmental 
monitoring, maritime and terrestrial sensor, and data 
acquisition systems are critical enabling capabilities that are 
becoming more ubiquitous [1]. 

A space-based AIS payload makes use of AIS system 
beyond the intended 4S (Ship-to-Ship and Ship-to-Shore) 
communications. A satellite even microsatellite equipped 
with an AIS receiver can provide reliable services in widely 
trafficked area. 

The Korean government had started to develop a multi-
purpose low earth orbit satellite named KOMPSAT-6. 
KOMPSAT-6 satellite will accommodate Synthetic Aperture 
Radar (SAR) as a primary payload and Automatic 
Identification System (AIS) as a secondary payload. 

The focus on this paper is to develop a conceptual design 
for a space-based AIS payload for KOMPSAT-6 with special 
emphasis on the performance analysis of ship-to-satellite link 
budget and detection probability versus the number of ships. 

II. SDR BASED AIS RECEIVER 

AIS payload for KOMPSAT-6 was designed to collect, 
down-convert, detect and demodulate the AIS burst signals 
from vessels. AIS receiver processes two groups of AIS 
messages in terms of dynamic messages every 2~10 seconds 
and static messages every 6 minutes. 

Software defined radio architecture for AIS receiver 
includes the digital filtering and cross-correlation function 
within a field programmable gate array (FPGA) device and 
demodulation of Gaussian minimum-shift keying (GMSK) 
waveform within a general purpose microprocessor. Store 
and forward architecture is also allowed for autonomous data 
collection and archiving from vessels. Figure 1 shows the 
operational concept of AIS payload for KOMPSAT-6.  

 

Figure 1.  Operational Concept of AIS Payload for KOMPSAT-6 

III. OPERATION MODES 

The in-flight reconfigurable AIS payload is going to 
operate in either/both on-board processing mode or/and on-
ground processing mode depending on the shipping traffic 
conditions of the field-of-view.  

A. On-Board Procesing (OBP) Mode 

The OBP mode leads to a reduced downlink bandwidth 
requirement but requires more powerful processing 
capability on-board AIS receiver. In areas with very high 
traffic density, it is not possible to successfully decode all 
AIS signals using this mode due to the high number of signal 
collisions. The OBP mode must not be confused with de-
collision which is the process of applying de-collision 
algorithms to detangle the collided signals. Signal de-
collision is only available with OGP. 
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B. On-Ground Processing (OGP) Mode 

In OGP mode, the receivers take snapshot information of 
the RF environment and downlink the raw data to ground for 
processing by the very powerful ground processing 
equipment to apply the de-collision algorithms. This mode 
requires a lot of data handling and a larger downlink 
bandwidth to ground due to the amount of raw data 
generated (~20MB/s). 

IV. PERFORMANCE ANALYSIS 

The detection of AIS transmissions was recently 
improved by the introduction of satellite sensors, which 
enables the collection of AIS over wide areas in the open 
ocean. However, space-based AIS payload has its own 
challenges due to the fact that AIS is primarily intended for 
sea-level reception and therefore leads to performance 
degradation when observed over large areas from space. It is 
therefore critical to understand how the performance of these 
new sensors, and to identify the condition under which the 
performance is acceptable for operational use.  

Another issue is the message collision and the message 
loss. All exchanged messages transmitted from ships on the 
sea are synchronized and guaranteed the functions of the 
system without any message loss. On the other hand, AIS 
messages received at satellite from lots of vessels at the same 
time with the same frequency cause a message collision and 
lead to message loss [2]. 

In this paper, the link budget and detection probability 
analysis have carried out as the main factors impacting the 
performance. 

A. Link Budget Anlysis 

A substantial part of the AIS payload design is to 
evaluate the received power from the ships compared to the 
noise power in term of carrier-to-noise (C/N) ratio. 

Table I shows a rough link budget calculated for ships 
near the edge of the satellite swath. The received power at 
satellite is -107.1 dBm and the link margin is about 4.8 dB.  
If we take into account some potential losses due to Doppler 
shift and ionosphere effects, the margin may go down a few 
but more sensitive receiver will help to increase the margin. 

B. Dectection Probability 

Basically AIS is designed as a ship collision avoidance 
system for terrestrial use and used a multiple access scheme 
called self-organized time domain multiple access 
(SOTDMA) that assigns approximately 2,000 time slots, 
automatically and dynamically, to ships in local “cells”, that 
is, ships within VHF range of each other [3]. This 
communication protocols make sure that interferences 
cannot occur with normal traffic density.  

However, a space-based AIS payload receives signals 
from a number of cells over the antenna footprint and a time 
slot is not coordinated properly. It means that signal 
collisions occur from other ships outside its self-organizing 
cell.  

 
 

TABLE I.  RESULTS OF AIS LINK BUDGET ANLAYSIS 

AIS Transmission Parameter Value 

AIS-1 Frequency (MHz) 161.975 

AIS-2 Frequency (MHz) 162.025 

Data Rate (bits/sec) 9600 

Line code NRZI 

Modulation GMSK 

Number of Training Bits 24 

Transmit Bandwidth Time Product 0.4 

Receive Bandwidth Time Product 0.5 

Class A Transmit Power (W) 12.5 

Channel Bandwidth (kHz) 25 

Geometry 

Range (km) 530 

MinTransmit Elevation Angle (Deg) 0 

Satellite Antenna Off-axis Angle (Deg)  67.5 

Maximum Slant Range (km) 2183 

Maximum Surface Range (km) 2018 

Power 

AIS Transmit Power (dBm) 41.0 

Ship Antenna Gain (dBi) 2.0 

Transmit Cable & Other Loss (dB) 3.0 

Free Space Loss at Max Range (dB) 143.2 

Polarization Mismatch Loss (dB) 3.0 

Satellite Antenna Gain at Horizon (dBi) 1.6 

Satellite RF Cable & Filter Loss (dB) 2.4 

Satellite Received Power (dBm) -107.1 

Receiver Sensitivity (dBm) @ 20% PER -112.0 

Link Margin (dB) 4.8 

The probability of detection of an uncorrupted ship’s AIS 
message for KOMPSAT-6 has calculated with the different 
observation time shown in Figure 2 [4].  

 

Figure 2.  Probability of detection vursus total number of ships 
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V. CONCLUSIONS 

In this paper, we have looked at general considerations 
around AIS payload and evaluated the feasibility for a space-
based AIS receiver for KOMPSAT-6 conceptual design with 
respect to a basic link budget and detection probability. It 
can be concluded that there is sufficient margin about 4.8 dB 
to receive messages from ships and interferences between 
AIS messages will depend upon the number of vessels in the 
field-of-view. In order to improve the performances of AIS 
payload, there are ways to implement the interference 
cancellation schemes by using antenna diversity methods and 
de-collision algorithms on the ground.  
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Abstract— This paper will discuss a proposed CubeSat size
(3U) telemetry system concept being developed at Marshall
Space Flight Center (MSFC) in cooperation with the U.S.
Department of the Army and Dynetics Corporation. This
telemetry system incorporates efficient, high-bandwidth
communications by developing flight-ready, low-cost, Proto-
flight software defined radio (SDR) and Electronically
Steerable Patch Array (ESPA) antenna subsystems for use on
platforms as small as CubeSats and unmanned aircraft
systems (UASs). The current telemetry system is slightly
larger in dimension of footprint than required to fit within a
0.5U CubeSat volume. Extensible and modular
communications for CubeSat technologies will partially
mitigate current capability gaps between traditional strategic
space platforms and lower-cost small satellite solutions. Higher
bandwidth capacity will enable high-volume, low error-rate
data transfer to and from tactical forces or sensors operating
in austere locations (e.g., direct imagery download, unattended
ground sensor data exfiltration, interlink communications),
while also providing additional bandwidth and error
correction margin to accommodate more complex encryption
algorithms and higher user volume.

Keywords-Software Defined Radio, Tactically Extensible,
Electronically Steerable Phased Array, unattended ground
sensors.

I. INTRODUCTION

This paper provides information on the Marshall Space
Flight Center (MSFC) SDR Low-Cost Transponder as well
as the Army/Dynetics Electronically Steerable Phased Array
- X-Band (ESPA-X) that contributes to advancing the state-
of-the-art in telemetry system design – directly applicable to
the SmallSat and CubeSat communities. The SDR, called
PULSAR – Programmable Ultra Lightweight System
Adaptable Radio – as well as the ESPA-X can be
incorporated into orbital and suborbital platforms. In doing
so, Tactically Extensible and Modular Communications - X-
Band (TEMCOM-X) will allow project/programs to perform
remote commanding capabilities, as well as real-time
payload(s) and science instruments telemetry, all of which
are self-supporting infrastructures requiring both component
and system level work to complete.

Current CubeSats do not have sufficient bandwidth for
transmit and receive to support innovative payload designs
and complex encryption schemes being developed by the
CubeSat community (academic, military, civil, industry) to
support increasing bandwidth with low error-rate demands
on the tactical edge[1]. The leap ahead technology is the
low-cost space / high-altitude qualified reconfigurable SDR
transponder for simultaneous X-band transmit and receive
communications at a minimum of 110 Mbps. In addition,
the SDR has a highly efficient SWaP (less than 50% of
traditional Size, Weight and supply Power), which achieves
higher bits per input supply watt (at ~10 Mbits per input
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watt) than traditional communication SDR systems (at
~300Kbits per input watt). [2]

Figure 1. Tactically Extensible and Modular Communications - X-Band
(TEMCOM-X)

Due to the SDR technology flexibility, TEMCOM-X can
be used on any type of aircraft, UAV, orbital, or sub-orbital
platforms and tailored to each mission’s requirements.
TEMCOM-X low cost and size, weight, and power (SWaP)
makes it attractive for CubeSat and micro satellite missions.

The matched low profile form factor electronically
steerable array antenna provides mission adaptive beam
forming for optimizing signal to noise ratios with
extensibility in the design approach for future multiple
independently steerable beams from the same antenna
array.[3]

This paper will discuss the technical approach being
proposed showing the extensibility of the system. Further
the performance of the overall system will be discussed.
TEMCOM-X will be shown to align with current NASA
Strategic Space Technology Investment Plan.[4] The
discussion will then migrate to the Electronically Steerable
Patch Array – X-Band (ESPA-X). The final area of
discussion will show one possible operational scenario.

II. TECHNICAL APPROACH

The proposed TEMCOM-X Project leverages the lessons
learned during the PULSAR telemetry system (First
Generation) development, which used NASA funds from
FY2012-13. The project objective is to advance the
TEMCOM-X design to a proto-flight unit, which will be
accomplished by reducing the overall size of PULSAR to fit
within a 1U form factor. PULSAR currently uses non-
radiation tolerant hardware to keep costs low, with a clearly
defined path to radiation tolerance.

The TEMCOM-X base design will have up to four
selectable decks – power deck, processor deck, X-Band
receiver deck, and X-Band telemetry transmitter deck. The
application determines the configuration, thus the number of
decks used.

The current PULSAR power deck will be reduced in
overall footprint to meet the 1U CubeSat dimensions. The
operating voltage of TEMCOM-X is proposed to be from
16VDC to 50VDC (the same as PULSAR).

The current PULSAR Processor deck has been proposed
to provide beam-forming control for the ESPA-X antenna.
Having a processor deck dedicated to a transponder
communication system was a first in industry.

The proposed X-Band Receiver deck will leverage the IP
and lessons learned from the PULSAR S-Band Receiver.
Command and Data (uplink) capabilities will be on the order
of 150Mbps.

The transmitter deck will produce up to 2 W of radio
frequency (RF) output. The RF output power can be tailored
to any particular mission. The telemetry transmitter deck
streams data with OQPSK modulation at a maximum data
rate of 110 Mega-bits per second (Mbps).

Exemplifying flexibility, PULSAR currently transmits
using Reed-Solomon (223/255) Forward Error Correction
(FEC). Future enhancements will include Low Density
Parity Check (LDPC, rate 7/8), or convolutional (Rate ½)
based on mission requirements. Currently the LDPC
encoding algorithm has been verified in simulation at MSFC
as well as in independent external testing. TEMOCOM-X
can incorporate other error correction algorithms, as
necessary.

The antenna array (front-end) will incorporate a planar
design consisting of multiple board layers with integrated
array circuitry to reduce the array depth.

III. PERFORMANCE

Table shows a market analysis of industry transponders
and differentiates their features compared to PULSAR.[5]
In comparison, the NASA-MSFC SDR incorporates the
latest in Forward Error Correcting (FEC) codes and utilizes
State-of-the-Art electronic components which give
PULSAR the capability to achieve much higher Bits-per-
Watt (the industry standard benchmark showing data rate
versus power).

TABLE I. 2012 MARKET ANALYSIS OF TYPICAL
INDUSTRY TELEMETRY TRANSPONDERS

Maker Unit Freq.
Band

Downlink
Data
Rate,
Mbps

Mass,
kg

Bench-
mark,
b/W

NASA-MSFC PULSAR S-, X- 150 2.1 10e6

L3 Comm Cadet S- 100 0.215 8.3e6

Innoflight SCR-100 S- 4.5 0.25 3e6

L-3 TW CTX-886 X- 400 3.85 5.3e6

Space Micro μSTDN-
100

S- 4 2.1 0.7e6

Harris
Corporation

SCaN Ka 100 19.2 2.5e6

General
Dynamics

SCaN S- 10 - 1.0e6

Jet Propulsion
Laboratory

SCaN S- 10 6.6 1.0e6

67Copyright (c) The Government of NASA, 2015. Used by permission to IARIA.     ISBN:  978-1-61208-397-1

SPACOMM 2015 : The Seventh International Conference on Advances in Satellite and Space Communications

                           75 / 107



PULSAR exceeds most of the other units in term of the
industry benchmark. The L-3 TW CTX-886 exceeds
PULSAR in data rate, but PULSAR has less mass (2.1
versus 3.85 kg) and uses less power (15 versus 75 watts –
not shown in table).

The system contains sufficient RF link capacity to
achieve the desired performance while maintaining the goal
Bit Error Probability (BEP) assuming that the design goal
gain (19.76dBi) can be met.

Table 2 lists the RF link margin assumptions. The
calculation was performed using the IRIG 119 method.

SNR = PT - LC(T) + GT - LP - LM - LPol - LA + G/T – kB

PT = Transmitter Power
LC(T) = Transmitter Cable Loss
GT = Transmitter Antenna Gain
LP = Path Loss
LM = Multipath Loss
LPol = Polarization Mismatch Loss
LA = Atmospheric Attenuation
G/T = Receiving System Figure of Merit
kB = Boltzmann’s constant x Bandwidth

Results were correlated using an Error Bit/Noise
calculation method.

TABLE II. LINK MARGIN ASSUMPTIONS/CALCULATIONS

Uplink Downlink

Frequency 8.2GHz 8.2GHz

PT 50W 47dBm 1W 30dBm

LC(T) 1dB 1dB

GT 43.9dBi1 19.76dBi2

LP 2448km3 178.5dB 2448km3 178.5dB

LM 0dB 0dB

LPol 0.25dB 0.25dB

LA 1.0dB 1.0dB

G/T -4.91dB/K4 22.5dB/K1

Data Rate 150Mbps 150Mbps

kB -116.84dB -116.84

SNR 22.08dB 8.35dB

Threshold No FEC 12.0dB5 FEC 5.0dB6

Margin +10.08dB +3.35dB

1 – Documented performance of GATR 2.4m X-band
antenna system.

2 – Design goal performance of Dynetics Phased Array
Antenna.

3 – Max slant range calculated from satellite to ground
station for 650km orbit and 5° elevation.

4 – Calculated assuming design goal Gain with low loss
feed system and LNA noise figure of 2.5dB maximum.

5 – Required SNR for BEP of 1x10-5

6 – Required SNR for BEP of 1x10-12 using LDPC FEC

IV. ALIGNMENT

NASA is called, at the direction of the President and
Congress, to maintain an enterprise of technology that aligns
with missions and contributes to the Nation’s innovative
economy. NASA has been and should be at the forefront of
scientific and technological innovation. In response to these
calls, NASA generated a plan (NASA Strategic Space
Technology Investment Plan) to advance technologies and
nurture new innovation that will feed into future missions.
PULSAR aligns primarily with the Technology Area (TA) 5
– Communication & Navigation – but has connections to
other TAs in which lightweight structures, power efficiency,
and communication reliability and throughput are the
focus.[6]

V. ESPA-X

The current proposed design of the ESPA-X includes a
radiating element that is a circularly polarized patch antenna
with +8dBi gain with a maximum 11 dB return loss (1.78
VSWR) in the band of interest. The T/R module will
transmit in horizontal polarization and receive in vertical.
This design decision prevents the need for a second
circulator adjacent to the antenna element, and it should
provide sufficient isolation between the two paths.

In order to achieve the desired 100 W (+50dBm) Effective
Radiative Power (ERP) on transmit, each of the 15 patch
antenna elements’ input power must be approximately 18.5
dBm. The transmit gain profile assumes that the +36 dBm
from the diplexer will arrive at each element after a series of
four two-way power dividers, with each divider incurring an
approximate loss of 4 dB (hence the +20 dBm input power to
the TR module transmit chain.) The transmit chain is quite
simple, with a phase shifter (nominal 7 dB loss), an
amplifier, and a harmonic reject filter (nominal 1.5 dB loss).

The receive chain gain distribution assumes a 0.4 dB loss
through the patch antenna and a 1.2 dB loss through the
front-end bandpass filter. The LNA’s noise figure of 0.6 dB
is sufficient to insure that the overall transmit chain’s noise
figure will remain below the required 2.5 dB.

VI. OPERATIONAL SCENARIO

The operational scenario in the graphic shown in the
Introduction depicts U.S. and Partner nation (PN) small-unit
forces operating beyond line-of-sight communications with
their command center, and in close proximity to hostile
forces. The U.S. and PN units have deployed unattended
ground sensors (UGS) in key location for remote
reconnaissance, and are supported by low-earth-orbit (LEO)
assets that incorporate both PULSAR and ESPA-X. The
communications requirements of the U.S. and PN forces
include:

– Encrypted voice between the small units and the
command center;

– Imagery and other map-based data between the small
units and the command center;
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– Frequent, periodic polling of UGS with forwarding of
trigger information from the UGS to the small units and the
command center; and

– Relay of imagery, full-motion video (FMV), and other
near-real-time data from airborne and orbital sensor
platforms to the small units and the command center.

These communications requirements are individually
serviceable through existing systems, and collectively
serviceable through combinations of existing systems, but
TEMCOM-X provides unique advantages, to include:

– Increased bandwidth to service larger data demands
with fewer assets;

– Multiple beam-forming to provide simultaneous access
to frequency bands with reduced error rates;

– Provides high rate bandwidth for satellite interlink
communications;

– Full duplex transmit and receive for maximizing
communication opportunities;

– Tailored spot beams for prioritized service to critical
assets; and

– Dynamically adaptable waveforms to support
multiple disparate systems simultaneously.

VII. CONCLUSION

The TEMCOM-X concept is currently in the late
formulation stages and has been proposed for full
implementation to develop and test a protoflight unit of the
integrated PULSAR-X and ESPA-X technologies to support
X band communication systems for cubesat and small
aircraft platform compatibility.

TEMCOM-X leverages existing Marshall Space Flight
Center SDR designs and commercially enhanced
capabilities. Innovations will

(1) Reduce the cost of Low Earth Orbit (LEO) and
Deep Space transponders,

(2) Increase data through-put,
(3) Decrease power requirements, and
(4) Reduce volume.

Also, TEMCOM-X concept increases flexibility to
implement multiple transponder types by utilizing the same
hardware with altered logic – no hardware change required –
all of which will eventually be accomplished in orbit. The
flexibility permits CubeSat and SmallSat programs to select
only what they need for their mission.

TEMCOM-X offers high capability, low cost,
transponders to programs of all sizes. The final project
outcome will be the introduction of a low-cost CubeSat to
SmallSat telemetry system.

The potential future TEMCOM-X Roadmap includes
adaptation into options such as C-Band and Ka-Band. These
technologies are proposed for continued development.
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Abstract— In this paper, an integrated active phased array 
multi-beam antenna system model including a nonlinear model 
of the amplifier and a digital pre-distortion linearizer is 
introduced and validated by simulation. To investigate 
nonlinearity effects in a phased-array antenna, a two-beam, 
three-beam, and five-beam S-band arrays are simulated and 
the results of the proposed system model are analyzed. The 
presented model is able to precisely predict the inter-
modulation products with an accuracy of 1 dB in power with 
small fraction of a degree in direction. The effect of integrating 
a digital pre-distortion linearizer is to enhance the efficiency of 
antenna array transmission power amplifiers. Therefore, the 
model can be used as a tool to accurately predict the inter-
modulation patterns for multi-beam satellite array 
applications, avoiding excessive system margin and reducing 
DC power consumption. 

Keywords- SSP; IM; DSP; DPD; LMS; RLS; IBO. 

I.  INTRODUCTION 
    Modern satellite communication payloads require high 
directivity and multiple beams with large signal bandwidth 
to satisfy broad-band applications, such as multimedia and 
voice conferences. Therefore, an active phased array is ideal 
for such applications, since they can be configured in orbit to 
provide the bandwidth in demand and increase overall 
system utilization [1]-[3].      
    The total transmission quality of a communication satellite 
using a multi-beam phased-array antenna system is most 
dependent upon the nonlinear distortion of the Solid State 
Power Amplifier (SSPA) modules [2]. This distortion brings 
about Inter-Modulation (IM) interferences. The closer to the 
compression point in order to have the most power efficiency 
means more IM product levels that degrade Carrier-to-
Interference ratio (C/I) associated with beam steering 
direction. So, accurate modeling of these IM beams helps to 
control the IM interference, thus allowing the SSPAs to be 
operated with minimum back-off since fewer margins are 
needed. This results in a more efficient array that requires a 
lower system DC power with reduced mass and cost of the 
satellite [3].  
    Inter-Modulation Products (IMPs) in an active antenna 
array have characteristics that are different from those in 
lumped active circuits and systems. For multi-beam satellite 
digital communication systems, signal suppression and IMP 

interference in amplifiers may degrade the bit-error rate 1 to 
5 dB in comparison to passive antennas. The presence of 
interfering signals may result in an increase of the array 
beam width, sidelobe level, null depth degradation, as well as 
changing the null positions [2]. Sandrin [4] previously 
analyzed the radiating patterns of third and fifth orders IM 
products of active antenna arrays. In his analysis, he derived 
the phase gradient for the m-th order intermodes and used 
generic transfer functions for modeling nonlinear 
characteristics of the power amplifier. His analysis 
incorporates approximations appropriate for limited field of 
view arrays (as in the case of an earth-looking antenna on a 
geosynchronous satellite) and for small percentage 
bandwidth. Kohls [2] presented simulation and experimental 
results for KU band arrays. Bessel series function 
approximation is used to fit the above-mentioned model of a 
KU-band array for predicting third-order IM product beam 
patterns. Meanwhile, Maalouf et al. [3] studied IM 
estimation in an active phased-array theoretically and 
experimentally. 
    All of these studies involved narrow band signals. This 
implies that the amplifier characteristics are frequency 
independent over the frequency band of interest. However, 
while having broadband input signals, or systems including 
wide-band amplifiers and relatively narrow-band 
components, a frequency-dependent quadrature model is 
required [5]. Johari et al. [6] introduced an amplifier model 
with considering frequency-dependent parameters to 
investigate nonlinearity effects in a phased-array antenna and 
validate the model by experimental data. 
    For base stations, the major issue is linearity, as the 
down-link signal must be highly-linear in order to achieve a 
small error rate and a good quality of reception in mobile 
terminals.  Power amplification of RF signals faces a 
problem of achieving high linearity and efficiency at the 
same time. Efficiency is maximized when a PA operates 
with a small back-off, i.e., close to the saturation region. 
However, in this mode of operation, nonlinear distortions 
are produced, which degrade the system linearity. It means 
that efficiency and linearity are mutually exclusive 
requirements. A trade-off between them is usually sought 
for each particular application [7][8]. 
    Linearization techniques for nonlinear microwave power 
amplifiers have been around for decades, ranging from 
analog techniques such as feed forward linearization [8][9] 
and Cartesian loop feedback correction [8], to digital 
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techniques such as digital pre-distortion linearization [8]-
[10]. 

    This paper consists of eight sections. In Section II, the 
used power amplifier model in the integration process is 
introduced. Then, the mathematical modeling of IM 
products is calculated in Section III. Next, the model of 
radiation farfield pattern is considered in Section IV; a 
digital pre-distortion linearizer is explained in Section V, 
and finally the functionality of the proposed integrated 
system is introduced in section VI. The simulated results are 
presented in Section VII, and conclusions are given in 
Section VIII. 

II. NONLINEAR SSPA MODEL 
    Using a complex envelope instead of real narrow band 
signals; thus, there is no carrier information in the complex 
envelope except the modulation information is the main idea 
of quadrature modeling technique. This point is important 
from the viewpoint of computational efficiency. In the 
SSPA model, its characteristics are modeled with series of 
Bessel function coefficients [4] because of their ability to 
quickly converge to the nonlinear characteristics of the 
amplifier and model the IM products at the output of the 
amplifier. The mathematical model provides the gain and 
phase insertion of each carrier and IM component at the 
output of the SSPA; therefore, it is suitable to incorporate 
into the antenna phased-array model. Therefore, this method 
can achieve the necessary accuracy for active phased array 
systems [4][7]. 
    The nonlinear behavior of the amplifier can be expressed 
by the following Bessel function series [7]: 
 
              𝗀𝗀(ρ)𝑒𝑒𝑗𝑗  𝜑𝜑  (𝜌𝜌  ) =  ∑ 𝛽𝛽𝑠𝑠𝐽𝐽1( 𝛼𝛼 𝑠𝑠 𝜌𝜌 )𝐿𝐿

𝑠𝑠=1                         (1)          
where ρ, 𝗀𝗀(ρ), and 𝜑𝜑 (𝜌𝜌 ) denote the amplitude of the input 
tone and measured AM/AM and AM/PM single-tone 
characteristics, respectively.  𝐽𝐽1 is the Bessel function of the 
first kind with order 1; 𝛽𝛽𝑠𝑠, 𝛼𝛼, and 𝑠𝑠 are the complex number, 
the real number, and an integer, respectively. The

                   

 appendix 
in [7] shows in detail how the parameters 𝑠𝑠 and 𝛼𝛼 are 
chosen to evaluate 𝛽𝛽𝑠𝑠, by a linear search method. Once 𝑠𝑠 
and  𝛼𝛼 are selected, 𝛽𝛽𝑠𝑠is calculated to separately satisfy the 
real and imaginary parts of (1). In particular, the solution to 
the following two equations uses the least-squares method 
[7] as:  
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where, z is the number of measured sample points during the 
characterization of the AM/AM and AM/PM behavior of the 
amplifier. A typical value for the integer z is less than 20, 
while 𝛼𝛼 is selected such that 1 < 𝛼𝛼. Asat < 2, where Asat

III. IM MODELING 

 is 

the saturation voltage of the amplifier. With 𝑠𝑠 and 𝛼𝛼 are 
fixed, both equations in (2) are quadratic minimization 
problems in 𝛽𝛽𝑟𝑟𝑒𝑒𝑟𝑟𝑟𝑟 (𝑠𝑠)and 𝛽𝛽𝑖𝑖𝑖𝑖𝑟𝑟𝑖𝑖  (𝑠𝑠) with known analytical 
solutions. Equation (2) is solved for several (𝑠𝑠, 𝛼𝛼) pairs, and 
the solution with the lowest residual error is kept. The final 
model coefficients are given by  𝛽𝛽(𝑠𝑠) = 𝛽𝛽𝑟𝑟𝑒𝑒𝑟𝑟𝑟𝑟 (𝑠𝑠) + 𝛽𝛽𝑖𝑖𝑖𝑖𝑟𝑟𝑖𝑖 (𝑠𝑠)  

    This section investigates the effects of IM upon the 
performance of a K-element planar phased-array antenna 
satellite communication system. In an array, the input single 
of the k-th amplifier of the array can be represented by [6]: 
               𝑒𝑒(𝑘𝑘, 𝑡𝑡) =  ∑ 𝐴𝐴𝑛𝑛𝑘𝑘 𝑒𝑒−𝑗𝑗 (2𝜋𝜋𝑓𝑓𝑛𝑛 𝑡𝑡+𝜑𝜑𝑛𝑛𝑘𝑘  )𝑁𝑁

𝑛𝑛=1                       (3) 
where 𝐴𝐴𝑛𝑛𝑘𝑘  is the amplitude of the n-th channel at the k-th 
element, which, in this work, is assumed constant over time, 
𝜑𝜑𝑛𝑛𝑘𝑘  is the corresponding phase, and fn

                𝑒𝑒𝑜𝑜(𝑘𝑘, 𝑡𝑡) =  ∑ 𝑀𝑀�𝐿𝐿𝑝𝑝�𝑒𝑒𝑗𝑗 ∑ 𝑟𝑟𝑛𝑛𝑁𝑁
𝑛𝑛=1 (2𝜋𝜋𝑓𝑓𝑛𝑛 𝑡𝑡+𝜑𝜑𝑛𝑛𝑘𝑘  )𝑁𝑁

𝑛𝑛=1       (4) 

 is the carrier 
frequency at the given channel. At the output of the 
amplifier, the signal is composed of the amplified carriers 
and IM components that are introduced by the nonlinear 
amplifier characteristics. The output signal is expressed as 
[3][6]:                                                     

where LP

where the components that correspond to  ∑ |𝑟𝑟𝑛𝑛 | =  1    𝑁𝑁
𝑛𝑛=1  

are carriers, the components that correspond to  ∑ |𝑟𝑟𝑛𝑛 | =𝑁𝑁
𝑛𝑛=1

 3   are third order IM products, and ∑ |𝑟𝑟𝑛𝑛 | =  5  𝑁𝑁
𝑛𝑛=1 are fifth 

order IM products. For each index p, there is a unique set of 
integer number l

 is a vector member of the set                               
 𝐿𝐿 = {[𝑟𝑟1, 𝑟𝑟2, … … . , 𝑟𝑟𝑁𝑁], ∑ |𝑟𝑟𝑛𝑛 | =  1 , 𝑜𝑜𝑟𝑟 3 𝑜𝑜𝑟𝑟 5 … .𝑁𝑁

𝑛𝑛=1 }      (5)          

1 to ln

IV.  RADIATING ARRAY MODEL  

. In addition, higher order products 
are ignored because they are lower than the third order, at 
least 6 dB [3]. Furthermore, the voltage gain of the p-th 
component is derived in, and can be expressed as [7]:                                     
                𝑀𝑀�𝐿𝐿𝑝𝑝� =  ∑ 𝛽𝛽𝑠𝑠 ∏ 𝐽𝐽𝑟𝑟𝑛𝑛 (𝑁𝑁

𝑛𝑛=1 𝛼𝛼 𝐴𝐴𝑛𝑛𝑘𝑘 𝑠𝑠 )𝑆𝑆
𝑠𝑠=1                  (6) 

    The radiation pattern of the array is modeled analytically 
as the product of the element pattern and the array factor, 
assuming identical element patterns over the array and no 
mutual coupling. These assumptions are relatively accurate 
for patch elements with distances of 1.5 times greater than 
lambda, which are considered in the modeling. Furthermore, 
it is assumed that the fundamental TM10 mode is 
propagating in the microstrip patch antenna. Here, the 
radiating elements are modeled in an array environment, and 
the array factor’s farfield radiation patterns are calculated 
for both the carriers and IM products based on excitation 
coefficients generated by the IM algorithm. The farfield 
array factor radiation pattern Pp(θ) for each component in 
any spatial direction is given by the coherent sum of the 
corresponding SSPA output component given in (7), 
expressed as[6]: 
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          𝑃𝑃𝑝𝑝( 𝜃𝜃 ) = 𝑀𝑀�𝐿𝐿𝑝𝑝�∑ �exp 𝑗𝑗 2𝜋𝜋
𝜆𝜆𝑝𝑝

(cos𝜑𝜑𝑛𝑛𝑥𝑥𝑘𝑘 +𝐾𝐾
𝑘𝑘=1

                            sin𝜑𝜑𝑛𝑛𝑦𝑦𝑘𝑘) sin𝜃𝜃𝑛𝑛   . exp 𝑗𝑗 ∑ 𝑟𝑟𝑛𝑛𝜑𝜑𝑛𝑛𝑘𝑘𝑁𝑁
𝑛𝑛=1 �       (7) 

where 𝜆𝜆𝑝𝑝  is the wavelength of the p-th component whose 
frequency is given by ∑ 𝑟𝑟𝑛𝑛𝑓𝑓𝑛𝑛𝑁𝑁

𝑛𝑛=1  ,  (xk, yk) are the Cartesian 
coordinates of the array elements, and ( θn , 𝜑𝜑Rn

V.  LINEARIZER  MODEL 

 ) defines the 
spatial beam directions in spherical coordinates for the n-th 
beam [3]. 

    As processing power has become cheaper and more 
powerful over the last two decades, mainly due to the great 
advances in Digital Signal Processing (DSP), digital pre-
distortion linearization has become one of, if not the most 
cost efficient linearization technique available for 
microwave power amplifiers [8]-[10]. The overall goal is to 
design a block which compensates for nonlinear effects 
present in the power amplifier in digital baseband, allowing 
to utilize digital signal processing techniques to achieve 
great precision [9]. Prior to designing a digital pre-distorter, 
a model of the nonlinear microwave power amplifier is 
often required in order to estimate its inverse. the next step 
is to estimate the model parameters, either by an direct 
approach with least squares methods, or by an  adaptive or 
iterative approach, i.e.,  using an adaptive filter such as the 
Least Mean Square (LMS) filter [10], or the Recursive Least 
Square (RLS) filter [10]. 
    The Digital Pre-Distortion technique (DPD) has high 
efficiency, adaptability and good inter-modulation 
suppression as it is operated before the power amplifier, 
which means the signal processing does not consume large 
power [8]-[10]. 
    The best way to solve this problem is to use the discrete 
time form of Horison model which takes the following 
mathematical model [10]: 

                
∑
=

−=
N

k
knkn xfy

0
)(                         (8) 

To compensate for the distortions introduced by the 
amplifier in the amplified baseband signal, it can be shown 
that according to Horison model (8), there exists an exact 
inversion [10]. Indeed, from (8), it follows that [10]: 

                 ∑
=

−−=
N

k
knknn xfyxf

0
0 )()(                       (9) 

It is easy to obtain the inversion system equation as [10]: 
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                 (10) 

Thus, if there is a reversible function f0

In the proposed model the basic functions  f

, the analytical 
model of the form (8), which implies its precise handling 
(9). These functions can be used to implement the nonlinear 
characteristics of the linearizer as an inverse of PA model. 

0,  f1,  f2

VI.  INTEGRATED  SYSTEM  MODEL 

, have 
been chosen to be spline functions, in particular, piecewise 
linear splines and the cubic parabola (third degree 
polynomial). 

    A functional block diagram of the proposed integrated 
active phased antenna array transmission system is shown in 
Figure 1. It consists of M radiating elements, M Solid State 
Power Amplifiers (SSPAs), and N  independent beamformer 
channels and M attenuators and phase shifters for each 
beamformer. The proposed integrated model functionality 
can be described briefly as following: 
• Antenna array radiating elements:  form the antenna 

aperture and consist of a set of identical  near-omni-
directional radiators (dipole, slot, horn, waveguide), 
usually located in the form of  right-angled or skew-
angled nodes; 

• Power amplifier modules: are usually implemented in 
the form of  electric vacuum or solid-state devices, 
which are connected directly to the antenna elements in 
order to eliminate the need for RF feeder line at a high 
power level, and thereby significantly reduce the high-
frequency loss; 

• Linearizer module: is responsible for the transmission 
factor adjustment (the gain and the phase) of each power 
amplifier module via linearization of PA  characteristics, 
which in turns achieves a higher efficiency performance 
due to the enhancement of power losses, which are 
generated by IM signals; 

• The central microprocessor:  determines the complex 
coefficients of transmission channels in accordance with 
a predetermined shape and position of the antenna array 
pattern in the space, which are determined by beam 
pattern control unit and simultaneously an adaptive 
monitoring of PAs outputs is achieved via a command 
control program within the linearizer module. The output 
signals are multiplied with the vector of coefficients that 
take into account the internal state of the system 
(failures, amplitude and phase calibration) for correction 
of antenna array pattern; 

• Modulator: adaptive phased antenna array emitted 
signals can be modulated in the excitation stage or at PA 
elements; 

SPACOMM 2015 : The Seventh International Conference on Advances in Satellite and Space Communications

Copyright (c) IARIA, 2015. ISBN: 978-1-61208-397-1 72

                           80 / 107



• Beam pattern control unit:  generates the necessary 
distribution of amplitudes and phases of the input signals 
to the array radiation elements. This system comprises a 
set of power amplifiers, a set of phase shifters and a set 
of matching circuits. Each radiator element is connected 
in series with the matching circuit, power amplifier and 
phase shifter to form a single adaptive phased array 
channel. Usually, all channel elements are combined into 
a unitary structure which is called a module; 

 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
• Amplitude and phase control unit: generates the required 

phase and amplitude distribution of excitation signals. 
Usually it consists of a set of controlled delay lines or 
phase shifters, and attenuators; 

• Input power distribution unit: can be implemented in a 
passive or active forms. Passive type is based on the 
parallel, serial, or other multilevel scheme by using 
different types of power dividers (feeder excitation) or 
by the optical system (spatial excitation). Active type is 
intended to be included at different levels (stages) of 
cascaded amplifiers. Active types are used in cases when 
the excitation power is not sufficient to excite all PAs of 
adaptive phased array system, or when it is required  to 
build an array by using the same active devices, i.e.,  
unifying or standardizing  them; 

• Matching devices, such as impedance transformers and 
non-dissipative stubs, which have been installed to 
reduce the reflection losses from the antenna array 
radiators in the scan mode (or changing the array 
radiation pattern) and providing stable operating 
conditions at PAs outputs; 

• Non-reciprocal devices - valves or circulators can be 
installed for isolation PAs and radiators; 

• In addition, the construction of any adaptive phased 
array systems may include some other units such as; 
power supply, functional check control and cooling 
units, where the construction of adaptive phased antenna 
array system are mainly based on three factors:             
the location of the phase shifters in each transmitter sub-
channel, the number of distribution systems, and the 
presence of cascaded PA conversion (frequency 
multiplication stages). 

 

 

 

 

 

 

 

 
VII. SIMULATION RESULTS  

    In this paper, a five-beam S-band array has been studied, 
which is comprised of sixteen patch antenna elements in a 
1x16 configuration. The amplifier characterization is 
described by measuring the single tone AM/AM and 
AM/PM of a subset of the SSPAs with frequency 3.5 GHz 
to represent the nonlinear response of the PA element. Then, 
the amplifier is modeled as described in Section II with ten 
terms of Bessel function series. The agreement between the 
measured and predicted amplitude and phase characteristics 
is shown in Figure 2. 
 

Figure 1.  Scheme for the construction of transmission channels of digital active phased antenna array (DAPAA) systems 
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( a ) 

 
 

 
 

(b) 
Figure 2. Predicted and measured power amplifier characteristics 

                      (a) AM / AM characteristics     (b) AM / PM characteristics 
     
    After PA modeling, the array is fed by five different tones 
3500 MHz, 3450 MHz, 3475 MHz 3525 MHz, and 3550 
MHz, which are steered in directions [-50o, -25o, 0o, 25o, 
50o

 
         Figure 3.  Five beams antenna array patterns of  both  carrier   
                         component   and IM-32  component in cartesian diagram  
 

], such that each PA excitation power is set at 0 dB total 
power Input Back-Off (IBO) to represent the nonlinear 
operation of predicted frequency components in the 
compressed region. Figure 3 shows the predicted two 
components on the same graph (carrier component as well 
as the third order IM-32 component) when the array is fed to 
be operated at 0 dB IBO in Cartesian diagram and Figure 4 
represents them in polar diagram.  

 
Figure 4.  Five beams antenna array patterns of  both  carrier                                                                                                                                                       

component and IM-32  component in polar diagram 
 

    The linearizer characteristics based on having the inverse 
of the predicted PA model by using Horison model is shown 
in Figure 5. Both distorted carrier component and the 
linearized one are shown in Figure 6 to represent models 
integration output.  

 
Figure 5.  Linearizer effect on power amplifier response 

 
Figure 6.  Model integration (distorted carrier component as PA output and 
               its  linearized form as linearizer  output ) 

VIII. CONCLUSIONS 

    A main goal in an active transmitter array is to drive the 
amplifiers to be as saturated as possible (for optimal 
efficiency). In this paper, an sixteen-element integrated      
S-band phase array system is simulated by the Shimbo 
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nonlinear amplifier model [7] and digital pre-distortion 
linearizer model based on getting PA inverse by using 
Horison model. Also, the array farfield parameters, side 
lobe, and IM patterns are considered in the proposed 
integrated model. This analysis presents that IM interference 
can be predicted accurately, which enable controlling its 
effects in multi-beam phased-array satellite system. Hence, 
it reduces the necessary excessive margin. Therefore, with 
this reduction, the transmission power consumption will be 
decreased, and consequently, satellite power consumption 
and mass will be reduced. 
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Abstract—Spaceborne membrane phased array is prone to 
distortion due to lack of mechanical rigidity. Distortion 
introduces phase errors between array elements which will 
significantly degrade antenna performance, such as directivity 
and sidelobe level. An innovative self-calibration method was 
invented to compensate phase errors with minimum equipment 
involved. Using the un-calibrated array itself to transmit and 
receive ground reflective signal, the phase errors between 
elements can be estimated and then be compensated. Simulation 
demonstrated the principle of the algorithm and show promising 
results for further investigation.  

Keywords—membrane phased array; spaceborne antenna; 
calibration 

I. INTRODUCTION 
Future space missions need low mass, low cost and high 

packaging efficiency structures to reduce launch cost, stow 
volume and production costs. The innovation of highly 
deployable membrane phased array antenna satisfies the 
requirements and promise wide application in future space 
missions. 

Spaceborne membrane phased array antenna (Figure 1) is 
manufactured on light weight membrane structures. This 
technology enables the use of larger antennas for high speed 
space communication and low frequency earth observation. 
Some earth remote sensing applications, such as soil moisture 
and ocean salinity, need the antenna to be physically large in 
order to obtain the necessary resolution at the frequencies of 
interest (low frequency). Membrane antenna also makes it 
possible to place huge Synthesized Aperture Radar (SAR) 
systems on Medium or Geosynchronous Earth Orbits (MEO or 
GEO) to compensate signal space loss and improve the field of 
view for earth observation which would lead to much shorter 
revisit times in comparison to satellites in a Low Earth Orbit 
(LEO). Moreover, membrane antenna is a key enabling 
technology for miniaturized satellite, for example, CubeSat, for 
its super light weight and high stow efficiency. 

The forerunner in this research field is Jet Propulsion 
Laboratory (JPL) where a membrane phased array 
demonstrator has been built including structure, radiator and 
electronics design. The primitive demonstrator has shown huge 
reduction of mass in comparison with traditional phased array 
antenna [1][2]. 

When applying membrane phased array to real system, 
there are many technical problems need to be solved. One of 

them is as the result of lack of mechanical rigidity; membrane 
structure is prone to distortion. Such distortion may be 
introduced during launch vibration, during folding and 
expending or caused by long term thermal effect. Besides, as 
fabricated on such highly elastic structure, antenna array will 
vibrate when spacecraft maneuvers, as happened in dual side 
looking SAR operations. Both of mechanical distortion and 
structure vibration generate relative displacements between 
array elements which will significantly degrade radiation 
performance of the array as a whole. Therefore, these 
displacements need to be calibrated, that is, to estimate and 
compensate the relative phase differences of antenna elements. 

 

 

 

 

 

 

 
Figure. 1. membrane phased array in space (imaginery picture) 

 There are some existing technologies to calibrate array 
element displacement and radiation pattern. As introduced in 
[3][4], the phase differences between array elements can be 
accurately measured by near field probe antenna attached on 
the spacecraft. The advantage of this technology is it can 
correct the phase errors with high accuracy. The major 
disadvantage is extra mass and cost, increased inherent 
technical risk to the spacecraft as the near field probe requires 
more mechanical structure.  

Another method measure the phase differences between 
array elements with pre-installed ground transmitters, receivers 
or corner reflectors [5][6]. The process is time consuming and 
costs a lot of labor.  

A more convenient scheme use reflective signal from 
illuminated patch to calibrate the antenna [7]. This kind of 
technology is more convenient because no ground facilities are 
needed. It processes signal reflected from noncoherent ground 
scatterers and takes advantage of the statistical properties of the 
backscattered clutter signal to estimate phase errors in the array 
[8]. The key idea is that a homogeneous clutter scene will make 
the phase of the ensemble correlation between signals received 
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by adjacent array elements equal to zero. Thus, any variation 
from this zero phase correlation attributes to relative phase 
error between the two elements and therefore can be used to 
calibrate the array.  

A large number of nonrigid scatterers, which are uniformly 
distributed and with random relative motions, can provide the 
required noncoherence, for example, sea waves and rainforest. 
And a well calibrated transmitting antenna installed on the 
spacecraft is also needed to illuminate the patch for the 
required homogeneous clutter scene. 

Our algorithm is based on such noncoherent scatterer 
algorithms, the difference from former ones is that the 
independent well calibrated transmitting antenna has been 
removed to reduce support structure complexity. Although 
adding some computation complexity, our method minimized 
the structure demand, reduced cost, and achieved real self-
calibration by using uncalibrated antenna array to calibrate 
itself. Since the transmitting antenna and the receiving antenna 
is the same array. This algorithm can calibrate transmit channel 
and receive channel at the same time. Theoretical description 
of the algorithm is in Section II, followed by simulation 
demonstration in Section III, and finally concluded in Section 
IV.  

II. ALGORITHM 
Unlike the well calibrated illuminating antenna, 

transmitting signal with the uncalibrated antenna array can’t 
generate the homogeneous clutter scene we need. But when 
randomize transmitting phase in each pulse and accumulate 
different pulses, we can achieve equivalent result as required 
from homogeneous clutter scene. The underlying principle of 
our algorithm is presented here. 

The signal received by i th element is: 

       2( )' ( ) ( ) ( )

       ( ) ( )

i i

i

j d

i i i
j

i i

e n e n e n

e n e n

πφ
λ

δ

η

η

+
= +

= +

 
(1)

where ( )ie n  is the received signal at each sampling time when 
there is no phase error between adjacent elements. Since phase 
errors exist, the signal phase will change. iφ  is for electronics 
delay of different channel, id  is physical displacement of the 
array element deviated from its nominal position and iη  is 
measurement noise. Since λ  is the wavelength, 2 /idπ λ  is the 
phase difference from displacement. The phase delay from 
electronics and displacement can be added together to iδ . As it   
will be showed in following description, our algorithm can 
actually estimate electronics and displacement phase change at 
the same time which is favorable for real system application. If 
we set the phase of one element as reference phase, then we 
only need to estimate the phase difference between reference 
element and other elements ij i jδ δ δΔ = − . Conjugate multiply 
can achieve the phase difference as 

In order to reduce the noise, we need to average the signal 

let { }' '*arg ( )ij i jE e eψ = , ( ){ }*argij i jE e eβ = , then 

( )ij i j ijψ δ δ β= − + . If ijβ  is 0, then ij ijδ ψΔ = , thus phase 

difference can be estimated from measured signal ' ( )ie n , ' ( )je n . 
The condition of 0ijβ =  can only be satisfied when 

*( ) ( )i jE e n e n⎡ ⎤⎣ ⎦  is real. 

For convenience, we give the theoretical analysis of one-
dimensional situation to explain our algorithm. In this situation, 

ie  can be modeled as: 

where ( )f x  is radar backscattering coefficient. ir  is distance 
from array element to ground scatterers as show in Figure 2. 
Figure 2 visualized the one-dimensional situation, where two 
array element are showed in this figure, among them, one will 
be taken as reference. The vertical distance from antenna array 
to ground is h . ( )Tw x  is ground project of antenna array 
transmitting pattern and ( )Rw x  is the receiving pattern of 
individual element. 4π  is for two-way distance delay include 
both transmitting and receiving path. Since the unknown array 
element displacement, we have no idea of the radiation pattern 
of the transmitting array. Nevertheless, we can randomize the 
transmitting array phase at each pulse and average the 
receiving signal from pulse to pulse. As draw in Figure 2, 
transmitting beam pattern is completely randomized. 

 

 

 

 

 

 

 
Figure. 2. visualization of randomised radiation pattern 

From (4). The conjugate correlation of received signal is:  
4 ( )* *

' ' '
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(5) 

where 2*
0{ ( ) ( ')} { ( ) ( ')} ( ')E f x f x E f x x x x xδ σ δ= − = −  

for noncoherent ground scatterers. ( )Tw x  is a random process. 
Notice in (5), i jr r−  can be simplified by binomial expansion:             ( )' '* *( ) ( ) ( ) ( )  i jj

i j i je n e n e n e n e noise termδ δ−= +  (2)

( )' '* *( ) ( ) ( ) ( ) i jj
i j i jE e n e n E e n e n e δ δ−⎡ ⎤ ⎡ ⎤=⎣ ⎦ ⎣ ⎦  (3) 
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Then, (5) reduced to: 

where [ ]( ) ( / 2) ( / 2)T Tp x E w x D w x D= + − , 

[ ]( ) ( / 2) ( / 2)R Rq x E w x D w x D= + − . Let 
4 D

h
πω
λ

= , we got: 

which is in the form of Fourier transform. According to the 
properties of Fourier transform, if ( ) ( )p x q x  is a real and even 
function, then *[ ]i jE e e  will be real. Therefore 

{ }*arg ( )ij i jE e eβ =  will be zero and phase difference can be 

estimated ij ijδ ψΔ = . Since ( )p x  is the expectation of 
completely randomized radiation pattern, which can be taken 
as a random process, ( )p x  will be even as the expectation will 
show symmetry pattern around central axis. ( )q x , as the 
function related to array radiation element, will submit to the 
property of element radiation pattern. Here, we take a typical 
radiation pattern, microstrip patch antenna element to analyze. 
The pattern can be described through approximation as: 

which is showed in Figure 3. Figure 3 present the definition of 
θ  and the pattern for a patch antenna element. In (8), 

2 /k π λ= , eh  is patch height, w  is width of the patch.  

With some substitutes, ' ( )Rw θ  can be transformed to  

according to (9), ( ) ( / 2) ( / 2)R Rq x w x D w x D= + −  is an even 
function. Then in (7), ( ) ( )p x q x  will be even, therefore, 

*
i jE e e⎡ ⎤⎣ ⎦

 will be a real function { }*arg 0ij i jE e eβ ⎡ ⎤= =⎣ ⎦
. This 

means if antenna array elements are microstrip patches, our 
algorithm will guarantee the phase difference between 
reference element and uncalibrated element can be estimated. 
In fact, the analysis above also guarantee that as long as array 

element radiation pattern is symmetric which is real for most 
applications, the algorithm will work well. 

 

 

 

 

 

 

 
Figure. 3. approximate radiation pattern of a patch antenna element 

 

III. SIMULATION 
We need some simulation to demonstrate the algorithm and 

first to model the received signal. Assume the radar transmits 
signal pulse ( )Ts t  

where ( )g t  is the complex envelop and 0f  is carrier frequency. 
The received signal from scatterer i  will be: 
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(11) 

c  represents the speed of light, r  is distance between radar 
and a scatterer, then the round-trip time delay is 2 /r c  . The 
received signal is multiplied by factor ( , )f θ β , determined by 
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azimuth angle β , and Tw , the beampattern. When striped off 
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successive range bins. The latter will work when the 
geometrical features are statistically homogeneous over the 
whole area, thus echoes from different range bins can be 
treated as sample function drawn from the same random 
process.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure. 4. radiation pattern before (up) and after (down) compensation 2D 

 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 

Figure. 5. radiation pattern before (up) and after (down) compensation 3D 

Figures 4 and 5 showed the simulation results. The array 
was constructed by 64 elements. Given working frequency 
1.5GHz, we design the patch firstly. The up sides of Figure 4 
and 5 is the radiation pattern before calibration, the down sides 
are after calibration. 

Simulation results proved the efficiency of the algorithm. 
Phase errors between elements can be estimated and calibrated 
with high accuracy. 

IV. CONCLUSION 
A problem when applying membrane phased array to real 

system is that the light weighted non-rigid membrane structure 
is prone to distortion. As the result of distortion, relative 
position of array radiation element will change and cause 
relative phase errors which dramatically degrade antenna 
performance and imaging capability. Therefore, these phase 
errors need to be calibrated and compensated. By measuring 
the correlation of backscattered clutter signal from noncoherent 
ground homogeneous scatterers, unknown phase errors 
between array elements can be estimated. The problem of non-
uniform illumination arise from unfocused array can be tackled 
by average pulses with randomized transmitting phase. 
Simulation result showed even when the array is completely 
unfocused, the algorithm can still work. 

Randomized radiation pattern will reduce imaging power in 
real system which may generate some other problems. Since 
the array will not completely unfocused at the first time, the 
decrease of transmitting power will not affect the efficiency of 
our algorithm, however, phase error estimation accuracy may 
be affected which need further investigation. 
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Abstract— This paper will describe the use of digital Field 
Programmable Gate Arrays (FPGA) to contribute to 
advancing the state-of-the-art in software defined radio (SDR) 
transponder design for the emerging SmallSat and CubeSat 
industry and to provide advances for NASA as described in the 
TAO5 Communication and Navigation Roadmap. The use of 
software defined radios (SDR) has been around for a long time. 
A typical implementation of the SDR is to use a processor and 
write software to implement all the functions of filtering, 
carrier recovery, error correction, framing etc. Even with 
modern high speed and low power digital signal processors, 
high speed memories , and efficient coding , the compute 
intensive nature of digital filters, error correcting and other 
algorithms is too much for modern processors to get efficient 
use of the available bandwidth to the ground. By using FPGAs, 
these compute intensive tasks can be done in parallel, pipelined 
fashion and more efficiently use every clock cycle to 
significantly increase throughput while maintaining low power. 
These methods will implement digital radios with significant 
data rates in the X and Ka bands.  Using these state-of-the-art 
technologies, unprecedented uplink and downlink capabilities 
can be achieved in a ½ U sized telemetry system. Additionally, 
modern FPGAs have embedded processing systems, such as 
ARM cores, integrated inside the FPGA allowing mundane 
tasks such as parameter commanding to occur easily and 
flexibly. Potential partners include other NASA centers, 
industry and the DOD. These assets are associated with small 
satellite demonstration flights, LEO and deep space 
applications.  MSFC currently has an SDR transponder test-
bed using Hardware-in-the-Loop techniques to evaluate and 
improve SDR technologies.  

Keywords - Software Defined Radio; Field Programmable Gate 
Arrays; Programmable Lightweight System Adaptable Radio, 
PULSAR; Finite Impulse Response Filter; microprocessor; 
digital signal processor; parallel processing.  

I. INTRODUCTION 

Marshall Space Flight Center (MSFC) has been developing a 
low-cost software defined radio transponder which 
contributes to advancing the state-of-the-art in telemetry 
system design which is directly applicable to the Small Sat 
and CubeSat communities.  The SDR, called PULSAR – 
Programmable Ultra Lightweight System Adaptable Radio, 
can be incorporated into orbital and suborbital platforms.  
 

By examining a number of the systems available for 
current CubeSats, they do not have sufficient bandwidth or 
processing capability for transmitters and receivers to 

support new error correcting protocols as well as innovative 
payload designs with complex encryption schemes being 
developed by the CubeSat community (academic, military, 
civil, industry).  The PULSAR SDR has a highly efficient  
 

Figure 1.  Ground Station Antennas 
 
 
SWaP, (Size, Weight and Power), which achieves higher 

bits per input supply watt (at ~10 Mbits per input watt) than 
traditional communication SDR systems (at ~300Kbits per 
input watt) requirements.   

The paper will go into the details of a technical approach 
to implement high speed flexible satellite radios. It will then 
compare the differences between implementing these 
techniques using processors or FPGAs, and then it will look 
at how this work aligns with the NASA roadmap. 

II. TECHNICAL APPROACH 

A basic SDR block diagram is shown in figure 2 [1]. As is 
typical, the concept of the SDR is to minimize the analog / 
radio frequency (RF) components and do as much as 
possible in the digital domain.  
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Figure 2.  Typical Software Defined Radio [1] 

 
Many traditional software defined radios actually use 

processors to accomplish these tasks. With low bandwidth 
requirements and frequency bands below the L-Band range, 
1-GHz processors can handle the workload. Even with 
minor forward error correction coding, the processors can 
still handle the load. However, as the frequencies climb into 
and above S-band, 2.0 GHz, and data rates increase 
significantly, even fast digital signal processors will have 
trouble keeping up with executing all the code necessary to 
do filtering, digital up converting and down converting, as 
well as forward error correction schemes such as Reed-
Solomon, Low Density Parity Check and others. Add 
encryption of any type to the mix, and the processor will get 
bogged down quickly. Utilizing multiple processors or even 
multi-core processors are all advanced means of achieving 
the throughput necessary. However, the complexity of these 
systems grows as will the cost, size and power.  

 Because of the above problems with utilizing digital 
signal processors, Marshall Space Flight Center’s SDR, 
PULSAR, chose to use Field Programmable Gate Arrays 
such as the Actel ProAsic3 Flash devices. All signal 
processing algorithms are done inside the FPGA and 
designed using Hardware Description Language (HDL). 

The PULSAR radio is divided up into a series of 
stackable decks. This can be seen in Figure 3. Each one 
stacks on top of the other to make a very modular system that 
can be customized for each mission’s requirements. Each 
deck is designed to be stand-alone with the exception of the 
power deck, for any configuration. However, even the power 
deck can be eliminated if filtered, isolated power of the right 
voltages are provided. Of the stackable decks available, the 
S-band transmitter will transmit Quadrature Phase Shift 
Keyed (QPSK) data at 5-10 Mbps. The X-band transmitter 
will transmit one channel of QPSK data at 110 Mbps, and 
the S-band receiver will receive data at 300 kbps. Although, 
maximum data rates on the uplink have not been tested, it is 
believed that at least 1 Mbps could be uploaded in the 
current hardware and FPGA algorithmic configurations. 

These data rates are not the limit of the hardware or of 
the algorithms inside the FPGA. They are the constraints 
placed on the satellite transceivers by the NASA Near Earth 

Network (NEN)[5]. In addition to these radio component 
decks, there is a power deck to provide isolated power to the 
entire stack. Also, there is a processor deck that utilizes an 
embedded ARM processor inside of the FPGA. This can be 
used for additional algorithms or as the flight computer 
itself. With an embedded ARM processor [6]and external 
ram, the processor deck has enough computational power to 
be a flight controller for many applications. 

Because each deck can be stand alone, each deck has its 
own FPGA and performs all signal processing inside of the 
FPGA. This provides plenty of extensibility to allow 
additional functions and algorithms to be added to each 
deck’s. The FPGA chosen for this version of the PULSAR 
is the Actel ProAsic3 [7]. It is a flash based FPGA which 
means it is live at power up and does not need a 
configuration memory like SRAM based FPGAs such as 
Xilinx.  

Exemplifying the flexibility of PULSAR, transmission 
can occur using Low Density Parity Check (LDPC), Reed-
Solomon (255/223), or convolutional (Rate ½) Forward 
Error Correction (FEC) codes based on mission 
requirements. Each of these codes, except the Rate ½ 
convolutional encoding, is very compute intensive. The 
intensity of computations necessary to implement these 
FECs limit a digital signal processors ability to perform these 
functions and maintain a high data rate to the ground. 

A unique feature of the power deck is its ability to 
monitor current draw on each of the power rails going to 
each of the decks. The power deck is programmed for a 
maximum current draw per deck and when it is exceeded, the 
power rail is turned off until the fault is cleared. This is 
designed in as a radiation mitigation method to prevent 
radiation induced latch-up. 

Each of the radio decks, transmitters and receiver, have a 
number of digital algorithms it has to perform. The S-band 
receiver has algorithms it has to perform to recover the signal 
and strip the data of headers and error correction to get to the 
actual message / commands sent. The transmitter decks have 
algorithms to perform Forward Error Correction (FEC), and 
NEN compatible packetization. This is typical of SDRs and 
is what provides their small size and low power and 
flexibility. However, the amount of processing involved 
becomes more difficult to do in a processor the higher the 
data rates and frequency. Filters, carrier recovery loops, error 
correcting decoding are all very compute intensive.  

 
Figure 3. PULSAR stack in system. Flight computer                            

optional. 
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III.  PERFORMANCE 

Computations take so much more time in a processor 
versus an FPGA. Processors of any kind, even those 
designed specifically for signal processing, can only perform 
one instruction per clock cycle. And that is for the fast and 
well-designed processors. But even so, some computations 
require more than one, maybe many clock cycles to achieve 
one action. For a receiver, if a processor is reading the 
analog to digital (A/D) converter it may take several 
instructions to point to the A/D, read the data and store it in a 
register. Cache and direct memory access will help, but it 
gets worse. Now that you have the data, you may want to 
down convert it again which uses a numerically controlled 
oscillator and digital mixers which are multiplier heavy. 
Then it will need to be filtered. Filters have numerous 
multiplies and adds. All this has to be done in a seamless, 
continuous manner to get the data to come through correctly.  
A Finite Impulse Response Filter (FIR) is a typical type of 
filter for signal processing of all types. A typical digital 
signal processor (DSP) such as the TI TMS320C55x at 300 
MHz built for signal processing, has direct memory access, 
cache and embedded hardware multipliers. These features 
enhance data throughput. Memory is treated as a circular 
buffer with pointers that automatically update. Due to a high 
amount of parallelism and pipelining, the whole - fetch data, 
perform MAC, return data - process is usually done in one 
clock cycle.  
 
Loop X times:  

� Move (2) input samples from memory to MAC  
� Move coefficient from memory to MAC  
� Perform MAC operation  

Retrieve output from MAC and store in memory  
Send output sample to interface. 
 
The higher order the filter, the higher number of taps are 
necessary and the number of loops, X, goes up significantly. 
 
Using the features of the above processor, a 422 tap FIR 
filter could be implemented up to ~ 628 kbps. But this will 
come at a cost of ~ 200mW of power! Additionally, 
processors and clock rates are not linearly correlated. Just 
because one DSP had a higher clock rate, it doesn’t mean it 
will perform better on a benchmark. 
 
So with the above example, there is a lot of overhead for 
circuit design, and power to achieve less than 1 Mbps on 
just one FIR filter. In a typical SDR there will be numerous 
filters as well as other digital algorithms and multiple data 
paths in the case of mPSK modulations schemes. So why do 
we not just run to faster DSPs? There is a limit to the speed 
and the power hit goes up linearly! See Figure 4 [2]. 
 

 
 

Figure 4.  Power Consumption vs. Clock Frequency [2] 
 

In an FPGA, all of these functions are performed in a 
pipeline manner. In addition, each step of the pipeline has all 
the adders, multipliers necessary to accomplish the task. The 
data is presented to the next stage on every clock cycle, 
eliminating the need to fetch data and instructions as to what 
to do with the data, on every iteration. There are still 
numerous functions that require numerous iterations, but 
with the pipelined structure and some parallelism, the main 
clock does not have to be as high to achieve the same data 
rates. Additionally, some of the newer FPGAs have 
numerous dedicated hardware multipliers. This speeds up the 
multiplication process itself, which can be an iterative 
implementation. 

 
Figure 5 [3] shows a graphic explaining the problem 

using a general-purpose digital signal processor.  
 

 
  

Figure 5. Conventional DSP Implementation [3] 
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Even the latest processors still have the above limitations. 
However, as Figure 6 [3] shows, an FPGA clearly has the 
ability to perform, parallel, pipelined functions with local 
dedicated hardware, from multipliers to block rams, enabling 
a much more efficient use of the clock and at a much lower 
overall clock speed.  

 

 
Figure 6.  FPGA Performance advantage. [3] 

IV.  ALIGNMENT 

NASA is called, at the direction of the President and 
Congress, to maintain an enterprise of technology that aligns 
with missions and contributes to the Nation’s innovative 
economy.  NASA has been and should be at the forefront of 
scientific and technological innovation.  In response to these 
calls, NASA generated a plan (NASA Strategic Space 
Technology Investment Plan [4] to advance technologies 
and nurture new innovation that will feed into future 
missions.  PULSAR aligns primarily with the Technology 
Area (TA) 5 – Communication & Navigation – but has 
connections to other areas in which lightweight structures, 
power efficiency, and communication reliability and 
throughput are the focus. 

V. CONCLUSION AND FUTURE WORK 

Currently PULSAR implements an S-band transmitter, S-
band receiver and X-band transmitter utilizing advanced 
FPGA technology and digital signal processing techniques 
inside the FPGA. As a complete integrated unit, PULSAR 
has been tested in a lab environment with typical NEN 
ground station equipment, procedures and operational 

scenarios. Upcoming builds of this system are planned for 
full environmental testing. This includes Electromagnetic 
Interference/compatibility tests, Thermal/ Vacuum tests, as 
well as vibration tests. A variety of potential upcoming 
flights will allow PULSAR to fly as a payload to prove its 
capability as a flight read instrument. An upcoming ground 
demonstration with the Space Launch System could be its 
first relevant environment testing. This test will interface 
numerous development flight instrumentation (DFI) sensors 
with the PULSAR to transmit to the remote test station. This 
will eliminate significant amounts of long run cabling. 

Depending on funding levels, future developments of the 
next generation of software defined radios on the roadmap, 
include a C-band transceiver, an X-band receiver to 
complement the current X-band transmitter, and at some 
point Ka-band transponders. The PULSAR team is 
constantly applying the latest innovations to provide cutting 
edge systems for small satellite communications systems.   
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Abstract— In this paper, an experimental X-band automotive- 
Synthetic Aperture Radar (SAR) system for land observation 
application is proposed with the obtained SAR images. In 
order to develop and validate simply, Commercial Off-The-
Shelf (COTS) technology is partially employed especially for 
standard horn antenna, arbitrary waveform generator, and 
digital signal processor. In order to validate the system 
performance, SAR image quality is evaluated by using corner 
reflector. In this paper, the feasibility of the automotive-SAR 
system for land application is demonstrated by presenting the 
SAR images of several kinds of ground areas. 

Keywords-Synthetic aperture radar (SAR); Ground-based 
SAR system; land application; system development. 

I.  INTRODUCTION  

Recently, ground-based Synthetic Aperture Radar (SAR) 
systems have been proposed as observation and monitoring 
tool for land application such as landslides monitoring, 
terrain elevation mapping, and environmental study of 
vegetation cover. Because a ground-based SAR system has 
great advantage of stable motion effect, SAR formation 
processing can be very simple. Therefore many researchers 
employ the ground-based SAR system for its research 
purpose [1]-[7]. Pieraccini et al. [2][3] suggest simple 
interferometric system based on ground rail system for 
topographic mapping application. And Luzi et al. [4] 
demonstrate the potential of ground-based SAR system for 
landslides monitoring. Recently, Lingua el al. [5] employ the 
Terrestrial Laser Scanning (TLS) technique to improve the 
ground-based interferometric SAR system for remote 
sensing of landslide monitoring. Recently, Zhou, et al. [6] 
and Sato et al. [7] suggest ground-based SAR systems for 
ground-truth validation in polarimetric SAR remote sensing 
of vegetation cover. Most of a ground-based SAR system is 
based on rail system, so its observation area is very limited. 
We have developed a high resolution experimental 
automotive-SAR system for land application. Unlike rail-
based SAR systems, an automotive-SAR system provides 
large observation area of ground cover and can be used in 
various kinds of land applications. 

This paper is organized as follows. In Section II, the 
automotive-SAR system is described.  Section III describes 
the development and the evaluation of the system. Section 

IV addresses the SAR image results which are conducted 
during SAR data acquisition campaign to show the 
feasibility for land application. 

II. SYSTEM DESCRIPTION 

The system described in Figure 1 consists of arbitrary 
waveform generator (AWG) module, amplifier (AMP) 
module, receiver (RCV) module, signal processor (PRC) 
module, antenna module, and power module.  

 

 
Figure 1.  Block diagram of automotive-SAR system. 

We employ an arbitrary waveform generator (N8241A) 
for the generation of baseband I/Q signal and the baseband 
signal is up-converted by vector signal generator (E8267D). 
Utilizing commercial off-the-shelf technology, operating 
frequency can be easily varied for other applications. The 
signal waveform of this system is Linear Frequency 
Modulation (LFM) chirp pulse with wide bandwidth. 
Therefore, very high resolution SAR image of sub-meter in 
range direction can be obtained. AWG also provides stable 
trigger signal for ON/OFF control of AMP and RCV module 
and for sampling timing of PRC. Because of low power level 
of AWG module, we develop an AMP module with the high 
power level to extend the maximum detection range. As 
mentioned earlier, the AMP module is controlled by 
ON/OFF trigger signal to avoid amplification of noise level 
during the receiving window time. 

In order to avoid I/Q imbalance problem, we adapt 
Intermediate Frequency (IF) sampling, and Digital Down 
Conversion (DDC) scheme is used to obtain I/Q signals. The 
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sampling rate is more than gigahertz with high bit resolution, 
and as a result, the recorded data rate is also gigahertz. 

Figure 2 shows the overall SAR system. In order to avoid 
internal leakage, bi-static type is considered. Due to the short 
period of time for development and validation, we need to 
make use of standard horn type antenna with the high gain 
and the feed and adaptor type provides linear polarization.  

 

 
 

     
Figure 2.  Automotive-SAR system. 

By change of feed direction, dual or quad polarization 
can be supported. The receiving channel can be expanded up 
to 4 channels by additional ADC board in PRC module. 
Therefore, this system can be used for interferometric SAR 
(InSAR) and/or polarimetric SAR (PolSAR) application. 

III.  DEVELOPMENT AND VALIDATION OF  
AUTOMOTIVE-SAR SYSTEM 

The SAR system, as shown in Figure 3, is installed in 
vehicle which provides power supply utilizing vehicle 
battery and invertor. Antenna module is mounted on top of 
vehicle. The elevation of antenna can be easily controlled by 
using tripod. The system is controlled by laptop notebook 
which means that the system could be operated in the 
moving vehicle. 

 

     
Figure 3.  Installation of automotive-SAR system. 

The system operation frequency in the experiment is 10 
GHz. The bandwidth of LFM chirp is 500 MHz, so the ideal 
range resolution of 0.3 meter can be expected. The velocity 
of vehicle is about 80 km/h, and the antenna beam width is 
approximately 4 deg. Therefore, Doppler bandwidth can be 
obtained about 104 Hz and the expected resolution is 0.2 m 
in azimuth. The PRF is set to 1 KHz so that the processing 
gain in azimuth direction can be very high after aperture 
synthesizing. 

In order to validate the system performance, some of 
experiment results are presented. The height of the road is 
normally more than 20 m. Also, the road condition is very 
important. The road should be flat and straight. The SAR 
image from first field work is described in Figure 4. The 
system has no squint angle and beam width is narrow. 
Therefore, Doppler centroid is close to zero and Doppler 
estimation can be very simple. Because the road condition is 
very flat and straight, the motion factor of automotive-SAR 
system is very stable. Therefore, a motion compensation 
process can be relatively simple compared to airborne SAR 
case. Contrast-based autofocusing is used for velocity 
estimation. 

 

  
Figure 4.  First SAR image. 

In order to verify the system performance, we do 
calibration field work using passive calibrator as shown in 
Figure 5 and Figure 6. 

 

 
Figure 5.  SAR image of calibration field. 
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Figure 6.  Response of passive calibrator. 

Several corner reflectors with diameter of 1 m and 0.5 m 
are used as passive calibrator. These are located in rice field 
with very low backscattering. Figure 7 shows the profile of 
the corner reflector response in range and azimuth direction. 

 

 

 
Figure 7.  IRF Profile in range and azimuth direction. 

Because of wide bandwidth LFM chirp waveform, slant 
range resolution can be 0.3 m in theory. Actual resolution of 
0.4 m can be obtained. Azimuth resolution of 0.2 m, 
depending on Doppler bandwidth, can be also obtained. 

TABLE I.  IRF PERFORMANCE 

Range Profile 
Resolution 0.4 [m] 

PSLR -22.1 [dB] 
ISLR -20.2 [dB] 

Azimuth Profile 
Resolution 0.2 [m] 

PSLR -22.3 [dB] 
ISLR .17.1 [dB] 

 
For evaluation of SAR systems, Impulse Response 

Function (IRF) is recognized as the basic and most 
representative performance parameter in SAR community. 
The experiment result of IRF performance, consisting of 
resolution, peak to sidelobe ratio (PSLR), and integrated 
sidelobe ratio (ISLR), is shown in Table 1.  

IV. SAR IMAGES FOR LAND APPLICATION 

For land observation application, several SAR images 
were obtained during SAR data acquisition campaign. The 
first SAR image obtained by the automotive-SAR system is 
depicted in Figure 8. By changing the horn antenna, we can 
get the full polarization SAR images. The image scene area 
is nearby seawall area. There are various kinds of scatterer 
scene such as water area, rice field, wet land and reed grass. 
Scene size is 4 km x 1.5 km. 

 

 
 

 
 

 
Figure 8.  Polarization SAR image. 

For land observation, another SAR image of rice field is 
presented in Figure 9. Image scene size is 1 km x 400 m and 
polarization is VV. The vehicle is moving up on the left of 
image scene. As shown in Figure 9, some of rice field is 
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already under cultivation and the cultivated direction is well 
described in SAR image. In this image, radar shadow is 
visible because the data is acquired with low altitude. In right 
middle of image, there is very bright object nearby dark 
scene because of man-made object and water bank for fish 
hatchery. 

 

 
Figure 9.  SAR image – rice field. 

For another image, Figure 10 shows the rice field and 
image scene size is 500 m x 1 km. In this image, radar 
shadow is visible because of rice terrace. In this case, the test 
site is middle of mountain and the vehicle is moving right on 
the top of the image scene. The ground based SAR system is 
near range system so there is no offset from imaging vehicle. 

 

 
Figure 10.  SAR image – rice terrace area. 

The last SAR image is acquired from mudflats area, as 
shown in Figure 11. This image can be used for biomass 
study. 

 

 
Figure 11.  SAR Image - mudflats. 

As mentioned in the introduction, almost all ground-
based systems are based on rail system. Therefore, the 
observation area, such as Swath width and detection range, is 
very limited. In rail system, the synthetic aperture is realized 
by moving the antenna system along a linear rail. So, image 
size in azimuth is limited by physical length of rail. Tarchi et 

al. [1] suggest the ground-based InSAR system for landslide 
monitoring. But, its resolution is 4 x 4 meter and observation 
length is 2.8 meter in azimuth. Sato et al. [7] propose a 
ground-based SAR system with resolution of 1 x 5 meter. 
But, its observation area is still limited in 500 x 500 meter. 
We developed an automotive-SAR system which is installed 
on the top of vehicle, so we could take the image of wide 
area by moving the long distance up to 4 km. The resolution 
performance is also better than the previous ground-based 
SAR systems. 

 

V. CONCLUSION 

In this paper, an automotive-SAR system for land 
observation was proposed with various scenes of SAR image. 
The system is equipped in a vehicle, so motion effect is very 
stable compared to airborne SAR system. Unlike most of the 
other ground-based SAR systems, the proposed automotive-
SAR system takes advantage of large observation coverage. 
In order to validate the system performance, calibration field 
work is performed using passive corner reflector. Finally, 
various kinds of scenes are presented to verify the possibility 
for land applications.  

Because receiving channel can be easily expanded up to 
4 channels, this system could be used for along-track and 
across-track interferometry SAR applications. Furthermore, 
PolSAR and PolInSAR applications can be also possible 
with a minor modification of antenna module. 
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Abstract—Synthetic Aperture Radar (SAR) Coherent Change 

Detection (CCD) has been found to be of great utility in detecting 

changes that occur on the ground. Detectable changes of interest 

include vehicle tracks, water flow, and small scale subsidence. 

The CCD procedure involves performing repeat pass radar 

collections to form a coherence product, where ground 

disturbances can induce detectable incoherence. Currently, SAR 

imagery of between 10cm and 30cm resolution is considered to be 

a high resolution, allowing the detection of subtle changes on the 

ground, however it is of interest to examine SAR image speckle 

characteristics and corresponding CCD images resulting from 

very high resolution SAR down to 1cm resolution, which in 

principle could be collected through airborne or spaceborne 

radar platforms. To perform this study, laboratory data was 

generated with a ground-based SAR system. 

Keywords — Radar; SAR; speckle; CCD; coherent change 

detection; UWB 

I.  INTRODUCTION 

Synthetic Aperture Radar (SAR) Coherent Change 
Detection (CCD) has been found to be of great utility in 
detecting changes that occur on the ground. Detectable changes 
of interest include vehicle tracks, water flow, and small scale 
subsidence. The CCD procedure involves performing repeat 
pass radar collections to form a coherence product, where 
ground disturbances can induce detectable incoherence [1]-[5]. 

Currently, SAR imagery of between 10cm and 30cm 
resolution is considered to be a high resolution, allowing the 
detection of subtle changes on the ground, however it is of 
interest to examine CCD images resulting from very high 
resolution SAR down to 1cm resolution, which in principle 
could be collected through airborne or spaceborne radar 
platforms [6]. To perform this study, laboratory data was 
generated with the Cranfield University Ground-Based SAR 
system (GB-SAR) [7][8]. 

The laboratory SAR system is first described, and the 
requirements for SAR imagery of different resolution are 
presented. Pyramidal antenna horns, nominally calibrated for 
X-band 8-12GHz were employed in this study, and first results 
within this band are presented. However for the 15GHz 
bandwidth collection, calibration proved difficult, so a filtering 
process was employed instead, resulting in the very high 
resolution SAR and CCD images presented. 

II. GB-SAR MEASUREMENTS 

The GB-SAR system is a portable stepped frequency CW 
imaging radar which has been employed both indoors and 
outdoors [7][8]. For the experiments reported here, the system 
was deployed indoors at a laboratory within Cranfield 
University, UK, as seen in Fig.1. The antenna horn was 
mounted on a SAR rail 1.60m above the floor and 
incrementally stepped across different imaging apertures, up to 
3.50m wide, with a predefined step size interval. A band 
between 5GHz and 20GHz was employed, thus providing up to 
15GHz bandwidth. The slant range to scene center was 
approximately 3.75m, so that the 2.4m x 3.6m rectangular 
gravel scene was effectively imaged in the SAR near-field. 
Monostatic SAR measurements were conducted by attaching 
the receiver horn to the moving rail, however bistatic and 
multistatic SAR and CCD measurements can also be conducted 
with the system [4]. A calibration was conducted for the X-
band pyramidal horns between 8GHz and 12GHz, providing 
initial results of resolution down to 4cm. Metal spheres of 
diameter 3cm and 5cm were arranged to either side of the 
gravel scene to allow for image alignment and resolution 
estimation. The changes made to the gravel to evaluate the 
level of CCD were implemented by gently moving a stick over 
the gravel. The gravel stones were nominally 1cm in diameter. 

 

Figure 1. The GB-SAR system set up indoors with a gravel scene to be 

imaged. The X-band antenna horns are mounted on a SAR rail, which is 

mounted on the Green “Niftylift120” trailer. Metal spheres, with both 3cm 

and 5cm diameter are setup on either side (left and right) to aid in image 
alignment and resolution estimation. 
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Throughout, image formation was performed with the SAR 
back-projection algorithm, which is suitable for the SAR near-
field scenario [1]. 

III. RESOLUTION 

Because the scene center is only 3.75m from the SAR rail, 
and the aperture length can be as much as 3.5m wide, the scene 
is in the SAR near-field. This has the effect that different points 
within the scene can have different radar azimuth angle 
apertures as well as radar grazing / elevation angles, which in 
its turn implies that the SAR image resolution is spatially 
variant. Additionally, the point spread function will be irregular 
and will also vary in form from place to place. The resolution 
quoted in the following however, is always that estimated at 
the scene centre. It is noted that in principle the back-projection 
imaging algorithm can be modified to compensate for the 
spatial variation in resolution [4][5], however this was not 
implemented for this study. It would be difficult to compensate 
for the variation in the form of the point spread function 
however. 

The ground range resolution is given by [1] 

)cos(2 eB

c
rr     (1) 

Where c is the speed of light, B is the frequency bandwidth 
employed, and e is the radar grazing angle, evaluated as 27.3°. 
The cross range resolution is given by [1] 
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Where fc is the centre frequency transmitted, and θ is the 
azimuth angle aperture, given by 
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Where Lap is the azimuth SAR aperture length and R is the 
closest range to scene center. 

With a minimum frequency of 5GHz and maximum 
aperture length of 3.5m, for a given bandwidth B, the centre 
frequency is given by 

 
2

55 


B
fc           (4) 

Hence one may plot SAR resolution as a function of 
frequency bandwidth, as shown in Fig.2, where the solid curve 
is the range resolution and the dashed curve is the cross-range 
resolution. In the figure it can be seen that as the bandwidth 
increases, the range and cross-range resolution curves improve, 
coming closer together and eventually crossing in the 
bandwidth region between 12GHz and 15GHz where a 
resolution just over 1cm is achieved. 

 

Figure 2. Graph showing range and cross-range SAR resolution as a function 

of frequency bandwidth, with minimum frequency set at 5GHz. Range 

resolution is given by the solid black curve and cross-range resolution, for the 

3.5m aperture length is given by the dashed curve. The finest resolution 
achievable is just over 1cm. 

IV. HIGH RESOLUTION SAR SPECKLE AND CCD 

Initial high resolution SAR images were formed within the 
calibration range of the pyramidal horns. The X-band 
calibration frequency range was from 8GHz to 12GHz, 
allowing a maximal bandwidth of 4GHz. 

Generally, SAR resolutions within the range of 30cm to 
10cm are already considered to be of high resolution [1]. 
However a bandwidth of 4GHz allows resolutions down to 
4.2cm. For comparison with later very high resolution images, 
in this section SAR image and speckle characteristics results 
are presented for 10cm resolution in Fig.3 and 4.2cm resolution 
in Fig.4. In both cases, SAR aperture length is set so that the 
cross-range resolution matches the range resolution. 

Verifying that the SAR images satisfy theoretical 
predictions for speckle would indicate that the SAR system and 
near-field geometry employed allow a well-controlled CCD 
experiment to be undertaken. The theoretical intensity 
probability distribution for speckle is given by 
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where I is the intensity and <I> is the mean intensity [1]. 
In order to measure the SAR intensity distribution at a 

given nominal resolution, a central portion of the various SAR 
images was extracted. This is necessary because SAR 
resolution is spatially variant in the SAR near-field geometry. 
Then for easier cross comparison of results across the SAR 
image extracts, pixel intensity was normalized by division by 
the mean intensity. The resulting intensity histograms were 
also normalized for easier cross comparison – the 
normalization was by total pixel number, and the bin widths 
were normalized due to varying maximum pixel intensity. 
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For 10cm SAR resolution, the full SAR images, the SAR 
image extracts and the corresponding normalized intensity 
histogram plots are shown in Fig.3(a), (b) and (c) respectively. 
The theoretical speckle distribution is shown as the red curve 
overlaid on the histogram plot. The corresponding plots for 
4.2cm SAR resolution are shown in Fig.4(a), (b) and (c) 
respectively.  
 

 
(a) SAR image, 10cm resolution 

 
(b) SAR image extract 

 
(c) 10cm SAR resolution intensity histogram 

Figure 3. SAR image (a), approximately 10cm resolution, of gravel scene 

with metal spheres arranged on left and right. The frequency bandwidth is 
1.7GHz (10GHz centre frequency); (b) extract from center of SAR image 

for speckle analysis, (c) normalised intensity histogram overlaid by the 

theoretical speckle intensity probability distribution. 

 

 

 

 

 

 
(a) SAR image, 4.2cm resolution 

 
(b) SAR image extract 

 
(c) 4.2cm SAR resolution intensity histogram 

Figure 4. SAR image (a), approximately 4.2cm resolution, of gravel scene 

scene with metal spheres arranged on left and right. The frequency bandwidth 

is 4GHz (8-12GHz); (b) extract from center of SAR image for speckle 
analysis, (c) normalized intensity histogram overlaid by the theoretical speckle 

intensity probability distribution. 
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For both resolutions, it can be seen that the histogram bar 
charts follow the theoretical curves very closely, indicating that 
the SAR images have well developed speckle characteristics, 
which will allow for a controlled CCD experiment. 

Light disturbances were made to the gravel scene by gently 
scraping a stick over the gravel, allowing the formation of 
CCD products. The 10cm and 4.2cm SAR image resolution 
CCD products are shown in Fig.5(a) and (b) respectively. 

The disturbances were neither evident directly to the eye, 
nor evident in the corresponding individual SAR images, but 
they are evident in the CCD images of Fig.5. However, the 
exact nature of the disturbances is difficult to determine at 
these resolutions (they should spell out some words).  

 

 
(a) 10cm resolution SAR image CCD 

 
(b) 4.2cm resolution SAR image CCD 

Figure 5. CCD images showing some disturbance to the gravel. One of the 

10cm resolution SAR images used to form CCD a) can be seen in Fig.3(a). 

One of the 4.2cm resolution SAR images used to form CCD b) can be seen in 

Fig.4(a). 

V. VERY HIGH RESOLUTION SAR AND CCD 

 
In section IV, SAR and CCD images formed within the 

calibrated range of the antenna horns were presented. There, a 
bandwidth of 4GHz was employed, achieving a resolution 
down to 4.2cm. The system however, is capable of larger 
bandwidths up to 15GHz, potentially achieving very high range 

resolution down to 1cm, as can be predicted in Fig.2. 
Additionally the full aperture length of 3.5m can be employed, 
which will also potentially achieve very high cross-range 
resolution down to 1cm at these frequencies, as predicted in 
Fig.2. 

For the purposes of the evaluation of SAR and CCD quality 
at very high resolutions and given the stable behavior of 
pyramidal horns over wide bandwidths, it was determined that 
it would likely be sufficient to employ signal processing filters, 
instead of a full calibration, which proved difficult over the full 
15GHz bandwidth range. 

The raw pulse amplitudes in the frequency domain are 
presented in Fig.6(a). It can be seen that there is a very large 
variation in amplitude in the recorded signal, which cannot be 
due to the scene. Hence for the purposes of SAR image 
formation, two successive filters were employed, resulting in a 
cleaner and more uniform amplitude signal in the frequency 
domain, where some underlying scene structure is made 
visible, as seen in Fig.6(b). 
 

 

(a) Frequency domain, raw scan data 

 
(b) Frequency domain, filtered scan data 

Figure 6. raw frequency domain scan data (a) (frequency VS scan position on 

rail), showing large variation in recorded intensity; (b) filtered frequency 

domain scan data. 

97Copyright (c) IARIA, 2015.     ISBN:  978-1-61208-397-1

SPACOMM 2015 : The Seventh International Conference on Advances in Satellite and Space Communications

                         105 / 107



The two successive filters are as follows: 
1. The first is the subtraction of system noise: The 

average complex pulse signal is determined over all of 
the pulses and is then subtracted from the raw dataset; 

2. The second filter to be employed is a normalization 
filter: The mean absolute pulse is determined and 
divided through all of the pulses, thus normalizing the 
overall amplitude, whilst leaving the underlying 
structure in the data 

After having filtered the raw data (from the state in Fig.6(a) 
to that in Fig.6(b), image formation is performed, providing 
SAR images such as that seen in Fig.7(a). A close inspection of 
features within the image confirms that a resolution of 
approximately 1cm has been obtained: Examination of the 
metal sphere signatures supports this, as well as examination of 
the speckle structure over the gravel scene in the SAR image 
extract in Fig.7(b), which should be of the same size as the 
image resolution [1]. 

The normalized intensity histogram for the SAR image 
extract, shown in Fig.7(c), shows very close agreement with 
the theoretical intensity distribution for speckle shown as the 
overlaid red curve. 

The corresponding CCD image shown in Fig.8 can be seen 
to be of high quality, and now at the very high SAR resolution 
the nature of the disturbance is clearly evident, and can be seen 
to spell out “Cranfield University CDS”. 

The additional disturbance evident on the bottom left of the 
CCD image is mostly outside of the gravel area, and was found 
to be due to a change in the articulation of a window at the far 
end of the laboratory. The window was open during the 
reference image collection, producing some sidelobes in that 
region, but it had been closed during the second SAR scan, so 
that the sidelobes were absent. The result thus became apparent 
in the CCD product. 

VI. CONCLUSION 

This work has examined very high resolution SAR images 
down to 1cm resolution, and corresponding CCD images, 
collected in a laboratory environment by a ground-based SAR 
system. The SAR image intensity distributions closely matched 
theoretical intensity probability distributions for speckle. 

The resulting CCD images showed subtle change detections 
to a scale that was not possible with conventional high 
resolution SAR images of resolution down to 10cm. 

In principle, these techniques can be applied to remote 
sensing at these very fine resolutions if desired. 

 

 
(a) SAR, 1cm resolution 

 
(b) CCD image 

 
(c) 1cm resolution intensity histogram 

Figure 7. SAR image, approximately 1cm resolution, of gravel scene with 

metal spheres arranged on left and right (a). The frequency bandwidth is 

15GHz (5-20GHz), and the SAR rail aperture is 3.5m; (b) extract from center 
of SAR image for speckle analysis, (c) normalised intensity histogram 

overlaid by the theoretical speckle intensity probability distribution. 
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Figure 8. CCD image showing the disturbance to the gravel, spelling out 

“Cranfield University CDS”. One of the 1cm resolution SAR images used to 
form this CCD can be seen in Fig.7(a). 
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